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Synopsis 
 
Physicochemical processes in chemical, biological, and environmental systems are 

governed by a myriad of non-covalent interactions involving ions, water, and uncharged 

solutes. In biology, for instance; non-covalent interactions, such as hydrogen-bonding, 

electrostatic (ion-ion, ion-dipole), and hydrophilic/hydrophobic interactions are crucial 

for the formation of lipid bilayer-the most important biological border, transport of 

ions/molecules across lipid membrane, cell signalling, protein conformation change, 

enzymes activation, ligand-binding, etc.1-4 Fundamental elementary chemical reactions, 

for example acid-base equilibrium and electron transfer are directly related with ion-water 

interaction through the hydration of the conjugate acid-base pairs or the charged species 

produced during electron transfer.5-8 Therefore, a molecular level understanding of the 

interactions involving ions, water, and hydrophobic/hydrophilic solutes are essential for 

the elucidation of complex chemical processes occurring in various chemical, biological, 

and applied fields.  

A water molecule, because of its small size, dipolar character, and hydrogen-bond 

donating and accepting abilities, can participate in diverse interactions with the variety of 

ions and molecules, which enable water to act as a universal solvent and an active 

constituent in living organisms. Nevertheless, a slight variation of such interactions 

(between water and a solute say a protein) can lead to a conformational change of the 

solute. It is believed that the conformational change of a protein in presence of ions is 

associated with the structural transformation of water in presence of ions. Accordingly, 

the ions were categorized as ‘structure makers’ (kosmotrope; e.g. CO
, PO

, SO
) 
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and ‘structure breakers’ (chaotrope; I, Br, NO
, SCN, ClO4

-) depending on whether 

they increase or decrease the hydrogen bond net-work of liquid water.9-13 In pure liquid 

however, the water molecules are strongly coupled (intra- and intermolecular vibrational 

coupling that provides a collective nature to liquid water) with each other and in dynamic 

equilibrium of breaking and making of hydrogen-bond with neighbours. These features 

which are crucial for the energy relaxation in water are important for aqueous reactions in 

chemical and biological systems.14-17 Recently, X-ray and neutron diffraction as well as 

ultrafast IR pump-probe studies18,19 have suggested that the hydrogen-bonding and 

vibrational/orientational relaxations of water are mainly affected within the hydration 

shell of ions. Therefore, it is essential to understand hydrogen-bonding and collective 

properties of water in the ‘hydration shell’ of solute.  

The present thesis deals extensively with the hydrogen-bonding and vibrational 

coupling of water in the hydration shell of the so-called ‘kosmotropic’ and ‘chaotropic’ 

anions by using Raman multivariate cruve resolution (Raman-MCR) spectroscopy.20 

Raman-MCR spectroscopy provides the selective vibrational characteristics of water in 

the hydration shell of a fully hydrated solute/ion, which is difficult to obtain otherwise. 

This is because, to probe a fully hydrated hydration shell (free from ion-pairing/hydration 

shell sharing), it is necessary to use diluted solution; and in diluted solution, the weaker 

signal of hydration water gets buried into the stronger signal of bulk water. As a result, 

understanding the hydration water is difficult from the experimentally recorded IR/Raman 

spectra of diluted salt solutions (raw spectra). We have overcome this problem by 
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applying multivariate curve resolution analysis21,22 on the experimental Raman spectra of 

diluted salt solution. 

Unlike the hydration shell of anions, the water molecules in the hydration shell of 

an uncharged hydrophobic solute cannot participate in strong hydrogen-bond interaction 

with the solute, and hence, reorganize to optimize the hydrogen-bonding with 

neighbouring water molecules. Thermodynamic measurements have reveled an increase 

in heat capacity and decrease in entropy of water in presence of hydrophobic solutes. 

These observations were explained by proposing more ordered and tetrahedral structure 

of water at the vicinity of a hydrophobic solute.23 However, a more ordered and 

tetrahedral structure of water in hydrophobic hydration shell was later challenged by 

neutron scattering and MD simulations, which showed that the water structure in the 

vicinity of the hydrophobic groups is analogous to bulk water.24,25 We investigated the 

structural transformation of water in the hydration shell of  charged as well as uncharged 

hydrophobic molecular groups by using Raman-MCR spectrsocopy.  

Secondary structure of protein is a consequence of intermolecular forces including 

ionic and hydrophobic interactions. The perturbations of ionic and hydrophobic 

interactions (interaction between charged amino acid residues and between nonpolar 

groups of protein residues) lead to folding and unfolding of proteins which are related 

with its functions. For instance, the electrostatic interactions between charged amino acid 

groups of the protein and a dipolar/charged ligand determine the binding location of the 

later in the protein and the hydrophobic interaction between the protein and the ligand 

decide the overall stability of protein-ligand complex.26 The second part of this thesis is a 
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continuation of the endeavour to understand these fundamental interactions involved in 

the binding of serum albumin with hematoporphyrin. Serum albumin is the major soluble 

protein in the circulatory system and plays important role in the distribution and 

metabolism of many metabolites/drugs whereas hematoporphyrin is the drug used as a 

marker in diagnostics and imaging and as a photosensitizer in photodynamic therapy 

(PDT) treatment of malignancies and other diseases. In this part, we have studied the 

binding interaction between serum albumin and hematoporphyrin by using combined 

experimental and computational methods. Furthermore, to address the role of electrostatic 

and hydrogen bonding interactions of protein amino acid groups in controlling the 

morphology and dimensions of nanoparticles, we have synthesized CdSe nanoparticles in 

the serum albumin protein matrix at different experimental conditions.  

The results obtained for different systems investigated in the present research 

program have been presented and discussed in this thesis. Based on the theme of the 

work, different aspects of the present work have been discussed in a systematic manner in 

eight different chapters of the thesis. A brief account of each chapter is given below. 

Chapter 1 

Chapter 1 deals with general introduction to various non-covalent interactions (for 

example, hydrogen-bonding, electrostatic (ion-ion, ion-dipole), and hydrophobic 

interactions) that are encountered in various chemical and biological processes. After 

presenting basic aspects of these interactions, this chapter describes in detail the ion-water 

and hydrophobe-water interactions. In particular, an elaborate account has given on the 
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current understanding of ion-water and hydrophobe-water interactions and the structural 

changes of water in presence of ion/hydrophobic molecules. A brief description on role of 

various interactions in protein-drug binding has also been presented in this chapter.  The 

aspects of protein based synthesis of nanomaterial have been discussed. Towards the end 

of the chapter, the objective and motivation of the present thesis work has also been 

discussed. 

Chapter 2 

Chapter 2 contains the details of experimental techniques and data analysis 

methods employed in this research work. To investigate ion-water and hydrophobe-water 

interactions, we have mainly used Raman spectroscopy and multivariate curve resolution 

(MCR) analysis method. The basic principles of Raman spectroscopy and MCR analysis 

have been discussed. Raman spectroscopy in combination with MCR-analysis allows one 

to selectively obtain the vibrational characteristics of a solvent in the solvation shell of a 

solute. Additionally, a brief outline of steady state UV-Vis absorption, fluorescence, and 

time-resolved fluorescence spectroscopy techniques, which were used for protein-drug 

interaction and protein-nanoparticle synthesis, has been presented. 

Chapter 3 

Chapter 3 deals with change in spectroscopic properties of water (e.g. Raman 

cross-section, ) and the coupling among different vibrational modes of water (e.g. 

coupling between OH stretch fundamental (1) and HOH bend overtone (22) which is 

known as Fermi resonance (FR)) in concentrated alkali halide (NaX) solution. In this 
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study, we have compared the Raman spectral changes in OD (OH) stretch regions by the 

addition of alkali halides in D2O (H2O) and in the isotopically diluted water. It has been 

observed that the  of water changes significantly in presence of alkali halides (NaX; X = 

F, Cl, Br, and I). Moreover, the modification of values depends upon the 

physicochemical properties of the halide ions. For example, the relative Raman cross-

section, H/b (i.e. with respect to bulk water) increases as 0.6, 1.1, 1.5, and 1.9 for F, 

Cl, Br, and I anions. We have assigned the increased Raman cross-section to pre-

resonance enhancement mediated by the charge transfer from halide ions to the hydrating 

water. Moreover, it has been observed that the changes in the OH stretch band, by the 

addition of NaX (X= Cl, Br, I) in H2O, are similar to those obtained by the addition of 

D2O in H2O. These spectral changes have been discussed in detail, and a picture that 

emerges from the discussion is the following: the vibration of water has reduced stretch-

bend coupling at the vicinity of halide ions.  

Chapter 4 

 In chapter 4, we have addressed more extensively the issue of vibrational coupling 

of water in the hydration shell of ions. As discussed in Chapter 3, Raman spectroscopy of 

concentrated (~ 5-6 mol dm-3) aqueous salt solution provides vibrational characteristics of 

water that are assignable mostly to the hydration water. Nevertheless, in concentrated salt 

solutions, ion-pairing and overlapping/sharing of individual hydration shells may 

complicate the vibrational band shape and dynamics of water in the so called ‘hydration 

shell of a fully hydrated ion’. In this chapter, we have combined multivariate curve 

resolution (MCR) analysis with the Raman spectra of diluted (<1.0 mol dm-3) aqueous 
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salt solution (Raman-MCR spectroscopy) that provided the vibrational response selective 

to the hydration water. We have applied the Raman-MCR approach to the OH stretch, 

HOH bend, and [bend+librational] combination band regions of water in the hydration 

shell of a variety of ions such as the so-called ‘structures breakers’ (e.g. Cl, Br, I) and 

‘structure makes’ (e.g. CO
, SO

). The MCR-retrieved vibrational spectra of water 

demonstrates that the hydrogen-bond strength hydration water decreases as CO
> SO

 

 bulk water > Cl.> > I and the librational mobility of hydration water increases as 

CO
 SO

 < bulk water < Cl < I. Moreover, the water molecules are vibrationally 

decoupled with neighboring water molecules in the hydration shell. In other words, the 

collective nature of liquid water is compromised in the hydration shell.  

Chapter 5 

As discussed in Chapter 4, the Raman-MCR analysis can selectively provide the 

vibrational spectrum of water in the hydration shell of a solute. Therefore, in this chapter, 

the Raman-MCR analysis was extended to understand the structure of water in the 

hydration shell of uncharged (tert-butanol, TBA) and charged (tetramethylammonium 

cation, TMA+) hydrophobic molecular groups. The results show that the hydrophobic 

hydration shell has increased population of strongly H-bonded water and a depletion of 

weakly H-bonded water compared to that of bulk water. The emergence of a distinct 

narrow band at ~ 3660 cm-1 give clear indication about existence of dangling OH bonds at 

the surface of hydrophobic molecular groups. Quantitative analysis of the MCR-retrieved 

vibrational spectra of water in the hydration shell of TBA and TMA+ in isotopically 

diluted water of varying composition ([H2O]/[D2O+H2O] = 1, 0.75, 0.5, 0.25; v/v) 
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revealed that the water in the hydration shell of TBA or TMA+ are vibrationally 

decoupled from neighbouring water molecules like that in the hydration shell of halide 

ions, as observed in Chapter 4. Nevertheless, the dangling OH is intramolecularly coupled 

with the H-bonded OH stretch vibration. 

Chapter 6 

In Chapter 4 and 5, it has been discussed that the solute (ions and hydrophobic 

molecules) strongly affect the structure and properties of surrounding solvent (water). It is 

likely that the solvent (water or ion-water mixture) also affects the properties of a solute 

(hydrophobic molecule). In Chapter 6, we have addressed this issue by monitoring the 

vibrational response of the methyl groups of model hydrophobes (tert-butanol (TBA), 

trimethylamine-N-oxide (TMAO) and tetra-methyl ammonium (TMA)-cation) in water 

and [water + electrolyte] mixtures as well as in relatively less polar/nonpolar solvents 

(CD3OH, CDCl3). It has been observed that vibrational band position of typical 

hydrophobic methyl’s, such as that of TBA, shifts toward higher frequency with 

increasing dipolar and hydrogen bonding ability of the solvent. This is known as blue-

shifted H-bonding which indicates the apolar character of the C-H bonds in TBA. Similar 

spectral changes have been observed for the CH stretch band of TMAO and TMA+. 

Moreover, the effect of halide ion (F-, Cl-, Br-, I-) on the CH stretch bands TBA is 

comparable to that of TMAO and TMA+.  These results suggest that regardless of the 

positive change the methyl’s in TMAO and TMA+, interact with water by blue-shifted H-

bonding and that halide ion adsorb at the surface of their methyl groups.  
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Chapter 7 

Chapter 7 deals with the molecular level interaction between bovine serum 

albumin (BSA) and hematoporphyrin (HP), a well known photosensitizer used in 

photodynamic therapy. This study has been carried out in aqueous buffer solution using 

steady state and time-resolved emission techniques. The results have been further 

substantiated by molecular docking and molecular dynamics (MD) simulation. It has been 

observed that the fluorescence of BSA is dominantly quenched by the ground-state 

complex formation with HP accompanied by the minor contribution from electronic 

energy transfer (EET) to the later. Molecular docking analysis suggested that HP bound 

to the two well-separated sites located in the sub domain IB and IIA, where the sub 

domain IB (primary binding site) was distinctly more occupied than IIA (secondary 

binding site). Based on the detail docking analysis and experimental thermodynamic 

parameters, it was confirmed that hydrogen-bonding and Vander Waals forces were the 

driving forces for the BSA-HP complexation. Such studies are essential and could be 

beneficial in understanding the transport and delivery of different therapeutic agents 

including drugs.  

Chapter 8 

In Chapter 8, protein-ion interaction driven synthesis of cadmium selenide (CdSe) 

quantum dots (QDs) was carried out. The process was mediated by bovine serum albumin 

(BSA), which played a dual role of reducing and stabilizing agent for CdSe QDs. 

Furthermore, we have altered the type of interaction between protein functional groups 

and surface atoms of QDs by changing the experimental condition such as varying molar 
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ratio of the precursors, which enable us to tune the morphology and optical properties of 

the QDs. This aspect can provide details about role of protein-inorganic ion interactions 

on controlling the shape of CdSe nanoparticles. The possible mechanism of the formation 

as well as for the shape variation of these nanoparticles with the molar ratios of 

precursors has been proposed. On the whole, the methodology of protein assisted 

synthesis is relatively new, especially for semiconducting nanomaterials and may provide 

some unique and interesting aspects to control and tune the morphology vis-à-vis, their 

optical properties. 
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Chapter 1 

Introduction                                                                                                    

 

Interactions involving ions, water, and hydrophilic/hydrophobic solutes play important 

roles in chemical, biological, environmental, and industrial processes. In chemistry, for 

instance, several processes including solubility of a solute, acid-base equilibria, electron 

transfer, ion-pairing, etc. are dependent on the solvation/hydration of the chemical 

constituents. Important biological processes, such as formation of lipid bilayer, secondary 

structures of DNA, replication of DNA, transport of ions/molecules across lipid 

membrane, cell signaling, protein conformational change, enzyme activation, binding 

between proteins and drugs, etc. are strongly influenced by the interactions between water 

and hydrophilic/hydrophobic molecular groups.1,2 Therefore, a molecular level 

understanding of the interactions involving ions, water, and hydrophobic/hydrophilic 

groups and the associated change in the properties of water around a solute is important 

for the elucidation of complex chemical processes occurring in various chemical, 

biological, and applied fields. 
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1.1. Water: A Universal Solvent and Active Constituent of 
Biological systems 

Water is a small molecule with two hydrogen’s attached with central sp3-hybridized 

oxygen. Due to its bent structure and an unequal sharing of electrons between oxygen and 

hydrogen (‘O’ is more electronegative than ‘H’) the O-H bonds are dipolar and that water 

possesses a permanent dipole moment (Scheme 1.1). Because of the permanent dipole 

moment, water molecules can engage in dipole-dipole interaction with each other. 

Moreover, the polar O-H groups can participate as hydrogen-bond donor as well as an 

acceptor. Thus, each water molecule can form up to four hydrogen-bonds with 

neighboring water molecules, and hence, can have an extended three dimensional H-bond 

network. In liquid state, the water molecules are in dynamic equilibrium of breaking and  

 

Scheme 1.1. Left: The water molecule. The red sphere represents the oxygen atom and 

the grey spheres are the hydrogen atoms. The δ+ and δ− signs indicate the relative 

charge. Right: The tetrahedral arrangement of the hydrogen-bonded water network. 

Hydrogen bonds are indicated with the dashed lines. 
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making of these H-bonds on a picosecond time scale.3,4 These interactions lead to strong 

intra- and intermolecular vibrational coupling among water molecules, which provides a 

collective nature to liquid water. However, the electrostatic (dipole-dipole) and H-bond 

interaction in water are not only confined among water molecules, but also occur with 

several charged and dipolar solutes dissolved in water. In fact, this is why water can act as 

a universal solvent. 

In a biological system, the structure, stability and folding of proteins crucially 

depends on the hydration of individual amino acids and their H-boding with water.5-8 

Similarly, the stability of nucleic acids depends on the hydration of phosphate groups that 

diminish repulsive phosphate-phosphate interactions.9-13 The binding of drugs/ligand to 

the protein receptors occurs via the interaction of water with the functional groups of 

protein binding sites.14-16 The various electron and proton transfer reactions in the 

biological processes are facilitated by water.17,18 DNA-protein binding also depends on 

the structural arrangement of water around the base pairs of DNA.19 The formation of 

lipid bilayer - the most important biological border is also crucially dependent on 

hydrophilic/hydrophobic interaction between phospholipid and water.20 Thus, water is an 

active matrix for biological system and is essential for biological activities. 

Presence of ions or other solutes do affect the H-bonding, dipolar interaction, and 

vibrational coupling of water at the immediate vicinity of the ion/solutes. The 

perturbation of these properties of water in the hydration shells of ions and hydrophobic 

molecular groups are the major focus of the thesis. 
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1.2. Ion Hydration 

An electrolyte dissolves into water due to the hydration of its constituent cations and 

anions. H-bonding and ion-dipole interactions between the ions and water are the major 

interactions that dislocate the cations and anions from their crystal lattice of the 

electrolyte and produce the hydrated ions. It is likely that these ions in turn would affect 

the properties of water. In other words, the structure and properties water in the vicinity 

of an ion is expected to be different from that of bulk water.21,22 It is intuitive that the 

electric field of an ion tends to reorient the water at its vicinity. The reorientation of water 

dipole may affect the water-water H-bond interaction, which is directional in nature.23  

Earlier studies suggest that the ions profoundly affect the secondary and tertiary structures 

of proteins (Hofmeister effect), which has some bearings with the change in the water 

structure in presence of ions. When different ions are arranged in order of their ability of 

precipitating (favoring the folded state) certain proteins, the following series (Hofmeister 

series) is obtained:21,24,25 

CO
 > SO

 > HPO
 > CH3COO > F> Cl > Br> NO

 > I> ClO
> SCN. 

Here, the anions on the left hand side of Cl- favor the folded state of protein 

(precipitation/salting-out) and those on the right side promote the unfolded state 

(denaturation/salting-in). These specific ion effects are ubiquitous in chemistry and 

biology, and similar ordering of ions is observed for numerous microscopic properties 

including surface tension, chromatographic selectivity, colloidal stability, and protein-

denaturation temperatures.26 
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To explain the macroscopic properties in the ionic solution, Frank and Wen27 

proposed the ionic hydration model in 1957, in which they proposed that an ion is 

surrounded by three concentric regions characterized by different interactions between 

water and ion. According to this model, the water molecules in the inner most region 

(first hydration shell) are tightly bound to the ion and exhibit lower mobility than those in 

pure water. In the second region (surrounding the first hydration shell), ions disrupt the 

hydrogen bonding structure of water and induces a “structure breaking effect”.28 The third 

region, which is far from the ion, contains the water molecules normally polarized by the 

ionic field. In the same year, Samoilov29 classified ion hydration in terms of the activation 

energy of the exchange of water molecules around the ion. He classified ion hydration as 

positive or negative based on the activation energy and proposed that the ions which 

induce the positive hydration (positive activation energy) act as the structure maker and 

negative hydration (negative activation energy) act as the structure breaker. 

Based on the above models, it was proposed that the ions on the left side of the 

Hofmeister series (i.e. BrNO
IClO

SCN) enhance the water structure (‘structure 

maker’ or ‘kosmotrope’) and the ions on the right side of the series (i.e. CO
, SO

, 

HPO
) reduce the water structure (‘structure breakers’ or ‘chaotrope’). It was believed 

that kosmotropes interact strongly with water and makes it less aggressive to a protein 

(solute) thus helps the protein to retain its native/folded structure (stabilization). On the 

contrary, chaotropes interact weakly with water and makes water more aggressive to a 

solute (protein) and promotes denaturation (destabilization).27,29-31 These “structure 

maker” and “structure breaker” concept is supported by the influence of ions on the 
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viscosity of water. The Jones-Dole expression for the viscosity of aqueous ionic solutions 

for concentrations up to∼1M is given by 

ఎିఎబ
ఎబ

≈ 	ܿ√ܣ +   (1.1)               ܥܤ

Where η and ߟ଴	are the viscosities of the solution and pure water; c is the concentration of 

ion; A and B are empirical constants. The ‘first term’ on the right-hand side is assigned to 

the electrostatic interaction between the ions. The ‘second term’ is attributed to the 

influence of ions on the hydrogen bond structure of water. It has been found that the so 

called ‘kosmotropic’ anions increases the viscosity of water (positive Jones-Dole 

viscosity coefficient, B) whereas the chaotropic anions decreases the same (negative B 

coefficient) and the ordering of ions on the basis of their B-coefficient values: PO
 

(0.495) > CO
 (0.294) > CH3COO (0.25) > SO

 (0.206) > F(0.107) > Cl(-0.005) > 

Br (-0.033) > NO
 (-0.043) > I (-0.073) which are in agreement with their order in 

Hofmeister series.30,32-35 However, changing the viscosity of water in presence of certain 

ions does not necessarily indicate that these ions affect the H-bond network of bulk water 

in the long range like that of temperature.36,37 

Several experimental and computational methods38-45 have been used to probe the 

H-bonding, vibrational and orientational relaxation of water in aqueous salt and 

hydrophilic/hydrophobic solutions. These studies showed that the rotational dynamics of 

water molecules in the hydration shells of multivalent ions are slower than that in bulk 

water. In contrast, the rotational motions of water in the hydration shell of large 

monovalent ions are faster than those in bulk water.46 The orientational dynamics of water 
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in the hydration shells of ions have also been studied with depolarized Rayleigh 

scattering. However, the intrinsic measuring times in the NMR and depolarized Rayleigh 

scattering studies are long compared to that of the exchange time of water between the 

hydration shells and the bulk (picosecond). Therefore, these measurements only provided 

an ensemble average dynamics and could not distinguish the dynamics of water in the 

hydration shell of ions from the bulk water. Recently, ultrafast spectroscopy techniques 

were used to probe the dynamics of water molecules on a sub-picosecond time scale, 

which is shorter than the exchange time of water molecules in bulk and in hydration shell. 

The OH stretching frequency of water is very sensitive to the length and strength of 

hydrogen bonds and provides clear information on the structural changes of water in 

presence of various ions. As water molecules are in dynamic equilibrium of breaking and 

making of H-bonds with each other on a picosecond time scale, the vibrational OH 

stretching frequencies also fluctuate on the  picosecond timescale depending upon the 

strength of H-bond and local environment of water. Time dependence of these frequency 

fluctuations is known as vibrational spectral diffusion. Bakker and coworkers47,48 carried 

out femtosecond mid-infrared spectroscopic studies of the dynamics of vibrational 

spectral diffusion in aqueous alkali halide solutions and found that, apart from the 

characteristic time (~100 fs) of spectral diffusion in pure water, there is additional slow 

long time (12 - 25 ps) decay of spectral diffusion pertinent to the hydration shell water of 

ions. These authors suggested that in aqueous solutions, the strength of hydrogen bonding 

in hydration shell is different compared to the water-water hydrogen bonds in the bulk. In 

addition to the vibrational spectral diffusion experiments, femtosecond mid-infrared 
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pump-probe spectroscopy studies, that measured the rate of vibrational energy transfer or 

orientational relaxation of water, have revealed that the orientational and energy 

relaxation components of hydration shell water are different from that of the bulk 

water.49-52 Dielectric relaxation spectroscopy, which detects the polarization response (i.e. 

the reorientation of dipolar water molecules) to an applied electric field of the light in 

aqueous solutions, revealed that the ions have very little effect on the structural dynamics 

of the water molecules outside the first hydration shells. X-ray and neutron diffraction 

studies39,41,53-56 which provide a relative distribution of the number density of H and O 

atoms of water, as a function of distance, from the ion/solute, revealed that the static 

structure of water is significantly perturbed only in the immediate vicinity of ions/solute. 

In agreement with these experimental observations, MD-simulations36,43,49,57-63 found that 

the hydrogen bonding and the structural motifs of water of the first hydration shell 

strongly differ from that of bulk water and beyond this shell, water rapidly acquires the 

similar structure like bulk water (Scheme 1.2) . 

 

  

Scheme 1.2. Preferential orientation of water in the hydration shells of ions.  
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1.3. Hydrophobic Hydration 

Hydrophobic solutes (e.g. alkane and alcohols with long alkyl chain) because of their 

nonpolar nature, cannot participate in strong interactions with dipolar water.64 As a result, 

hydrophobic solutes aggregate in water to minimize the contact surface with water. The 

water on the other hand, reorganizes at the surface of a molecular hydrophobe, to 

optimize the hydrogen-bonding and dipolar interaction with neighboring water molecules. 

These structural changes of a hydrophobic solute and the water at the surface of the solute 

are the driving force for the hydrophobic effect, which is the key to many biological 

processes, like protein folding, formation of various self-assemblies (like lipid bilayers), 

molecular recognition, etc.65 Thermodynamic investigations have revealed that the 

introduction of hydrophobic solute in water increases the heat capacity and decreases the 

entropy of water. These observations were explained by Frank and Evans in 1945 on the 

basis of ‘iceberg’ model.66 According to this model, water in hydrophobic hydration shell 

has stronger H-bonding and enhanced ordering in comparison to that in bulk.  

Based on the ‘iceberg’ model, Kauzmann’s proposed entropic origin for the 

hydrophobic interaction.67 He pointed out that due to the formation of cage (relatively 

ordered structure) around the hydrophobic solutes, the rotational and translational 

freedom of the water molecules are compromised and leads to an entropy decrease. But if 

two “caged” hydrophobic solutes come together, the “ordered” water around the solutes is 

returned to the bulk, leading to an entropy increase (Scheme 1.3). Thus, there is an 

entropically based force of attraction between these solute particles (hydrophobic 

interaction). In contrast to Kauzmann’s mechanism, Blokzijl and Engberts68 suggested 
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that hydrophobic interaction results due to the limited capacity of liquid water to 

accommodate the apolar solute and maintain its original network of hydrogen bonds.  

 

Scheme 1.3. Aggregation of non-polar solutes (say A and B) in water releases some of 

their hydration water that adds to the increased entropy of the system.  

 

The ‘iceberg’ concept of hydrophobic hydration was disputed later by several 

experimental and theoretical results.54,69-73 Neutron diffraction studies58,74 revealed that 

the structure of the water around hydrophobic groups is comparable to that of bulk liquid  

and alternatively suggested that the anomalous properties upon dissolution of 

hydrophobic solutes arise from the incomplete mixing in the molecular level. Recent 

polarization-resolved mid-infrared pump-probe spectroscopy experiments,71,74 that probe 

the dynamics of water molecules on a sub picosecond time scale, which is shorter than the 

exchange time of water molecules in bulk and in hydration shell, revealed that the water 

molecules in the hydration shell of hydrophobic groups show different orientational and 

hydrogen bond dynamics than bulk water. It was suggested that the presence of 

hydrophobic moieties sterically hinders the formation of the five coordinated water 

molecules, which is believed to be responsible for the high rotational mobility of water. In 

the absence of five coordinated molecules the rotational and translation dynamics of 
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water are retarded and lead to decrease in entropy.75-77 These studies also revealed that the 

orientational and vibrational relaxations of water are slowed down in the hydration shell 

of hydrophobic solute and there is hardly any effect in the long range. Moreover, recent 

MD-simulation studies also suggested that the water molecules surrounding small 

hydrophobic solutes form fewer but stronger H-bonds. These simulations also suggested 

that geometric excluded volume effects account for the retardation in rotational 

orientation of water in the hydrophobic hydration shell.75 

It is being increasingly evident from the experimental and computational studies 

that the static and dynamic properties of water are affected by an ion/hydrophobic solute 

and are mainly confined within the hydration shell of an ion/solute and the role of water 

in various chemical and biological processes are largely fulfilled those water molecules 

that reside within the hydration shell. Therefore, it is important to understand the structure 

and properties of water in the hydration shell of an ion/hydrophobic molecular group. 

Recently, extensive experimental65,78-82 and computational efforts43,83 have been devoted 

to understand the properties of water in the hydration shell of ions/solutes. However, one 

of the greatest obstacles to study the structure of hydration shell water is that one has to 

selectively monitor the response of hydration water, which is technically challenging.  

1.4. Vibrational Spectroscopy of Water 

Vibrational spectroscopy is a promising technique to study the effect of ions/hydrophobic 

solutes on water structure, since the frequencies of intra/intermolecular vibrational modes 
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of water are sensitive to the H-bond strength and local environment.84 Figure 1.1 shows 

the various intra and intermolecular vibrational modes of liquid water.  

 

Figure 1.1. Raman spectrum of water. The water molecules depict the intra (OH stretch 

(3000 – 3700 cm-1) and HOH bend (1600 – 1700 cm-1)) and intermolecular (librational 

band below 1000 cm-1) and combination ([bend +librational] band 1950 - 2200 cm-1) 

vibrational modes of water. 

 

The vibrational frequencies of OH stretch vibrations are very sensitive to 

molecular environment, for instance, strongly (weakly) H-bonded water has weaker 

(stronger) O-H bond and that its OH stretch vibration appears in the low (high) frequency 

region of the OH stretch band. Liquid water has a continuous structure of varying H-bond 

strength such that at any instant liquid water has a wide range of H-bond distances and 

angles.77 The wide variations of H-bond strengths/configurations lead to a distribution of 

OH stretch frequencies, which is reflected in the large spectral width of OH stretch band 

of water.  
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1.5. Intra/inter molecular Vibrational Coupling 

Apart from H-bonding, vibrational coupling also contributes to the spectral width of the 

OH stretch and HOH bend modes. Intramolecular coupling, for example the coupling 

between the OH stretch fundamental (~3400 cm-1) and HOH bend overtone (2  1645 =           

3290 cm-1) (Fermi resonance, FR), leads to energy delocalization among ‘stretch’ and 

‘bend’ modes of the same water molecule and deforms the OH stretch band by increased 

response at ~3250 cm-1 85,86, whereas, the intermolecular vibrational coupling leads to 

vibrational delocalization among several water molecules. 87-90 As a result of these 

couplings, the vibration of water is extended among different vibrational modes as well as 

among several water molecules, and hence, represents a collective vibration of an 

ensemble of mutually interacting water molecules. Thus, the OH stretch band contains the 

combined response of both H-bond strength and/or the coupling effects (intermolecular 

coupling and FR) in liquid water.  

Solutes in water (e.g. ions, hydrophobic/hydrophilic molecules) are likely to affect 

the H-bonding as well as vibrational coupling in liquid water. A vibrational probing of 

water, selective to the hydration shell of a solute, can shed light into the perturbation of 

these interactions. Interactions between ions/hydrophobic solute and water have been 

extensively studied by using vibrational (IR/Raman) spectroscopy.91-95 Most of these 

studies have monitored the global changes in the IR/Raman spectrum, which were then 

used to understand the effects of ions/hydrophobic groups on the hydrogen bonding 

network of water. Nevertheless, the IR/Raman spectra of ions/hydrophobic groups in 

aqueous solutions contain the responses of both hydration shell and bulk water. In diluted 
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conditions, because of the larger concentration of bulk water than that of hydration water, 

the weaker hydration water signal gets buried into the stronger bulk water signal. As a 

result, understanding the hydration water is difficult from the experimentally recorded 

IR/Raman spectra of diluted salt/hydrophobic aqueous solutions. Moreover, as mentioned 

earlier the role of water in aqueous physicochemical processes is mainly governed by the 

properties of water in the hydration shell of the solutes. Therefore, it is important to 

elucidate the vibrational coupling of water in the hydration shell of a solute. However, 

because of the coherent character, and hence, inherently fast (<100 fs)96 nature of 

delocalization via vibrational coupling, time-resolved IR spectroscopy techniques have 

not been applied successfully to understand the perturbation of vibrational coupling of 

water in the hydration shell of ion/hydrophobic molecular group.  

We have combined Raman spectroscopy with multivariate curve resolution 

spectroscopy (Raman-MCR) to retrieve the response of hydration water from a combined 

response of hydration and bulk water. More specifically, the MCR-retrieved spectra (can 

be called as solute-correlated spectra, SC-spectra) contain the vibrational features of 

water that are perturbed by the solute as well as the vibrational bands of the solute 

itself.78,97,98 This allows us to selectively extract the vibrational spectrum of water at the 

vicinity of ion/hydrophobic groups, which are often, buried in large bulk water signal in 

conventional IR/Raman measurements. An analysis of the band shapes of the MCR-

retrieved spectra (OH stretch and HOH bend) with isotopic dilution has been used to 

elucidate the vibrational coupling (collective motion) and H-bonding of water in the 

hydration shell of ions and hydrophobic solutes. The first part of this thesis discusses the 
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structural perturbation of water in the hydration shell of ions and the hydrophobic 

molecular groups by using Raman-MCR in combination with isotopic dilution 

spectroscopy.  

1.6. Protein-Drug Interaction 

The secondary structure of protein is a consequence of the intermolecular forces including 

electrostatic, H-bonding, and hydrophobic interactions. The electrostatic interactions 

between charged amino acid residues and hydrophobic interaction between non-polar 

groups of amino acids lead to the folding of protein into a particular conformation. The 

delicate balance of these interactions provides stability and addresses the function of the 

protein structures. For instance, the electrostatic interactions between charged amino acid 

groups of the protein and ligand determine the binding location of the latter in the protein 

whereas optimization of hydrophobic interaction ultimately decides the overall stability of 

the protein-ligand complex. Therefore, understanding these elementary interactions are 

essential to elucidate protein-drug interaction and hence the bio-distribution, metabolism, 

elimination, and pharmacological effect of drugs in the body.  

Protein-drug binding, depends on several factors such as intermolecular 

interactions of protein, ligand and the surrounding solvent, relative conformations of 

binding partners and the thermodynamics of molecular association.99 Binding of a drug 

with protein in an aqueous environment is driven by the decrease in the free energy of the 

protein-drug complex compared to the free energy of both the drug and the protein 

existing independently in solution and can be represented by following equation 1.2. 
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(ܲ)	݊݅݁ݐ݋ݎܲ
௔௤ + (ܦ)	݃ݑݎܦ

௔௤

∆ீ
(ܦܲ)	݃ݑݎܦ:݊݅݁ݐ݋ݎܲ	⇔

௔௤         (1.2)  

The Gibbs free energy change (∆G) for interaction of the protein-drug complex is related 

to the standard Gibbs free energy change (∆ܩ௕௜௡ௗ଴ ), under defined conditions (25 ºC and 1 

M of both protein and drug) and can be represented as: 

ܩ∆ = ௕௜௡ௗ଴ܩ∆ − ܴ݈ܶ݊ [௉௥௢௧௘௜௡:஽௥௨௚]
[௉௥௢௧௘௜௡][஽௥௨௚]

                   (1.3) 

Where R is the universal gas constant (J.mol-1.K-1) and T denotes the absolute 

temperature (in K). 

The change in free energy of protein-drug complex is associated with changes in enthalpy 

(∆H) and entropy (∆S) of the system according to the following relationship 

ܩ∆ = ܪ∆ − ܶ∆ܵ                   (1.4) 

The change in enthalpy (∆H) and entropy (∆S) of protein-drug binding processes depends 

on the several factors such as the nature of interaction, conformational changes and role 

of solvent. For example, change in enthalpy (∆H) is associated with breaking and making 

of various non-covalent interactions such as electrostatic, hydrogen bonding and 

hydrophobic contacts between protein-drug, protein-solvent and drug-solvent. The 

delicate balance of these interactions and their relative strength ultimately determines the 

overall binding process. Similarly, change in entropy (∆S) of protein-drug binding is 

related to solvent displacement during binding process. As protein-drug complex 

formation takes place, the solvent molecules initially bound to the protein and drug 

detaches and leads to increase in entropy (∆S).100,101 However, formation of specific 
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interactions between protein and drug causes structural rigidity and decreases the entropy. 

Therefore, for spontaneous protein-drug complex formation, enthalpy-entropy 

compensation should be such that the free energy change (∆G) is negative.102-104 

The binding affinity of the protein-drug complex is depicted in terms of binding 

constant (K), which is related to the free energy change (∆G) by the following equation: 

ܩ∆ =  (1.5)               ܭ݈ܴ݊ܶ−

Where ܭ = [௉௥௢௧௘௜௡:஽௥௨௚]
[௉௥௢௧௘௜௡][஽௥௨௚]

  

Different spectroscopic techniques such as absorption, fluorescence, NMR, and mass 

spectrometry are used to determine the binding affinity (K) of the protein-drug complex. 

Isothermal titration calorimetry (ITC) is the direct method to obtain the thermodynamic 

and binding affinity parameters. However, most of these experimental techniques provide 

binding affinity (K) parameter, which gives the macroscopic understanding about strength 

of interaction between protein-drug.105  

Computational methods such as docking and molecular dynamic (MD) 

simulations have been developed over past few years for modeling and prediction of 

protein-drug interactions at molecular level.106,107 Docking method generates the possible 

relative conformations of the ligand and protein in the protein-drug complex based on 

binding energy calculations. The binding energy calculations include contribution from 

different types of interactions such as hydrogen bonds, hydrophobic interactions and ionic 

interactions and also entropic contributions to the binding of drug with protein.108 
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Molecular docking provides residue specific information on the type of interaction 

between different groups of protein and drug that stabilizes the protein-drug complex. 

Additionally, MD simulations provide the stability and conformational dynamics of the 

protein-drug complex in aqueous environment. Therefore, the combination of 

experimental and computational methods may provide unique molecular level 

information about protein-drug binding interactions.  

In recent years, there has been a growing interest in the use of tetrapyrrole based 

molecules, such as porphyrins and their derivatives as photosensitizing drugs in medicine, 

due to their characteristic properties, such as high quantum yield of singlet oxygen 

production, significant absorption at longer wave lengths, preferential tumor location, and 

minimal dark toxicity.109-111 Porphyrin IX species such as protoporphyrin IX (PP), 

heamatoporphyrin IX (HP), heamatoporphyrin derivative (HPD), etc. are widely used 

photosensitizers in photodynamic therapy (PDT). Compared to current treatments 

including surgery, radiation therapy and chemotherapy, PDT offers the advantage of an 

effective and selective method of destroying diseased tissues without damaging 

surrounding healthy tissues.112,113 Moreover, because of its intrinsic fluorescence and 

selective accumulation in the neoplastic tissues, HP-derivatives are used as marker in 

cancer detection (fluorescence diagnostics and imaging).114,115 

One of the important limiting factors, which decide the efficiency of PDT is the 

preferential localization of porphyrin drug in the target tissues. As distribution of drug 

crucially depends on the interaction with plasma proteins, the knowledge of binding 

interaction between porphyrin drugs and plasma proteins is important to rationalize their 
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uptake and passive transport through the circulatory system. Serum albumin is one of the 

most abundant plasma protein and is used frequently to understand protein-drug 

interactions due to its high capability to bind and transport many endogenous and 

exogenous substances including amino acids, hormones, fatty acids, metals and foreign 

molecules such as drugs.116-118  

Earlier studies on binding interaction of porphyrin derivatives with serum 

albumins, particularly related to HP and its derivatives were mainly based on the 

determination of the binding constant by utilizing the intrinsic fluorescence of either 

tryptophan of serum albumin or HP derivative, without further characterizing the mode of 

interaction and location and nature of binding sites at the molecular level. Most of the 

experimental studies provided only macroscopic understanding on the strength of 

interaction between serum albumin and HP.115,119-124 From the experimental results of 

these studies, it is difficult to decipher the nature of interaction and the exact binding 

location of the drug in the protein. As mentioned earlier, computational methods such as 

molecular docking and MD simulations helps in studying the interactions between protein 

and drugs by identifying the possible binding sites in protein, obtaining the best geometry 

of drug-protein complex and calculating the energetic contribution of different non-

covalent interaction in protein-drug complex.125,126 In this perspective, the work in the 

chapter 7 of this thesis is carried out to understand the fundamental interactions involved 

in the binding of serum albumin with hematoporphyrin by using combined experimental 

and computational methods. 
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1.7. Protein-Quantum dot (QD) Interaction 

A material which is size-restricted in three dimensions such that the electron wave 

functions are confined within its volume is called a quantum dot (QD). Due to this 

confinement the electronic properties of quantum dots depend on their size in the 

nanometer regime. The consequence of this confinement is quantization of the energy 

levels according to Pauli’s exclusion principle (Figure 1.2). Accordingly, the energy gap 

between highest valence band and the lowest conduction band (band gap Eg) depends on 

the size of the QD. As the size of the QD decreases, the band gap (Eg) increases resulting 

in shift from red to blue in the emitted light. Therefore, QDs can emit at different regions 

of the spectrum depending on their size.127-129 Furthermore, compared to organic 

fluorophores, QDs show high luminescence stability under excitation and significantly

 

 

Figure 1.2. Splitting of energy levels in quantum dots due to the quantum confinement 

effect, semiconductor band gap increases with decrease in size of the nanocrystals. 
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lower photobleaching rates.130 Moreover, the broad absorption spectra of QDs allow for 

the excitation of multiple QDs of different size with a single excitation wavelength. These 

fascinating optical properties make QDs suitable for different applications like light-

emitting diodes, thin-film transistors, optoelectronics, sensors, solar cells, superionic 

materials, laser materials and especially in bio-medical applications like medical imaging, 

biosensors, etc.128,131-137 

Semiconductor QDs are synthesized by various methods including chemical route, 

electrochemical, photochemical, radiation-chemical, etc. with fine tuning of their size and 

optical properties using surfactants, amines, thiols, and phosphates as surface passivating 

agents in condensed phase.138,139 However, most of these methodologies involve stringent 

conditions, such as high temperature, pressure, inert atmosphere, use of toxic reducing 

agents and so on. Moreover, QDs synthesized by above chemical routes are not suitable 

for in vivo biological applications since the additional foreign toxic reagents are mostly 

incompatible with biological systems and/or might even induce reactions in them. Since 

most of the passivating agents are toxic in nature it is desirable to find capping agents that 

are biocompatible as well as provide nanomaterials with the desired aqueous solubility. In 

this perspective, extensive research has been directed toward synthesis of QDs conjugated 

with biomolecules such as amino acid, protein, and antibodies. Such conjugated 

biomolecules on the surface QDs impart biocompatibility and efficient use in various 

biological applications.140 Several synthesis methods for linking proteins to QDs have 

been explored. However, it is observed that preparation of protein-conjugated QDs using 

linking ligands is a complex process that usually consist of several steps and leads to 
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difficulty in obtaining chemically stable protein-conjugated QDs with desired 

properties.140,141  

Alternatively, researchers are now developing new synthesis methods inspired by 

biomineralization.142 Biomineralization is a natural process in which biological 

organism’s intake inorganic species to subsequently form natural inorganic materials, 

such as bone, dental structures, shells, and silica skeletons.143-146 In this process, different 

organisms use specific interactions between the peptide or protein and inorganic species 

to collect and transport raw materials and nucleate them steadily and uniformly into 

ordered composites. This natural phenomena motivated scientists to use biomolecules 

such as proteins, DNA, and RNA as templates/building blocks for semiconductor QDs 

synthesis and named them as “Bio-inspired” or “Biomimetic” methods. This biomimetic 

synthesis approach of semi conductor QDs is attractive for a number of reasons. First, 

peptides and proteins make the bioenabled syntheses of semiconductor QDs inherently 

“green” process due to mild reaction conditions, aqueous solution chemistry, and absence 

of strong reducing agents. Secondly, proteins and peptides can exquisitely control the 

size, shape, optical properties, and crystal structure of the QDs. Due to specific 

interactions between inorganic ions and biomolecules, the surface of semiconductor QDs 

is effectively capped by different functional groups of biomolecules and provide bioactive 

functionalities throughout the QD surface for application in luminescence tagging, drug 

delivery, and many other applications.142 

In recent times, studies on the synthesis of QDs by biomimetic route using 

biological macromolecules, such as amino acids, proteins, DNA and RNA have gained 
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momentum.136,147-154  However, most of these studies report the use of external reducing 

agents at stringent conditions. Such conditions are expected to damage the inherent native 

structure of biomolecules and eventually making the QDs inappropriate for the bio-

related applications. Moreover, as the optical properties of the QDs strongly depend on 

their size and shape due to quantum size effects, controlling the shape and morphology of 

QDs is one of the most important aspects in any synthesis method. Thus, Chapter 8 of this 

thesis presents room temperature green synthesis of CdSe nanoparticles in the serum 

albumin protein matrix.  

1.8. Outline of the Thesis 

As discussed in the previous sections, the central theme of this thesis is the study of 

structural changes of water in the hydration shell of ion/hydrophobic molecular groups. 

We study the effect of ion/hydrophobic groups on the structure of water (H-bonding and 

intermolecular vibrational coupling) by combining Raman spectroscopy with multivariate 

curve resolution (MCR) analysis. Raman-MCR enables us to decompose experimental 

Raman spectra into solute correlated (SC) and bulk water components. The SC 

component spectra contain features from the water molecules perturbed by the 

ions/hydrophobic solute as well as the vibrational bands of ions/solute. This allows us to 

selectively extract the true vibrational spectrum of hydration water at the vicinity of 

ion/hydrophobic groups and to obtain unique understanding about the structure of water 

(hydrogen bonding and intermolecular vibrational coupling) in the hydration shell.  

In Chapter 2 we describe the experimental techniques and data analysis methods 

employed in this research work. 
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In Chapter 3, we investigated the changes in spectroscopic properties of water 

(e.g. Raman cross-section, ) and the coupling among different vibrational modes of 

water (e.g. coupling between OH stretch fundamental (1) and HOH bend overtone (22) 

which is known as Fermi resonance (FR)) in concentrated alkali halide (NaX) solution. 

Chapter 4 focuses on hydrogen bonding and vibrational coupling of water in the 

hydration shell of ions. In this chapter, we combine multivariate curve resolution (MCR) 

analysis with the Raman spectra of diluted (<1.0 mol dm-3) aqueous salt solution (Raman-

MCR spectroscopy) that provide the vibrational response selective to the hydration water.  

In chapter 5 we discussed the structure of water in the hydration shell of 

uncharged (tert-butanol, TBA) and charged (tetramethylammonium cation, TMA+) 

hydrophobic molecular groups. In this chapter, we combined Raman-MCR with isotopic 

dilution spectroscopy to investigate the intra-/intermolecular vibrational coupling and H-

bonding of water at uncharged and charged molecular hydrophobic interfaces. 

  Chapter 6 deals with the interaction of ions and water with the methyl groups that 

are attached to positively charged nitrogen. In this study, we directly compare the 

vibrational response of methyl groups attached to positively charged nitrogen (in TMAO 

and PC-head group) with that of a typical non-polar methyl and polar carbonyl groups for 

the unambiguous assignment of their polar/non-polar nature. 

The last two chapters are concerned with the role of molecular interactions in 

protein-ligand binding and nanoparticle synthesis. Chapter 7 deals with the molecular 

level interaction between bovine serum albumin (BSA) and hematoporphyrin (HP), a well 

known photosensitizer used in photodynamic therapy. This study has been carried out in 
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aqueous buffer solution using steady state and time-resolved emission techniques. The 

results have been further substantiated by molecular docking and molecular dynamics 

(MD) simulation. 

  Chapter 8 describe the room temperature green synthesis of CdSe nanoparticles in 

the serum albumin protein matrix. This chapter extensively discusses the role of 

interactions between protein amino acid groups and inorganic ions in controlling the 

morphology and optical properties of CdSe QDs. 
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Chapter 2 

Experimental Techniques  

 

2.1 Introduction  

This chapter gives an overview of the various experimental techniques employed for the 

research work described in this thesis. Raman spectroscopy has been used extensively to 

understand structure and properties of water in the hydration shell of ions and 

hydrophobic solutes. Therefore, a detailed theoretical background of Raman spectroscopy 

is described, along with an overview of Raman instrumentation that has been used for this 

work. In general, Raman spectroscopy does not provide the vibrational characteristics of 

water selective to the hydration shell; rather it gives the combined response of hydration 

shell water and bulk water for an aqueous solution of a solute. We have applied 

multivariate curve resolution analysis (MCR-analysis) on the experimentally recorded 

Raman spectra of aqueous electrolytes/hydrophobic solute solutions to retrieve the 

vibrational characteristics of hydration water from the combined response of hydration 

and bulk water. The basic principles and analysis methodology of MCR are also outlined. 

To understand the binding interaction between protein and porphyrin drug as well as the 

optical properties of CdSe QD’s, both steady-state and time-resolved photophysical 



28 
 

measurements have been carried out using absorption and fluorescence techniques. 

Important aspects of different instrumental techniques are briefly described in this 

chapter.  

2.2 Raman Spectroscopy  

Raman Spectroscopy is a vibrational spectroscopy technique based on the phenomenon 

known as Raman effect, named after the Indian scientist Sir Chandrasekhara Venkata 

Raman who first discovered it in 1928 (Nobel prize in 1930).155-157 Raman Effect arises 

when monochromatic light is incident on a molecule and interacts with the dipole 

moment of the molecule. Most commonly, when monochromatic light i.e. the incoming 

photons interact with the electron cloud of the molecule, it results in elastic scattering 

(Rayleigh scattering) in which the incident photons does not exchange energy with the 

interacting molecule and scattered with the same energy (frequency). However, a small 

fraction of the light (1 in 10 million photons) upon interaction with sample exchanges 

energy with the molecules and scattered at frequencies different from the incident light. 

During this scattering, the frequency of the scattered light is either higher or lower than 

the frequency of the incident light depending on the particular process. When a photon of 

energy his absorbed by the molecule in the ground state, part of the photons energy is 

transferred to the Raman active mode with frequency m and the resulting frequency of 

scattered light is lower tom and is termed Stokes Raman scattering as shown in 

Figure 2.1. At room temperature, the thermal population of vibrational excited state is 

low, although not zero. Therefore, for the majority of molecules, the initial state is the 
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ground vibrational state, and the scattered photon will have lower frequency (longer 

wavelength) than the exciting photon (Stokes shift). According to the Boltzmann 

population of states, a small fraction of the molecules are in vibrationally excited states. 

Thus, when a photon of energy his absorbed by a Raman active molecule which at the 

time of interaction, is already in the excited vibrational state, excessive energy of the 

Raman active mode is released and the molecule returns to the ground vibrational state. 

158 The resulting frequency of scattered light goes up tom and is termed Anti-stokes 

Raman scattering which is also shown in Figure 2.1.  

 

 

Figure 2.1. Energy level diagram showing the states involved in the Rayleigh and Raman  

scattering. Green lines signify incident light, the red line signifies Stokes Raman 

scattering, and the blue line signify anti-Stokes Raman Scattering. The energy of the 

incident laser beam is denoted by hand ∆E represent the vibrational energy of the 

molecule (hm). 
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The frequency shifts of the incident monochromatic light corresponds to the 

vibrational energy levels of a molecule, and hence, provides the vibrational signature of 

molecules. The vibration of a molecule, which is characteristics of the molecule, also 

depends upon its interaction with neighboring molecules. Therefore, analysis of the 

Raman spectra (vibrational response) provides valuable insight about the structure of 

molecules and their interactions with the surroundings. As a scattering process, however, 

the Raman Effect is exceedingly weak: typical Raman cross sections per molecule range 

between 10-30-10-25cm2 compared to fluorescence cross sections. (typically                     

10-17-10-16cm2).159 However, recent technological advances with efficient lasers, charge-

coupled devices, optical fibers, and computers have transformed Raman spectroscopy as a 

versatile and extremely useful technique to study vibrational structures of molecules by 

overcoming the major impediments of low scattering efficiency, fluorescence 

interference, and inefficient light collection and detection.159 

2.2.1 Theory of Raman Scattering 

The physical origin of Raman scattering is the change in molecular optical properties due 

to the electric field (ܧሬ⃗ ) of incident light. The interaction of light with molecular systems 

can be interpreted in terms of classical as well as quantum mechanical pictures. In 

classical interpretation, light is considered as electromagnetic radiation, with an 

oscillating electric field that induces a dipole moment (polarization) while interacting 

with molecules. The resulting oscillating induced dipole moment emits an EM radiation, 

thereby resulting in scattered light.159,160  
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Classical Theory of Raman Scattering 

The classical theory of the Raman Effect is based upon polarizability of molecules, which 

reflects how easily the electron density distribution of a molecule/bond can be distorted 

by an electric field. According to classical theory, when the electric filed (ܧሬ⃗ ) of the light 

interacts with a molecule, the equilibrium distribution of the negatively charged electron 

cloud of the molecule is perturbed, which gives rise to an induced dipole moment (i). 

Thus, the induced dipole moment per unit volume (known as the polarization, P) of the 

macroscopic system is proportional to the incident electric filed ܧሬ⃗  (assuming that the 

intensity of the incident light is not high enough to introduce nonlinear polarization).   

ܰ	ప	ሬሬሬሬ⃗ = ሬܲ⃗	ܧሬ⃗   

ሬܲ⃗ = ሬ⃗ܧߙ             (2.1) 

Where, N is the number dipoles in unit volume and ߙ is the proportionality constant, 

known as polarizability. The oscillating electric field of the incident light can be written 

as,  

ሬ⃗ܧ = ଴ܧ cos(2ݐߥߨ)           (2.2) 

Where ܧ଴	is the amplitude of the electric field vector and ν is the frequency of the 

incident light, and t is time. Thus from eq. 2.1 and 2.2, 

ሬܲ⃗ = ଴ܧߙ cos(2ݐߥߨ)               (2.3) 
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Figure 2.2. Polarization (P) induced in a molecule’s electron cloud by an incident optical 

electric field ܧሬ⃗ . Scattering may be in various directions. 

Thus, the polarization (dipole moment density) also oscillates at the frequency of the 

incident light ().This oscillating polarization becomes the source of scattered light at the 

frequency  which is same as that of the incident light (Rayleigh scattering). 

The polarizability of the molecule is a function of the instantaneous position of 

constituent atoms and depends on the molecular vibrations. Thus, the ‘’ of a vibrating 

molecule can be described as a time varying quantity related to the frequency of the 

vibration of the molecule. For small atomic displacements,  can be expressed by a 

Taylor series expansion given by, 

α = α଴ + ቀஔ஑
ஔ୕
ቁ
଴
ܳ + ⋯,         (2.4) 
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where, α଴ is the polarizability of the molecule at its equilibrium position, Q is the 

vibrational coordinate and ቀஔ஑
ஔ୕
ቁ
଴
is the rate of change of the polarizability with the 

vibration at the equilibrium position of the molecule. 

 

Figure 2.3. Diatomic Molecule as a Spring –Mass System  

The classical interpretation of the vibration of a molecule, can be derived by considering 

a simple diatomic molecule as two masses connected by a spring (as shown in Figure 2.3) 

where m represents the atomic mass, x represents the displacement, and K represents the 

bond strength (Spring Constant). By using this approximation, according to Hooke’s law 

the displacement of the molecule can be expressed as 

௠ଵ௠ଶ
௠ଵା௠ଶ

ቀௗ
మ௫భ
ௗ௧మ

+ ௗమ௫మ
ௗ௧మ

ቁ = ଵݔ)ܭ− +   ଶ)        (2.5)ݔ

By replacing the reduced mass ቀ ௠ଵ௠ଶ
௠ଵା௠ଶ

ቁ with μ and the total displacement (ݔଵ +  (ଶݔ

with Q, the equation can be simplified to, 

ߤ ௗమொ
ௗ௧మ

=  (2.6)            ܳܭ−

By solving this equation for Q we get, 
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ܳ = ܳ଴ cos(2ߥߨ௠t)             (2.7) 

Where ܳ଴	is the amplitude of the displacement and ߥ௠ is its vibrational frequency and is 

defined as, 

௠ߥ = ଵ
ଶ஠ට

୏
ஜ
             (2.8) 

Based on the vibrational displacement of Eq. (2.7), the polarizability may be given as 

α = α଴ + ቀஔ஑
ஔ୕
ቁ
଴
ܳ0 cos(2݉ߥߨt)          (2.9) 

Using Eq. (2.9), Eq. (2.3) can now be written as: 

ሬܲ⃗ = α00ܧ cos(2ݐߥߨ) + ቀδα
δQ
ቁ

0
0ܳ଴ܧ cos(2ߥߨ௠ݐ) cos(2ݐߥߨ)     (2.10) 

Using the trigonometric formula	cosܣ cosܤ = ଵ
ଶ

{cos(ܣ − (ܤ + cos(ܣ +  the above ,{(ܤ

Eq. can be written as 

ሬܲ⃗ = α0݋ܧ cos(2ݐߥߨ) + ൬ቀδα
δQ
ቁ

0

ா௢ொ௢
ଶ
൰ {cos ݒ)]ߨ2 − [ݐ(mߥ + cos ݒ)]ߨ2 +  (2.11)   {[ݐ(mߥ

The first term in right hand side of equation 2.11, α଴݋ܧ cos(2ݐߥߨ), provides the 

mathematical expression of the elastic Rayleigh scattering, which is the dominant effect 

and results in no change in the frequency of the incident light ().The second term in right 

hand side of equation 2.11, ൬ቀδα
δQ
ቁ

0

ா௢ொ௢
ଶ
൰ {cos ݒ)]ߨ2 − [ݐ(mߥ + cos ݒ)]ߨ2 +  is	,{[ݐ(mߥ
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the Raman scattered component, which occurs only if vibrations change polarizability 

(ஔ஑
ஔ୕
≠ 0). The change in the polarizability (ஔ஑

ஔ୕
) of the molecules causes shift in the 

frequency of the incident light (ݒ) by ±ݒ௠ , the frequency of the molecular vibration. The 

increase in frequency (ݒݒ௠) is known as the anti-Stokes shift and the decrease in 

frequency (ݒݒ௠)) is known as the Stokes shift (Figure 2.1). Therefore, the vibrational 

frequency of a molecular bond can be analyzed by measuring the change in frequency 

from the incident light i.e. Stokes or anti-Stokes Raman shift.159,161-163 

2.2.2. Micro-Raman Instrumentation 

Experimental Raman spectra presented in this thesis have been collected using a micro-

Raman spectrometer (STR-300, SEKI Technotron, Japan). The optical layout of the 

micro-Raman setup is shown in Figure 2.4. A fiber coupled 532 nm CW diode pumped 

solid state laser (50mW, DPSS, gem532, Laser Quantum) was initially passed through a 

band pass filter (532nm), which removes wavelengths other than 532nm. The laser is then 

passed through dichroic mirror (532nm) and 10/90 (R/T) beam splitter (BS). The light 

transmitted through the BS is directed into an objective lens of magnification 10X 

(Olympus, N.A. 0.30) and focused onto the sample contained in 2 mm spectroscopic 

quartz cell. The Raman scattered light was collected by the same objective lens and 

passed through a long pass filter (LPO3-532RU-25, Semrock). The long pass filter rejects 

the Rayleigh and anti-stokes scattered light and allows only stokes signal to pass through. 

The stokes signal after the long pass filter was focused by a lens onto a fiber and coupled 

to a 300 mm focal length imaging spectrograph (Action series SP2300i, 1200groove/mm) 
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and detected by a thermo-electric cooled (-75°C) charge coupled device (CCD) detector 

(Pixis 256 CCD camera, Princeton Instruments). The spectrograph was calibrated using 

the 520.5 cm-1 line from silicon wafer and was verified by measuring the Raman 

spectrum of naphthalene and sulphur. The spectral and spatial resolution of the Raman 

system was nearly 1.5cm-1 and 0.5m (with 100X objective lens), respectively. 

 

Figure 2.4.  Optical layout of the of Micro-Raman Instrumentation. 

2.3 Solvation Shell Spectroscopy 

Raman (vibrational) spectroscopy provide a promising experimental technique for 

investigating solute-solvent interactions by monitoring changes in the vibrations of 

chemical bonds of solute and/or solvent molecules in solution. For instance, the changes 

in the vibrational frequencies of OH stretch band of water provide information about the 
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structural changes of water in presence of solute molecules. Conventional IR and Raman 

spectra of dilute solutions contain the responses of solvent, solute, and solvent molecules 

perturbed by solute. Because of larger concentration of bulk solvent than that of solvent 

molecules perturbed by solute (solvation shell), the weaker solvation shell signal gets 

buried into the stronger bulk solvent signal.97 As a result, understanding the perturbation 

of solvent in presence of solute is difficult from the experimentally recorded IR and 

Raman spectra of dilute solutions.  

Conventional data analysis techniques, such as difference spectroscopy, peak 

fitting are used to obtain information about the perturbations of solvent by solute.164-166 In 

difference spectroscopy, the contribution of bulk solvent to the solution spectrum is 

separated by subtracting proportionate bulk solvent spectrum from the solution 

spectrum.91,94,167 However, this method does not produce the true spectral features of 

perturbed solvent molecules. In peak fitting method, spectra are fitted with presumed 

functional forms and number of components.168-170 Thus, the result of fitting analysis 

often depends on the assumed model and does not provide unique solution.  

In the present thesis, we have applied a new approach known as multivariate curve 

resolution (MCR) to extract the vibrational response of solvent molecules perturbed by 

the solute from a combined response of solvation shell and bulk solvent. This approach 

differs from the conventional difference spectroscopy and peak fitting methods.98  MCR 

method does not have any assumption regarding the fitting parameters, such as amplitude, 



38 
 

position, and width of either the bulk solvent or the solvent perturbed by solute. The basic 

principles and analysis methodology of MCR is outlined in the following sections. 

2.4. Multivariate Curve Resolution (MCR) 

Multivariate curve resolution (MCR) is a broad class of data analysis method that is 

widely used in the quantitative analysis of multi-component mixtures in chromatographic, 

kinetic, environmental, and biochemical studies171-175. The main goal of these methods is 

to perform a mathematical decomposition of instrumentally unresolved spectral response 

of mixtures to extract the number of individual components, their spectral response and 

the concentration profiles. MCR methods have been successfully used to analyze data 

from infrared spectroscopy, chromatography, nuclear magnetic resonance, hyper spectral 

imaging, and mass spectrometry.176-180 

MCR method is based on a bilinear model, which decomposes the experimental 

data matrix D (m x n) into product of two matrices C (m x k) and ST (k x n), each of them 

containing concentration and spectral profiles of the k components in the mixture 

respectively, according to Eq. (2.12): 181-185 

D= CST+ E               (2.12) 

where E (m x n) is the error matrix. 

2.4.1. Singular Value Decomposition (SVD)  

MCR methods are known as model free (since they do not require any prior knowledge or 

assumption about the nature and composition of the system). However, the information 
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about the number of components present in the system is needed for MCR analysis. This 

number of pure components is estimated by rank analysis of the data matrix applying 

factor analysis methods. Singular value decomposition (SVD) is one of the most widely 

used factor analysis method to estimate chemical rank of a data matrix. SVD is the 

factorization of a matrix X of real or complex numbers.186-188Let X be an m x n matrix; 

mathematically SVD of X can be expressed as follows: 

[ܺ]௠×௡ = [ܷ]௠×௥[Σ]୰×୰[்ܸ]௥×௡         (2.13) 

Besides, U and V are orthogonal so that  

்ܷܷ	 =   	ܫ

and 

	்ܸܸ =    ܫ

Where, I is the identity matrix. 

The columns of U are the left singular vectors of the matrix X, and the columns of V (or 

the rows of VT) are the right singular vectors. The matrix Σ is a diagonal matrix, whose 

diagonal values are the singular values of the matrix X. 

Mathematical calculation of SVD is to find the eigen vectors and the eigen values 

of XXT and XTX. The eigen vectors of XXT are the columns of U and the eigen vectors of 

XTX are the columns of V. The singular values of X, in the diagonal matrix Σ, are the 

square root of the eigen values of XXT and XTX. The number of singular values of a 
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matrix is the rank of that matrix, which is the number of linearly independent columns or 

rows of a matrix and represents the number of pure components present in the system.  

2.4.2. Ambiguities in MCR 

The main limiting issue that affects the resolution of the component concentration and 

spectral profiles in MCR analysis is the non-unicity of the solution, the so called 

ambiguities of the solution.98,189 Ambiguities means many pairs of C and ST type matrices 

can be reproduce the original data matrix with the same fit quality as true solutions. In 

other words, the correct reproduction of the original data matrix can be achieved by using 

component profiles differing in shape (rotational ambiguity) or in magnitude (intensity 

ambiguity) from the original profiles. Mathematically these MCR ambiguities can be 

explained as follows: 

The basic equation associated with MCR bilinear model, D = CST, can be 

rewritten as 

D = C (T T-1) ST              (2.14) 

T T-1 = 1 

D = (CT) (T-1ST)             (2.15) 

D = Cʹ SʹT 

Where Cʹ = C T and SʹT = T-1ST are rotationally equivalent to the real C and ST and 

describe the D matrix as correctly as the true C and ST matrices do, though Cʹ and SʹT are 

not sought solutions. Due to rotational ambiguity, MCR method can potentially give as 
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many solutions as T matrices can exist. Often this may provide an infinite set of solutions, 

unless C and ST are forced to obey certain conditions. 

Similarly, intensity ambiguity arises from the following mathematical expression, as 

shown in equation 2.16. 

D = ∑ ቀ ଵ
୩౟

c୧ቁ ൫k୧S୧୘൯୬
୧ୀଵ          (2.16) 

Where ݇௜ are scalars and n refers to the number of pure components. Each concentration 

profile of new Cʹ matrix would have the same shape as the real one, but it would be ݇௜ 

times smaller, whereas the related spectra of the new SʹT matrix would be equal to the real 

spectra, though ݇௜ times more intense. Different approaches have been proposed to 

overcome these ambiguity problems. Rotational ambiguity may be resolved by including 

extra information during the MCR analysis, such as known reference spectra. 

Alternatively, imposing certain constraints such as non-negativity and unimodality can 

improve the analysis procedure further to obtain true spectral or concentration 

profiles.190,191  

2.4.3. Alternative Least Square (ALS) Method 

The initial estimates of Cʹ and Sʹ, obtained from the SVD, were further improved by 

alternating least square fitting (ALS) method. This method uses alternative approach to 

find the matrices of Cʹ and Sʹ by optimizing both at each iterative cycle. 

Under appropriately chosen constraints, the ALS method involves solving of 

following two least square problems:  
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Given the spectra matrix S, the concentration matrix C can be estimated as: 

C = DS(S୘S)ିଵ              (2.17) 

And, given the concentration matrix, the spectra matrix can be estimated as: 

S = D୘C(C୘C)ିଵ                  (2.18) 

Equation 2.17 and 2.18 are solved sequentially, i.e., in each iterative cycle, the 

concentration matrix C is calculated and this new C is used to get the spectral matrix ST 

and similarly we use ST to calculate C.  The convergence criterion in the alternating least-

squares optimization is based on the comparison of the fit obtained in two consecutive 

iterations. When the relative difference ‖X − CS୘‖ = E in a fit is below a threshold value, 

the optimization is achieved. 

2.5. Raman-MCR: Hydration Shell Spectroscopy  

We combined Raman spectroscopy with MCR analysis (Raman-MCR) 98,192-195 to study 

the structural changes of water in the hydration shell of ion / hydrophobic groups. In 

dilute aqueous solutions, solute-solute interactions are negligible. Under such condition, 

we can state that the solution spectrum (ST) is a linear combination of the response of 

solute (RS), bulk water (RBW), and solute-perturbed water (i.e. hydration shell water RHW). 

ST =RS+ RBW + RHW              

Or, ST = CBWSBW+ CSSS+ CHWSHW            (2.19) 
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Where CBW and SBW are the concentration and the spectrum of the bulk water, CS and SS 

are the concentration and the spectrum of the solute, and CHW and SHW are the 

concentration and the spectrum of water molecules in the solute hydration shell. 

Both CSSS and CHWSHW terms in the above equation are linearly correlated with 

the solute concentration i.e. CHW = kCS. Therefore, we can combine these two terms and 

collectively represent with one term as: 

ST = CBWSBW+ CSSS+ kCS SHW            (2.20) 

ST = CBWSBW+ CS [SS+ kSHW]  

CS [SS+ kSHW] =CSCSSC             (2.21) 

ST = CBWSBW+ CSCSSC               (2.22)   

CSC and SSC are the solute-correlated concentration and spectrum, respectively. To extract 

the solute-correlated spectrum (SSC) i.e. Raman spectrum of water perturbed by solute, we 

record a series of Raman spectra of water in presence of different concentration of solute. 

Then the area normalized Raman spectra were arranged in to the rows of a matrix, X. The 

first row corresponds to the spectrum of bulk water and the other rows contain the spectra 

of solutions with varying concentration of solute. The data matrix ܺ of size ݉ × ݊ can be 

written as 

[ܺ]௠×௡ = ൦

ଵଵݔ ଵଶݔ ⋯ ଵ௡ݔ
ଶଵݔ ଶଶݔ ⋯ ଶ௡ݔ
⋮ ⋮ ⋱ ⋮

௠ଵݔ ௠ଶݔ ⋯ ௠௡ݔ

൪ 
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As a result, the columns of ܺ can be regarded as vectors in the space of concentration 

profiles; and the rows can be thought of as vectors in the space of spectral profiles. As 

mentioned earlier, the main objective of multivariate curve resolution (MCR) analysis is 

to extract the linearly independent spectral components from the data matrix X. In order 

to do so, the data matrix is decomposed by singular value decomposition (SVD) as 

discussed in section 2.4.1. 

[ܺ]௠×௡ = [ܷ]௠×௥[Σ]୰×୰[்ܸ]௥×௡                                                    (2.23) 

The singular value decomposition gives two sets of singular vectors	࢛’s (columns of the 

matrix	ܷ) and	࢜’s (columns of the matrix	ܸ) which are eigen vectors of the matrices ்ܺܺ 

and ்ܺܺ respectively. Since both these matrices are symmetric	(்ܣ =  their eigen ,(ܣ

vectors can be chosen orthonormal. Since	࢛’s and	࢜’s constitute the columns ܷ and	ܸ, 

orthogonality gives	்ܸܸ = ܫ = ்ܷܷ. The singular vectors ݒଵ,ݒଶ, …  ௥ are in the rowݒ,

space of X and the singular vectors ݑଵ, ,ଶݑ …  ܺ. Since the	௥ are in the column space ofݑ,

row space of X contains information about the spectral profile,	࢜’s constitute the basis 

vectors for the spectral profile. Similarly	࢛’s constitute the basis vectors for the column 

space, i.e., the concentration profile. The rank (r) of the data matrix ܺ gives the number of 

independent spectral components contained in ܺ so that there will be	ݎ significant 

singular values (ߪ’s) in the diagonal matrix Σ.	 Accordingly, the singular value 

decomposition can be expanded as: 

[ܺ]௠×௡ = [ܷ]௠×௥[Σ]୰×୰[்ܸ]௥×௡ = ଵݑ] ⋯ [௥ݑ ቎
ଵߪ

⋱
௥ߪ
቏ ൥
ଵ்ݒ
⋮
௥்ݒ
൩ 



45 
 

or 

ܺ = ଵ்ݒଵߪଵݑ + ଶ்ݒଶߪଶݑ + ⋯+ ௥்ݒ௥ߪ௥ݑ                                                                                 (2.24) 
 

Arranging the singular values in descending order	ߪଵ ≥ ଶߪ ≥ ⋯ ≥ ௥ߪ > 0, the SVD gives 

the rank-one (component wise) pieces of the data matrix ܺ in the order of importance. 

The expansion in equation (2.24) can be rearranged as 

ܺ = ܿଵݏଵ் + ܿଶݏଶ் + ⋯+ ܿ௥ݏ௥் = ்ܵܥ                 (2.25) 

Where, ܿ௜ = ௜்ݏ ௜ are the concentration components; andݑ = ௜்ݒ௜ߪ  are the spectral 

components. ܥ	is the matrix with the concentration profile vectors (ܿ௜) as columns and ܵ 

is the matrix with component spectra (ݏ௜) as columns. 

In the case of diluted solutions, it is likely that the data matrix X contains two 

independent spectral components: (i) bulk water and (ii) the water molecules around the 

solute as well as the intramolecular vibrational bands (if any) of the solute. Hence, the 

number of significant singular values (ߪ’s) is expected to be two. Thus after SVD, two 

most prominent singular values are retained and the rest of the singular values, usually 

very small, are assumed to be due to experimental noise. Thus, the equation (2.24) can be 

rewritten as  

ܺ = ଵ்ݒଵߪଵݑ + ଶ்ݒଶߪଶݑ + ܧ = ܿ஻ௐݏ஻ௐ் + ܿௌ஼ݏௌ஼் + ܧ = ்`ܵ`ܥ +  (2.26)                           ܧ

Where, ܧ is the experimental noise matrix. The initial estimates of C` and S`, obtained 

from the SVD, were further improved by alternating least square fitting (ALS) method as 

discussed in section 2.4.3. The resulted ݏௌ஼்  spectrum known as solute correlated spectrum 

(SC) and contain vibrational spectral feature arising from water molecules around the 
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solute and solute itself.98,195,196 In the case of salt solutions, where there is no 

intramolecular vibrational feature of ions, SC spectrum essentially represents the 

vibrational spectrum water molecules in the hydration shell of ions (Ion-correlated 

spectrum). 

2.6. Steady-State Absorption Measurements 

Optical absorption (Ultraviolet-visible; UV-vis) spectroscopy is a widely used technique 

to obtain the information about the ground state of the chemical system (wavelength of 

absorption and extinction coefficients of the absorbing molecules at different 

wavelengths). It provides information about electronic transitions from ground state to 

excited state, which allows the characterization or identification of the molecules.197-199 

The absorbance of a sample is given by “Beer-Lambert’s law”200,201 

ܣ = ݃݋݈ ቀூబ
ூ
ቁ =  (2.27)            ݈ܥఒߝ

Where, C and l corresponds to concentration of chromophore in a solution and optical 

path length of the light beam passing through the sample (typically 1cm, quartz cell), 

respectively. The molecular extinction coefficient (ߝఒ) is a wavelength dependent 

property and vary for different “type of electronic transitions”. It allows quantitative and 

qualitative measurements such as solvent polarity, hydrogen bonding, charge transfer 

effects on electronic transitions of molecule. Hence, this simple photochemical technique 

gives preliminary information regarding the nature of interactions between a 

chromophoric molecule and its surrounding environment.202,203 In this work, absorbance 



47 
 

measurements were carried out on a JASCO V650 UV-visible spectrophotometer. 

Typical wavelength range is 200-900 nm. As the light sources, spectrophotometer use W-

lamp for the 900 to 350 nm region and a D2 lamp for the 350-200 nm region. Si-

photodiodes are used as the light detectors. The minimum wavelength resolution for the 

spectrophotometer is 0.2 nm and lowest absorbance measurable is ~0.005.  

2.7. Steady-State Fluorescence Measurements 

Fluorescence spectroscopy is the most sensitive and extremely powerful technique to 

investigate various photochemical processes that occur in the excited state of the 

chromophoric molecules. Fluorescence generally occurs when a molecule absorbs light 

photons from the UV/visible (200-900 nm) light spectrum, known as excitation, and then 

rapidly emits light photons of a longer wavelength as it returns to the ground state. All 

chemical compounds absorb energy which causes transition of molecules from initial 

electronic energy state to higher energy electronic state. The absorbed energy is 

equivalent to the difference between the initial and higher electronic energy states. This 

value is constant and characteristic of the molecular structure. This value termed as the 

excitation wavelength, is characteristic of the molecule involved. The excited molecule 

returns to ground state by releasing the energy through heat and/or emission of photons. 

The emission wavelength equivalent to the difference between two discrete energy states 

is also characteristic of the molecular structure. Thus, fluorescence spectroscopy 

establishes the relationship between absorbed and emitted photons at specified 

wavelengths. The characteristic properties of the fluorescence photons such as energy 

(wavelength), lifetime, polarization and intensity (number of photons at a given 
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wavelength) are very sensitive to the local environment surrounding the fluorophore 

under investigation.203 Therefore, analysis of these properties of the fluorescence provide 

information about the local environment of the fluorophore. 

In the present study steady-state fluorescence measurements were carried out 

using a Hitachi model F-4500 fluorescence spectrometer. The instrument uses a 150 watt 

continuous powered high pressure xenon lamp as the excitation source and R-928F 

(Hamamatsu) photomultiplier tube (PMT) as the photo detector. Sample is taken in a 1 

cm x 1 cm suprasil quartz cuvette is excited and the fluorescence is collected and 

measured in a perpendicular direction with respect to the direction of the excitation beam. 

The wavelength range covered in the present instrument is 220 to 800 nm. 

Fluorescence quantum yield of sample (Φௌ௔௠௣௟௘) is calculated with respect to known 

quantum yield of a standard (Φௌ௧௔௡ௗ௔௥ௗ) by using the eq. 2.28203 

Φ௦௔௠௣௟௘ 	= 	Φ௦௧௔௡ௗ௔௥ௗ 	×
ிೞೌ೘೛೗೐ 	
ிೞ೟ೌ೙೏ೌೝ೏

× 	஺ೞ೟ೌ೙೏ೌೝ೏
஺ೞೌ೘೛೗೐

	 ∗ ( ௡ೞೌ೘೛೗೐

௡ೞ೟ೌ೙೏ೌೝ೏
)ଶ                                    (2.28) 

Where ܣ௦௧௔௡ௗ௔௥ௗ  and ܣ௦௔௠௣௟௘  are the absorbance values of standard and sample at the 

excitation wavelength, ܨௌ௧௔௡ௗ௔௥ௗ 	 and ܨ௦௔௠௣௟௘  are the integrated fluorescence intensities 

and ݊௦௧௔௡ௗ௔௥ௗ  and ݊௦௔௠௣௟௘ 	 are the refractive indices for the standard and the sample 

solutions, respectively. 

2.7 Time-Resolved Fluorescence Measurements 

Time resolved fluorescence measurements illustrate the variation of fluorescence 

intensity as a function of time after the creation of the excited state. It monitors the 
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temporal evolution of the excited state and the mechanism by which the excited state 

relaxes to the ground state. Time-Correlated Single Photon Counting (TCSPC) technique 

is the most widely used experimental method to measure the time-dependent fluorescence 

of a sample in the nanosecond to picoseconds time scales. The working principle and 

operation of TCSPC spectrometer can be described as follows. The TCSPC technique 

involves the excitation of the sample with pulses from a laser or a flash lamp and the 

detection system monitors the time difference between the excitation pulse and the first 

fluorescence photon from the sample. The prerequisite for this measurement is that only 

one photon is observed for a large number of excitation pulses. In other words, an 

extremely low count rate must be ensured such that the system operates in single photon 

counting mode. In such a situation, the statistics follows the Poisson distribution and a  

 

Figure 2.7. Schematic diagram of TCSPC setup 



50 
 

true time resolved emission profile is obtained.203,204The schematic diagram of a typical 

TCSPC set up is shown in Figure 2.7. 

As shown in Figure 2.7, an excitation pulse (optical pulse) from the pulsed 

excitation source is split into two parts, one part is used to excite the sample kept in the 

sample chamber and the other part of the light pulse is directed to a start PMT. The 

optical signal at the start PMT generates an electrical START pulse, which is then routed 

through a Constant Fraction Discriminator (CFD) to the START input of the Time to 

Amplitude Converter (TAC) unit to initiate its charging operation. On receiving the start 

pulse, the TAC continues to undergo charging linearly with time. The part of the optical 

pulse, which excites the sample, effectively gives rise to the emission photons. These 

photons are then detected one by one by the stop PMT (at the right angle to the direction 

of excitation) to generate electrical STOP pulses for each of the individual photons 

received. The STOP pulses thus generated in the stop PMT are also routed through a CFD 

and a variable delay line to the STOP input of the same TAC unit. On receiving the first 

STOP pulse, the TAC unit stops it’s charging operation and subsequently generates an 

electrical output pulse (TAC-output), having amplitude proportional to the time 

difference (Δt) between the START and the STOP pulses reaching the TAC unit. The 

TAC output pulse is then fed to the input of a Multichannel Analyzer (MCA) through an 

Analog-to-Digital Converter (ADC). The ADC generates a numerical value proportional 

to the height of the TAC output pulse and thus selects the corresponding memory address 

(channel) in the MCA, where a single count is added up. The above cycle (from the 

triggering of the pulsed excitation light source to the data storage in the MCA) is repeated 
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for a large number of times and thus a histogram of counts is collected in the MCA 

channels. The distribution of the counts against the channel number in the MCA then 

represents the fluorescence decay curve of the sample, provided the collection rate of the 

emission photons by the stop PMT is kept very low, only about 2% or less, compared to 

the repetition rate of the excitation pulses. This experimental condition effectively means 

that following an excitation pulse, in no circumstances more than one emission photon 

can be detected by the stop PMT. Thus, in the TCSPC measurement, for about 98% cases 

of the excitation pulses, though the sample is excited, there is effectively no emission 

photon that is directed to the stop PMT. Only about 2% cases of the sample excitations by 

the pulsed light source there is an effective emission of photon that is directed to the stop 

PMT and detected by the TCSPC setup. Such a low count rate is essential to maintain the 

time-dependent probability distribution of the photon emission from a single excited 

molecule following its excitation process.204  

For the measurements carried out in the present thesis, TCSPC instrumental set up 

from Horiba Jobin Yvon IBH, UK, Model Data station Hub. is used. Both diode laser and 

LED are used as excitation source. The full width at half maximum (FWHM) of the 

instrument response function (IRF) is typically about ~ 100 ps for the 450 nm diode laser 

used in the case of CdSe samples and it is 800 ps in the case of 292 nm LED used for 

BSA life time measurements. An emission polarizer is used before collection optics and 

fluorescence is recorded at magic angle (54.7°) polarization with respect to excitation 

light. The fluorescence collected at the magic angle with respect to the excitation 

polarization is free from any anisotropy components and represents the actual total 
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fluorescence intensity decay. All the measurements are done such that the counts at the 

peak of the time resolved fluorescence is 5000 to 10000. The obtained decay curves are 

fit to either a single exponential or multi exponential functions as described by Equation 

2.28 with non-linear least square analysis supported by instrument fitting program of IBH 

DAS 6.2 software.  

(ݐ)ܫ = 	 ∑ ௡݅ߙ
௜ ݁ି௧/ఛ௜                           (2.28) 

Where τi is the fluorescence lifetime and	݅ߙ  is the pre-exponential factor of the ith 

component of the sample. The goodness of the fit was judged by the reduced χ2 value, 

which should be close to 1 and weighted residuals should be randomly distributed about 

the zero line for the whole range of the data channels used in the decay analysis. 
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Chapter 3 

Fermi Resonance and Raman Cross-section of 

Water in the Hydration Shell of Halide Ions  

 

3.1. Introduction 

Interactions between ions and water have and play important roles in biological, 

chemical, environmental, and industrial processes.21,22,25,205,206 In chemistry, several 

processes including acid-base equilibrium, solubility, energy, and electron transfer 

processes dependent on ion solvation. Important biological processes such as activation of 

enzymes/proteins, trans membrane ion transport, cell signaling, and ligand binding are 

strongly influenced by interactions between water and charged molecular groups and 

ions.2,62,207,208 As a result the molecular level understanding of ion- water interactions has 

been an important endeavor for physicists, chemists, and biologists. Vibrational 

spectroscopy is widely used to understand these interactions since the vibrational 

transitions of a molecule are highly sensitive to its local environments.84 For example, the 

position and width of OH stretch and HOH bend modes of water provide information 

about the H-bond strength and inhomogeneous/heterogeneous nature of water. Therefore, 

in principle, a comparison of spectral width, position, and intensity of the vibrational 
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spectrum of neat water with those of aqueous electrolytes solutions would reveal the 

interactions between ions and water. 

Earlier IR and Raman studies27,91,92,95of aqueous alkali halide solutions showed 

that the alkali cations have negligible effect on the OH stretch band of water, but the 

halide ions reduce the band width and shifts the band position toward blue, which were 

described as the ‘structure breaking’ properties of halide ions. Moreover unlike the IR 

absorption in the OH stretch regions, the Raman intensity (in the blue region of the OH 

stretch band) increases with increasing concentration of alkali halides in water, which was 

qualitatively explained by the change in polarizability of the OH bonds in presence of 

halide ions.209,210 However, these straightforward spectral analysis may not be fully 

accountable the observed spectral changes. This is because; the band shape and the 

intensity of the OH stretch band are heavily affected by coupling effects in liquid water. 

In fact, the OH stretch band of liquid water is not the response of individual water 

molecules but the collective response of a number of water molecules whose OH stretch 

vibrations are in phase with each other.87,211 This is referred as intermolecular vibrational 

coupling which leads to larger width and reduced Raman intensity of the OH stretch 

band. Similarly the coupling between OH symmetric stretch and bend overtone is known 

as Fermi resonance (FR), which further deforms the OH stretch band of liquid 

water.85,212,213Therefore, it is important to understand the perturbation of intermolecular 

vibrational coupling and FR of water in presence of ions for the correct interpretation of 

vibrational spectrum of water in presence of electrolytes.  
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In this chapter, we address the intermolecular vibrational coupling, FR, and the 

Raman cross-section of water in the hydration shell of halide ions by comparing the 

Raman spectra of water and isotopically diluted water (D2O/HOD/H2O = 1/18/81 and 

81/18/1) in presence of varying concentration of alkali halides (NaX). On isotopic 

dilution (addition of H2O in D2O), the OD stretch band width (FWHM) decreases and the 

integrated Raman intensity increases due to reduced intermolecular coupling and FR. 

Addition of NaX in D2O leads to similar spectral changes. In isotopically diluted water, 

addition of NaX leads to smaller change in FWHM and intensity in the OD (OH) stretch 

bands compared to those in D2O (H2O). More specifically, our quantitative estimation 

revealed that the relative Raman cross-section, H/b (H and b are the Raman cross-

section of water in the first hydration shell and in bulk) in D2O (H2O) is higher than that 

in isotopically diluted water. These results suggested that the hydrating water has reduced 

FR and intermolecular coupling than those in bulk water. In alkali halide solutions of 

isotopically diluted water, the experimentally determined relative Raman cross-sections 

were smaller than the calculated values based on the energy of the charge transfer excited 

state of water. The smaller values of H/b suggest that the charge transfer from halide 

ions did not significantly change in the OD (OH) bond lengths of hydrating water. 

3.2. Experiments and Methods  

Salts, such as NaX (X = Cl, Br, I) and KF ( 99.0 %) and heavy water (D2O, > 

99.9 atom %) were purchased from Sigma Aldrich. Milli-Q water (18.2 M cm 

resistivity) was used for all measurements. The spontaneous Raman spectra of the 

samples were recorded using a STR-300 micro-Raman spectrometer (SEKI Technotron, 
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Japan) which has been described in detail in Chapter 2. Small concentration of 

acetonitrile was used as the internal standard, to account for the laser fluctuations during 

the acquisition. The small concentration of acetonitrile was found not to affect the 

integrated intensity in the OD (OH) stretch band and reproducible spectra were acquired 

by measuring at the same experimental conditions. Background subtracted spectra were 

obtained using Peakfit v4.12 software.  

3.3. Results and Discussion 

3.3.1. Effect of NaBr on H2O and D2O  

The concentration normalized Raman spectra of D2O and H2O in presence of different 

mole fractions of NaBr are shown in Figure 3.1. The concentration normalized Raman 

spectra (Inorm) of NaBr solutions were calculated as follows 

௡௢௥௠ܫ = ܫ × (	C଴ Cଵ⁄ )              (3.1) 

where, I was the measured spectra of NaBr solutions, 	ܥ଴ and ܥଵ were the concentrations  
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Figure 3.1. Concentration normalized Raman spectra of (A) D2O in the OD stretch regions (B) 

H2O in the OH stretch regions with different mole fractions of NaBr as mentioned in the panel. 
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of D2O (H2O) in neat D2O (H2O) and in NaBr solutions respectively. On increasing the 

concentration of NaBr, the intensity in the red regions of the OD (OH) stretch band 

(strongly H-bonded water) decreases and that in the blue regions (weakly H-bonded 

water) increases (Figure 3.1A and B), which is quite similar to the effect of increasing 

temperature on the IR or Raman spectra of water.84,209,213 These spectral changes 

apparently indicate that the population of strongly H-bonded water decreases and that of 

the weakly H-bonded water increases in presence of NaBr.  

Previous IR and Raman studies169,210,214-218 have shown that the spectral change in 

the OD (OH) stretch band is primarily due to the halide ion (X) and the alkali cation 

(Na) has negligible effect on the OD (OH) stretch band of water. Moreover, time-

resolved IR studies47,50,219,220have also shown that the halide ions affect the water only in 

the (first) hydration shell and do not influence the H-bond network in the bulk of liquid 

water. Therefore, the spectral changes in Figure 3.1 A and B were assignable primarily to 

the H-bond strength of water in the hydration shell of Br. 

3.3.2. Effect of Intra-/intermolecular coupling and Fermi 

Resonance on the OD stretch band of D2O 

Figure 3.2 show the concentration normalized Raman spectra of isotopically diluted water 

in the OD stretch regions with different mole ratios of D2O, HOD and H2O. Interestingly, 

the spectral changes similar to that in Figure 3.1A (NaBr in D2O) were observed with 

gradual addition of H2O in D2O (Figure 3.2). 

The normalized spectra (Inorm) in Figure 3.2 were calculated by equation 3.2, 

௡௢௥௠ܫ = ܫ × ൛C଴ (Cୈమ୓ + Cୌ୓ୈ 2)⁄ 	⁄ ൟ          (3.2) 



58 
 

Here, I was the measured spectrum in D2O-H2O mixtures, ܥ஽మை 	 and CHOD were the 

concentrations of D2O and HOD in the D2O-H2O mixtures. The concentration of HOD 

was divided by 2, since unlike the two OD bonds in D2O; each HOD molecule has one 

OD bond. Like the addition of NaBr in D2O, on increasing isotopic dilution (gradual 

addition of H2O in D2O), the intensity in the red regions decreases and that in the blue 

regions increases and the integrated Raman intensity also increases. On isotopic dilution, 

the intra-/intermolecular vibrational coupling and Fermi Resonance (FR) of water 

decrease but the H-bond strength of water does not change.89,213,221 Thus, the similarities 

between the spectral changes in Figure 3.1 and 3.2 suggested that the water in the 

hydration shell of Brmight also have reduced intermolecular vibrational coupling and 

FR compared to that of bulk water.  
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Figure 3.2. Concentration normalized Raman spectra of D2O-H2O mixtures in the OD stretch 

regions with different mole ratios as mentioned in the panel. 
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Figure 3.3. Plot of integrated Raman intensity (OD stretch band) against the mole 

fraction of NaBr in D2O (red) or the volume fraction of H2O in D2O (blue). 

 
Moreover, It could be seen in Figure 3.1A and B that the increase in intensity in 

the blue region of the OD (OH) band (weakly H-bonded water) was significantly higher 

than the decrease in the red regions (strongly H-bonded water)209, which leads to an 

increase in integrated Raman intensity with the concentration of NaBr (red line in Figure 

3.3). The increase in Raman intensity suggests that the water that was perturbed by 

Brhas higher Raman cross-section (ߪ) than that of bulk water. Raman studies210,222,223of 

aqueous alkali halide solution qualitatively suggested that the average Raman cross-

section of water increases due to change in polarizability of the OD (OH) bonds by 

charge transfer from the halide ions. To investigate this effects, the Raman spectra of 

isotopically diluted water, D2O/HOD/H2O = 1/18/81(OD) or 81/18/1(OH), which was 

free from intermolecular coupling and FR (at atmospheric pressure224) in the OD (OH) 

stretch regions89,225 were measured in presence of different concentrations of NaBr. 
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3.3.3. Effect of NaBr on the OD and OH stretch band of 

isotopically diluted water 

Raman spectra of isotopically diluted water, (D2O/HOD/H2O = 1/18/81 for the OD 

stretch band and D2O/HOD/H2O = 81/18/1 for the OH stretch band) were recorded in the 

OD and OH stretch regions with different concentrations of NaBr, which are shown in 

Figure 3.4. It is observed that on increasing salt concentration, the intensity in the red 

regions of the OD (OH) stretch band decreases and that in the blue region increases with 

an isobestic point at ~ 2490 (3350) cm. This shows that the hydrating water whose 

population increases with increasing concentration of Br scatters in the higher frequency 

regions of the OD (OH) stretch band compared to that of the bulk water. Moreover, 

comparing Figure 3.1 and 3.4, it could be seen that the spectral width (FWHM) of the OD 

(OH) stretch band decreased significantly in D2O (H2O) than that in the isotopically 

diluted water (see Figure 3.5) with increasing intermolecular coupling and FR, the larger
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Figure 3.4. Raman spectra of isotopically diluted water (A) (D2O/HOD/H2O = 1/18/81) in the 

OD stretching regions (B) (D2O/HOD/H2O = 81/18/1) in the OH stretching regions with different 

mole fractions of NaBr. The spectra were normalized according to Eq.3.2. 
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Figure 3.5. (A) Change in FWHM of the OD stretch band with increasing concentration of NaBr 

in D2O (red circle) and in isotopically diluted water (D2O/HOD/H2O = 1/18/81) (green square) 

(B) Change in FWHM of the OH stretch band with increasing concentration of NaBr in H2O (red 

circle) and in isotopically diluted water (D2O/HOD/H2O = 81/18/1) (green square). The dashed 

lines are guides for the eye. 

decrease in FWHM in D2O (H2O) than that in the isotopically diluted water reveal the 

significant reduction of intermolecular coupling and FR in the hydrating D2O (H2O).91,226 

In the isotopically diluted water, a small decrease in FWHM with a blue shift of 

the OD (OH) stretch band could be assigned to decreased H-bond strength of water with 

increasing concentration of NaBr. Recently, Perera et al.78 have reported that ion 

correlated Raman spectrum of water obtained by multivariate Raman curve resolution 

shows significant reduction of intensity in the red regions of the OH stretch band (~ 3250 

cm-1), which was assigned to the reduced FR of hydrating water. It could be seen from 

Figure 3.4 that even in the isotopically diluted water the magnitude of the increase (in 

intensity) in the blue region of the OD band was larger than the magnitude of the decrease 

(in intensity) in the red regions. This suggested larger average Raman cross-section of 

hydrating water than that of the bulk water.43,78 To elucidate the intermolecular coupling 
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and FR in the hydration shell of Bra quantitative analysis of the relative Raman cross-

section in isotopically diluted water and in D2O was performed in the following section. 

3.3.4. Relative Raman cross-section of water in the hydration 

shell of Brin D2O and in isotopically diluted water 

The area under the Raman spectrum of D2O recorded at constant excitation intensity is 

proportional to the average Raman cross-section per D2O molecule and the number 

density of D2O.  

∫ ݀	଴()ܫ ∝ 	௕ߪ ஺ܰ	Cୈమ୓            (3.3) 

Here ߪ௕	is the average Raman cross-section of D2O in bulk, NA	and		ܥ஽మை are the 

Avogadro number and concentration of D2O respectively. In aqueous NaBr solution, the 

integrated intensity could be approximated as the sum of the responses of water in the 

first hydration shell of Brand in the bulk.91 Assuming that there is no significant effect 

of Br beyond its first hydration shell,219,220 equation 3.3 takes the following form in 

presence of NaBr. 

∫ ݀	௡௢௥௠()ܫ ∝ ൛ߪு	݊	 ஺ܰ	C୆୰ష + 	௕ߪ	 ஺ܰ൫Cୈమ୓ − 	݊	C୆୰ష൯ൟ           (3.4) 

where ‘n’ and H were the average number of D2O molecules and the Raman cross-

section of D2O in the first hydration shell of Br respectively. Now,  

∫ ூ೙೚ೝ೘()	ௗ
∫ ூబ()	ௗ

∝ 1 + ቀఙಹ
ఙ್
− 1ቁ ൬ ௡

େీమో
൰	C୆୰ష          (3.5) 

Here, H/b was the relative Raman cross-section of D2O in the first hydration shell of 

Br. The relative Raman cross-section, H/b provides a quantitative idea about the 

variation of the average Raman cross-section in the hydration shell of halide ions.  
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In case of NaBr in isotopically diluted water, equation (3.5) was reduced to 

∫ ூ೙೚ೝ೘()	ௗ
∫ ூబ()	ௗ

∝ 1 + ൬ఙಹ
`

ఙ್
` − 1൰ ቀ଴.ଵଽ௡

େౄోీ
ቁ	C୆୰ష           (3.6) 

σୌ /σୠ  was the relative Raman cross-section of the isotopically diluted water. On the 

basis of relative populations of D2O and HOD in the isotopically diluted water 

(D2O/HOD/H2O = 1/18/81), the ‘n’ in equation (3.5) is replaced by ‘0.19 n’ in equation 

(3.6).  

Figure 3.6A shows a plot of the ratio of integrated intensity vs. the concentration 

of NaBr in D2O and in the isotopically diluted water (D2O/HOD/H2O = 1/18/81). In both 

cases, the ratio of integrated intensity was found to increase with increase in 

concentration of NaBr. However, the slope was higher in case of D2O than that in the 

isotopically diluted water. In the OH stretch region as well, the plot of the ratio of 

integrated intensity vs. concentration of NaBr (Figure 3.6B) shows larger slope for H2O
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Figure 3.6. Plot of relative integrated intensity vs. the concentration of NaBr in (A) D2O (black 

circles) and isotopically diluted water (D2O/HOD/H2O = 1/18/81) (red circles) (B) H2O (black 

circles) and isotopically diluted water (D2O/HOD/H2O = 81/18/1) (red circles). The solid lines 

are the fitted functions as mentioned in the text. 
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than that in the isotopically diluted water (D2O/HOD/H2O = 81/18/1).  The data points for 

D2O (H2O) (black circles in Figure 3.6) were fitted with equation (3.5) and those for the 

isotopically diluted water with equation (3.6) and the fitted functions were shown by the 

solid lines. 

In the isotopically diluted water (D2O/HOD/H2O = 1/18/81), the relative Raman 

cross-section,H
`/b

`
 is 1.46 for Br. Since the isotopically diluted water was free from 

intermolecular coupling and FR,89,225 the higher value of ߪு`  than that of 	ߪ௕`  was 

assignable to the preresonance enhancement of the Raman cross-section by charge 

transfer from Br to the combined anti-bonding orbital of hydrating water210,222,227 (vide 

infra). Similarly, if there was no change in the intermolecular coupling and FR of D2O by 

the addition of NaBr, the H/b for D2O was expected to be 1.46. However, as shown in 

Figure 3.6A, the H/b for D2O was higher (1.81) than that of the isotopically diluted 

water. This means, the intermolecular couplings and FR in D2O were perturbed in the 

hydration shell. It was reported that the intramolecular coupling has lesser effect on the 

intensity and the position/width of the OD (OH) stretch band than the FR and 

intermolecular coupling in water87,89,212,213Raman cross-section of water increases either 

due a reduction in FR228 or due to an increase in intermolecular coupling.89,90 On average, 

a water molecule in the first hydration shell of Br interacts with lesser number of 

neighboring water molecules compared to those in the bulk, and experiences a rapidly 

varying electric field.43,226 In a sense, the water in the first hydration shell experiences an 

anisotropic environment with lower probability of interaction with neighboring water and 

the intermolecular interaction was expected to be weaker i.e. H/b was expected to be    
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< 1.46. On the contrary, the experimentally determined H/b (1.81) was higher than that 

in the isotopically diluted water. The large enhancement of ߪு was assignable to the 

significant decrease in FR of D2O in the hydration shell of Br. The decrease in FR could 

be explained by the perturbation of the stretching and bending vibrations of water in the 

hydration shell of halide ions. As shown in Figure 3.4, the maximum of the OD stretch 

band (OD) shifted toward higher frequency with increasing concentration of NaX which 

mean that the water in the hydration shell has weaker H-bonding than that of the 

bulk.50,220,229 In the case of bending vibration of water (OD), the maximum of OD shifts 

toward lower frequency with decreasing interaction with neighboring molecule229-231and 

so is the overtone band (2OD). Therefore, in the hydration shell of Br, the weakly 

interacting water has larger energy gap between OD and 2OD (bending overtone) than 

that of the neat water, which result in weaker Fermi Resonance coupling.  

3.3.5. Relative Raman cross-section of water in the hydration 

shell of different halide ions in isotopically diluted water 

Figure 3.7 shows a plot of relative integrated intensity vs. the concentration of alkali 

halide (MX; M =Na/K and X = F, Cl, Br, I) in the isotopically diluted water 

(D2O/HOD/H2O = 1/18/81). The data points for different halide ion solutions were fitted 

with equation (3.6) with ‘n’ = 5, 5.8, 6.2, and 6.6 for F, Cl, Br, and I,232-234and the 

fitted functions were shown as solid lines in Figure 3.7.  It was observed that except for 

F, the	σୌ /σୠ 	 > 1 and increases as the size of the halide ions increased (H
`/b

`= 1.11 for 

Cl, 1.46 for Br, and 1.86 for I). With increasing size, the charge transfer ability of the 

halide ions to the combined antibonding orbital’s of hydrating water increases and the 
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energy of the lowest excited electronic state of hydrating water decreases.210,222 So, the 

energy gap between the electronic excited state (UV region) and the virtual state (the 

excited state created by the 532 nm laser excitation in the present experiment) decreased, 

which caused an increase of the Raman cross-section according to equation (3.7).235,236 

ߪ ∝ ݇		଴൫	଴ − 	௝൯
ଷ
൤ ೐మାబమ

൫೐మିబమ൯
మ൨
ଶ
                      (3.7) 

Here, 	ୣ and 	଴ were the electronic absorption and excitation frequencies, 	୨ is the 

frequency of the jth vibrational transition, and k is a scaling constant. With decreasing 

energy gap between the electronic excited state (	ୣ) and the virtual state (	଴), the 

denominator in equation 3.7 decreased, which lead to an increase of . In this case,  

increases not by the resonant excitation, but due to closeness of the virtual state to the 

resonant excited state, and hence the increase of the Raman cross-section is known as
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Figure 3.7. Plot of the relative integrated intensity vs. the concentration of MX: NaI (blue), NaBr 

(green), NaCl (red), and KF (black) in the isotopically diluted water, D2O/HOD/H2O = 1/18/81. 

The solid lines are the fitted functions according to equation 3.6 with R2 values 0.97(NaI), 

0.99(NaBr) 0.957 (NaCl) and 0.969 (KF). 
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preresonance enhancement. Raman measurements78,210,222,223,237and computational 

studies43,238 suggested the increase in Raman intensity with increasing size of halide ions, 

which qualitatively agrees with our results in isotopically diluted water. In the following 

section, we modeled the increase in relative Rama cross-section with equation 3.7. 

3.3.6. Variation of relative Raman cross-section with the energies 

of lowest excited electronic states 

For the hydrating water, equation 3.7 takes the form, 

ுߪ ∝ ݇`		଴൫	଴ − 	௝`൯
ଷ ቈ

೐(ಹ)
మ ାబమ

ቀ೐(ಹ)
మ ିబమቁ

మ቉
ଶ

           (3.8) 

Here ௘(ு) was the frequency of lowest energy electronic absorption of hydrating water. 

In aqueous halide ion solutions, the lowest energy electronic transition arises due to the 

transfer of electron from the halide ion to linear combination of antibonding orbitals of 

hydrating water.210,227,239,240 Assuming a comparable scaling constant (k`  k) and 

neglecting the small spectral shift in the OD stretch band in presence of alkali halide 

(୨`			୨), the relative Raman cross-section of the isotopically diluted water takes the 

form, 

ఙಹ
`

ఙ್
` ≈ ൤

೐(ಹ)
మ ାబమ

೐(್)
మ ାబమ

൨
ଶ
൤
೐(್)
మ ିబమ

೐(ಹ)
మ ିబమ

൨
ସ
             (3.9) 

Where ௘(௕) is the frequency of lowest energy electronic absorption of bulk water   

(60240 cm). In aqueous NaX (X= Cl, Br, I) solutions, the lowest energy electronic 

excited state of water (max ~ 166 nm) shifts toward lower energy as the size of the halide 

ions increases max (Cl) ~ 173 nm, max (Br) ~ 200 nm, and max (I) ~ 227 nm).210,222 

Figure 3.8 shows a plot of the σୌ /σୠ  vs. the energy of the lowest energy absorptions band 
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for different NaX solutions (red circles). As expected, the relative Raman cross-section 

increases with decreasing the energy of the lowest excited electronic state of water (i.e., 

with decreasing the energy gap between e(H) and 0). 

However, the experimental H
`/b

` (red circles) is lower than the calculated values 

(blue line) corresponding to the preresonance enhancement by the lowest energy 

electronic state. This shows that the preresonance enhancement of the Raman cross-

section of the hydrating water was only weakly mediated by the lowest energy excited 

state of water. In other words, the charge transfer in hydrating water causes little change 

in their O-H bond lengths of hydrating water. Simulation studies229,241 revealed that halide 

ions do not directly increase the OD (OH) bond lengths of water but the mean water-

water H-bond angle in the first hydration shell increase, which shifts the OD (OH) 

stretching mode of water to higher frequency. The results in Figure 3.8 could be modeled 
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Figure 3.8. Plot of relative Raman cross-section vs. the energy of electronic absorption of water 

(red circle) for different alkali halide solutions. Blue and green lines are the simulated curves 

corresponding to the lowest energy (60240 cm, top horizontal axis) and higher energy (120000 

cm, bottom horizontal axis) electronic excited states of water. 
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by the simulated curve (green line in Fig. 3.8) corresponding to the preresonance 

enhancement by a higher energy excited electronic state (௘(௕) = 120000	 cm) of 

water. Recently, Xiong et al.214 measured the excitation wavelength dependence of the 

Raman cross-section for the OH stretch band of water and predicted that the electronic 

state responsible for the preresonance enhancement lies in far UV regions (either 150000 

cm or 91000 cm), which is consistent with the present results.  

3.4. Conclusions 

This chapter deals with investigation of Fermi-Resonance (FR) and the Raman cross-

section of neat and isotopically diluted water in presence of halide ions (F, Cl, Br, and 

I) by measuring the Raman spectra in the OD and OH stretch regions. Except for F, all 

the halide ions cause blue-shift and enhancement of intensity in OD stretch regions, 

which were also observed by the isotopic dilution of D2O (H2O). Comparison of the 

spectral changes by the addition of alkali halides in D2O (H2O) and in the isotopically 

diluted water reveals that the magnitude of FWHM of the OD (OH) stretch band and the 

relative Raman cross-section (H/b) in D2O (H2O) were higher than that in the respective 

isotopically diluted water. These results suggested that water has reduced FR and 

intermolecular coupling in the hydration shell of halide ions compared to those in bulk. In 

the isotopically diluted water, increase in relative Raman cross-section with the size of the 

halide ions (H/b = 0.6, 1.1, 1.5, and 1.9 for F, Cl, Br, and I) shows that the charge 

transfer from halide ions to the hydrating water leads to preresonance enhancement of the 

Raman cross-section of hydrating water. Quantitative analysis, however, revealed that the 
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Raman cross-section of hydrating water was only weakly enhanced by the lowest energy 

charge transfer electronic excited state of water. 
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Chapter 4 

Hydrogen-Bonding and Vibrational Coupling of 

Water in the Hydration Shell of Ions 

 

4.1. Introduction 

Ion hydration has long been a subject of great interest due to its important implications in 

chemical, biological, environmental, industrial, and geological processes1-5. Fundamental 

chemical processes, such as acid-base equilibrium, electron transfer, ion-exchange are 

related to ion hydration. Biological processes including activation of enzymes, trans-

membrane ion transport, cell signaling and ligand-binding are crucially dependent on the 

hydration of charged groups/ions.6-9. To elucidate chemistry associated with the above 

processes, it is important to understand the structural perturbation of water at the 

hydration shell of ion. 

Water molecules because of their small size, dipolar nature and hydrogen-bond 

donating-accepting ability can exist as a highly structured liquid with collective 

vibrational properties. For example, the normal vibrational modes of water (symmetric 

and antisymmetric OH stretching and HOH bend) are coupled with the vibrations of 

neighboring water molecules. These vibrational couplings (collective nature) do affect the 
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vibrational energy relaxation of water, and hence the aqueous reactions.87-90 Hence, it is 

of important to understand the structural and dynamical perturbations of water in presence 

of ions and molecules. 

As early as 1888, Franz Hofmeister observed that different ions influence 

solubility of protein in differently.24 For example, some ions favor the folded state of 

proteins (precipitation/salting-out) and others promote the unfolded state 

(denaturation/salting-in).  When these ions are arranged in order of their ability to 

precipitate proteins in aqueous solution, then the following series (known as Hofmeister 

series) is obtained: CO
 > SO

 > HPO
 > CH3COO > F> Cl > Br> NO

 > I> 

ClO
> SCN.21 The anions on the left hand side of Cl favor the folded state of protein 

and are known as kosmotrope (structure-maker).27,30,31,242 On the contrary, the ions on the 

right side of Cl- favor the unfolded state and are known as chaotrope (structure-breaker). 

It was believed that the ions on the left side of the series bind more strongly with water 

(than water binds with itself in bulk solution), which makes water less aggressive to a 

protein (solute). These ions, thus, help the protein to retain its native/folded structure 

(stabilization). The ions on the right side of the series interacts weakly with water (i.e. 

weaker than water binds with itself in bulk), which make water more aggressive to a 

solute (protein) and promotes denaturation (destabilization). 

In agreement with this view, it has been found that the so called kosmotropic 

anions increase the viscosity of water (positive Jones-Dole viscosity coefficient, B) 

whereas, the chaotropic anions decrease the same (negative B coefficient).30,35 When 

some of the anions are arranged on the basis of their B-coefficient values, the following 
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series is obtained: PO
 (B = 0.495) > CO

 (0.294) > CH3COO (0.25) > SO
 (0.206) 

> F(0.107) > Cl(-0.005) > Br (-0.033) > NO
 (-0.043) > I (-0.073); which is in 

conformity with their order in Hofmeister series. Because of this conformity, it was 

believed that the Hofmeister effect and the change in viscosity of water have a common 

origin. The common origin is the modification of H-bond network of liquid water in 

presence of anions. Nevertheless, unlike the effect of temperature, the change of viscosity 

in presence of ions does not necessarily mean that these ions affect the H-bond network 

of bulk water in long-range.36,37  With increasing temperature the average H-bond strength 

of water decreases and so does the viscosity. 

In recent years, as discussed in Chapter 1, the classification of ions as structure 

makers/breakers and their long-range effect on water structure have been disputed by 

several experimental and theoretical results.44,45,219,243-246 X-ray and neutron diffraction 

studies39,41,53-56 which provide relative distribution of number density of H and O atoms of 

water, as a function of distance from the ion/solute, revealed that the static structure of 

water is significantly perturbed only in the immediate vicinity of ion/solute. Time-

resolved infrared (IR) studies of aqueous solutions,50,51,247 that measure the rate of 

vibrational energy transfer or orientational relaxation of water, showed that in aqueous 

salt solution, apart from the dynamical components of bulk water, there is additional 

relaxation component pertinent to the hydration water of ion/solute. In agreement with 

these experimental observations, MD-simulation43,49,58,60,62,63 suggested that the H-

bonding and other structural motifs of water are mainly affected within the hydration 

shell of ions.  



74 
 

Conventional IR/Raman spectra of aqueous electrolyte solutions contain the 

responses of both, hydration shell and bulk water. In diluted salt solutions, because of 

larger concentration of bulk water than that of hydration water, the weaker hydration 

water signal gets buried into the stronger bulk water signal. As a result, understanding the 

hydration water is difficult from the experimentally recorded IR/Raman spectra of diluted 

salt solutions. This problem was partially overcome either by analyzing the vibrational 

spectrum of concentrated salt solutions50,51,248 (in concentrated salt solution, say ~5 mol 

dm-3 aqueous NaCl solution, it is assumed that the vibrational response is dominated by 

hydration water since there is hardly any bulk water) or by subtracting proportionate bulk 

water spectrum from the salt solution spectrum.91,94,167 However, in concentrated salt 

solutions, ion-pairing and overlapping/sharing of individual hydration shells may 

complicate the vibrational band shape and dynamics of water in the so called ‘hydration 

shell of a fully hydrated ion’.249,250  

We have applied multivariate curve resolution (MCR) method78,195 (vide infra) to 

retrieve the vibrational response of hydration water from the conventional Raman spectra 

of diluted aqueous salt solutions. The MCR-analysis of the OH stretch band, for example, 

provides two component spectra. One of the component spectra corresponds to the 

vibrational spectrum of ion-perturbed water (ion-correlated spectrum; IC-spectrum), 

which is assignable to hydration shell water,98 and the other corresponds to the spectrum 

of unperturbed water, i.e. bulk water. It is observed that the band shapes of the IC-spectra 

are quite different from bulk water, which means that the vibrational characteristics of 

hydration water are different from the bulk water. In this chapter, we will discuss about 
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the structural perturbation of water in the hydration shell of different ions by selectively 

measuring the vibrational response of hydration water using Raman-MCR approach.  

4.2. Experiments and Methods 

Heavy water (D2O, > 99.9 atom % D) and the Na-salts ( 99.0 %; NaCl, NaI, NaBr, 

NaNO3, Na2SO4, Na2CO3 and Na3PO4) were purchased from Sigma Aldrich. Milli-Q 

water (18.2 M cm resistivity) was used for all the measurements. The spontaneous 

Raman spectra of the samples were recorded using a STR-300 micro-Raman spectrometer 

(SEKI Technotron, Japan). The details about Raman spectrometer discussed in Chapter 2. 

We used low concentration of salts ( 1.0 mole dm-3) to ensure that the ions are fully 

hydrated without significant ion-pairing. To obtain reproducible results, the spectra were 

acquired at the same experimental conditions.  

A constant background signal was subtracted from the experimentally recorded 

Raman spectra, and the background subtracted spectra were area normalized to nullify the 

effect of intensity variation (either due to laser fluctuation or due to the change in Raman 

cross-section of water in presence of ions) in subsequent multivariate analysis. The area 

normalized Raman spectra were arranged into the rows of a matrix (data matrix X; the 

first row of X is the spectrum of neat water) for MCR analysis78,98,251,252 using Igor pro 

6.22A software. The details of the MCR analysis have been described in Chapter 2. 

Briefly, the data matrix, containing mixed spectral response of hydration and bulk water, 

is decomposed by singular value decomposition (SVD) that provides an initial estimate of 

the number of components and their spectral responses. Then, the initial estimates were 

optimized by alternating least square (ALS) fitting method, while incorporating certain 
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restrictions, such as non-negative intensity of the component spectra, concentrations of 

salt (known from the experiments), number of components (two in the present case). One 

of the two spectral components, obtained after SVD-ALS operations, represents the bulk 

water response, and the other component corresponds to the response of water molecules 

that are perturbed by ions (ion-correlated spectra, IC-spectra). 

In the case of bend and [bend + librational] combination band regions, the IC-

spectra were obtained by restricting the MCR analysis within the frequency regions of the 

bend and combinations bands. Because of low Raman cross-section of water in the HOH-

bend and combination (bend + librational) band regions, the IC-spectra of these bands 

exhibit low S/N ratio. The IC-spectra in these regions were smoothened for better 

presentation by Savitzky-Golay algorithm using 25 points. It is noted that the 

smoothening operation did not change the band shape of the IC-spectra. To compare the 

IC-spectra with the Raman spectrum of isotopically diluted water, which is free from 

intra-/intermolecular coupling and FR, we used largely diluted H2O-D2O mixture 

(H2O/D2O = 1/19 (v/v) i.e., H2O/HOD/D2O = 0.25/90.25/9.5). The H2O-D2O mixture       

(described as diluted water (HOD)) and the neat water (as undiluted water (H2O)), in this 

chapter. 

4.4. Results and Discussion 

4.4.1. Raman spectra of water in the OH stretch region 

Figure 4.1(A to F) shows the area normalized Raman spectra (OH stretch) of water in 

presence of different concentrations of Na-salts (≤ 1 mol.dm-3). Except for NaI 

(Fig.4.1A), the Raman spectra of the salt solutions are not very different from that of neat 
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water, especially at low concentration, e.g. at 0.3 mol.dm-3. In the case of NaI solution, on 

increasing concentration of NaI, the intensity in the red regions of the OH stretch band 

decreases and that in the blue regions increases. This effect is less pronounced in the case 

of NaBr, NaNO3, and Na2SO4 salt solutions (Fig.4.1 B-D). In contrast, the Raman spectra 

of Na2CO3 and Na3PO4 solutions (Fig.4.1 E-F) show a slight increase in intensity below 

3100 cm-1, with a concomitant decrease in intensity around 3300 cm-1 region. From such 

small changes in spectral features, one can guess the trend in the structural perturbation of 

water in presence of these ions. However, the precise understanding of water structure at 

the immediate vicinity of these ions is difficult.  
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 Figure 4.1. Area normalized Raman spectrum of water with different concentration of (A) NaBr 

(B) NaI (C) NaNO3 (D) Na2SO4 (E) Na2CO3, and (F) Na3PO4. 
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Application of multivariate curve resolution (MCR) on these experimental Raman 

spectra, however, shows that the salt-correlated spectrum of water, the vibrational 

response of water in the hydration shell of the ions produced by the dissociation of salt, is 

significantly different from that of neat water (Fig. 4.2 A and B). The salt-correlated 

spectra for NaI, NaBr, and NaNO3 show a large decrease in intensity in the red-region of 

the OH stretch band (below 3400cm-1). Furthermore, the maximum of the salt-correlated 

spectra are blue-shifted compared to that of neat water (Fig. 4.2A). Similar decrease in 

intensity (in the red region) has been observed in the case of Na2SO4. However, in the 

case of Na3PO4, the salt-correlated spectrum looks almost similar to neat water above 

3100 cm-1 (slight higher intensity below 3100 cm-1, Fig. 4.2B). The higher intensity in the 

red- region (below 3100 cm-1) becomes more prominent in the case of Na3CO3. In fact the 
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Figure 4.2. Salt-correlated Raman spectra of water in the OH stretch regions for various Na-salts 

of chaotropic (A) and kosmotropic (B) anions as mentioned in the graph panel. Raman spectra of 

H2O (black), HOD (red; H2O/D2O = 1/19; v/v), NaNO3 (green), NaBr (blue), NaI (magenta), 

Na3PO4 (orange), Na2SO4 (olive), and Na2CO3(violet). 
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salt-correlated spectrum for Na3CO3 shows a separate band at 3050 cm and a dip feature 

at 3200 cm. 

In the present study, we used Na-salts of different mono-, bi-, and tri- valent 

anions such that the salt-correlated spectra contain the spectral response of both, the 

hydration water of Na-cation and that of the corresponding anions. It has been observed 

that the effect of Na+-cation on the OH stretch band of water is negligible compared to 

that of the anions (e.g. Br-, I-, NO3
-, etc.).78,216,253,254 This means that salt-correlated 

spectra are largely the anion-correlated spectra which contain the vibrational response of 

water in the hydration shell of the respective anions. Thus, the MCR-retrieved spectra 

(Figure 4.2) suggest that the OH stretch band of water is significantly affected in the 

hydration shell of anions. However, interpretation of these spectral changes is nontrivial, 

since the band shape and peak position of the OH stretch band of water depends, not only 

upon the H-bond strength, but also on the intra- and intermolecular vibrational coupling 

of water.87-90 This is quite evident from the OH stretch band of vibrationally decoupled 

water (isotopically diluted water, HOD; red curve in Figure 4.2 A & B), which is very 

different, especially in the red-region (<3400 cm-1) of the OH stretch band, from that of 

vibrationally coupled water (bulk H2O; black curve in Figure 4.2 A & B), even though the 

H-bond strength of HOD and H2O are comparable. In HOD (HOD, H2O/D2O = 1/19; 

v/v), the OH oscillator (~3420 cm-1) is energetically separated with its crowded 

neighbors, OD oscillators (~2500 cm-1), and hence, the OH stretch mode is 

intermolecularly decoupled. Similarly, the Fermi resonance (FR: intramolecular coupling 

between the OH stretch fundamental and HOH bend overtone)86,212,248 is also turned off 
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Figure 4.3. Polarized Raman spectra of water (isotropic (violet), anisotropic (olive) and 

unpolarized (black dashed line)).Raman spectra of HOD (red dotted line; H2O/D2O = 1/19; v/v) 

is shown for comparison. 
 
by energy mismatch of OH stretch fundamental with the bend overtone of HOD (2  

1445 = 2890 cm-1).255 Therefore, on isotopic dilution, even though the H-bond strength 

does not change appreciably, the reduction of intermolecular vibrational coupling and FR 

lead to significant decrease in intensity in red region of the OH stretch band (compare 

black and red spectra in Figure 4.2 A & B). Thus, a comparison of the OH stretch band of 

HOD and H2O suggests that the vibrational response in the red-region of the OH stretch         

(<3400 cm-1) band is dominated by intra- and intermolecular vibrational coupling. 

Now, as can be seen from Fig. 4.2, the anion-correlated spectra of the chaotropic 

anions (NO3
, Br, and I) look like the Raman spectrum of isotopically diluted water 

(HOD). The similarity of the OH stretch band of H2O in the hydration shell of NO3
, Br, 

and Ianions (anion-correlated spectra) with the Raman spectrum of HOD suggests that 

the H2O molecules in the hydration shell of chaotropic anions behave more like HOD 
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than H2O. This means hydration shell water is decoupled from the neighboring H2O 

molecules and has reduced FR.78,248 This is evident from the polarized Raman spectrum 

of water. Figure 4.3 shows the polarized (isotropic and anisotropic) and unpolarised 

Raman spectrum of water in the OH stretch region.256-258 The symmetric OH stretch 

vibrations that are coupled in-phase with neighboring symmetric OH oscillators oscillate 

at lower frequency (maximum ~3230 cm-1) and appears mainly in isotropic Raman 

spectrum; whereas, the antisymmetric OH stretch vibrations that coupled in-phase with 

neighboring antisymmetric OH stretches oscillate at  higher energy (maximum ~3430 cm-

1) and become prominent in the anisotropic Raman spectrum (Figure. 4.3). As can be seen 

in Fig. 4.2 and 4.3, anion-correlated spectra of the chaotropic anions (NO3
, Br, and I) 

are more similar to the anisotropic Raman spectrum of water. This observation suggests 

that the OH stretch vibration of water in the hydration shell of these anions are decoupled 

(out-of-phase vibrations) with neighboring water molecules. Nevertheless, the maximum 

of the anion-correlated spectra are blue-shifted compared to that of HOD. The blue-shift 

indicates that water forms weaker H-bond in the hydration shell of the chaotropic anions 

than that in bulk. 

Unlike the chaotropic anions, the anion-correlated spectrum of kosmotropic PO4
 

anion shows significant intensity at ~3250 cm, and the relative intensity below 3100 

cm is higher than that of bulk H2O. These features suggest that the water in the 

hydration shell of PO4
 is strongly H-bonded. The anion-correlated spectrum for CO3

2is 

neither similar to the Raman spectra of bulk H2O nor to that of HOD. The CO3
2-

correlated spectrum shows a separate band at 3050 cm and a dip feature at 3200 cm. 
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The dip feature is presumably due to the intensity reduction by intermolecular decoupling 

(localization vibrational mode) and/or modification of FR and the appearance of new 

band at the extreme red region of the OH stretch band (~3050 cm) corresponds to the 

strongly H-bonded water molecule in the hydration shell of bivalent CO3
2 anion (vide 

infra). In contrast to PO4
and CO3

2, the anion-correlated spectrum for SO4
 which is 

also a strong kosmotropic anion (positioned in extreme left side of Hofmeister series) 

shows significantly reduced intensity at ~3250 cm regions. In other words, the anion-

correlated spectrum of SO4
2 ion resembles that of the Raman spectrum of HOD or the 

anion-correlated spectrum of the chaotropic NO
, Br,and I anions (Figure 4.2 A and 

B). The maximum of the anion-correlated spectrum for SO4
2 was very close to peak 

position of the Raman spectrum of HOD. These results indicate that the H-bond strength 

of H2O in the hydration shell of SO4
2 is comparable to that of bulk HOD, which is in 

sharp contrast to the belief that water forms stronger H-bond (than bulk HOD) with SO4
2 

anion.259,260 

As mentioned earlier, the OH stretch band of water contains the combined 

response of H-bonding and coupling effects (Intermolecular vibrational coupling and FR). 

To obtain more meaningful and quantitative information about the H-bond strength and 

intermolecular vibrational coupling of water in the hydration shell of various kosmotropic 

and chaotropic anions, we have fitted the Raman/IC-spectra with multiple Gaussian bands 

as described in the following section. 
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4.4.2. Component analysis of the anion-correlated spectra in the 
OH stretch region 

Figure 4.4 shows three component Gaussian fits of the area normalized Raman spectra of 

H2O, HOD, and the anion-correlated spectra of the salt solutions (minimum three 

components are required to fit the experimental spectra261). The fitted spectra (dashed 

curves) and the component bands (dotted curves) are shown in respective Graph panels. 

The fitting parameters and the relative integrated area of the component bands are 

summarized in Table 4.1. From the relative integrated areas (Table 4.1), it is obvious that 

on isotopic dilution, the relative contribution of the 3250 cm band (component-1) 

decreases and that of the 3450 cm band (component-2) increases. A similar trend has 

been observed in the anion-correlated spectra of SO
, NO

, Br, and I ions. However, 

in presence of PO4
3, the relative contribution of component-1 increases from that of bulk 

H2O. The contribution of component-3 which is a minor component even in bulk H2O 

does not change significantly with the addition of D2O or Na-salts in H2O. 

In presence of SO
, NO

, Br, and I ions, the spectral width (fwhm) of 

component-2 and component-3 does not change much, but that of component-1 is much 

lower than that of H2O (Figure 4.4B). The integrated areas of the three bands (centered at 

~3250, 3450, and 3600 cm) are plotted against the Na-salts in Figure 4.5A. It is 

observed that in the case of SO
, NO

, Br, and I anions, the relative contribution of 

component-1 is significantly lower, and that of component-2 is higher than those in H2O. 

However, the relative areas of the three components do not change significantly in 
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Figure 4.4. Multiple Gaussian peak fits of the Raman spectra of H2O, HOD (H2O/D2O = 1/19; 

v/v), and the anion-correlated spectra of Na-salt solutions. The fitted spectra and the 

corresponding component bands are shown by dashed and dotted lines, respectively. 
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Table 4.1. Fitting parameters: centre wave number (c), fwhm (), and relative 

integrated area of different component bands 

Raman/SC-spectra c , cm , cm Relative integrated area 

H2O 
3261 
3441 
3579 

283 
160 
156.5 

0.599 
0.254 
0.1266 

    
HOD 
(H2O/D2O = 1/19; v/v) 

3264 
3435 
3608 

221.5 
233 
106 

0.096 
0.821 
0.082 

    

Na3PO4 
3300 
3465 
3605 

379.3 
176.5 
100 

0.793 
0.158 
0.0478 

    

Na2SO4 
3268 
3441 
3603 

128 
216.5 
98 

0.1858 
0.764 
0.0310 

    

NaNO3 
3260 
3458 
3585 

140 
233 
105 

0.1617 
0.7678 
0.055 

    

NaBr 
3265 
3457 
3608 

158 
200 
116.5 

0.1554 
0.8171 
0.0268 

    

NaI 
3271 
3471 
3610 

161.5 
200 
111.5 

0.171 
0.762 
0.067 

 
presence of PO4

3. These integrated areas of the component bands (Figure 4.5 and Table 

4.1) enable one to estimate relative coupling effects (intermolecular vibrational coupling 

and FR) of water in the hydration shell of anions. The basic concept is, the OH stretch 

mode in HOD is vibrationally decoupled so that the component-1 is mainly due to the 

contribution of strongly H-bonded water. In other words, for diluted water (H2O/D2O =
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Figure 4.5. Variation of (A) Integrated area (B) spectral width (fwhm) of the component bands in 

the OH stretch regions. 

 
1/19; v/v), the integrated area of component-1 (0.096) is an estimation of the relative 

population of strongly H-bonded (maximum 3264 cm) water. Whereas, in the case of 

neat H2O (undiluted water), the corresponding area (0.599) is an estimation of the 

contribution of strongly H-bonded (maximum 3261 cm) as well as strongly coupled 

water. Assuming the percentage contribution of intermolecular coupling and FR in bulk 

H2O as 100, the percentage of the combined intermolecular vibrational coupling and FR 

in the hydration shell of an ion/solute (PC(S)) can be calculated by equation 4.1.  

(ܵ)ܥܲ = ஺భ(ௌ)ି	஺భ(ுை஽)
஺భ(ுమை)ି	஺భ(ுை஽) 	× 100	                         (4.1) 

 

Where, A1(i) is the relative integrated area of component-1 for the respective area 

normalized Raman/anion-correlated spectra; S stands for the solute (ion). A plot of PC(S) 

vs. Na-salts of various chaotropic and kosmotropic anions is shown in Figure 4.6. It is 
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observed that there is more than 80% reduction of PC(S) in the hydration shell of SO
, 

NO
, Br, and I anions. 
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Figure 4.6. Variation of percentage coupling (intermolecular vibrational coupling and FR) of 

water in the hydration shells of kosmotropic and chaotropic anions. The coupling in H2O 

(undiluted) is assumed as 100 %. 

 
For further understanding of the H-bond strength of water in the hydration shell of 

different anions, the peak area averaged wavenumber (a) of the anion-correlated 

spectrum, which is defined as a = ∑Aii (Ai and i are the relative integrated area and 

centre wavenumber of the ith component band) are evaluated. The peak area averaged 

wavenumber (a) reflects the average O-H bond strength, and inversely, that of the H-

bond strength (i.e., when a increases, O-H bond strength increases and consequently the 

H-bond strength decreases) of water in the hydration shell of the anions. As shown in 

Figure 4.7, the a value for PO4
 is lowest among all the anions studied (PO4

 < SO4
 
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 bulk HOD < NO3
 < Br < I), which indicates stronger H-bonding of water in the 

hydration shell of PO4
. Thus, the anion-correlated spectra in the OH stretch region 

provide important insights into the H-bond strength and collective vibrations 

(intermolecular vibrational coupling) of water in the hydration shell of different kinds of 

anions. 
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Figure 4.7. Peak area-averaged wavenumber (a) of anion-correlated spectra in the OH stretch 

regions. 

 
We will now discuss on the origin of the observed decrease in intermolecular 

vibrational coupling and FR in the hydration shell of different kinds of anions. As shown 

by component analysis, the peak area averaged wave number (Figure 4.7 and Table 4.1) 

of the anion-correlated spectra shifts toward higher frequency for chaotropic anions, 

which reveals weaker H-bonding of H2O in the hydration shell of those anions. 

Consequently, the energy difference between the OH stretch fundamental and bend-

overtone increases in the hydration shell than that in bulk water. The increased energy 



89 
 

difference is expected to reduce the coupling between stretch fundamental and bend 

overtone (FR) of H2O. Moreover, because of the weaker H-bonding in the hydration shell, 

the frequency of the OH stretch vibration of water in the hydration shell mismatches with 

that of the neighboring bulk-like water. The frequency mismatch discourages the 

delocalization of vibrational mode (collective vibration). 

However, unlike in the hydration shell of chaotropic anions, water in the hydration 

shell of kosmotropic SO4
 has comparable H-bond strength to that of bulk water, which 

means that SO4
 does not make stronger H-bond with water than water does with bulk 

water. This means for SO4
 anion, the energy mismatch between the OH stretch 

fundamental and bend overtone as well as that between OH stretch fundamentals of 

neighboring water molecules in the hydration shell are not as large as those for NO3
, Br, 

and I anions. Nevertheless, the comparable PC(S) value for SO4
 with those of the 

NO3
/Br/I suggests that there is almost equal (~80%) reduction of coupling effects in 

the hydration shell of all these anions. The reduction of intermolecular vibrational 

coupling of H2O in the hydration shell of SO4
 ion is assignable to the stronger electric 

field at the vicinity of the divalent SO4
anion (higher charge density than the 

monovalent chaotropic NO3
, Br, and I anions). The strong electric field at the 

immediate vicinity of an anion leads to a time averaged preferential orientation of water 

at the surface of the anion, and with increasing charge density (of the anion) the water in 

the hydration shell approaches closer to the anion.36,43,262 It follows that the water in the 

(first) hydration shell is polarized by the ion’s electric field and experience a significant 

spatial patterning (orientations and intermolecular distances) and dynamical 
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perturbations29,244,263-265which are likely to promote localization of vibrational modes in 

the hydration shell. Finally, due to excluded volume, on average, the water molecules in 

the first hydration shell that directly interacts with the anion has less number of accessible 

H2O molecules than that in the bulk, which leads to decreased intermolecular vibrational 

coupling in the hydration shell. 

Accordingly, the ions with even higher charge density (like trivalent PO4
) are 

expected to have even stronger electric field, and hence, weaker coupling (lower PC(S) 

than that of SO4
). In contrast, the PC(S) value for PO4

 is much larger than that of 

SO4
; as if the water in the hydration shell of PO4

 has efficient intermolecular 

coupling and FR (Figure 4.6). This apparent anomaly can be rationalized on the basis of 

the contribution of strongly H-bonded water species (~3250 cm) in the hydration shell 

of trivalent PO4
 anion. The strongly H-bonded water in the hydration shell of PO4

 

enhances the relative Raman intensity in the red region (~3250 cm) of the OH stretch 

band. In fact, the anion-correlated spectrum for PO4
 shows larger intensity in the red 

region of the OH stretch band (< 3100 cm) than the Raman spectrum of H2O (Figure 

4.2B). The intensity enhancement in red region is compensated to some extent by the 

reduction of intermolecular coupling of water due to strong electric field and excluded 

volume effect in the hydration shell. As a result, the anion-correlated spectrum for PO4
 

apparently looks similar to the Raman spectrum of bulk H2O and the PC(S) value is even 

little larger than that of bulk H2O (blue shaded region in Figure 4.6). Thus, the large 

PC(S) value for PO4
signifies that the vibrational response due to collective OH 
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oscillators (~3250 cm) is replaced by the response of strongly H-bonded isolated OH 

oscillators in the hydration shell. 

Although the anion-correlated spectra in the OH stretch band region provide 

valuable information about H-bonding and intermolecular vibrational coupling of water in 

the hydration shell of different anions, their interpretation has been complicated by FR 

and intramolecular coupling that deformed the OH stretch band. For the clear-cut 

understanding of H-bonding and intermolecular vibrational coupling in the hydration 

shell, we extended the MCR-analysis to the HOH bend (B) mode of water, which is 

neither deformed by FR nor by intramolecular coupling. We can expect that, the position 

and width of the B band will provide unambiguous information about the H-bond 

strength and intermolecular vibrational coupling of water. Unlike the OH stretch band 

which shifts to lower frequency due to stronger H-bonding, the HOH bend mode of 

strongly H-bonded water behaves like a constrained oscillator and oscillates at a 

frequency higher than that of the free oscillator. As a result, stronger H-bonding is 

indicated by a blue-shift of the HOH bend maximum229 and the perturbation of 

intermolecular coupling is reflected in the band width (fwhm) of B band.256,257 

4.4.3. Anion-correlated Raman spectra of water in the HOH bend 
region 

Figure 4.8 shows the anion-correlated Raman spectrum of the salt solutions as well as the 

Raman spectrum of neat water (i.e. intermolecularly coupled H2O) and decoupled water 

(i.e. H2O in D2O) in the HOH bend region. The effect of intermolecular vibrational 

coupling on the position and width of the HOH bend mode is obvious from a comparison  
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Figure 4.8. IC-Raman spectra of H2O in presence of (A) NaCl (gray), NaI (red), (B) Na2SO4

(orange), and Na2CO3 (purple). The Raman spectrum of bulk H2O (black line) and MCR-retrieved 

spectrum of H2O in D2O (green line) that bears the Raman response of decoupled H2O (around 

1650 cm-1) are shown in both panels. 

 
of HOH bend spectra of coupled (H2O, black line) and decoupled (H2O in D2O, green 

line) water. We obtained the HOH bend spectrum of decoupled H2O by MCR-analysis of 

the Raman spectra of H2O-D2O mixture. In H2O-D2O mixture (H2O/HOD/D2O = 

11.1:44.4:44.4), the HOH bend mode (~1642 cm) is energetically well separated from 

the bend modes of D2O (~1210 cm) and HOD (1450 cm). Therefore, the H2O 

molecule in D2O (at low dilution) is vibrationally decoupled with neighboring molecules. 

As shown in Figure 4.8, in contrast to the bend mode of vibrationally coupled H2O (neat 

H2O) that appears at 1642 cm with an fwhm of ~110 cm, the bend mode of decoupled 

H2O appears at 1651 cm with a fwhm of ~68 cm(peak positions and band widths are 

summarized in Table 4.2). The blue-shift of the bend maximum (~10 cm-1) and the 
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decrease of spectral width (~40%) is a bench mark of intermolecular decoupling of the 

bend mode of H2O.  

Now from a comparison of the anion-correlated spectra with the HOH bend 

spectra of coupled and decoupled water (MCR-retrieved spectrum of H2O in D2O), one 

can clearly identify the perturbation of intermolecular vibrational coupling in the 

hydration shell of ions. For example, very similar to that of decoupled water, the anion-

correlated spectra for Cl- and I ions are blue-shifted and have lower fwhm than that of 

neat H2O, which indicates the bend mode of water in the hydration shell of Cl- and I ions 

are decoupled from neighboring water molecules. This observation is in qualitative 

agreement isotropic and anisotropic Raman measurements of aqueous electrolyte 

solutions in HOH bend region.256,258 The band shape of the isotropic/anisotropic Raman 

spectra of water are sensitive to the symmetry of intermolecular coupling and it has been 

observed that the difference between isotropic and anisotropic Raman spectra of water 

 

Table 4.2. Centre wavenumber (c) and fwhm () of the B and combination (B + L1) 
band of water in different environments. The frequency difference between the 
combination band and bend fundamental i.e.  = [(B + L1) - B] is equivalent to the 
librational band position of water. 

Raman/IC-spectra cB),  
cm 

cB+L1),  
cm

 = (B + 

L1) - B 
B,  
cm

B+L1), 
cm

H2O 1642 2114 472 109 236 
H2O in D2O 1651 - - 82 - 
NaI in H2O 1646 2063 417 79 226 

Na2SO4 in H2O 1654 2142 499 87 258 
Na2CO3 in H2O 1648, 1760 2137 489 106 243 



94 
 

decreases with increasing concentration of electrolytes (conc. 2 - 3 mole dm-3), which was 

explained by the reduced vibrational coupling of water in presence of electrolytes. 

Moreover, the maximum of the anion-correlated spectrum for Cl (1651 cm-1) matches 

with decoupled H2O, whereas that for I- (1646 cm-1) is ~5 cm red-shifted from 

decoupled H2O. The red-shift reflects weaker H-bonding of water in the hydration shell of 

I-, which is consistent with the results in OH stretch region.  

In the case of bivalent SO4
, the anion-correlated spectrum shows a lower band 

width and a blue-shifted (~12 cm) maximum than bulk water. These results indicate 

intermolecular vibrational decoupling of water in the hydration shell of SO4
 as well. 

The peak frequency for SO4
 is even blue-shifted than that of decoupled H2O (MCR-

retrieved spectrum of H2O in D2O), which reveals stronger H-bonding of water with 

SO4
anion. The strong H-bonding of water in hydration shell of SO4

is not very 

evident in the anion-correlated spectrum in OH stretch region (Figure 4.2). This is due to 

the interplay of other processes in the OH stretch region (e.g. modification of FR and 

intramolecular vibrational coupling) that masked moderate spectral changes of the OH 

stretch band due to H-bonding.  

Similar to the Cl-, I- and SO4
 anions, it is likely that the bend mode of water is 

also decoupled in the hydration shell of CO3
. The anion-correlated spectrum for CO3

 

is moderately blue-shift (~6 cm), but the fwhm of the IC-spectrum is close to that of 

bulk H2O (Table 4.2). The large width (more than that of IC-spectrum for SO4
) is 

assignable to greater distribution of H-bond strength in the hydration shell of CO3
, 

which is also reflected by the broad IC-spectrum in OH stretch region (violet line in 



95 
 

Figure 4.2). In addition to the large width and moderate blue-shift of the main band, there 

is a shoulder in the high frequency region (around 1760 cm) of the IC-spectrum for 

CO3
 anion. Such a largely blue-shifted bend mode is likely to originate from strongly H-

bonded water species. Previous IR study266 suggested that the frequencies of OH stretch 

(str) and HOH bend () vibrations and their dependence on H-bond strength can be 

correlated by the following empirical relation,  

୆ = 1590 + 0.26(3706− ୱ୲୰)	                                  (4.2) 

Accordingly, the blue-shifted bend mode (1760 cm) corresponds to the water species 

whose OH stretch frequency appears at 3052 cm. In fact, the MCR-analysis in the OH 

stretch region (for CO3
2 anion) showed a new band at ~3050 cmviolet line in Figure 

4.2). Thus, the present results suggest that the hydration shell of bivalent CO3
2 anion 

contains two types of water molecules: water in the first hydration shell that is directly 

interacting with CO3
2-oxygens is very strongly H-bonded, and that in the second 

hydration shell has the H-bond strength stronger than bulk water but weaker than the first 

hydration shell water. It is intuitive that the bivalent CO3
2 anion because of its high 

charge density can affect water even beyond the first hydration shell. Infrared photo 

dissociation (IRPD) study267 of mono- and bivalent anion containing aqueous nanodrops 

suggested that the effect of bivalent anion propagates beyond the first hydration shell.  

The Raman-MCR results in the HOH bend region show that all the anions (Cl-, I, 

SO4
 andCO3

) lead to a blue-shifted (~5-10 cm) maxima of HOH bend mode of 

water, which is largely due to intermolecular vibrational decoupling in the hydration 

shell. Previous IR study,91 however showed that the HOH band maximum shifts toward 
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lower energy at high concentration of salts (~5 mol dm-3 NaI). To understand these 

seemingly contradicting observations, we reinvestigated the variation of fwhm and 

position of the B band in presence of low and high concentrations of Na-salts. As shown 

in Figure 4.9A, in the case of SO4
 andCO3

anions, the peak position gradually shifts 

toward higher energy with increasing concentration (up to 2 mol dm-3). But, in the case of 

I, the band position shifts toward higher energy with increasing concentration up to ~ 0.8 

mol dm-3, and then decreases for a concentration up to 6.0 mol dm-3. The spectral width 

also decreases marginally for SO4
 andCO3

, but that in the case of I has decreased 

significantly within 0.8 mol dm-3, and then decreases slowly up to a concentration of 6.0 

mole litFigure 4.9B). The non-monotonic variations of peak position and width (for 

I) imply that there are two opposing factors which switch at a concentration of
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Figure 4.9. Variation of (A) peak position and (B) width (fwhm) of the HOH bend mode of water 

with the concentration of Na-salts (salts are mentioned in the graph panel). 
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~ 0.8 mol dm-3. The anion-correlated spectrum for I, whose maximum is blue-shifted 

than that of bulk H2O, but red-shifted than that of decoupled H2O, also hints at the 

presence of two opposing factors, such as (i) intermolecular decoupling which causes 

blue-shift the B band and (ii) weakening of H-bond strength that red-shifts the B band. 

In the low concentration limit (< 0.8 mol dm-3), with increasing concentration of I, the 

population  of weakly H-bonded as well as vibrationally decoupled water increases which 

leads to a net blue shift of the B band. At higher concentrations (>0.8 mol dm-3), with 

increasing concentrations of I, the population of weakly H-bonded water increases but 

not that of decoupled water, since at high concentration there is not enough bulk water to 

be decoupled. As a result, in the high concentration limit, the position of B band is solely 

governed by the H-bond strength of hydrating water and shifts toward lower frequency 

with increasing concentration of I. 

4.4.4. Librational band region of water 

In liquid water, intermolecular interactions give rise to low frequency vibrational modes 

(hindered translation and Libration (hindered rotation)) that appears <1000 cm.254,268,269 

Libration, for example, appears at 470 (L1) and 670 cm (L2) as shown by the 

deconvolution of the low frequency Raman spectrum of water (Figure 4.10). The 

frequency positions of these librational bands reveal the strength of intermolecular 

interactions (e.g. H-bonding) and rotational freedom of water. However, because of the 

strong mutual overlap of these two low frequency bands and large background signal, it is 

cumbersome to precisely analyze the small changes of the librational bands due to the 

added salts.  
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Figure 4.10. Background subtracted Raman spectrum (red) of H2O in hindered rotational band 

regions (400 – 1000 cm). Gray line is the fitted spectrum, olive and blue lines are the Gaussian 

component bands. 

 
We have applied an alternative approach to obtain the frequency position of the 

L1 band of water in the hydration shell of anions. First, the anion-correlated (AC) spectra 

of water were obtained in the bend fundamental () and combination (B + L1) band 

regions. Then, the frequency difference between the combination band and the bend 

fundamental (AC= [(B+L1)AC – ()AC]) is calculated, which corresponds to the 

librational band position of water in the hydration shell. The anion-correlated spectra of 

water in combination (B + L1) band regions and the modification of librational band 

positions in the hydration shell of different anions are discussed in the following section.  

4.4.5. Anion-correlated Raman spectra of water in the 

combination (bend + librational) band region 

Peak normalized Raman spectrum of bulk H2O and the anion-correlated spectra for the 

mono- and bivalent anions in the combination band region are shown in Figure 4.11. The 
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Figure 4.11. Peak normalized IC-Raman spectra for (A) NaI and NaCl (B) Na2SO4 and Na2CO3

in the combination (B+L1) band regions. The Raman spectrum of neat H2O (black) is shown in 

each panel for comparison with the IC-spectra. 

 
frequency positions of the combination bands are governed by the band position of 

librational and bend motions of water. Therefore, as mentioned in previous section, one 

can obtain the librational band position of hydration water (AC) for different anions 

(summarized in Table 4.1). It is observed that the librational band position in the 

hydration shell varies differently for different anions. For Cl- and I- anions, the band 

maximum is red-shifted, whereas for SO4
 and CO3

 anions, the band maximum is 

blue-shifted than that of bulk water. The red-shift of the librational band reflects weaker 

interaction (H-bonding and electrostatic) of hydration water with the anion and/or with 

neighboring water molecules (or, conversely, blue-shift of librational band indicates 

stronger interaction of water with the anion and/or with neighboring molecules in 

hydration shell). Thus, the hydration shells of monovalent Cl- and I anions are composed 

of weakly interacting water molecules. Because of weak interactions, such water 
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molecules have higher librational freedom than bulk water. On the other hand, the 

hydration shell of bivalent SO4
 and CO3

anions are formed of strongly interacting 

water molecules of lower librational freedom.  

It is likely that the librational mobility of hydration water depends upon the 

strength of ion-water (e.g. ion-dipole interaction and ion-water H-bond) and water-water 

interactions in the hydration shell. Therefore, we can expect that the weaker H-bonding of 

water in the hydration shell of I- is responsible for the higher librational freedom of water 

at the vicinity of I- anion. However, as can be seen from Figure 4.11A and 4.11B, the 

librational position of hydration water of bivalent SO4
2- and CO3

2- anions has comparable 

librational band position even though the H-bond strength in their hydration shells varies 

significantly. These results suggest that the librational freedom of hydration water not 

only depends upon the H-bond strength, but also on the ion-water electrostatic 

interactions, especially for the high charge density anions. This is consistent with the 

Monte Carlo simulation result262 which implied that the water structure around high 

charge density ions are governed largely by ion-water electrostatic interaction, whereas, 

the same for low charge density ions are governed by the H-bond strength of surrounding 

water. In case of high charge density anions, along with the H-bond strength, the 

preferential orientation of water dipole or the OH vector increases in the hydration 

shell.27,29,76,83,244,263,270,271 Such an orientational preference is expected to decrease the 

librational freedom of water at the immediate vicinity of a multivalent anion.  

The dynamics of vibrational and reorientation relaxation of water, which are 

important for stabilization of reactive intermediates in aqueous phase,272,273 depend upon 
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the interactions with neighboring molecules and the coupling among vibrational modes of 

water.51,52,96,274,275 The bend overtone of water, for example, acts as receptor for the OH 

stretch vibration relaxation. Therefore, a perturbation of coupling between bend overtone 

and OH stretch fundamental (FR) in the hydration shell, as observed in the present as well 

as in previous studies,78,248 is likely to affect the OH stretch vibrational relaxation. It is 

anticipated that the modification of H-bond strength and librational energy of water in the 

hydration shell of ions will affect the vibrational as well as short (sub-100fs librational 

reorientation) and long time orientational relaxation of water. 

4.4. Conclusion 

In this chapter, Raman spectroscopy in combination with multivariate curve resolution 

(Raman-MCR) is used to extract the different vibrational bands (OH stretch, HOH bend, 

and combination (bend + librational)) of water in the hydration shell of different anions 

(anion-correlated spectrum). The frequency positions and width of the anion-correlated 

spectra in the OH stretch and HOH bend regions reveal two important aspects: (1) the 

hydrogen-bond (H-bond) strength of hydration water decreases as CO
> PO4

3> SO
 

> bulk water ~ Cl > I (2) water in the hydration shell of all the anions studied is 

vibrationally decoupled from neighboring water molecules. Comparison of integrated 

areas of component bands of the anion-correlated spectra (OH stretch region) with that of 

the Raman spectrum of H2O and HOD enables to quantify the modification of 

intermolecular vibrational coupling (collective OH stretch) of water at the immediate 

vicinity of different kinds of anions. It is observed that there is ~80% reduction of 

coupling effects (intermolecular coupling and FR) in the hydration shell of I, Br, NO
, 
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and SO
ions. In the case of PO

, the water is strongly hydrogen bonded with reduced 

intermolecular vibrational coupling. Moreover, the librational band position, as obtained 

by the frequency difference of the combination and bend fundamental bands, shows that 

the librational mobility of hydration water increases as CO
 SO

 < bulk water < I. 

Larger librational freedom of water in the hydration shell of I is assignable to weaker H-

bonding of water whereas, the lower rotational freedom in the hydration shell of 

CO
and SO

 anions is presumably due to strong H-bonding and ion-dipole interaction 

in the hydration shell.  
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Chapter 5 

Structure and Properties of Water at Charged and 

Neutral Hydrophobic Hydration Shells 

 

5.1. Introduction 

Hydrophobic effect is a manifestation of the segregation of nonpolar molecules in water, 

which plays important role in various chemical and biological processes.276-280 The 

example includes the formation of micelle, microemulsion, lipid bilayer membrane, 

folding-unfolding of proteins, activation of enzymes, etc.1,2,64,281-284 The hydrophobic 

effect crucially dependents on the interaction between hydrophobic molecular groups and 

water. For the aqueous solution of a solute, it has been observed that a solute affects water 

only at its immediate vicinity. Therefore, the hydrophobic effect is intimately related with 

the structure and properties of water around a hydrophobic solute (Hydrophobic hydration 

shell).  

Hydration of hydrophobic molecules/molecualr groups has been studied using 

numerous techniques, such as thermodynamics measurements, NMR, neutron diffraction, 

Infrared and Raman, THz-spectroscopy, photoelectron spectroscopy and molecular 

dynamic simulation.131-152 Thermodynamic measurements revealed that the introduction 

of hydrophobic solute in water increases the heat capacity and decreases the entropy.285-
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287 These observations were explained on the basis of ‘iceberg’ model by Frank and 

Evans in 1945. According to this model, water in a hydrophobic hydration shell undergo 

structural enhancement (either stronger or more hydrogen bonds per volume unit and 

more ordered structure) in comparison to that in the bulk, which would account for the 

entropy loss and increase in heat capacity of the system.66,288 The iceberg model was 

disputed later by several experimental and theoretical results.54,69 Neutron diffraction 

experiments which provide the water-water radial distribution function (RDF) around the 

solute, reveals that the structure of water around hydrophobic groups is comparable to 

that of bulk water.100,289,290 It has been proposed that the anomalous properties upon 

dissolution of hydrophobic solutes arise from incomplete mixing of the solute and water 

at the molecular level. In contrast, NMR291-294 and dielectric relaxation studies295-297, that 

measure the orientational dynamics of water molecules, show that the average mobility of 

water molecules in solutions containing hydrophobic solutes is decreased.  However, as 

these methods measure a response that is averaged over all water molecules (bulk and 

hydration shell), these techniques cannot provide selective information of water in the 

hydration shell. Therefore, many of the hydration shell specific information are obtained 

by MD-simulations,298-302 which suggest that the water molecules surrounding small 

hydrophobic solutes form fewer but stronger H-bonds. These simulations furthermore 

suggested that geometric excluded volume effects are account for the retardation in 

rotational orientation of water in the hydrophobic hydration shell.303  

For an unambiguous understanding of the water structure in the vicinity of the 

hydrophobic groups, it is essential to selectively probe the water molecules in the 
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hydration shell of hydrophobic groups. We have used Raman spectroscopy in 

combination with multivariate curve resolution (Raman-MCR) to selectively map the 

vibrational features of water in the hydration shell of hydrophobic groups such as, tert-

butanol (TBA) and tetramethyl ammonium cation (TMA+).  

4.2. Experiments and Methods 

The chemicals, tetramethylammonium chloride (TMA) ( 98.0 %), Heavy water (D2O, > 

99.9 atom % D) and the NaCl ( 99.0 %) were purchased from Sigma Aldrich. tert-

Butanol (TBA) is from Spectrochem India. Milli-Q water (18.2 M cm resistivity) was 

used for all the measurements. The unpolarized Raman spectra of the samples were 

recorded at 23C using a micro-Raman spectrometer (STR-300, SEKI Technotron, 

Japan). We used low concentration of solutes ( 1.0 mole dm-3) to ensure that the solutes 

are fully hydrated without significant solute-solute interactions (aggregation or ion 

pairing). Aqueous solution of the solutes were taken in quartz cell of 2 mm optical path 

length and were excited at 532 nm (power ~20 mW at sample position, continuous wave 

(CW) YAG laser) using a 10X objective lens (Olympus). The scattered light was 

collected by the same objective lens and passed through an edge filter (LPO3-532RU-25) 

to filter Rayleigh and anti-Stokes scattered signals. The Stokes signal after the edge filter 

was passed through a fiber-coupled spectrograph (Acton series SP 2300i, 1200 

groove/mm) and detected by a thermo-electric cooled (-75°C) charge-coupled device 

(CCD, Model no PIXIS:256). The spectrograph was calibrated using the 520.5 cm-1 line 

from silicon wafer and was verified by measuring the Raman spectrum of naphthalene. 

The Raman spectra of all solutions were acquired at the same experimental conditions 
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(acquisition time for each spectrum was 300 sec (60 sec  5), slit width 80 m). For 

polarization studies, the stokes signal after long pass filter was passed through a polarizer 

allowing the selection of either its parallel (VV) or perpendicular (VH) polarization 

component with respect to the excitation light. The isotropic and anisotropic Raman 

components were calculated in the usual way, Isotropic = VV-(4/3) VH; Anisotropic = 

(4/3) VH. 

A constant background signal was subtracted from the experimentally recorded 

Raman spectra, and the background subtracted spectra were area normalized to nullify the 

effect of intensity variation (either due to laser fluctuation) in subsequent multivariate 

analysis. The area normalized Raman spectra were arranged into the columns of a matrix 

(data matrix, DM; the first column of the DM is neat water spectrum) for multivariate 

analysis, the details of which have been described in chapter 2. Briefly, the data matrix, 

containing mixed spectral response of hydration and bulk water, is decomposed by 

singular value decomposition (SVD) that provides an initial estimate of the number of 

components and their spectral responses. Then, the initial estimates were optimized by 

alternating least square (ALS) fitting method, while incorporating certain restrictions, 

such as non-negative intensity of the component spectra, concentrations of solute (known 

from the experiments), number of components (two in the present case). One of the two 

spectral components, obtained after SVD-ALS operations, represents the bulk water 

response, and the other component corresponds to the response of water molecules that 

are perturbed by solute and the response of the solute itself (if any), which is designated 

as solute-correlated spectra (SC-spectra).  
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As mentioned earlier, in aqueous electrolyte solution, say NaCl, there are Na+ 

cation and Cl- anion; therefore, the IC spectrum of NaCl solution contains vibrational 

response of water that are perturbed by both, Na+ and Cl-. It is has been observed, in 

previous IR and Raman-MCR studies, that Na-cation has relatively negligible effect on 

the OH stretch band of water compared to that of halide anions. Thus, the IC-spectra of 

aqueous Na-salt solutions predominantly bear the vibrational characteristics of water in 

the hydration shell of the anions. In the case of TMACl (1M), the TMA+-correlated 

spectrum was obtained by considering 1M NaCl solution as the pure solvent spectrum for 

MCR analysis. The SC-spectra are compared with the OH stretch band of bulk H2O and 

isotopically diluted water of different compositions (HOD75 (H2O/D2O = 75/25, v/v); 

HOD50 (H2O/D2O = 50/50, v/v), and HOD25 (H2O/D2O = 25/75, v/v)).  

5.3. Results and Discussion 

5.3.1. OH stretch response of water in the hydration shell of TBA 

Figure 5.1 shows the normalized Raman spectra of neat water (black line) and aqueous 

TBA solution (1.0 mol dm-3, blue line) in 2900 – 3750 cm-1 region. The Raman spectrum 

of aqueous TBA solution contains the combined response of hydration water, bulk water, 

and TBA. The contribution of TBA, as shown by the spectrum of TBA (1.0 mol dm-3) in 

D2O (red dotted line), is mainly the CH3 stretch bands below 3050 cm-1, since the 

alcoholic OH band (around 3365 cm-1) is very weak for such low concentration of TBA. 

Thus, in the region above 3050 cm-1, the spectrum of aqueous TBA solution is largely due 

to the combined response of hydration and bulk water. Nevertheless, the spectrum of
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Figure 5.1. Raman spectra of neat water (black line), TBA (1.0 mole dm-3) in H2O (blue line) and 

in D2O (red dashed line) in 2900 – 3750 cm-1 region. 

 
aqueous TBA solution is very similar to that of neat H2O. The subtle difference of the OH 

stretch band in presence of TBA, however, does not mean that the vibrational spectrum of 

water in the hydration shell of TBA is comparable to that of bulk water. The population 

of hydration water in diluted TBA solution (1.0 mole dm-3) is much lower than that of 

bulk water, and the total Raman signal is a cumulative sum of weak signal of hydration 

water and a strong signal of bulk water. As result, even if the vibrational response of 

hydration water differs from that of bulk water, the combined response may resemble to 

that of neat water.  

Multivariate curve resolution (MCR) analysis97,98 of the Raman spectra of neat 

water and aqueous TBA solution enable us to retrieve the weak signal of hydration water, 

which is buried in a large signal of bulk water. As shown in Figure 5.2, the MCR- 
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Figure 5.2. TBA-correlated Raman spectrum of water (red) in 2900 – 3750 cm-1 region. Raman 

spectrum of neat water (black) is shown for reference. Inset: expanded view of the TBA-

correlated spectrum in the high frequency region that shows the dangling OH at the surface of 

TBA. 

 
retrieved hydration water spectrum (TBA-correlated spectrum; red line) is substantially 

different from the Raman spectrum of bulk water. A qualitative comparison between 

these spectra reveals three distinct features: first, in the extreme blue region (3600 - 3700 

cm-1), the TBA-correlated spectrum shows a narrow band (fwhm ~45 cm-1) with 

maximum at ~3660 cm-1. Such an OH stretch band is a typical signature of very weakly 

interacting OH group, which is prevalent at macroscopic hydrophobe/water (e.g. lipid 

monolayer/water) interfaces as observed by vibrational sum frequency generation 

(VSFG) spectroscopy.304 Moreover, the heterodyne–detected vibrational sum frequency 

generation (HD-VSFG) study of lipid monolayer/water interfaces showed that such 

weakly interacting OH is pointed toward the hydrophobic lipid phase, quite similar to the 

dangling OH at air/water interface.80  
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Thus, the 3660 cm-1 band is assigned to the very weakly interacting dangling OH 

which is pointed toward the hydrophobic alkyl group of TBA in the hydration shell. The 

dangling OH band at TBA surface is ~ 50 cm-1 red-shifted than that at the air/water 

interface. This is due to the van der Waals interaction of the dangling OH with the methyl 

groups of TBA. Secondly, in the 3400 – 3600 cm-1 region of the OH band, the intensity of 

TBA-correlated spectrum is weaker than that of bulk water. Weaker intensity in the blue 

region has also been observed in FTIR study93 of the hydration of tetrabutylammonium 

cation (Bu4N+) in HOD (D2O/H2O = 4/96; w/w). The weaker intensity in this region, 

suggests a decrease of relative population of weakly H-bonded water in the hydration 

shell of TBA. Finally, in the red region of the OH stretch band (below 3400 cm-1), the 

TBA-correlated spectrum is more intense than that of bulk water. Apparently, higher 

intensity in the red region of the OH stretch band indicates an increase of relative 

population of strongly H-bond of water in the hydration shell.  

Nevertheless, as shown in Figure 5.3, the TBA-correlated spectrum of water is 

quite similar to the isotropic Raman spectrum of bulk water. As mentioned in chapter 4, 

the band shapes of the polarized (isotropic/anisotropic) Raman spectra of water are 

sensitive to the symmetry of intermolecular coupling. The symmetric OH stretch 

vibrations that are coupled in-phase with neighboring symmetric OH oscillators oscillate 

at lower frequency (maximum ~3230 cm-1) and appears mainly in isotropic Raman 

spectrum; whereas, the antisymmetric OH stretch vibrations that coupled in-phase with 

neighboring antisymmetric OH stretches oscillate at  higher energy (maximum ~3430 cm-

1) and become prominent in the anisotropic Raman spectrum. 
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Figure 5.3. TBA-correlated spectrum (red dashed curve) and polarized Raman spectra of bulk 

water (isotropic (blue), anisotropic (green) and unpolarized (black)) in 3000 - 3800 cm-1 region. 

 

Because of the similarity of the TBA-correlated spectrum with the isotropic 

Raman spectrum of bulk water, we can also expect that the OH stretch vibration of water 

at the surface of TBA is more strongly coupled with neighboring water molecules than 

that in bulk water. In the following sections, we have elucidated the vibrational coupling 

and H-bonding of water in the hydration shell of uncharged (TBA) and charged (tetra-

methyl ammonium cation, TMA+) hydrophobic groups, by using Raman-MCR in 

combined with isotopic dilution spectroscopy. 

5.3.2 Variation of the OH stretch band with isotopic dilution of 

water 

To gain a better understanding of the modification of vibrational coupling and H-bonding 

at the surface of hydrophobic solute, we have compared the MCR-retrieved spectra for 

different isotopic dilution of water. Isotopic dilution (addition of D2O in H2O) diminishes 
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the vibration coupling without affecting the H-bond strength of water, and hence, isotopic 

dilution spectroscopy in combination with Raman-MCR can shed light on the 

modification of vibrational coupling in the hydration shell of a solute. Figure 5.4A shows 

the normalized Raman spectra of neat H2O and isotopically diluted water with varying 

percentage of D2O in H2O (HOD75 (H2O/D2O = 75/25, v/v); HOD50 (H2O/D2O = 50/50, 

v/v), and HOD25 (H2O/D2O = 25/75, v/v)). As mentioned in Chapter 4, the broad OH 

stretch band (2900 - 3700 cm-1) of liquid H2O has at least three component bands that are 

centered around ~ 3200, 3400 and 3600 cm-1, respectively. The 3200 cm-1 band, along 
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Figure 5.4. (A) Global fitting of the normalized Raman spectra of neat H2O and isotopically 

diluted water (HOD75 [H2O/D2O = 75/25]; HOD50 [H2O/D2O = 50/50], and HOD25 [H2O/D2O 

= 25/75]) with three component Gaussian fitting functions. Dotted lines represent the fitting 

functions. (B) Plot of amplitude of the component bands (dashed lines: black (3208 cm-1), red 

(3422 cm-1), and green (3613 cm-1)) vs. the mole fraction of O-H oscillators in water. Variations 

of relative integrated intensity above 3400 cm-1 (red solid line) and below 3400 cm-1 (black solid 

line) vs. the mole fraction of O-H oscillators are shown in the same panel. 
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with the response of strongly H-bonded water, also contains the represents the coupled 

vibration of water molecules (intermolecular vibrational coupling and Fermi resonance 

(FR)). On increasing isotopic dilution, the intermolecular vibrational coupling and FR 

decrease, but the H-bond strength does not appreciably. Therefore, a global analysis of 

the OH stretch bands of different isotopically diluted water with a three component 

Gaussian fit function can elucidate the vibrational coupling and H-bonding in water. As 

shown in Figure 5.4A, the dashed lines are the global fit-functions of the experimentally 

recorded spectra of different isotopically diluted water (fitting parameters are 

summarized in Table 5.1). The variation of amplitude of the component bands (centre 

frequencies: 3208, 3422, 3613 cm-1) with the mole fraction of OH oscillator (XOH) is 

shown in Figure 5.4B. 

 
Table 5.1. Global fitting parameters of normalized Raman spectra of neat and 

isotopically diluted water 

Water with different 
isotopic dilution 

Component band amplitudes obtained by global fitting 
Band-1 

(c = 3208 cm-1, 
 = 217.2 cm-1 

Band-2 
(c = 3422 cm-1, 
 = 271.35 cm-1 

Band-3 
c = 3613 cm-1, 
 = 78.6 cm-1 

H2O 0.586 0.91 0.1 
HOD75 0.387 0.953 0.11 
HOD50 0.221 0.97 0.11 
HOD25 0.051 0.98 0.13 

 

The amplitudes of band-2 (3422 cm-1) and band-3 (3613 cm-1) do not change on 

decreasing XOH, which confirms the previous understanding that the H-bond strength of 

water does not change on isotopic dilution.89,213,221
 However, the amplitude of band-1 
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(3208 cm-1) band decreases on decreasing XOH, which is assignable to the reduction of 

intermolecular coupling and FR of water. 

These observations clearly reveal that the decrease of intermolecular coupling and 

FR on isotopic dilution is mainly manifested in the band-1, whereas the band-2 and   

band-3 are unaffected by these coupling effects. In other words, the red region of the OH 

stretch band (<3400 cm-1) contains information about the intermolecular coupling, FR, as 

well as the H-bond strength of liquid water, whereas the blue region (>3400 cm-1) is 

sensitive only to the H-bond strength of liquid water. Accordingly, the relative integrated 

intensity of isotopically diluted water in the red region of the OH stretch band 

(	RIழଷସ଴଴ = 	 [∫ I	d
ଷସ଴଴
ଶ଼଴଴ ]ୌ୓ୈ [∫ I	d

ଷସ଴଴
ଶ଼଴଴ ]ୌଶ୓ൗ )	 is expected to decrease on decreasing 

XOH . Similarly, the relative integrated intensity in the blue region of the OH stretch band 

(RIவଷସ଴଴ = [∫ I	d
ଷ଼଴଴
ଷସ଴଴ ]ୌ୓ୈ [∫ I	d

ଷ଼଴଴
ଷସ଴଴ ]ୌଶ୓)ൗ 	 is expected not to change noticeably on 

decreasing XOH. The variation of relative integrated intensity against XOH in fact goes 

parallel to the amplitude plot of band-1 and band-3 (Figure 5.4B). Thus the relative 

integrated intensity above and below the centre frequency (3400 cm-1) of the OH stretch 

band is a straightforward measure of the perturbation of coupling effects and H-bond 

strength in water. In the following section, we applied the relative integrated intensity 

approach to elucidate the perturbation of coupling effects and H-bond strength of water in 

the hydration shell of hydrophobic molecular groups. 
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5.3.3. Variation of OH stretch response with isotopic dilution in 

the hydration shells of atomic anion and hydrophobic molecular 

groups 

Figure 5.5 shows the solute correlated spectra (SC-spectra) for Cl- (atomic anion), TBA 

(uncharged hydrophobe), and TMA+ (positively charged hydrophobe) in neat H2O as well 

as in isotopically diluted water of different compositions (H2O (75%) i.e. 

H2O/HOD/D2O=56.25/37.5/6.25; H2O (50%), H2O/HOD/D2O=25/50/25; and H2O (25%), 

H2O/HOD/D2O=6.25/37.5/56.25). As a first step, let us discuss the variation of the OH 

stretch band with isotopic dilution in the hydration shell of Cl- anion, and then those in 

the hydration shell of TBA and TMA+ cation. The Cl--correlated spectrum of H2O shows 

lower intensity than bulk H2O in the red region (< 3400 cm-1), but that in the blue region 

(> 3400 cm-1) is only slightly higher than bulk H2O. The global analysis of the OH stretch 

band with isotopic dilution, as discussed in section 5.3.2, shows that the relative intensity 

in the blue region of the OH stretch band (>3400 cm-1) does not depend on the intra-

/intermolecular vibrational coupling of water. Therefore, the little higher intensity in the 

blue region (>3400 cm-1) indicates that the relative population of weakly H-bonded water 

(~3580 cm-1) is increased marginally in the hydration shell of Cl-. However, as has been 

observed in previous Raman-MCR studies,78,305 the large reduction of intensity in the red 

region of the OH stretch band (<3400 cm-1) is due to vibrational decoupling of water in 

the hydration shell of Cl- anion. It follows that, on increasing isotopic dilution, the effect 

of Cl- anion on the vibrational decoupling of its hydration water will be less pronounced, 

since the hydration water progressively becomes decoupled (OH stretch) due to isotopic 

dilution. This has indeed been observed (Graph A1-A4 in Figure 5.5). With increasing 
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isotopic dilution (H2O (100%) to H2O (25%)), the intensity difference between the Cl--

correlated spectrum and the corresponding bulk water decreases in the red (<3400 cm-1).  

 

Figure 5.5. SC-Raman spectra of water (red solid line) in the OH stretch regions for H2O and 

H2O-D2O mixtures as mentioned in the graph panels. Experimentally recorded Raman spectra 

(green dashed line) of 1.0 mol dm-3 aqueous solutions of NaCl (left panel, A1-A4), TBA (middle 

panel, B1-B4), and TMACl (right panel, C1-C4) and that of bulk water (black solid line) are 

shown in respective panels for references. The dashed black line in the right panel is the 

experimental Raman spectra of 1.0 mol dm-3 aqueous NaCl solution.  
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Therefore, the relative intensity of Cl--correlated spectrum with respect to that of 

corresponding bulk water increases with increasing dilution of H2O with D2O. Thus, in 

general, the variation of relative intensity of SC-spectrum (in red region <3400 cm-1) with 

isotopic dilution can provide information about the perturbation of intermolecular 

vibrational coupling of water in the hydration shell of an ion/solute. This issue has been 

discussed in more detail in the next section.  

In contrast to Cl- anion, the TBA-correlated spectra have lower intensity in the 

blue region (>3400 cm-1) than those of the respective bulk water spectra (Graphs B1-B4 

in Figure 5.5). The reduced intensity of TBA-correlated spectrum (>3400 cm-1) from that 

of bulk water is due to a decrease of relative population of weakly H-bonded water 

(whose OH stretch response appear around 3580 cm-1) in the hydration shell of TBA.194 

Similar depletion of weakly H-bonded water has also been observed in the hydration shell 

of positively charged hydrophobe, TMA+ (right panels in Figure 5.5). These results 

suggest that unlike in the hydration shell of halide ion, there is a depletion of weakly H-

bonded water in hydrophobic hydration shell. Moreover, the comparable reduction of 

intensity (>3400 cm-1) for TBA and TMA+ indicates that the positive charge on the 

hydrophobe does not affect the depletion of such weakly H-bonded water. Comparison of 

the dangling OH band (>3600 cm-1) for TBA and TMA+, however, shows that the 

dangling OH band is more prominent at the surface of uncharged TBA than that of 

positively charged TMA+. The dangling OH is pointed toward the centre of the 

hydrophobic group,196 and hence, it is intuitive that the orientation of the positive pole of 

dangling OH (OH) toward the centre of the positively charged hydrophobe (TMA+) 
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is energetically unfavorable by electrostatics and hence, there is a depletion of dangling 

OH in the hydration shell of a positively charged hydrophobe compared to that of an 

uncharged hydrophobe. Thus, the solute charge does influence dangling OH formation.  

In the red region of the OH stretch band (<3400 cm-1), the TBA and TMA+-

correlated spectra have higher intensity than those of respective bulk water. Moreover, on 

increasing the percentage of D2O in H2O (H2O (100%) to H2O (25%)), the intensity 

difference between the solute-correlated spectrum and the corresponding bulk water 

spectrum increases (Graph B1-B4 and C1-C4 in Figure 5.5). Higher intensity in the red 

region of the OH stretch band could be either due to increased population of strongly H-

bonded water and/or due to stronger intermolecular vibrational coupling of water at the 

surface of the hydrophobes. We have addressed these issues in the following section by 

disintegrating the intermolecular vibrational coupling and H-bonding effects in the 

hydration shell of Cl-, TBA, and TMA+.  

5.3.3. Disintegration of intermolecular vibrational coupling and H-

bonding in hydration shells 

As discussed in the previous paragraph, on isotopic dilution, the relative intensity of the 

SC-spectra above and below the centre frequency (3400 cm-1) of the OH stretch band 

evolves differently for atomic anion (Cl-) and hydrophobic molecular groups (TBA and 

TMA+). Integrated area analysis of the OH stretch band of isotopically diluted water 

shows that, in the red region of the OH stretch band (<3400 cm-1), the relative intensity is 

reduced due to vibrational decoupling (reduction of intermolecular coupling and FR) of 

water; whereas, that in the blue region (> 3400 cm-1), which mainly depends upon the H-

bond strength of water, does not change noticeably (section 5.3.2). A similar analysis of 
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relative integrated intensity of the SC-spectra can shed light into the vibrational coupling 

and H-bonding of water in the hydration shell of a solute. 

Figure 5.6 shows a plot of the relative integrated intensity of water in the 

hydration shell of Cl-, TBA, and TMA+ against the mole fraction of OH oscillator in bulk. 

In the case of Cl- hydration shell, the relative intensity in the red region 

(	RIழଷସ଴଴ = 	 [∫ I	d
ଷସ଴଴
ଷଵଷ଴ ]ୌୗ [∫ I	d

ଷସ଴଴
ଷଵଷ଴ ]୆ൗ ; HS: hydration	shell, B: bulk)	is less than 

unity in isotopically pure H2O (XOH = 1) and increases on increasing dilution with D2O 

(decreasing XOH). Because of the spectral overlap of the CH3 stretch band (TBA, TMA+) 

with the OH stretch band of water below 3100 cm-1, the lower limit of 	RIழଷସ଴଴	 has been 

restricted to 3130 cm-1. The increase of 	RIழଷସ଴଴ with decreasing XOH is a manifestation
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Figure 5.6. Plot of Relative integrated intensity (RI) of the SC-spectra against the mole fraction 

of OH oscillator (XOH) in bulk H2O-D2O mixtures. RI>3400 and RI<3400 are the relative integrated 

intensity of the OH stretch band above and below 3400 cm-1. Dotted and dashed-dotted lines are 

visual guide to the variations of RI<3400 and RI>3400 respectively.  
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of decoupling of water in the hydration shell Cl-. In the case of TBA and TMA+, 	RIழଷସ଴଴ 

is more than unity in isotopically pure water (XOH = 1) and increases on decreasing XOH. 

The increase of RI<3400 with decreasing XOH suggest that the water in the hydration shell 

of TBA and TMA+ is also vibrationally decoupled like that in the hydration shell of Cl-. 

Had the water been vibrationally decoupled without significant change in average H-bond 

strength, 	RIழଷସ଴଴ is expected to be less than unity, at least in isotopically pure water (XOH 

= 1). However, in the case of TBA and TMA+, 	RIழଷସ଴଴(XOH = 1) is more than unity, 

which clearly shows the increased H-bond strength of water in the hydration shell of 

TBA/TMA+. Thus, the intensity reduction due to vibrational decoupling is over 

compensated by increased H-bond strength of water in the hydration shell of TBA/TMA+. 

Similar analysis of relative integrated intensity in the blue region of the OH stretch band 

(	RIவଷସ଴଴ = 	 [∫ I	d
ଷ଺଴଴
ଷସ଴଴ ]ୌୗ [∫ I	d

ଷ଺଴଴
ଷସ଴଴ ]୆ൗ )	 shows that 	RIவଷସ଴଴ for Cl- anion is close to 

unity and almost invariant with XOH (red dash-dotted line in Figure 5.7). This means that 

the blue region of the OH stretch band is almost free from vibrational coupling effects 

and that the H-bond strength of water does not change significantly in the hydration shell 

of Cl-. 	RIவଷସ଴଴ for TBA and TMA+ also do not vary with XOH, but is less than unity, 

which suggest a decrease of relative population of weakly H-bonded water in the 

hydration shell of TBA/TMA+ compared to that in bulk.  

Monte Carlo simulation306 suggested that the mean water H-bond angle (i.e. 

O(1)H----O(2) angle between two neighboring water molecules (1) and (2) that are H-

bonded with each other, which is 0 for linear H-bond) in the first hydration shell of 

hydrophobic TMA+-cation is lower than that of bulk water. Water with less bent H-bonds 
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is more strongly H-bonded, which has also been reflected by radial distribution function 

of water (oxygen-oxygen and hydrogen-hydrogen) in the first hydration shell. Thus, the 

present experimental results in consistent with theoretical studies suggest that water 

adopts stronger H-bonding in the hydration shell of uncharged/cationic hydrophobic 

molecular group. Nevertheless, the OH stretch vibration of such strongly H-boned water 

is rather weakly coupled with neighboring OH oscillators than that in bulk water. 

Apparently, this is counter intuitive in the sense that stronger H-bonding between water 

molecules is expected to induce stronger coupling between vibrations of those water 

molecules. In fact, in bulk water, it has been observed that decreasing temperature (which 

increase the average H-bond strength of water) enhances intermolecular coupling and 

FR.213 In hydrophobic hydration shell, the structural perturbation of water is grossly 

equivalent to ~10 - 20C decrease of temperature of bulk water. However, unlike in bulk 

water, the surface of a hydrophobic solute, especially the region of the first hydration 

shell, is highly anisotropic in nature which promotes more ordered water structure in the 

hydration shell. Experimentally, it has been observed that water is indeed preferentially 

oriented at macroscopic oil/water interfaces.307,308 This ordered arrangement of water 

gives rise to negative entropy of hydration (SH < 0) for hydrophobic solute; and also in 

conformity with the reduced water-water H-bond angle in hydrophobic hydration shell. 

The constraints imposed by such ordered orientation may force water to adopt a 

configuration that is no longer optimal for the vibrational delocalization with neighbors. 

In fact, it has been suggested that with decreasing water H-bond cone angle (O(1)H----

O(2)) the librational freedom of water decreases.76 Moreover, because of the exclude 
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volume, a water molecule in the first hydration shell has access to less number of 

neighbors to couple with, compared to that in the bulk.309 Finally, the presence of 

dangling OH clearly indicates that the vibrational degeneracy of the two OH oscillators is 

lifted in the hydration shell, at least for a fraction of water molecules. Therefore, the water 

with dangling OH, whose neighbors are mostly water molecules with H-bonded OH are 

coupled weakly with the latter. 

5.3.4. Variation of dangling OH band with isotopic dilution: 

Intramolecular coupling of dangling OH in hydrophobic hydration 

shell  

The intramolecular vibrational (OH stretch) coupling of water decreases progressively 

from gas (coupling constant,  ~50 cm-1), to liquid ( ~23 cm-1), to solid (ice;  ~14 cm-

1) phases.85 Moreover, in liquid water, the intramolecular coupling ( ~23 cm-1) is weaker 

than the intermolecular coupling (coupling constant,  ~100 cm-1). The dangling OH in 

hydrophobic hydration shell, as observed for TBA, is well separated from the red-shifted 

H-bonded OH stretch, and also spectrally narrow (fwhm ~45 cm-1). Therefore, the 

position and width of dangling OH band are sensitive to even weak interactions (e.g. 

intramolecular vibrational coupling of dangling OH with the H-bonded OH of the same 

molecule, van der Waals interaction with the methyl’s of TBA). 

As shown in the left panel of Figure 5.7, the dangling OH band in the hydration 

shell of TBA shifts toward lower frequency with increasing isotopic dilution (H2O(100%) 

to H2O(25%)). On increasing isotopic dilution, the dangling OH (H2O) on TBA surface is 

progressively replaced by dangling OH (HOD). In the case of H2O, the dangling OH 

(H2O) is coupled with the H-bonded OH stretch (~3430 cm-1) in the same molecule, as
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Figure 5.7. Left panel: Variation of dangling OH band with isotopic dilution in the hydration 

shell of TBA. Right panel: Dangling OH band of HOD (orange dashed line; orange solid line is 

the Lorentz fitting function) and H2O (black dashed line; black solid line is the Lorentz fit 

function) in the hydration shell of TBA. The dangling OH band of HOD is obtained by a second 

MCR analysis of the TBA-correlated spectra in H2O (100%) and H2O (25%). 

 
 
has been observed for the topmost layer of water at air/water interfaces.310 However, in 

the case of HOD, such kind of intramolecular coupling (coupling between dangling OH 

(HOD) and H-bonded OD stretch (2510 cm-1)) is weaker than that in H2O. This is 

because, the energy difference between the dangling OH and H-bonded OD stretch (E  

1150 cm-1; (3650 cm-1 – 2510 cm-1 )) is larger than that between dangling OH and H-

bonded OH stretch (E  220 cm-1; (3650 cm-1 – 3430 cm-1 )) and the large energy 

mismatch reduces the strength of coupling (Scheme 5.1). Moreover, it has been observed 

that dangling OH is hardly affected by intermolecular coupling at air/water interface.310 

This is because the number density of dangling OH at TBA surface is negligibly small as 
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well as the dangling OH is well separated in energy from the H-bonded OH stretch for 

efficient intermolecular coupling.  

 

Scheme 5.1. Model diagram showing the intramolecular vibrational coupling and the dangling 

OH band positions of H2O and HOD in hydrophobic hydration shell. In H2O, the dangling OH 

(H2O) is shifted to higher frequency (blue-shift) from that of decoupled dangling OH, due to 

strong intramolecular coupling with H-bonded OH stretch (~ 3430 cm-1). In HOD, because of the 

large energy gap between the dangling OH (HOD) and the H-bonded OD stretch (~2510 cm-1), 

the intramolecular coupling is weak, and the dangling OH (HOD) band is close to that of 

decoupled dangling OH.  

 
Thus, we can expect that the red-shift of the dangling OH band on isotopic 

dilution is due to decoupling of dangling OH from the H-boned OH of the same molecule 

(intramolecular). In other words, the dangling OH bond of H2O (isotopically pure) is 

intramolecularly coupled in the hydration shell of TBA. To elucidate the strength of 

intramolecular vibrational coupling of dangling OH in the hydration shell, we have 

retrieved the dangling OH (HOD) band by a second MCR-analysis of the TBA-correlated 

spectra. In the second MCR-analysis, the TBA-correlated spectrum in H2O (100%) was 

considered as the spectrum of pure component (dangling OH (H2O)) and that in 

isotopically diluted water (H2O (25%)) was considered as the mixed spectrum, which 

contains two kinds of dangling OHs (OH (H2O) and OH (HOD)). The right panel in 

Figure 5.7 shows the dangling OH (HOD) (orange dashed line) which is red-shifted        
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( ~10 cm-1) in comparison to the dangling OH (H2O) (black dashed line). The magnitude 

of red-shift () of dangling OH (HOD), whose frequency position is comparable to that of 

decoupled dangling OH, can provide quantitative information about the strength of 

intramolecular coupling (௦) in the hydration shell, since  and ௦	are related with the 

frequency difference () between dangling OH and H-bonded OH stretches as follows.310  

 = 	ට
ସ

ଶ
+ ௦

ଶ − 
ଶ
         

Where,  is the frequency shift of the dangling OH from H2O to HOD (in the present case 

it is 10 cm-1), 	 is the energy difference between the dangling OH in hydrophobic 

hydration shell and H-bonded OH stretch (~200 cm-1), and ௦ is the intramolecular 

coupling constant for interfacial water. As obtained from equation (5.1), ௦ is ~45 cm-1 

for the water at TBA surface, which is almost double to that of bulk water ( ~23 cm-1).85 

This means that the intramolecular vibration coupling (OH stretch) of the first layer of 

water in hydrophobic hydration shell is stronger than that in bulk water. Interestingly, the 

magnitude of the red-shift (10 cm-1) of the dangling OH(HOD) band is almost equal to 

that observed at macroscopic hydrophobe (e.g. air/water interface).311 Therefore, it is 

expected that intramolecular vibrational coupling of water at molecular hydrophobic 

interface (the first layer of water in hydrophobic hydration shell) is comparable to that of 

the topmost water at macroscopic hydrophobe (air)/water interface. In that sense, it is 

likely that the intramolecular energy transfer, which is the dominant relaxation 

mechanism of dangling OH at air/water interface,312,313 is also prominent at molecular 

hydrophobe interface.  
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5.4. Conclusion 

In this chapter, we have carried out a joint investigation of isotopic dilution spectroscopy 

and multivariate curve resolution (MCR) analysis to understand the structure of water in 

the hydration shell of uncharged (tert-butanol, TBA) and positively charged 

(tetramethylammonium cation, TMA+) hydrophobic molecular groups. The results show 

that the hydrophobic hydration shell has increased population of strongly H-bonded water 

and a depletion of weakly H-bonded water compared to that of bulk water. The 

emergence of a distinct narrow band at ~ 3660 cm-1 give clear indication of dangling OH 

bonds at the surface of hydrophobic molecular groups. Integrated area analysis of the 

MCR-retrieved spectra of water in the hydration shell of TBA and TMA+ in isotopically 

diluted water of varying composition ([H2O]/[D2O+H2O] = 1, 0.75, 0.5, 0.25; v/v) 

revealed that the water in the hydration shell of TBA or TMA+ are also vibrationally 

decoupled from neighboring water molecules like that in the hydration shell of halide 

ions, as observed in Chapter 4. Nevertheless, the dangling OH in hydrophobic hydration 

shell is coupled with the H-bonded OH stretch vibration of the same water molecule. 
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Chapter 6 
Interaction of Ions and Water with the Methyl 

groups that are Attached to Positively Charged 

Nitrogen 

 

6.1. Introduction 

The previous chapters (Chapter 3-5) describe the structural changes of water (solvent) at 

the surface of a solute (ions, hydrophobic alkyl groups, etc.). The results suggest that ions 

and hydrophobic groups strongly affect the H-bonding and vibrational coupling of water 

such that the collective nature of liquid water is largely reduced in the hydration shell. In 

this Chapter, we will discuss about the effect of solvent and electrolytes on alkyl groups 

that are present in different chemical environments. For example, the three methyl groups 

in tert-butanol (TBA) are attached with a neutral central carbon atom, and behave like a 

typical hydrophobic alky group. In other words, the C-H bonds of the methyl groups of 

TBA interact very differently with water from that of a polar hydrophilic group such as 

the alcoholic O-H group of TBA. It is in fact, the molecular level interaction between the 

constituent molecules groups and water that determines the macroscopic 

hydrophilic/hydrophobic property of material.  

However, unlike in TBA, the nonpolar and hydrophobic nature of a methyl group 
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is not that obvious when it is attached with a strongly electron withdrawing atom, such as 

a positively charged nitrogen. The positively charged nitrogen, by drawing electron 

density may polarize the apolar C-H bonds of the methyl group. Such kind of methyl 

groups that are attached with positively charged quaternary nitrogen are quite common in 

biological molecules, such as the headgroup of phosphatidylcholine (PC) lipid − the 

principal structural component of biological membrane and trimethylamine-N-oxide 

(TMAO) − a protecting osmolyte and protein stabilizer (Figure 6.1A). 

Previous IR study and theoretical calculation indicated that, at the low hydration 

level, the choline-methyls (methyls with quaternary nitrogen) of phosphatidylcholine 

(PC-headgroup) participates in conventional hydrogen-bond interaction (similar to that of  

 

Figure 6.1. (A) Chemical structure of the molecules with methyl groups attached with different 

neighboring atoms/groups of varying charge. The counter ion (Cl-) in TMA is omitted for 

simplicity. (B) Motivation (schematic): Interaction of a methyl group and water can be probed by 

measuring the CH3 stretch vibration (Raman band). X is the atom/group attached with the methyl 

group. 
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polar group) with the phosphate group.314 The conventional hydrogen-bond interaction 

(red-shifted H-bond), C—H-----O(phosphate), implies that the C-H bonds of the methyl 

groups of choline are quite polar (unlike the apolar methyl group in TBA).315 Therefore, it 

is reasonable to expect that the positively charged nitrogen polarize the methyl C-H bonds 

by pulling the electrons from the methyl group, which makes the choline-methyls polar. 

Thermodynamic studies suggested that the N-methyl groups do not show hydrophobicity 

rather promote hydrophilicity.316 A recent vibrational sum frequency generation (VSFG) 

study317 of TMAO at the octadecyltrichlorosilane (OTS)/water interface also pointed out 

that the methyl groups of TMAO, because of their interaction with water, prefer the 

aqueous phase than the hydrophobic alkyl phase of OTS. Clearly, the above mentioned IR 

and VSFG studies give an impression that the methyl groups when attached with a 

quaternary nitrogen (e.g., in TMAO and choline of the PC-headgroup) behave like a polar 

group. On the otherhand, another VSFG (heterodyne-detected; HD-VSFG) study80 at the 

phosphatidylcholine lipid/water interfaces, in consistent with several theoretical 

studies,318-320 proposed that the choline-methyls provide a hydrophobic enviroment to the 

neighbouring water molecules. This follows that the methyl groups are nonpolar even if 

they are attached with positively charged nitrogen.  

The hydrophilic nature of the methyl’s in TMAO as indicated by the VSFG 

study317 or the hydrophobic nature of the methyl’s in PC-head group as suggested by the 

HD-VSFG study80 was indirectly inferred either from the preferential orientation of 

TMAO-methyl’s at the OTS/water interface or from the structure of water at the vicinity 

of the choline at the PC/water interface. Here, we have directly compared the vibrational 
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response of these methyl groups (in TMAO and PC-head group) with that of a typical 

nonpolar methyl and polar carbonyl groups for the unambiguous assignment of their 

polar/nonpolar nature.  

6.2. Experiments and Methods 

The chemicals, trimethylamine-N-oxide dihydrate (TMAO) ( 99.0%) and 

tetramethylammonium chloride (TMA) ( 98.0 %) were purchased from Sigma Aldrich. 

tert-Butanol and acetone (99.5%, HPLC grade) were from Spectrochem India. The 

chemicals were used as received. Solvents, such as CCl4 (99.7 %,), CDCl3, CD3OD (99.8 

%, NMR grade), and potassium halide salts ( 99.0 %) were from Merck. We used 

deuterated chloroform and methanol while measured the Raman spectra of the samples in 

the CH stretch regions. Milli-Q water (18.2 M cm resistivity) was used for all 

measurements. Low concentrations (0.01 mole fraction) of the samples were used for the 

Raman measurements, if not mentioned otherwise.  

Spontaneous Raman spectra of the samples were recorded using a STR-300 

micro-Raman spectrometer (SEKI Technotron, Japan). The total acquisition time was 500 

sec. or more for a single spectral measurement. The recorded spectra were baseline 

corrected by subtracting the corresponding solvent spectra recorded under identical 

conditions. At least, two such background subtracted spectra were averaged. The 

averaged spectrum was smoothened by 2nd order Savitzky–Golay algorithm with 19 

points. We note that the smoothening operation did not produce any noticeable change in 

the Raman bands while reducing noise in the spectrum. 
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6.3 Results and Discussion 

6.3.1 CH stretch bands of tert-butanol and TMAO in CDCl3 and H2O 

Figure 6.2A shows the Raman spectra of TBA (CH stretch regions) in nonpolar CCl4 and 

CDCl3 as well as in polar H2O. The position of the CH3 symmetric and anti-symmetric 

stretch bands (CH3
 (SS) 2942 cm and CH3

 (AS): 2975 cm) do not change noticeably on 

changing the solvent from CCl4 to CDCl3. This quite obvious, since CCl4 and CDCl3 

provide comparable nonpolar environment to the methyl groups of TBA. The positions of 

these CH3-stretch bands are ~ 7 cm blue-shifted in water (polar solvent) compared to 

those in nonpolar CCl4/CDCl3. 
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Figure 6.2. Vibrational (Raman) spectra of (A) TBA (0.01 mole fraction) and (B) TMAO (0.01 

mole fraction in water but less in CDCl3) in the CH stretch regions, in CDCl3 (black) and neat 

water (red). Dotted line in the panel A is the Raman spectrum of TBA in CCl4. The spectra are 

normalized at the high frequency CH stretch band. The low S/N in the black spectrum in the 

bottom panel is due to poor solubility of TMAO in CDCl3. The spectrum of TMAO in CCl4 could 

not be recorded because of insolubility of TMAO.  
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The blue-shift suggests that the methyls of TBA experience a different environment in 

polar protic solvent than that in nonpolar solvent. The blue-shift of CH vibrational 

frequency results from the shortening (strengthening) of the C-H bonds due to H-bonding 

interaction with water.321,322 In conventional H-bonding interaction, A—H---B (A and B 

being electronegative atoms) the A—H bond becomes weaker (longer) due to H-bonding 

with B; and shifts toward lower frequency (red- shifted). In other words, the A—H bond 

is red-shift by H-bond interaction when the A—H bond is polar. The C-H bonds of the 

methyl groups of TBA are nonpolar and a nonpolar bond is blue-shifted in vibrational 

frequency when interacts with H-bond accepting group.315,321-330 

Very similar to that of TBA, the CH stretch bands of the methyl groups of TMAO 

are blue-shifted in H2O compared to those in CDCl3 (Figure 6.2B). The CH3
(SS) and 

CH3
(AS) bands of TMAO are at 2961 and 3027 cm in CDCl3 and at 2974 and 3040 cm 

in water. Clearly, the vibrational response of the methyl groups in TMAO is similar to 

that in TBA while the solvents are changed from nonpolar CDCl3 to polar protic H2O. 

This similarity in response suggests that the C-H bonds in TMAO are also nonpolar, like 

that in TBA, even though the TMAO-methyls are attached with the positively charged 

nitrogen. We note that the CH3
 (SS) and CH3

 (AS) stretch band of TMAO are shifted to 

higher frequency (~ 50 cm) compared to that of TBA even in nonpolar CDCl3. This 

means that the C-H bonds in TMAO are inherently stronger (shorter) than those in TBA. 

This is because the positively charged nitrogen in TMAO pulls the electron density from 

the C-H (methyl) bond and makes it shorter (stronger).324 However, this withdrawal of 
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electron does not change the nonpolar character of the C-H bonds, as indicated by the 

blue-shift of the CH stretch band from CDCl3 to H2O. 

6.3.2 Effect of concentration and ions on the CH stretch bands of 

tert-butanol in water  

Figure 6.3A shows the Raman spectra of aqueous TBA solution, at different 

concentrations of TBA (mole fraction = 0.01, 0.1, 0.15). The maxima of the CH stretch 

bands shift to lower frequency (red-shift) as the concentration of TBA is increased. 

Previous Raman study331 showed that TBA aggregates at higher concentrations (mole 

fraction > 0.025). In the aggregates, the nonpolar methyl groups of TBA are less exposed 

to water compared to those in non-aggregated dilute solution. Thus, the methyls of TBA  
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Figure 6.3. Vibrational (Raman) spectra of TBA in the CH stretch regions (A) with varying 

concentration of TBA in water and (B) in different aqueous potassium halide solutions (0.01 mole 

fraction of TBA). Concentrations of potassium halides and TBA are mentioned in the graph 

panels. The spectra are normalized at the high frequency CH stretch band.  

experience nonpolar environment in the aggregated form, and hence, red-shifted from that 

of non-aggregated dilute solution. In diluted TBA solution, however, we observed a red-
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shift of the CH stretch bands in presence of electrolyte water. Figure 6.3B shows the 

Raman spectra of diluted TBA solution in presence of potassium halide salts (KX; X = F, 

Cl, Br, I; conc.  4.5 mol dm). The halide ions (except F), cause a red-shift of the CH 

stretch bands of TBA, as if, the TBA-methyls experience a nonpolar environment in 

presence of potassium halide in water. 

Previous IR and Raman studies78,216,219,319,332 suggested that the water in aqueous 

potassium halide solution is mainly affected by the halide ions (X) and the potassium ion 

() has negligible effect. Assuming that the addition of TBA (0.01 mole fraction) in the 

aqueous salt (KX) solution does not change the relative behaviour of K and X, the 

TBA’s methyls show a red-shift in their CH stretch band mainly because of the halide 

ions (X). It is well known that except the F, halide ions are surface active i.e., they 

prefer the less polar air/water interfacial region than the more polar aqueous bulk 

phase.333,334Therefore, it is likely that in a mixture of hydrophobic TBA and water, the 

halide ions would prefer the nonpolar surface of TBA. In fact, the adsorption of halide 

ions on the surface of hydrophobic solute has been suggested by Raman-multivariate 

curve resolution (Raman-MCR) spectroscopy and theoretical calculations.193 Because of 

the adsorption of halide ions on TBA surface, the methyls of TBA are less exposed to 

water and hence red-shifted in band position. Thus, the red-shift of the CH stretch bands 

of TBA (in presence of halide ions) provides insight into the nature of the methyl groups 

and their interaction with halide ions.  

6.3.3 CH stretch bands of TMAO in aqueous alkali halide solution 
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Figure 6.4A shows the Raman spectra of TMAO in the CH stretch regions, in different 

alkali halide (KX) solutions. Like that in TBA, the CH stretch bands of TMAO shift 

toward lower frequency (red-shift) in presence of halide ions, and the magnitude of the 

red-shift increase as the size of the halide ions increase. These results clearly show that 

the TMAO’s methyls behave very similar to that of TBA’s methyls and that both of them 

are nonpolar in nature, and halide ions are adsorbed at their surface. 

In presence of fluoride ion, the CH stretch bands of TBA and TMAO are very 

close (or slightly blue-shifted) to those in neat water. Because of the smaller size, the 

fluoride ion (F, ionic radius = 1.19 A°) has higher charge density (~ 2.8 times higher 

than that of Cl) so that the water in the hydration shell of F is more strongly H-bonded 

compared to that in the neat (bulk) water.50 The oxygen of strongly H-bonded water is a  
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Figure 6.4. Vibrational (Raman) spectra of TMAO (0.01 mole fraction) in the CH stretch regions, 

(A) in different aqueous media and (B) in aqueous solution with different concentrations of KI. 

The spectra are normalized at the high frequency CH stretch band.  

better electron donor,335,336 and such water molecules when interact with methyl groups 

causes more contraction of an apolar C-H bond. Thus, the slight blue-shifted of CH band 
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in aqueous KF solution also suggest the apolar nature of the methyl groups in TMAO and 

TBA. It is noted that substantial change in the CH stretch band of TBA is observed only 

at high concentration of salts ( 4.5 mol dm), whereas the CH stretch bands of TMAO 

show noticeable changes even at low salt concentration (e.g. 1.0 mol dm of KI) and the 

spectral changes become more significant as the concentration of salt increases. 

6.3.4 CH stretch bands of Tetramethylammonium cation (TMA+) 

in aqueous alkali halide solution 

In the previous section, we have discussed that the methyl groups of TMAO behave like a 

nonpolar group even though they are attached with an electron withdrawing (positively 

charged) nitrogen. However, in TMAO the positively charged nitrogen is also attached 

with negatively charged oxygen. Whereas, in many biomolecules, for example, in 

phosphatidylcholine lipid, the head group contains positively charged ammonium group 

that is equivalent to the Tetramethylammonium cation (Figure 6.1). The positive charge 

on the nitrogen of phosphatidylcholine lipid is presumably higher than that of the nitrogen 

of TMAO. It is likely that the increased positively charged nitrogen on PC-headgroup 

would pull the CH (methyl) bond electrons more strongly than the nitrogen in TMAO. So, 

the question arises: do the choline-methyls in PC-headgroup interact differently with 

polar protic (water) and nonpolar (e.g. biomolecules) molecules and ions.  
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Figure 6.5. Vibrational (Raman) spectra of TMA+ (conc. = 0.01 mole fraction) in the CH3 stretch 

regions, in different aqueous media. Concentrations of potassium halides are mentioned in the 

graph panels. The spectra are normalized at the CH3
(AS) stretch band.  

 

We have addressed this issue by analyzing the Raman spectra of 

tetramethylammonium (TMA) cation - the chemical analogue of choline-cation in PC-

headgroup in different aqueous alkali halide solutions (Figure 6.5). The CH3
 (SS) and CH3

 

(AS) bands of TMA+-methyls shift toward red in presence of halide ions in water, which is 

caused by the adsorption of halide ions at the surface of TMA+. As discussed in the case 

of TBA and TMAO- methyls, the red-shift of the CH (methyl) stretch bands, due to the 

adsorption of halide ions at the surface of a methyl group, indicates nonpolar nature of the 

methyl. Thus, the methyls in TMA-cation also behave like the nonpolar methyls in TBA. 

We note that TMA-cation precipitates in presence of Iconc. ~0.5 mol dm) and 

therefore, the Raman spectra of TMA+ in the presence of KI at a condition comparable to 

that used for recording other spectra (shown in Figure 6.5) could not recorded. 



138 
 

6.3.5 Comparison of the vibrational response of the methyl groups 

of TMAO with those of polar and nonpolar groups in solvents of 

varying polarity  

The vibrational response of a molecule/group toward a changing environment can provide 

physicochemical insight about the polar/nonpolar nature of the molecule/group. As a 

model polar and nonpolar group we chose the >C=O and the -CH3 groups of acetone, and 

measured their vibrational responses in different solvents. Figure 6.6 shows the relative 

position of the vibrational bands, (is the vibrational band position in respective 

solvents and  is the band position in nonpolar (CDCl3) against E N
T value (normalized 

ET(30) scale of polarity) of solvents. On increasing the E N
T value, the of the
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Figure 6.6. Plot of relative position of Raman bands is the vibrational band position in 

different solvents and  is the band position in apolar CDCl3) vs. E N
T  values for the C=O stretch 

of acetone (black circle) and CH3
(AS) of acetone (green circle), TBA (red circle), and TMAO (blue 

circle). The dashed lines are guide to eye for the variation of .  
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polar >C=O decreases () i.e., the C=O bond becomes weaker on interaction with 

polar protic solvents compared to that in CDCl3. On the other hand, of the nonpolar 

CH3
 group of acetone increases with increasing E N

T , which means the C-H bonds become 

stronger on going from CDCl3 to H2O. Thus, as shown in Figure 6.6, with increasing E N
T  

values of solvents, the relative position of the vibrational band shows a negative curvature 

() for the polar > C=O group, and a positive curvature () for the nonpolar 

CH3 group. In other words, the sign of curvature of the vs. E N
T  plot is an indication of 

the polar/nonpolar nature of a group. Similar to the methyl groups of acetone, the methyls 

of TBA and TMAO show a positive curvature (Figure 6.6) which confirms the nonpolar 

nature of the mthyls of TBA and TMAO, respectively.  

This result suggets that the positive charge on the nitrogen of TMAO could not 

make the C-H bonds of its methyl group polar enough so that they could interact with 

water in a fashion similar to a polar hydrophilic group. It is observed that the curvature of 

the vs. E N
T  plot for TMAO-methyls are more positive than that of the methyls of 

TBA or acetone. The larger positive curvature suggests that the nonpolar methyls of 

TMAO are more exposed to water (not more polar) than that of TBA or acetone. It is 

intutive that the positive charge on the nitrogen electrostatically attract the neighboring 

water molecules (dipoles) so that the water molecules approache closer to the methyls of 

TMAO compared to that of TBA. 
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6.3.6 Conclusions 

In this chapter, we have examined the interaction between water and the methyl groups 

that are attached with quaternary nitrogen. Such kinds of methyl groups which are 

common in biological lipids (phosphatidylcholine) and osmolytes (trimethylamine-N-

oxide) are believed to be more polar than the methyl group attached with an alkyl chain. 

It is observed that the vibrational response of the methyl groups in TMAO and TMA-

cation are very similar to those of the typical nonpolar methyl groups in tert-butanol and 

acetone. The relative Raman band position vs. E N
T  plot of model molecules/groups shows 

a negative curvature for a polar >C=O group and a positive curvature for a nonpolar 

methyl group. In the case of TMAO, the relative Raman band position of the CH stretch 

bands varies with a positive curvature that signifies nonpolar nature of TMAO-methyls. 

Nevertheless, the positive charge on the quaternary nitrogen electrostatically attract the 

dipolar water molecules. As a result, water molecules approache closer to the methyl 

groups of TMAO/TMA+ than that of a methyl group of an alkane chain.  
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Chapter 7 

Interaction of a Photosensitizing Drug with 

Plasma Protein: Spectroscopic, Molecular 

Docking and Simulation Study 

 

7.1. Introduction 

The ionic and hydrophobic interactions play a key role in formation of secondary 

structure of protein, folding/unfolding, and ligand/drug binding. For example, the 

alterations of ionic and hydrophobic interactions (interaction between charged amino acid 

residues and between nonpolar groups of protein residues) lead to folding and unfolding 

of proteins which are related to its functions.  Similarly, the electrostatic interactions 

between charged amino acid groups of the protein and a dipolar/charged ligand determine 

the binding location of the later in the protein and the hydrophobic interaction between 

the protein and the ligand/drug decide the overall stability of protein-ligand/drug 

complex. These interactions between proteins and ligands/drugs play crucial roles in the 

metabolism, efficacy and the overall distribution of the later in biological systems.  

In mammals, Serum albumins (SA) are major soluble proteins in the circulatory 

system and play a crucial role in drug transportation and distribution. For instance, a weak 



142 
 

interaction between a soluble SA and a drug molecule will lead to increased free 

concentration of the drug in plasma (poor transport), whereas a strong interaction will 

decrease the free concentration, but may lead to poor distribution in target tissues.116-118 

Therefore, understanding the interactions between plasma protein and biologically active 

compounds is important in realizing their optimum transport and distribution at target 

tissues. 

Tetrapyrrole based molecules, such as porphyrin and their derivatives have 

attracted much attention due to their extensive applications in medicine, namely as a 

marker in diagnostics and imaging and as a photosensitizer in photodynamic therapy 

(PDT) of malignancies and other diseases. Hematoporphyrin (HP, Fig. 7.1), for example 

is the main component of photofrin II, (the first generation photosensitizing drug for 

PDT). Because of its intrinsic fluorescence and selective accumulation in the neoplastic

 

Figure 7.1. Chemical structure of Hematoporphyrin (HP) 
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tissues, HP-derivatives are used as marker in cancer detection (fluorescence diagnostics 

and imaging). Therefore, it is essential to investigate and gain the molecular level 

understanding of the interaction of HP with soluble proteins and other biomolecules for 

such applications.109,110  

Not surprisingly, many research works have been carried out to understand the 

interaction of HP/HP-derivatives with soluble proteins, such as bovine serum albumin 

(BSA), human serum albumin (HSA), myoglobin, and hemoglobin.337,338 In most of these 

studies, either the fluorescence of BSA/HSA is monitored in presence of different 

concentrations of HP-derivatives or the fluorescence of HP-derivatives is recorded in 

presence of different concentration of BSA/HSA. For example, Ehrenberg et al.119 have 

investigated the fluorescence of HP-derivatives with varying length of hydrophobic alkyl 

chains in presence of increasing concentration of BSA and were found that the 

fluorescence is quenched and the position of the fluorescence maximum is red-shifted. 

Moreover, the rate of fluorescence quenching is enhanced as the hydrophobicity of the 

side chain of HP is increased. Based on these results, these authors have proposed that HP 

interacts with BSA by ground-state complex formation and that HP experiences a more 

apolar environment on complexation. A similar study with other HP derivatives has also 

revealed that HP experiences a more hydrophobic (apolar) environment in HSA-buffer 

solution compared to that in neat buffer and has suggested that hydrophobic forces play 

important role in HP-HSA interaction.120 

Nevertheless, many other fluorescence quenching studies have indicated that the 

fluorescence of BSA/HSA is quenched by non-radiative deactivation of the excited 
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singlet state in presence of porphyrin derivatives. For instance, the Stern-Volmer plot of 

the fluorescence quenching of BSA in presence of N-confused porphyrins deviates from 

linearity at higher concentration of porphyrins, at 305 K.121 The deviation from linearity 

is explained by two simultaneous quenching processes, involving ground state complex 

formation (static quenching) and non-radiative deactivation of the excited state (dynamic 

quenching). Feng et al.122 have studied the quenching of BSA fluorescence in presence of 

monomethyl ether derivative of HP at different temperatures and have observed that the 

quenching constant (kq) slightly increases with increasing temperature. Merely from the 

increasing trend of kq with rise in temperature, it has been proposed that the HP interacts 

with the excited state of BSA (dynamic quenching). Surprisingly, the same experimental 

results modeled with a different form of the Stern-Volmer equation assuming ground-

state complex formation suggest that hydrophobic forces are involved in the ground-state 

complex formation between BSA and HP. These premature analyses of quenching results 

have failed to provide further insight into the interactions between HP and BSA. 

Moreover, these studies115,119-122,124,339could not provide any information about the sites 

and domains in BSA/HSA, where HP binds. 

Sylvester et al.340 while studying the HP sensitized photo-oxidation of BSA have 

reported that oxidation takes place near the Cys-34 and Trp-residues in BSA and 

fluorescence competitive protein binding results indicated that HP binds in the subdomain 

IIA of BSA. The experimental results provide a macroscopic understanding of the 

binding interaction and the binding sites of HP-BSA/HSA interaction. Thus, further in 

depth studies are required in order to advance our understanding on how the structural 
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properties of porphyrins affect the mode of binding as well as detailed characterization of 

its binding locations in the proteins. Computational methods, such as molecular docking 

and molecular dynamic (MD) simulation can provide protein residue specific binding 

information and conformational changes.125,126,341,342 These theoretical inputs in 

combination with experimental results may provide more insight into the sites/domains 

and nature of interaction in the protein. 

In this chapter, we have investigated the interaction of HP with a typical plasma 

protein BSA in aqueous buffer solution by experimental (steady-state absorption, 

emission and fluorescence life-time measurement) and computational (molecular docking 

and MD-simulation) methods. We have found that the results of computational methods 

are in good agreement with the experimental observations. Our results have revealed that 

the fluorescence of BSA is quenched by the electronic energy transfer (EET) to HP and 

by the ground-state complex formation with HP. The molecular docking and MD-

simulation in combination with experimental results suggest that hydrogen-bonding and 

Van der Waals interactions play important role in the complexation reaction and HP binds 

in the subdomains IB and IIA of BSA. 

7.2. Experiments and Methods  

7.2.1 Materials  

Bovine serum albumin (BSA, ≥ 98%) hematoporphyrin dihydrochloride (HP) and 2-

amino-2-hydroxymethyl-propane-1, 3-diol (Tris) were purchased from Sigma-Aldrich 

and used without any further purification. All other chemicals were purchased with 

spectroscopic grade available from sdfine chemicals, Mumbai. 10 mM Tris-HCl buffer 
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(pH = 7.4) and sample solutions were prepared by using nanopure water (conductivity 

0.06 μS cm-1). The pH of experimental solution was measured with a digital PICO pH 

meter (Lab India). 0.1 mM BSA stock solution was prepared in 10 mM Tris-HCl buffer 

for the quenching studies. In the case of HP solution, first 0.5 mM solution was prepared 

in aqueous Tris-HCl/methanol (9/1, v/v) and then diluted to required working 

concentration with Tris-HCl buffer. The concentration of BSA and HP were measured 

spectrophotometrically using the molar extinction coefficient values343,344, BSA (280 nm) 

= 4.38 x 104 lit mole-1cm-1 and HP (396 nm) = 2.72 x 105 lit mol–1cm–1. Final 

concentrations of methanol in all studied solutions were less than 5%. Such low 

percentage of methanol induces no significant structural changes in BSA.345 

7.2.2 Spectroscopic measurements 

Steady-state absorption spectra were recorded with a JASCO-V650 spectrophotometer 

and the fluorescence spectra with a Hitachi F-4500 spectrofluorimeter, equipped with a 

temperature controlled accessory. The widths of excitation and emission slits were set to 

5 nm. Fluorescence lifetime decays were recorded in a time-correlated single photon 

counting (TCSPC) instrument from IBH, with 292 nm LED as an excitation source 

having a pulse width of 800 ps and 1 MHz repetition rate. The instrument response 

function (IRF) was measured by collecting the scattered light from a TiO2 suspension in 

water. The fluorescence decays were collected with the emission polarizer set at the 

magic angle, 54.7ο and analyzed by using IBH DAS 6.2 software. 
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7.2.3 Molecular docking 

To predict the preferable binding orientation between HP and BSA, we performed 

molecular docking using the AutoDock 4.2346 and the AutoDock Tools (ADT). The 

crystal structure of BSA (PDB ID 3V03) was obtained from the protein data bank with a 

resolution of 2.7Å. The crystal structure of BSA contains A and B polypeptides chains 

and we selected chain A for the present study. The X-ray crystal structure of BSA had 

several missing heavy atoms, which were added by the freeware molecular explorer 

programme NOC.347 The completed crystal structures were then refined to fit the added 

atoms and subsequently the entire structure was energy minimized to remove any steric 

constraints by the AMBER 94 force field348 based molecular dynamics module of NOC. 

The geometry of HP was optimized at HF/6-31G* level of theory using the GAMESS 

program349 and the same was used for docking and simulation studies. 

Autodock generates different ligand conformers using a Lamarkian genetic 

algorithm (LGA).346 The genetic algorithm is implemented with an adaptive local search 

method. The energy based autodock scoring function includes terms accounting for short 

range van der Waals and electrostatic interactions, loss of entropy upon ligand binding, 

hydrogen bonding and solvation. Initially, the whole BSA protein was used to search the 

possible binding sites of HP by setting the grid size to 126, 126, 126 along X, Y, Z axes 

with a grid spacing 0.713 Å and then a more refined grid size of 40, 40, 40 along X, Y, Z 

axes with a grid spacing 0.352 Å was used at the binding site after assigning the BSA 

protein and HP with the Kollman charges. On the basis of the Lamarkian genetic 

algorithm (LGA), 100 runs were performed with 150 individuals in the population: the 
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maximum number of energy evaluations: 2500000, with number of generations 27000. 

The resulting docking conformers were subsequently clustered with a root-mean-square 

deviation (RMSD) tolerance of 2.0 Å and were ranked according to binding energy 

values. 

7.2.4 Molecular dynamics (MD) simulations 

All the simulations reported here were performed by the fully parallel version of the 

software GROMACS 4.5.5350 using the Amber99SB force field351 and the TIP3P water 

model.352 For optimized docked geometry of the ligand molecule, we used general amber 

force field353 and AM1-BCC charges.354 The isothermal isobaric simulation protocol 

comprises of three major steps: energy minimization, position restrained run and finally 

the production run. To start with, the protein-ligand complex was put in a cuboid box 

having dimensions which kept the protein outer surface at least 10 Å away from the box 

wall. This was to ensure that no wall effect appeared in simulated results. The system was 

then solvated and required number of ions was added in each of the simulating systems 

(free BSA and BSA-HP complex) to attain electro neutrality.  

In energy minimization step, flexible water model was used instead of rigid model 

that allowed steepest descent minimization technique to be followed and the energy 

minimization was thought to be converged when the maximum force in the system is 

smaller than 100 kJ mol-1 nm-1. During the position restrained runs, linear constraint 

solver algorithm355 was used to restrain the atom positions and a simulation time step of 2 

fs was used to integrate the equation of motions of all atoms. The solvent and solute were 

separately coupled to temperature reservoirs of 300 K using Berendsen temperature 
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coupling method with coupling time of 0.1 ps. First the water molecules were heated to 

this temperature for 300 ps simulation run, while the protein-ligand complex was kept 

fixed. Then the simulation was restarted for heating the protein molecule to 300 K for 300 

ps with the already equilibrated water molecules. And finally the ligand molecule was 

heated in a similar fashion for 100 ps. Pressure was restrained to 1 atm using Berendsen 

method with a coupling time of 0.5 ps. 

The long-range electrostatic interactions were handled by Particle-Mesh Ewald 

electrostatics356 with the real-space cut-off fixed at 12 Å and the highest magnitude of 

wave vectors used in reciprocal space was controlled by Fourier spacing parameter held 

at 1.2 Å. Grid dimensions were controlled with this Fourier spacing and the interpolation 

order 4. Finally, 10 ns production runs were performed for the corresponding systems 

comprising of ligand, protein, water and ions with same set of simulating conditions as in 

position restrained runs. MD simulation results were then used to investigate the 

functionally important protein residues responsible for binding the ligand and the binding 

free energies calculations. 

7.3. Results and Discussion 

7.3.1. Steady-state absorption and fluorescence characteristics 
of BSA and HP  

Figure 7.2 shows the UV-visible absorption and fluorescence spectra of neat BSA and HP 

in aqueous buffer solution (pH = 7.4). The lower energy absorption band of BSA 

appeared in the UV-region with the maximum at 278 nm and the fluorescence spectrum 

had the maximum at 340 nm. The fluorescence of BSA originates from its two tryptophan  
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Figure 7.2. Steady-state absorption (solid line) and fluorescence (dotted line) spectra of BSA 

(black) and HP (red) in Tris-HCl buffer (pH = 7.4). 

 

(Trp) residues (Trp-134 and Trp-213).203 In the case of HP, there is a strong absorption 

band at 394 nm (soret band) and a few weak bands in 450-650 nm regions (Q-band). The 

fluorescence spectrum of HP recorded at 394 nm photoexcitation (soret band excitation) 

showed a sharp band at 614 nm and a relatively weak band at 675 nm. The absorption and 

emission characteristics of BSA and HP were in agreement with the previous 

reports203,357and might be useful in understanding the interaction between BSA and HP as 

discussed in the following sections. 

7.3.2. Quenching of BSA fluorescence by HP 

Figure 7.3A shows the corrected fluorescence spectra of BSA in the presence of different 

concentrations of HP. The fluorescence spectra were corrected to eliminate the inner-filter 

effect (caused by the absorption of HP) by the following equation:203 
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Here, Fcor and Fraw are the corrected and raw fluorescence spectra and Aex and Aem the 

measured absorbance value at excitation and emission wavelength region, respectively 

caused by HP addition to BSA. As shown in Fig. 7.3A, the intensity of BSA fluorescence 

decreased with increasing concentration of HP, suggesting the interaction of HP with 

BSA either in the ground state, so that the photoexcited BSA becoming non-emissive 

(static quenching) and/or the emissive excited state of BSA found a way of dissipating its 

excitation energy by a non-radiative route (dynamic quenching). The quenching of BSA 

fluorescence had two more important features: (i) at high concentration of HP (~5M), 

the BSA fluorescence reached to a residual intensity i.e., the fluorescence did not quench 

significantly on further increase in concentration of HP, and (ii) the maximum of the 
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Figure 7.3. (A) Fluorescence spectra of BSA (1.0 μM) in the absence and presence of HP in Tris-

HCl buffer solution. Concentration of HP in μM: (i) 0, (ii) 0.25, (iii) 0.5,(iv) 1.0,(v) 2.0,(vi) 

3.0,(vii) 4.0, and (viii) 5.0, respectively. (B) Plot of F0/(F0-F) against 1/[HP]at three different 

temperatures as per the modified Stern-Volmer equation. 
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residual fluorescence spectrum was about 15 nm blue-shifted, compared to that of neat 

BSA. Also, the band shape of residual fluorescence was broad compared to that of neat 

BSA.  

The BSA fluorescence arises due to Trp residues, where Trp-134 is more exposed 

to solvent and emits at longer wavelength, while Trp-213 is buried in the hydrophobic 

region of protein, thereby emitting at slightly lower wavelength.203 Consequently, the 

initial 15 nm blue shift of emission maximum is attributed to the more effective 

quenching of Trp 134 than that of Trp-213, as the later is difficult to access and gives 

residual fluorescence. The larger band width of the residual fluorescence suggests that 

inaccessible Trp-residues are placed in a more hydrophobic and inhomogeneous 

environment,203 due to tightening of protein structure after addition of HP. 

To get insight into the nature of interaction between HP and BSA with two kinds 

of Trp residues (accessible and inaccessible), we modeled the fluorescence quenching 

profile of BSA with the following Stern-Volmer equation (Eq. 7.2);203,358-360 

]HP[
11

FF
F

0

0

svaa kff



               (7.2) 

where, F0 and F are the integrated fluorescence intensity of BSA in absence and presence 

of HP. fa is the accessible fraction of Trp-residue in BSA (fluorophore), kSV = kq.τ0 is the 

effective quenching constant or Stern-Volmer constant (kq is the quenching constant, τ0 is 

the fluorescence lifetime of BSA in absence of HP). 
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Table 7.1: kSV, kq, and the fraction of accessible (fa) Trp-residues in BSA and the 

thermodynamic parameters (ΔG0, ΔH0, ΔS0) at different temperatures. 

T(K) kSV (M-1) kq (M-1 s-1) fa 
ΔG0   

(kJ mol-1) 
ΔH0  

(kJ mol-1) 
ΔS0  

(kJ mol-1 K-1) 

300 2.64x106 4.73x1014 0.83 -36.8 

 
-63.5 

 
-0.07 

305 1.19x106 2.13x1014 0.84 -35.5 

310 1.07x106 1.91x1014 0.86 -35.8 

315 0.83x106 1.49x1014 0.82 -35.7 

 

Figure 7.3B shows a plot of F0/(F0 - F) vs. 1/[HP] at four different temperatures. 

With increasing temperature, the slope of the plot (1/fa kSV) increases, indicating that the 

value of kSV decreases with increasing temperature (assuming that fa does not change in 

the temperature range studied). The plots in Fig. 3B are fitted with Eqn. (7.2) (solid lines) 

for a quantitative estimation of fraction of accessible fluorophore (fa) and the quenching 

constants. The values of kSV, kq.(kSV /τ0) and ‘fa’ are shown in Table 7.1. The value of ‘fa’ 

is close to 0.8 and shows negligible dependence on the temperature range studied. Thus, 

~80% of the Trp-residues (fluorophore) in BSA are accessible to HP and the remaining 

~20% are buried in the hydrophobic regions of BSA and inaccessible to HP. The values 

of kq are of the order of 1014 M-1s-1, which are at least four orders of magnitude higher 

than the bimolecular collisional quenching constant.203 This higher value of kq suggests 

that quenching of BSA fluorescence is not solely due to bimolecular collision of the 

excited state of BSA with HP. In other words, there may be ground-state complex 
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formation between BSA and HP or other ultrafast non-radiative relaxation processes 

caused by HP. In the following section, we determined the fluorescence life-time of BSA 

in presence of different concentrations of HP to understand the effect of HP on the non-

radiative deactivation of BSA. 

7.3.3. Fluorescence life-time of BSA in presence of HP 

The interaction between HP and BSA is further explored by measuring the fluorescence 

lifetime of BSA in presence of different concentration of HP. The fluorescence decay 

profiles of BSA are shown in Fig. 7.4A and the corresponding life-time data are presented 

in Table 7.2. The obtained data clearly showed three life-time components of BSA even 

in the absence of HP. Of late, these life-time components have been attributed to the 

existence of different rotamers (rotational conformational isomers) of the Trp residues in  
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Figure 7.4. (A) Fluorescence decay profiles (λex=292 nm, λem=340 nm) of BSA in the absence (a) 

and presence of (b) 1μM and (c) 5μM HP. The scattered points represent actual decay profile 

while the solid dark yellow line represents a tri-exponential fit to that decay. (B) Plot of  vs. 

the concentration of HP. 
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Table 7.2: Fluorescence lifetime parameters of BSA as a function of different 

concentration of HP in tris-HCl buffer (pH 7.4). 

HP / μM τ 1(ns) a1 τ 2(ns) a2 τ 3(ns) a3 
< τ > a 
(ns) 

χ2 b 

0 3.00 0.21 6.57 0.75 0.31 0.04 5.58 1.04 

0.25 2.49 0.23 6.39 0.71 0.25 0.06 5.11 1.08 

0.5 2.56 0.26 6.33 0.65 0.34 0.09 4.81 1.07 

1.0 2.44 0.28 6.28 0.60 0.31 0.12 4.51 1.08 

2.0 2.30 0.31 6.08 0.54 0.34 0.15 4.02 1.03 

3.0 2.05 0.30 5.92 0.52 0.21 0.18 3.73 1.07 

4.0 2.20 0.32 6.10 0.49 0.26 0.19 3.73 1.11 

5.0 2.18 0.34 6.07 0.44 0.28 0.22 3.49 1.06 

a <τ>=a1τ1+a2τ2+a3τ3  b The magnitude of χ2 denotes the goodness of the fit. 

BSA.203,361,362 In the present case, however, it is difficult to analyze and interpret the 

effect of HP concentration on the fluorescence life-times of individual rotamers.  

In order to obtain a semi-quantitative picture of the mechanism of interaction 

between HP and BSA, we simplified the situation by considering the average life-time 

and its variation with the concentration of HP. As shown in Table 7.2, the average 

fluorescence life-time of BSA decreases with increasing concentration of HP, due to non-

radiative dissipation of excited BSA in presence of HP (dynamic quenching). To get a 

quantitative sense of quenching of the excited state by non-radiative deactivation, we 

plotted0/ vs [HP] as shown in Fig.7.4B and fitted the data points with the Stern-Volmer 

Eqn (7.3): 

]HP[1 0
0



 qk                   (7.3) 
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Here, 0 and  are the fluorescence lifetime of BSA in absence and presence of HP, kq′ is the 

dynamic quenching constant. The value of kq′ obtained from the plot in Figure.7.4B is 3.2 x 

107 lit. mol-1 s-1. 

7.3.4. Fluorescence resonance energy transfer (FRET) from BSA 
to HP 

In the previous section, we observed that fluorescence life-time of BSA decreased in 

presence of HP due to non-radiative deactivation of BSA by HP. This deactivation 

suggests the transfer of excitation energy from photoexcited BSA to the HP. In fact, while 

recording the fluorescence spectra of BSA (λex = 280 nm) in presence of HP, we observed 

that with decrease in the BSA fluorescence, there is an increase in the fluorescence from 

HP in the region of 600-640 nm (Figure 7.5). As we can see in Figure 7.2, the emission

 

Figure 7.5. Fluorescence spectra of BSA as a function of HP concentrations. Inset shows 

background subtracted fluorescence spectra of HP obtained by the 280 nm photoexcitation of 

BSA (1μM). Concentrations of HP in μM (i) 0.25 (ii) 0.5 (iii) 1.0 (iv) 3.0 and (v) 5.0. 
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spectrum of BSA has significant overlap with the absorption spectrum of HP. 

Considering this, there could be two reasons for such increase in HP fluorescence. First, 

HP has weak absorption at 280 nm (excitation wavelength for BSA), so that HP 

molecules could be directly photoexcited along with BSA and the directly excited HP will 

have its own fluorescence. Therefore, as we increase the concentration of HP in BSA 

solution, it is likely that fluorescence of HP will increase due to direct excitation at 280 

nm. Second, there could be an energetic interaction between excited BSA and unexcited 

HP, so as the excitation energy of BSA is transferred to the HP and then this indirectly 

excited HP could give rise to the fluorescence. 

To identify these two possibilities, we recorded the fluorescence spectra of neat 

HP solution at different concentrations (same as that in BSA solution) on 280 nm 

excitation and compared with those observed in presence of BSA. It is noticed that 

fluorescence intensity of neat HP is weaker than the respective spectrum in presence of 

BSA. This indicates that during the fluorescence quenching of BSA the increase of HP 

fluorescence is due to both direct excitation, as well as indirect excitation (energy transfer 

from excited BSA to HP). To assess the enhancement in HP fluorescence due to energy 

transfer from BSA, we subtracted the fluorescence spectrum of neat HP from the 

respective spectrum of HP in presence of BSA and the subtracted spectra is shown in the 

inset of Figure. 7.5. Evidently, the quenching of BSA fluorescence by HP and the 

concomitant rise of HP fluorescence (Figure. 7.5) suggests an energetic interaction 

between excited BSA and unexcited HP, so that the electronic excitation energy of BSA 

is transferred to the HP. 
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The efficiency of energy transfer ( E ) can be expressed as203 
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where kEET is the rate constant of electronic energy transfer, kf and knr are the decay rate 

constants of fluorescence and non-radiative processes in the absence of HP. ΦF0 and ΦF 

are fluorescence quantum yields of BSA in the absence and presence of HP. From Eqn. 

(7.4), the energy transfer efficiency ( E ) between BSA and HP is obtained to be 0.37, 

while [BSA] = 1.0 M and [HP] = 5.0 M, respectively. According to the Förster energy 

transfer theory,363,364 the energy transfer efficiency depends upon the distance between the 

donor and acceptor by Eqn (7.5). 

66
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E


                 (7.5) 

where ‘r’ is the distance between the donor (Trp of BSA) and the acceptor (HP). While R0 

is called the Förster distance, which is the distance between the donor and acceptor at 

which electronic energy transfer efficiency is 50%. R0 can be calculated by using Eqn 

7.6203,364 

)]([(108.8 42250
6 JnkR D              (7.6) 

where 2 is the spatial orientation factor describing the relative orientations of the 

transition dipoles of donor and acceptor, n is the refractive index of the medium, ΦD is the 
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donor quantum yield, J(λ) is the overlap integral of the normalized emission spectra of 

BSA and absorption spectra of the HP, which is calculated as follows:203 
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Here F (λ) is the fluorescence intensity of the donor in wavelength range of λ to λ + ∆λ and 

ε(λ) is the extinction coefficient (in M–1 cm–1) of the acceptor at λ. The values of 2, n and 

ΦD are assumed as 2/3, 1.336 and 0.15, respectively. The value of J (λ) is calculated by 

integrating the overlap spectra in the 300 - 450 nm wavelength regions and is obtained as 

2.55 x 10–15 M–1 cm3. Subsequently, the value of R0 is found to be 20.3 Å. Using the 

values of R0 (20.3 Å.) and E (0.37), the value of ‘r’ is determined to be 22.2 Å using 

Eqn. (7.5). Consequently, the estimated mean distance is found to be very close to the 

Forster energy transfer distance. 

7.3.5. Thermodynamics of complexation between BSA and HP  

In the previous sections, we found that rate of dynamic fluorescence quenching of BSA 

(kq
′= 3.2 x 107 mole-1 s-1) is seven orders of magnitude lower than the overall rate (kq = 

4.73 x 1014 mole-1 s-1) of fluorescence quenching of BSA by HP. This indicates 

complexation of HP in the ground state of BSA play a vital role in the quenching of BSA 

fluorescence. Further confirmatory evidence in favour of the ground state complex 

formation between BSA and HP is obtained from the UV-visible absorption 

measurements.  

As shown in Fig. 7.6A, the maximum absorption wavelength of BSA around
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Figure 7.6. (A)UV-visible absorption spectra of BSA in the presence of HP. (a) the absorption 

spectra of BSA-HP system; (b) the absorption spectra of BSA only; (c) the difference absorption 

spectra between BSA-HP and HP; (d) the absorption spectra of HP only. [BSA]=1μM and 

[HP]=3μM (B) van’t Hoff plot for the interaction of BSA with HP in Tris-HCl buffer (pH=7.4). 

 

280 nm (black curve) shows little blue shift and the absorbance intensity obviously 

increased after addition of HP (blue curve), indicating that there is a ground state complex 

formation between BSA and HP. This observation further reconfirm that the HP induced 

quenching of BSA fluorescence is predominantly by static quenching process. 

Accordingly, the effective quenching constant (kSV) which can be approximate as the 

binding constant (Kb) of BSA-HP complexation and could provide information about the 

thermodynamics of the complexation reaction. 
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Assuming that the enthalpy and entropy does not change appreciably in the temperature range 

300-315 K, the ΔH0 and ΔS0 corresponding to the complexation between BSA and HP can 

be determined from Eqn (7.8). The plot of ln(Kb) against 1/T is a straight line as shown in 

Fig. 7.6B and the slope and intercept of the fitted line provides the enthalpy (ΔH0 = -56.4 

kJ mole-1) and entropy (ΔS0 = -0.06 kJ mole-1 K-1) changes, as summarized in Table 7.1. 

According to the Ross and Subramanian,365 the positive ΔH0 and ΔS0 values are taken as 

a typical evidence of hydrophobic interaction. Whereas, very low positive or negative 

values of ΔH0 and positive ΔS0 values are characteristic of electrostatic interactions and 

the negative ΔH0 and ΔS0 values are associated with hydrogen-bonding and Van der 

Waals interactions.366 As can be seen from Table 7.1, the negative ΔH0 and ΔS0 values 

indicates that hydrogen bonding and Van der Waals interactions are the main driving 

forces in the binding of HP to BSA. More details on the nature of interactions are 

discussed in the following section on the basis of molecular docking and MD-simulations.  

7.3.6. Molecular docking analysis 

For recognition of possible binding sites in BSA, we performed a blind docking with a 

grid covering the whole protein and generated 100 distinct conformers of HP with an 

‘RMSD’ tolerance of 2.0 Å. Out of these 100 conformers, 10 conformers are found to 

have significantly higher binding energies, as compared to the others (Table 7.3). Out of 

these ten conformations, seven are found in domain IB and three in domain IIA of BSA 

(Fig. 7.7). Then, we performed second round docking using a more refined grid covering 

in the subdomains IB and IIA and the corresponding energy minimized structures are 

shown in Fig.7.8 and the energies in Table 7.4. The free energy change (∆G0) for the 
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binding interaction between HP and BSA obtained from the docking studies (-31.3 

kJ/mol) is close to the experimental value (-35.5 kJ/mol). Furthermore, the experimentally 

determined distance between Trp-residues and the bound HP (r = 22.2 Å) nicely matched 

with the distances determined from the lowest energy docked structure (~ 21 Å). 

Table 7.3. Docking summary of BSA with HP by the Autodock program generating 

different ligand conformers using a lamaekian GA. 

R 
a 
n 
k 

Run 
Ki 

(M) 

Binding 
energy 

(kcal mol-1) 

Binding 
domain 
in BSA 

Van der Waals- 
hydrogen bonding- 
desolvation energy 

(kcal mol-1) 

Electrostatic 
Interaction 

energy 
(kcal mol-1) 

Torsional 
energy 

(kcal. mol-1) 

1 1 3.33 -7.47 IB -9.57 -1.48 +3.58 

2 53 11.06 -6.76 IIA -8.74 -1.60 +3.58 

3 7 16.30 -6.53 IB -8.79 -1.33 +3.58 

4 6 31.20 -6.15 IB -8.92 -0.81 +3.58 

5 21 43.55 -5.95 IB -7.91 -1.61 +3.58 

6 87 44.07 -5.94 IIA -6.87 -2.65 +3.58 

7 35 52.46 -5.84 IB -9.03 -0.39 +3.58 

8 86 59.43 -5.77 IIA -6.58 -2.76 +3.58 

9 78 59.80 -5.76 IIA -7.44 -1.90 +3.58 

10 32 60.45 -5.76 IB -7.87 -1.46 +3.58 

Table 7.4. Different interaction energies (kJ mol-1) between HP and the BSA in the 

best docked structure obtained from Autodocking. 

Binding site Binding energy 
(∆G0 / kJ mol-1) 

Van der Waals- 
hydrogen bonding 
energy (kJ mol-1) 

Electrostatic Interaction 
energy 

(kJ mol-1) 

Torsional 
energy 

(kJ mol-1) 

Subdomain IB -31.26 -40.05 -6.19 
+14.98 

Subdomain IIA -28.29 -36.58 -6.69 
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Figure 7.7. Overview of the binding sites of HP in (A) subdomain IB and (B) IIA of BSA. 
 

 

Figure. 7.8. Stereo view of HP inside subdomain (i) IB and (ii) IIA of BSA obtained by using 

refined grid covering. The amino acid residues (in different colours) forming the binding cavity 

and H-bonds (as highlighted by the dashed lines in red color) formed between HP with BSA. 

 

Figure 7.8 shows that in subdomain IB, the hydroxyl groups of HP forms intermolecular 

hydrogen bonds with Ser-428, Arg-144 and Leu-115 of BSA with a distance of 2.14, 1.74 
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and 2.14 Å, respectively. Whereas in subdomain IIA, the propionic acid side groups of 

the HP forms intermolecular hydrogen bonds with Lys-204 and Glu-478. As shown in 

Table 7.4, the major contributions to the binding energies in subdomain IB and IIA are 

from the hydrogen-bonding and Van der Waals interactions. 

7.3.7. Analysis of MD simulation trajectories 

The MD simulation is carried out for 10 ns starting with the lowest energy structure of 

BSA-HP complex (HP in subdomain IB of BSA) in water. MD simulation results are 

analyzed on the basis of root mean square deviation (RMSD), root mean square 

fluctuation (RMSF) and radius of gyration (Rg) values for the free BSA and the HP 

bound BSA. The RMSD provides a direct measure of the structural changes from the 

initial coordinates, as well as the atomic fluctuations over the course of an MD 

simulation.341,342 
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Figure 7.9. (A) Plot of RMSD of C-Cα-N backbone against simulation time scale (ps) for solvated 

BSA and BSA-HP during10ns MD Simulation. (B) Plot of Rg during 10 ns MD simulation of BSA 

and BSA-HP complex. 
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Figure 7.10. HP bound to subdomain IB binding site after 10 ns of simulation. The H-bonds are 

depicted with red dash lines. 
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Figure 7.11. Plot of RMSF values of BSA, its complex with HP and the difference (complex-BSA) 

against residue number. 
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The RMSD values of protein backbone (C-Cα-N) in free BSA and BSA-HP 

complex presented in Fig. 7.9A shows that RMSD value reaches equilibration after 5 ns 

and then oscillates around an average value at longer time for both the free BSA and 

BSA-HP complex. However, magnitude of RMSD (after 5 ns) is slightly higher for the 

HP-BSA complex than in free BSA. The higher RMSD value suggests a structural change 

in HP-BSA complex, due to the flexible structure of BSA and presence of solvent. 

Indications of similar structural changes are obtained from the variation of radius of 

gyration of the protein. The radius of gyration (Rg) of the protein correlates with the size 

and compactness of the overall protein structure.341 The Rg for both the solvated BSA and 

BSA in presence of HP are shown in Fig. 7.9B over the simulation time scale. During 

simulation time, the average Rg of BSA-HP complex (2.72 ± 0.05 nm) is slightly higher 

than that of free BSA (2.67 ± 0.03 nm). This higher Rg value of the BSA-HP complex 

clearly indicates a structural change that caused a little swelling of the BSA-HP complex. 

Figure 7.10 shows the structure of BSA-HP complex obtained at the end of the 10 

ns simulation, which is different from the minimum energy docked structure (subdomain 

IB in Fig.7.8). It is observed that the domain III experienced much more conformational 

changes in comparison to the subdomain IB, which results into a relatively different 

configuration with improved interactions between HP and domain III amino acid 

residues, in contrast to the lowest energy docked structure (demonstrated earlier). Local 

protein flexibility analyzed from the calculated time average RMSF values of all the 

residues over simulation time scale is presented in Fig. 7.11. Figure 7.11 suggests that the 

end of the helix and sub domain connecting loops is more flexible in comparison to the 
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other regions of the protein. Also, the HP binding site in subdomain IB shows little 

flexibility, suggesting the conformational adjustment upon HP binding. 

7.3.8. Binding free energy calculation using solvated interaction 
energy method 

From the 10 ns protein-ligand MD trajectories, 1000 snapshots are taken at regular 

intervals for the binding energy calculation using the solvated interaction energy (SIE) 

method.367,368 The SIE function is given as, 

 ),,,,( CDinGbind    CMSAEDGDE vdwin
r
bindinc  )(),()(        (6.9) 

The SIE function fitted on a set of protein-ligand complexes give absolute binding 

affinity predictions and when the predicted values are compared with experiments they 

often outsmarted estimations based on other methods, such as the molecular mechanics 

generalized born surface area (MM-GBSA). The definitions and values of the best fitted 

parameters in the SIE function are: AMBER van der Waals radii linear scaling 

coefficient, ρ = 1.1; the solute interior dielectric constant, Din = 2.25; the global 

proportionality coefficient related to the loss of configurationally entropy upon binding 

α= 0.1048, the molecular surface area coefficient γ= 0.0129 kcal/ (mol Å2) and a constant 

C= −2.89 kcal/mol. In SIE function for the binding free energy, EC and Evdw are the 

AMBER molecular mechanics force field based intermolecular Coulomb and van der 

Waals interaction energies in the bound state, respectively. ΔGR
bind is the change in the 

reaction field energies between the bound and the free states and is calculated by solving 

the Poisson equation with the boundary element method program BRI BEM  
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and using a molecular surface generated with a variable-radius solvent probe. The ΔMSA 

term is the change in the molecular surface area upon binding. 

From the 10 ns protein-ligand MD trajectories, 500 snapshots are taken at regular 

intervals in the last 5 ns of equilibration data and for each of them the binding energies 

analyses are performed using SIE function. Finally, a time series plot of the calculated 

snapshot ΔGbind values is prepared to make sure that its average value could be extracted 

over a stable part of the MD trajectory with little drift in the mean value over time. The 

discovered average values of the SIE terms in the unit of kJ/mol were: <EC> = -75.10, 

<Evdw> = -232.34, ΔGR
bind = 137.70, < ΔMSA > = 47.45 and <ΔGbind> = -34.85. Clearly, 

the present MD ensemble averaged binding free energy (-34.85 kJ/mol) of the BSA-HP 

complex closely matches with our value (-35.5 kJ/mol), determined by fluorescence 

quenching experiments.  

7.4. Conclusions 

In this chapter, the binding interaction of HP to the protein BSA is examined in aqueous 

buffer solution by steady state absorption, emission and fluorescence life-time 

measurements in conjugation with molecular docking and MD simulation. On the basis 

of our experimental and theoretical findings, we conclude that the fluorescence of BSA 

is dominantly quenched by the ground-state complex formation with HP accompanied 

by the minor contribution from electronic energy transfer (EET) to the later. The critical 

energy transfer distance (R0 = 20.3 Å) and the mean distance (r = 22.2 Å) between the 

BSA and HP are calculated using FRET. Molecular docking analysis suggests that HP 

bound to the two well-separated sites located in the sub domain IB and IIA, where the 
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sub domain IB (primary binding site) is distinctly more occupied than IIA (secondary 

binding site). Based on the detail docking analysis and experimental thermodynamic 

parameters, it is confirmed that hydrogen-bonding and Van der Waals forces are the 

driving forces for the BSA-HP complexation. 

Additionally, with an intention to investigate the stability and conformational 

changes in the docked BSA-HP complex system in the aqueous environment, we carried 

out the MD simulation, which shows the stabilization and conformational flexibility of 

the protein upon HP binding. Further, the binding affinity energy values obtained from 

the post-MD free energy calculations using SIE method are in good correlation with the 

experimental results. Moreover, the experimental and computational results presented 

here demonstrated that the computational methods, such as molecular docking and MD 

simulations are the valuable tools for the investigation of interactions taking place 

between porphyrin based photosensitizing drugs and the proteins, especially when 

combined with experimental techniques. Essentially, the present report precisely explored 

the molecular level interactions occurring between the porphyrin and the protein. 
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Chapter 8 

Protein-Ion Interaction driven Green Synthesis of 

CdSe Quantum Dots: Tuning of Morphology and 

Optical Properties 

 

8.1. Introduction 

II–VI group semiconductor quantum dots (QDs) are a class of fascinating nanocrystals 

owing to their size dependent physicochemical properties,369-371 thereby posses numerous 

potential applications in various fields such as optoelectronics, sensors, solar cells, 

superionic materials, laser materials and biochemical field.133-135 Recently, bioconjugated 

semiconductor QDs have added a new dimension to nanoparticle research due to their 

applications in drug delivery, biological labeling, luminescence tagging etc.372-376 

Cadmium selenide, (CdSe) with medium band gap energy of 1.74 eV at 300 K, is one of 

the most attractive member of II–VI semiconductor family due of its highly tunable 

optoelectronic properties.377,378 Colloidal synthesis methods such as high temperature 

organometalic synthesis are the most followed route to obtain a variety of nanomaterials 

with the fine tuning of their morphologies. However, most of these methodologies 

involve stringent conditions, such as high temperature, pressure, inert atmosphere, use of 
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toxic reducing agents and so on. Further, various researchers have used different host 

matrix and stabilizing agents (surfactants, microemulsions, acids, organic or inorganic 

polymers, thiols, amines and polyphosphates) which cap the nanoparticle surface and 

provide charge and steric stabilization to get nanomaterials of desired morphologies.379-

387However, selection of appropriate capping agents for biological applications demands 

dimensional stability, good solubility, environment friendly nature, minimum 

invasiveness and good biocompatibility.  

In this perspective, there has been a recent upsurge of interest in synthesizing 

semiconductor QDs through environmental friendly biomimetic routes wherein the 

interaction between biomolecules (amino acids147,148, proteins150,151,388-390, DNA136,152,153, 

RNA391) and inorganic ions were exploited to control the nucleation and growth of QDs 

to different degrees in aqueous solutions at biological pH and ambient temperatures. 

Bovine serum albumin (BSA) is a well characterized major soluble protein in the 

circulatory system thereby plays a crucial role in drug transportation and distribution. It 

has oblate ellipsoid shape and contains 583 amino acid residues with three α-helical 

domains I-III, which are further classified into two sub domains A and B. It is well 

established that each sub domain uniquely exhibits a certain degree of binding specificity 

depending on the molecular and physical properties of the ligand.392-394 The binding site 

situated near the N-terminus in the domain III has strong affinity to a variety of inorganic 

ions and makes BSA as a host matrix or a template to synthesize various nanomaterials. 

In recent years there are many studies on synthesis of nanoparticles in a BSA 

matrix.149,154,395 However, most of these reports involve the use of external reducing 
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agents accompanied by high temperature and inert atmosphere. Such conditions are 

highly expected to denature the inherent protein structure of BSA and eventually making 

the nanomaterials inappropriate for the bio-related applications. 

In the present study, we have synthesized CdSe QDs in the host matrix of BSA at 

physiological pH. Besides, no external reducing agents were employed and the reaction 

was carried out at ambient conditions. Since, BSA is known to provide a micro cavity to 

various nanoparticles and able to catalyze certain processes in aqueous solutions. 

Considering this, we have utilized these properties of BSA to synthesize CdSe QDs in 

aqueous solutions. Most interestingly, by simply changing the molar ratios between Se 

and Cd precursors, different shaped CdSe nanocrystals have been synthesized, which 

provides a new direction to control the shape of CdSe nanocrystals. Further, our synthetic 

strategy also provides great potential for tuning of optical properties of as grown QDs 

across the visible spectrum just by varying molar ratios of the precursors due to their 

strong dependence on size and shape of the nanocrystals. Taking the advantage of such 

experimental conditions wherein the structure of BSA is supposed to remain intact, it 

would be interesting to perceive how the inherent structure of BSA and its interaction 

with precursor inorganic ions control the morphology and optical properties of the QDs. 

Thus, various such aspects regarding the role of BSA-ion interactions in the synthesis as 

well as in governing the morphology and optical properties of as grown CdSe QDs has 

been investigated and described in detail in this chapter. 
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8.2. Experiments and Methods  

8.2.1. Materials  

High purity chemicals, bovine serum albumin (BSA), cadmium sulfate (CdSO4), 

selenium (Se) powder, sodium sulfite (Na2SO3), were obtained from Sigma-Aldrich and 

used as received. The reagent such as ethanol used for washing the precipitates was 

purchased with highest purity available from sdfine chemicals, Mumbai. Nanopure water 

(with a resistivity 18.2 MΩ cm) obtained from a Millipore water purifying system 

(Barnsted System, USA) was used for the preparation of the precursor solutions. 

8.2.2. Synthesis 

In a typical synthesis procedure, stock solution of Se precursor (250 mM Na2SeSO3) was 

prepared by refluxing the solution containing 1 g Se powder and 10 g Na2SO3 in 50 ml 

nanopure water at 700C for 7 hrs.396 Stock solution of Cd precursor (BSA-Cd2+ complex) 

was prepared by mixing the desired concentrations of CdSO4 (5 ml, 5 to 20 mM) and 

BSA (10 ml, 1mg/ml) aqueous solutions with continuous stirring at room temperature and 

kept under ambient conditions for 1 hr. An appropriate concentration of freshly prepared 

Na2SeSO3 (5 ml, 5 to 20 mM) was then added to the freshly prepared Cd precursor (BSA-

Cd2+ complex, 15 ml) solution at room temperature. The pH of the reaction mixture was 

noted to be in the range of 7.0 to 8.0. The mixing of two aforesaid solutions was followed 

by stirring, which resulted in the evolution of color depending on the molar ratios of the 

Cd and the Se precursors. This emergence of color can be regarded as the primary 

signature for the formation of CdSe QDs. The molar ratio of the precursors were varied 
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and have been described in the following sections to investigate their impact on the 

morphology and the optical properties of the as-grown CdSe QDs. It is to be mentioned 

here that the concentration of the precursors solutions were very less such that no 

chemical reaction leading to the formation of CdSe QDs was observed in the absence of 

BSA. All the spectroscopic measurements were carried out 24 hrs after mixing the 

precursor solutions to ensure their complete reaction. The photoluminescence (PL) 

quantum efficiency (QE) of the QDs was determined based on the comparative method 

by using equation (8.1). The standard reference employed was Rhodamine 6G (Φ = 0.95) 

dissolved in ethanol. 

Φௌ 	= 	Φோ 	
஺ೄ	
஺ೃ
∗ 	ை஽ೃ

ை஽ೄ
	 ∗ (௡ೞ

௡ೃ
)ଶ               (8.1) 

Where, ‘Φ’ is the quantum yield, ‘A’ is the integrated PL intensity, ‘OD’ is the optical 

density, and ‘n’ is the refractive index. The subscript ‘S’ and ‘R’ refers to the sample and 

reference, respectively. The excitation wavelength was chosen on the basis, where the OD 

values of both the sample and the reference matched with each other.  

8.2.3. Characterization 

Optical absorption measurements were carried out by using a JASCO V-650 absorption 

spectrophotometer. Steady-state PL measurements were carried out at room temperature 

by using a Hitachi F-4500 spectrofluorimeter. X-ray diffraction (XRD) measurements 

were recorded on a Phillips X-ray diffractometer, model PW 1710 system, using a 

monochromatic Cu K source (λ = 1.54 Å). The instrument was well calibrated using 

standard samples before any measurements. The electron diffraction and transmission 
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electron microscopic (TEM) images were acquired on a TEM, Philips model number 

CM200 with operating voltages 20-200 kV and resolution: 2.4 Å. Samples for TEM 

measurements were prepared by depositing a drop of as prepared sol on thin carbon 

coated copper grid and consecutively, allowed the solvent to evaporate. The scanning 

electron microscope (SEM) images were recorded in an SEM model number AIS2100, 

SERON Technology, Korea. The compositional analysis for the samples was performed 

with energy dispersive X-ray spectrometer (EDX), an accessory of SEM (JEOL JSM-

T330 SEM). The preparation of samples for SEM and EDX analysis was carried out by 

putting a drop of as obtained sols on the Silicon wafer, and subsequently allowing the 

solvent to evaporate. The FT-IR spectra were recorded using a diamond single reflectance 

ATR probe in an IR Affinity-1 FTIR spectrometer. Zeta potentials were determined with 

a Nanosizer Z (Malvern Instruments, Malvern, UK) by phase analysis light scattering. 

The light source was He-Ne laser operated at 633 nm operating at 4.0 mW. The zeta 

potential (ζ) values are calculated from the electrophoretic mobility data using 

Smoluchowsky approximation. 

Raman spectral studies were carried out on Seki’s STR 300 Raman spectrometer. 

For recording the Raman spectra, the precipitates of as grown CdSe nanoparticles were 

extracted and washed with water and ethanol for 5 to 6 times. The as obtained precipitates 

were taken on a glass slide and used for carrying out the Raman spectral studies. PL 

lifetime measurements were carried out by using a time correlated single photon counting 

(TCSPC) instrument (model: IBH, UK). The instrument response function (IRF) of the 

setup was measured by collecting the scattered light from a TiO2 suspension in water. The 
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samples were excited by a diode laser of output wavelength, 450 nm with an IRF of less 

than 100 ps. 

8.3. Results and Discussion 

8.3.1. Morphology and structural characterization of as grown 

CdSe QDs 

The structure, phase purity and size of as grown nanoparticles were determined from the 

XRD pattern. Following the synthesis of the nanoparticles, the precipitates were obtained 

by heating the solution to 400C for 5 to 10 minutes. Basically, the protein structure is 

highly vulnerable to pH and temperature.397 Therefore, the heating resulted into the 

precipitation of the nanoparticles which were than centrifuged and washed 3 to 4 times 

with ethanol and nanopure water. The XRD of as obtained precipitates is shown in Figure 

8.1. The diffraction pattern of the nanoparticles has been found to be in good agreement 

with the standard JCPDS card no. 19-0191, corresponding to the cubic structure of CdSe.  
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Figure 8.1. XRD pattern for BSA-CdSe QDs synthesized with molar ratio ([Cd2+]: [Se2-], in mM) 

of 20:10. [BSA] = 1 mg/ml. 
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The diffraction peaks of nanoparticles have been designated to their respective lattice 

planes i.e. (111), (220), (311). As can be seen, the diffraction peaks show considerable 

broadening, which indicates towards the nanoscale dimensions of as grown CdSe. 

However, the peak broadening in the XRD patterns may also arise due to the diffraction 

uncertainties originating due to reasons such as amorphous nature, small particle size and 

strain. To explore such possibilities, TEM measurements of as grown CdSe QDs were 

carried out. It is to be mentioned that the TEM images of the nanoparticles were recorded 

24 hours after mixing of precursors. Figure 8.2 shows the TEM images of the QDs 

synthesized with various molar ratios of precursors. The size of the primary nanoparticles 

is within 3 nm as can be realised from Figure 8.2a. In fact, the size of the nanoparticles 

obtained from the UV-Vis absorption studies (discussed later) is found to be between 2 to 

3 nm. However, there appear to be some sort of self aggregation occurring

 

Figure 8.2. TEM images of BSA-CdSe nanoparticles synthesized with molar ratio ([Cd2+]: [Se2-], 

in mM) of: (a) 20:10 (Inset: SAED pattern), (b) 20:10, (c) 10:10, (d) 10:20. [BSA] = 1 mg/ml. 
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in these primary nanoparticles into a particular morphology, which is evident in the 

subsequent images of these nanoparticles 

Figure 8.2b shows somewhat ring (mono and multi-centric) and core-shell like 

structures of the nanoparticles synthesized with molar ratio ([Cd2+]: [Se2-], in mM) of 

20:10. In other words, it seems that a patterned ring like structural formation might have 

taken place along with homocentric ring like features. Apparently, some nanorods like 

features are also present at the surface. While, no such specific pattern is noticed 

involving the molar ratio ([Cd2+]: [Se2-], in mM) of 10:10 rather, a mixture of flower and 

dumbbell like shaped nanoparticles can be seen in Figure 8.2c. Likewise, Figure 8.2d 

illustrates some spherical sea urchin like shapes (with molar ratio ([Cd2+]: [Se2-], in mM) 

of 10:20) trying to evolve into a dumbbell shaped morphology. From these images, it can 

be seen that these ensembles are composed of a few to thousands of hierarchically 

assembled nanoscaled primary unites and eventually organize themselves into a flower 

shaped or dumbbell like superstructures. Such superstructures are now receiving greater 

attention owing to their promising superior and more proficient applications ranging from 

light harvesting to sensing purposes.398-400 Nevertheless, the formation of such 

superstructures has been plausibly ascribed to the hierarchical self-assembly of primary 

nanoparticles directed under the structural influence of BSA.149 Besides that, the selected 

area electron diffraction (SAED) pattern shown in the inset of the Figure 8.2a clearly 

indicates towards the predominantly amorphous nature of as grown CdSe nanoparticles.  

Raman spectroscopy is an important characterization tool for II-VI 

semiconducting nanomaterials with respect to their composition, crystal quality related to 
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orientation and symmetry and lattice stress/strain effects. To investigate the strain 

parameters in the CdSe QDs, we have recorded the Raman spectra of as grown CdSe QDs 

in the host matrix of BSA. Figure 8.3 shows the Room temperature Raman spectra of 

CdSe QDs synthesized with molar ratio ([Cd2+]: [Se2-], in mM) of 20:10. As we can see in 

Figure 8.3, Raman spectra comprises of fundamental longitudinal optical (LO) phonon 

peak along with its overtone (2LO) peak at 206.9 cm-1 and 411 cm−1, respectively. 

Furthermore, a shoulder near to 168 cm-1 can be noticed, which is attributed to the 

transverse optical (TO) phonon mode.401 Moreover, the background in the Raman 

spectrum reveals the luminescent nature of as grown CdSe QDs (discussed later). The 

frequency position of the CdSe LO peak (206.9 cm-1) is red shifted with compare to bulk 

CdSe (210 - 213 cm-1). Earlier studies suggest that crystals with reduced dimensions 

experiences phonon confinement or tensile stress (strain effect) that leads to red shift in 

the optical phonon modes with respect to their bulk values.402,403 However, the red shift 

100 200 300 400 500 600

2LO (411 cm-1)

LO (206.9 cm-1)

 

 

 In
te

ns
ity

 (a
.u

.)

Raman shift /cm-1

 

Figure 8.3. Raman Spectra of BSA-CdSe nanoparticles synthesized with molar ratio                      

([Cd2+]: [Se2-], in mM) of 20:10. [BSA] = 1 mg/ml. 



181 
 

observed in our case has been mainly attributed due to the phonon confinement effect as 

the size of the primary nanoparticles was found to be between 2 to 3 nm (from TEM and 

absorption studies), which is less than the bulk Bohr exciton radius of CdSe (5.6 nm).404 

Mean while, the signatures of tensile stress leading to lattice contraction were also 

observed from the XRD analysis. The value of the lattice constant, ‘a’ was found to be 

6.14 Å, which was approximately equivalent to that of the standard value of cubic CdSe 

(6.07 Å).405 Therefore, the down shift in the LO peak relative to the bulk value appears to 

be solely due to the phonon confinement effect, while the possibility of any strain can be 

ruled out. 

The surface morphological characterization of as grown nanoparticles is further 

carried out by using their SEM images, shown in Figure 8.4. Amazingly, the images 

indicate towards some of the very interesting morphological aspects, which varied with 

the precursor concentrations. Further, the SEM measurements reveal the close structural 

resemblance of the nanoparticles as observed in case of TEM images. As can be seen, the 

images in Figure 8.4a and b are of CdSe nanoparticles synthesized with molar ratio 

([Cd2+]: [Se2-], in mM) of 20:10. On carefully examining, the rings are a mixture of 

hexagonal and oval shapes; however, the later one is in majority. For convenience, the 

structures are marked according to their respective shapes in Figure 8.4b. Apparently, 

radial thorn-like branches growing outward their surfaces indicates their origin from the 

1-D (dimensional) structures such as nanoneedles, nanowires or nanorods. Indeed such   

1-D fragmented nanostructures are observed and shown in Figure 8.5. Therefore, it is 

beyond doubt that the self aggregation/assembly of the initially formed primary
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Figure 8.4. SEM images of BSA-CdSe nanoparticles synthesized with molar ratio ([Cd2+]: [Se2-], 

in mM) of: (a) & (b) 20:10, (c) 10:10, (d) 10:20. [BSA] = 1 mg/ml. Inset of image (a) shows the 

% distribution plot of the oval and hexagonal shapes of CdSe. 

 

 

Figure 8.5. SEM images showing the presence of the 1-D (nanorods) structures of CdSe with 

molar ratio ([Cd2+]: [Se2-], in mM) of 20:10. [BSA] = 1 mg/ml. 

 
nanoparticles led to the formation of first small scaled fragments of 1-D nanostructures 

(with small aspect ratios), which eventually fused together in a non-linear fashion to give 
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such meso/nanoscopic patterned ring-like morphologies. It is worth mentioning here that 

the precursor concentration of Cd was higher than that of Se. It is expected that the facets 

of 1-D nanostructures would be rich with Cd2+ cations and thereby, leading to the origin 

of polarization induced forces. In this context, the polar surfaces generally have facets or 

exhibit massive surface reconstruction to minimize the total energy. Considering this, it is 

believed that the as obtained nano-ring structures (hexagonal and oval) are driven under 

dipolar interactions. Therefore, a closed ring structure would lead to the neutralization of 

dipole moments, thus having lower electrostatic energy. This is also evidenced from the 

formation of hexagonal shaped structure, wherein the rotational symmetry is highest 

among the polygons. 

Apart from dipolar interactions, BSA is playing a crucial role as a host matrix by 

stabilizing the as grown nanoparticles. Essentially, BSA comprises of various functional 

groups i.e. -OH, -NH, -COOH, which can act as strong binding sites for the precursor 

ions.149 In addition to that, the BSA also contains 17 disulfide bonds with one free thiol 

group present in the cysteine residue. Apparently, BSA having a globular structure 

consists of hydrogen bonded -helices and -sheets.150,151,390 Therefore, it is most likely 

that the strong conjugation between these inherent structures of BSA might be directing 

the 1-D growth of nanoparticles with particular precursor concentrations. In fact, Yang et 

al.388 has reported the fabrication of silver sulfide nanorods in the host matrix of BSA and 

explained their formation mechanism on the basis of the strong conjugate bonds between 

the later and surfaces of the colloidal nanoparticles, wherein the -sheet part was 

presumed to play the dominating role in directing the 1-D growth of the particles. Taking 
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Figure 8.6. SEM images showing the presence of the spherical globular like nanostructures of 

CdSe with molar ratio ([Cd2+]: [Se2-], in mM) of 10:10. [BSA] = 1 mg/ml. 

 
these facts into account, it is most likely that the initially formed 1-D nanostructures most 

plausibly self assembled and oriented in the specific manner under the influence of 

certain driving forces (explained earlier) to furnish aforementioned morphologies. 

Nevertheless, such ring like nanostructures have been reported recently by some of the 

researchers and their formation mechanism has been explained similarly, on the basis of 

dipolar interactions together with the symmetry related constraints.406,407 408 

Furthermore, the molar ratio ([Cd2+]: [Se2-], in mM) of 10:10 led to the formation 

of a mixture of flower/leaflet and dumbbell like structures as can be observed from the 

TEM (Figure 8.2c) and the SEM images (Figure 8.4c). Basically, no specific orientation 

pattern is observed herein however, the aforementioned structures are found to undergo 

seeded growth mechanism. This is because of the formation of spherical globular like 

nanostructure, as can be seen in Figure 8.6. Mean while, the CdSe nanoparticles with the 

molar ratio ([Cd2+]: [Se2-], in mM) of 10:20 are found to grow predominantly in the 

dumbbell like shape, as can be envisaged from the TEM (Figure 8.2d) and the SEM 
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images (Figure 8.4d). Although, it can be observed that the nanoparticles are having 

spherical shapes initially, which appeared to evolve into a dumbbell like shape and 

eventually merge with each other form a big sphere. Certainly, Ostwald ripening process 

which is basically the growth of larger particles from those of smaller size is responsible 

for this morphological evolution. Similar type of shape evolution of citrate capped gold 

nanoparticles from initial structure into dumbbell like morphologies have been reported 

by Wu et al.409 and was ascribed due to Ostwald ripening mechanism. 

Basically, the above obtained morphologies at different molar ratio of precursors 

can be explained on the basis of the nucleation and growth rates of the initially formed 

nuclei. And, which are further decided by the kinetic and thermodynamic aspects 

prevailing at those moments. For instance, the formation of nanorods (molar ratio ([Cd2+]: 

[Se2-], in mM) of 20:10) eventually underwent segmented growth to give nanoring like 

structures. While, spherical globular like nanostructure are formed in the initial phase of 

the reaction, in case of (molar ratio ([Cd2+]: [Se2-], in mM) of 10:20. It is to be 

emphasized here that the color evolution on mixing of precursors took place after ~ 2 

hours in case of molar ratio ([Cd2+]: [Se2-], in mM) of 20:10. Whereas, the color 

appearance took only 15-20 minutes (on mixing the precursors) in case of molar ratio 

([Cd2+]: [Se2-], in mM) of 10:20. The most probable reason for this observation can be 

explained as follows. Since, it is a well established fact that BSA has an inherent overall 

negative charge.410,411 Further, it has been reported150,151,390 that Cd2+ ions form a complex 

with BSA (Cd2+ -BSA). Taking this into account, and the low concentration of
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Scheme 8.1. Diagrammatic representation of the formation of different morphologies of BSA-

CdSe nanoparticles synthesized with their respective molar ratio of the precursors. [BSA] = 1 

mg/ml. 

 
Se2- ions in case of molar ratio ([Cd2+]:  [Se2-], in mM) of 20:10, it can be realized that the 

concentration of precursor ions will be less freely available for the reaction to occur. In 

addition to that, the strong conjugated bonding mechanism (discussed earlier) of BSA is 

probably directing the growth of initially formed nuclei into rod shaped nanostructures. 

In the case of molar ratio ([Cd2+]: [Se2-], in mM) of 10:20, the presence of excess 

Se2- ions would lead to a much faster reaction with the Cd2+ ions to form spherical shaped 

nanostructures. In this case, the Se2- ions having the similar charge (negative) as that of 

BSA appears to play an influential role in guiding the as obtained morphology. Similar 

observations have been reported by Teng et al.412, where the high amount of Se lead to 

the formation of CdSe nanoparticles via the isotropic growth; while lower concentration 

of Se resulted in the formation of CdSe nanorods by facilitating the growth along c-axis. 
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All the three cases (at different molar ratios of Cd and Se precursors) leading to the 

different nanomorphologies (as discussed above) have been represented in Scheme 8.1. 

From these results and observations, it can be inferred that by simply varying the molar 

ratios of Cd and Se, diverse shape of CdSe nanocrystals could be synthesized in the host 

matrix of BSA of course by a facile and green methodology.  

8.3.2. Optical absorption and photoluminescence studies 

As mentioned earlier, the mixing of the precursor solutions lead to the evolution of color 

depending on the molar ratios of the Cd and the Se precursors. Figure 8.7 represents the 

trend in the evolution of color on varying the molar ratio of precursors i.e. [Cd2+]: [Se2-] 

from 10:5 to 10:40, keeping concentration of Cd2+ precursor constant. As can be seen 

from the Figure 8.7, with the increase in the concentration of Se precursor, the color of 

the sols darkened and transformed from light green to bright red. The corresponding 

optical absorption spectra of the sols with various molar ratios of Cd2+ and Se2- at an 

optimized BSA concentration of 1 mg/ml have been shown in Figure 8.8A. A clear

 

Figure 8.7. Camera ready pictures of the BSA-CdSe nanoparticles synthesized with molar ratio 

([Cd2+]: [Se2-], in mM) of: (a) 10:5 (light green), (b) 10:10 (yellowish orange), (c) 10:20 

(orange), (d) 10:40 (bright red). [BSA] = 1 mg/ml. 

 



188 
 

300 400 500 600 700

A

d
c

b
a

(a)  10:5
(b)  10:10
(c)  10:20
(d)  10:40

 

 

Ab
so

rb
an

ce

Wavelength/nm
 

2.0 2.2 2.4 2.6 2.8

B

d c b a  

 

 (
'h
)

2  (e
V/

cm
)2

h (eV)
 Figure 8.8. (A) Optical absorption spectra of BSA-CdSe QDs synthesized with molar ratio 

([Cd2+]: [Se2-], in mM) of: (a) 10:5; (b) 10:10; (c) 10:20; (d) 10:40. (B) Tauc plot of ('h)2 vs. 

h for the determination of energy band gap, Eg. [BSA] = 1 mg/ml. 

 

excitonic peak can be observed at ~ 420 nm for QDs with molar ratio ([Cd2+]: [Se2-], in 

mM) of 10:5, which subsequently shifted to red side with the increase in the 

concentration of Se. This clearly signifies the increase in the size of QDs. The sizes of the 

CdSe QDs were estimated from the absorption spectra by using modified Brus 

equation(8.2) and are listed in Table 8.1: 

Eg = Eg (0) + /d2              (8.2) 

where,  = 3.7 eV nm2, Eg (0) = 1.75 eV, d = particle size (nm) and Eg = band gap value 

in eV. The band gap (Eg) values were determined from the Tauc plots of ('h)2 vs h, as 

this is a direct band gap semiconductor (Figure 8.8B). The symbol ‘'’ represents the 

absorption coefficient multiplied with the concentration of the CdSe nanoparticles, which 

is obtained from the relation (2.303A/l), where ‘A’ is the absorbance and ‘l’ is the optical 

path length of the cell (10 mm). The term ‘h’ represents the photon energy. The 



189 
 

Table 8.1. The band gap values, Eg (eV), size (nm) and the PL yields of as 

synthesized BSA-CdSe QDs with their respective molar ratios of the precursors. 

Cd (mM) : Se(mM) 
Eg 

(eV) 
Size 
(nm) 

PL max. 
(nm) 

Quantum 
Efficiency (%) 

10:5 2.52 2.19 527 1.08 
10:10 2.36 2.46 555 1.00 

10:20 2.27 2.66 585 0.38 

10:40 2.20 2.86 610 0.17 

2.5:10 2.52 2.19 595 0.17 

5:10 2.44 2.31 570 0.44 

10:10 2.36 2.46 555 1.00 

20:10 2.39 2.40 540 2.00 

 
Estimated values of the particle sizes are found to be between 2 to 3 nm, which are less 

than the exciton Bohr radius of CdSe (5.6 nm). An increase in the particle size has been 

observed with an overall increase in the concentrations of the precursors irrespective of 

their ratios. 

In concurrence with the optical absorption spectral results, the room temperature 

PL spectra of as grown CdSe QDs shows a consistent red shift in the peak positions with 

increase in the Se concentration, while maintaining the other one ([Cd precursor]) 

constant (shown in Figure 8.9A). This observation further ascertains the increase in the 

size of QDs with the already discussed trend in the precursor concentrations.  

Interestingly, the PL spectra appear to be a convolution of both intrinsic (band 

edge/gap, BGE) and surface state (trap state, TSE) emissions. However, the contribution 

of the later seems to be dominating with the increase in the Se concentration.
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 Figure 8.9. Normalized room temperature PL spectra of BSA-CdSe QDs synthesized with molar 

ratio ([Cd2+]: [Se2-], in mM) of: (a) 10:5; (b) 10:10; (c) 10:20; (d) 10:40. (B) Corresponding 

room temperature PL spectra of BSA-CdSe QDs with their respective molar ratios (in mM).[BSA] 

= 1 mg/ml. 

Another noteworthy aspect is the strong PL dependence (exhibited by these QDs) on the 

concentration of the precursors and hence their luminescence could be conveniently tuned 

across the visible spectrum by varying molar ratios of the precursors. Indeed, a red-shift 

of about 100 nm in the PL peak position is observed when the molar ratio of the 

precursors ([Cd2+]: [Se2-], in mM) is varied from 10:5 to 10:40. Apparently, the 

broadening of the PL spectra of QDs with the increase in the Se concentration is a clear 

evidence of the substantial enhancement in the Se originated unsatisfied valencies 

(dangling bonds). This eventually resulted into the emergence of large number of 

trap/defects states on the surface of QDs. Obviously; it would further encourage the non-

radiative recombination of the charge carriers, which can be seen from the decline in the 

trend of their quantum yields with the increase in the Se concentration relative to that of 

Cd (shown in Table 8.1). 
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Figure 8.10. Room temperature time resolved PL decay curve (exc. = 450 nm) of SA-CdSe QDs 

with molar ratio ([Cd2+]: [Se2-], in mM) of: (a) 10:20 (b) 10:40.[BSA] = 1 mg/ml. 

 
Moreover, the PL decay measurements also corroborate well with the trends and 

thereby substantiate the aforesaid statement. Figure 8.10 shows the time resolved PL 

decay trace of as grown QDs illustrating the influence of Se originated trap/defect states 

on the relaxation dynamics of charge carriers. In general, the presence of trap states 

inhibits the direct recombination of the charge carriers leading to longer life times for the 

excitons.413 Taking cognizance of this and from the as observed PL decay trend (Figure 

8.10), it can be inferred that the amount of trap states increases with the Se concentration. 

The time constant values along with their relative amplitudes (in %) and the average life 

time values at the respective molar ratios of the precursor concentrations has been 

provided in Table 8.2. The corresponding 2 values are also mentioned together in each 

case. It is further reflected in Table 8.2, which shows the rise in the average life time 

values with that of Se precursor concentration values i.e. from molar ratios ([Cd2+]: [Se2-], 

in mM) of 10 : 20 to 10 : 40. 
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Table 8.2: Emission lifetime values of the BSA-CdSe QDs; exc. = 450 nm 

[Cd Precursor] 
in mM 

[Se Precursor] 
in mM a ns a ns a ns 

Average 
lifetime 

(<>), ns
2 

10 20 2.7 (22 %) 21.0 (71 %)   0.018(7%) 15.5 1.4 

10 40 4.0 (25%) 23.5(70 %)   0.045(6%) 17.4 1.3 

5 10 4.0(16 %) 29.0(82%)     0.303(2%) 24.4 1.2 

20 10    3.1(6%) 38.0(89%)   0.100(5%) 34.4 1.0 

 
Furthermore, the PL decay curves of as synthesized CdSe QDs exhibited multi-

exponential (tri-exponential) behavior, which were analyzed and fitted using equation 

(8.3):  

I	(ݐ) 	= ܽଵ݁
ି௧ ఛభൗ 	+ 	ܽଶ݁

ି௧ ఛమൗ 	+ 	 ܽଷ݁
ି௧ ఛయൗ 	                             (8.3) 

 
Where, I (t) is the time-dependent emission intensity, ‘a’ is the amplitude, and τ is the 

lifetime. The average PL lifetime (<>) values were deduced using equation (8.4): 

 

< ߬ >	= 	 	ఛభ	௔భା	ఛమ	௔మା	ఛయ	௔య
௔భା	௔మା	௔య

                (8.4) 

Such multi-exponential behavior of the CdSe nanoparticles is widely known and has been 

reported by various researchers earlier.414-416 Although, most of these reports generally 

attribute such behavior to the diverse recombination pathways owing to the varying 

degree of size, shape, surface defects/energy traps between the individual nanocrystals. 

Still, the unambiguous origin and the explanation for this multi-exponential emission is 

currently a subject of debate.  Nevertheless, the trend in the time constant values and their 

contributions seem to have a sort of correlation with the nature of the respective PL 

spectra in terms of peak positions and its width. This has been explained as follows. 
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It is a well known phenomenon that the photo-excitation of CdSe QDs lead to the 

promotion of an electron to the conduction band, and then the excited electron relaxes 

quickly to the bottom of the conduction band. The radiative relaxation of these electrons 

to the ground state gives rise to the BGE and contributes to the fastest decay of lifetime. 

Considering this and taking the case of molar ratio ([Cd2+]: [Se2-], in mM) of 10:20, the 

time constant, is the fastest component and thus attributed to the intrinsic 

recombination (band gap) of charge carriers. Further, the time constants,  and are 

probably originated from the surface states/trap states. It signifies that the trap states 

might comprise both the shallow as well as the deep states. In fact, it has been reported 

that the shallow trap states exhibit lower lifetime than the deep trap states, depending on 

the chemical nature and crystal structure of QDs.417,418 Therefore, the component, 

having lower lifetime of 2.7 ns can be assigned to recombination time involving the 

shallow trap states, while the component,  with higher lifetime of 21.0 ns has been 

attributed to be originated from the deep trap states. On the similar note, the lifetime 

components obtained in case of molar ratio ([Cd2+]: [Se2-], in mM) of 10:40 can also be 

rationalized in terms of their modes of origin. Now, it is to be noted that the sum 

contribution of the higher lifetimes constants (and ) rises, while that of fastest time 

constant () declines with increase in the Se precursor concentration values i.e. from 

molar ratios ([Cd2+]: [Se2-], in mM) of 10:20 to 10:40. 

In another set of experiment, the concentration of selenium precursor is fixed at 10 

mM, while the concentration of cadmium precursor is varied from 2.5 to 20 mM. The 

corresponding optical absorption spectra of as prepared sols with various molar ratios of 
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 Figure 8.11. (A) Optical absorption spectra of BSA-CdSe QDs synthesized with molar ratio 

([Cd2+]: [Se2-], in mM) of: (a) 2:5:10; (b) 5:10; (c) 10:10; (d) 20:10. (B) Tauc plot of ('h)2 vs. 

h for the determination of energy band gap, Eg. [BSA] = 1 mg/ml. 

 
precursors ([Cd2+]: [Se2-]) have been shown in Figure 8.11. In this case also, there is an 

increase in the absorbance value with the increase in the cadmium precursor 

concentration along with a slight red-shift in the excitonic peak position. The 

concentration of BSA was maintained same as in case of first set of experiment i.e. 1 

mg/ml. The size of the QDs is found to have predominantly increasing trend with the 

precursor concentration of Cd (Table 8.1). However, an interesting aspect in this case is 

the blue shift observed in the normalized room temperature PL spectra (Figure 8.12A) 

with the increase in Cd precursor concentration i.e. from molar ratios ([Cd2+]: [Se2-], in 

mM) of 2.5 : 10 to 20 : 10, unlike the red shift obtained in the earlier case. 

It is to be mentioned here that the similar type of blue shift was observed earlier 

by Wuister et al.419 in case of CdTe nanocrystals and the possible explanation was 

ascribed to the strength of the bond between the thiol (hexanthiol) groups and the Cd
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 Figure 8.12. Normalized room temperature PL spectra of BSA-CdSe QDs synthesized with molar 

ratio ([Cd2+]: [Se2-], in mM) of: (a) 2.5:10; (b) 5:10; (c) 10:10; (d) 20:10. Inset: Corresponding 

room temperature PL spectra of BSA-CdSe QDs with their respective molar ratios (in mM).[BSA] 

= 1 mg/ml 

 
atoms at the CdTe nanocrystal surface, which induces a redistribution of electron density 

and that eventually led to an increase in confinement of energy. Considering that, the 

bonding of Cd atoms and thiol groups is possible in the present case due to the presence 

of amino acid residues (such as cysteine containing thiol groups) in BSA and it would be 

further supplemented by the increase in the precursor concentration of Cd, while 

maintaining that of Se at constant level. This might be the reason for the blue shift in the 

absorption spectra as well as the comparatively high PL quantum yield exhibited by these 

QDs owing to the efficient passivation of their surface. Moreover, the blue shift in the PL 

peak positions is also accompanied by the increase in the contribution of BGE. It further 

signifies the drastic reduction in the number of trap/defect states on the surface of as 

grown CdSe QDs. This statement is further supported by the fact that the quantum yield 

also gets enhanced consecutively with the aforementioned trend of Cd precursor 

concentration (Table 8.1). As stated, can also be envisaged from the Figure 8.12B, 
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wherein the PL intensity is highest for the QDs synthesized with precursor molar ratio 

([Cd2+]: [Se2-], in mM) of 20 : 10 . Mean while, the PL decay measurements were 

performed taking into account of the enhancement in the quantum efficiencies of the QDs 

with the Cd precursor concentration (in proportion to that of Se). Here also, the PL decay 

traces were found to be multi-exponential in nature. The time constant values along with 

their respective contributions have been provided in Table 8.2.  

As can be seen from Table 8.2 , the excitonic recombination lifetime rises from 

24.4 ns to 34.4 ns, with the increase in the Cd precursor concentration i.e. on varying the 

molar ratio ([Cd2+]: [Se2-], in mM) from 5:10 to 20:10. Subsequently, the contribution of 

the fastest time constant,  (related to BGE) increased and those of the sum contributions 

of time constants, related to TSE decreased with the concentration of Cd relative 

to that of Se. Apart from this, there seems to be strong correlation between the lifetime 

and the PL quantum yields of the QDs (Table 8.1). In close agreement with these results, 

similar observations have been reported by various researchers420-422, wherein the increase 

of the PL quantum efficiency of the QDs under photoactivation was found to be 

associated with an increase in the average PL lifetimes.  

The achieved optical tunability (in terms of PL intensity as well as the emission 

peak position i.e. max) of as grown CdSe QDs with the molar ratio of the precursors can 

be observed from Figure 8.13. From the steady state and the time resolved PL spectral 

measurements, it can be inferred that the contributions from the band gap, shallow trap 

and deep trap state emissions vary systematically with the molar ratio of the Cd and Se 

precursors. Further, the PL spectra of the QDs (shown in Figure 8.9 & 8.12) were fitted



197 
 

520

540

560

580

600

620

540

550

560

570

580

590

0

200

400

600

800

1000

0

200

400

600

800
(A)

PL. Intensity / a.u.

PL. Intensity / a.u.

 max (PL)

10:4010:2010:1010:5

 ma
x (P

L)

[Cd]:[Se] (in mM)

(B)
  max (PL)

20:1010:105:102.5:10

 ma
x (P

L)

[Cd]:[Se] (in mM)

 PL. Intensity

 

 PL.Intensity

 

Figure 8.13. Plots showing the trend in the variation of max (PL) and PL intensity at different 

molar ratio of precursors, keeping concentration of Cd2+ (A) and Se2- (B) constant, respectively. 

 

Figure 8.14. Energy level diagram showing the band gap levels and the trap state levels in four 

different CdSe QDs formed in four different conditions with [Cd]:[Se] ratios (in mM) of 

10:5,10:10, 10:20 and 10:40. 

 
with multiple peak fitting and three different peak positions are observed in all these 

cases. Assuming the valence band edge of the CdSe QDs to be at 6.5 eV with respect to 

the vacuum level, 0 eV, the conduction levels and the trap state levels are constructed 
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from these fitted peak values as shown in Figure 8.14. From this figure, a clear lowering 

in the conduction band as well as the trap states are evident with the increase in the Se 

composition, further supporting the results from PL decay measurements.  

9.3.3. Proposed mechanism 

On the basis of the discussed morphological and spectral studies, a mechanism has been 

proposed for the formation of CdSe QDs in the host matrix of BSA. It can be observed 

from Figure 8.15 that the pure BSA exhibit an intrinsic absorption at 280 nm due to the 

* transition of the tyrosine, tryptophan, and phenyl alanine amino acid residues.203 

Consecutively, addition of CdSO4 to the BSA solution lead to the disappearance of the 

characteristic peak of the later, thus indicating a sort of complex formation i.e. BSA-Cd2+. 

This observation corroborate well with that reported by Haung et al.423, wherein the 

analogous complex formation (BSA-Cu2+) was found to take place accompanied by the 

similar spectral features. Further, it is a well established fact that BSA has multiple 

binding sites for metal ions.424 Therefore, chelation of several Cd2+ ions with BSA may 

cause slight enhancement in the absorbance without displaying any shift. However, upon 

addition of Se precursor (Na2SeSO3) to the BSA-Cd2+ complex solution, there was an 

appearance of color (depending on the molar ratio of precursors), which indicates the 

formation of CdSe nanoparticles (Inset of Figure 8.15). 

The absorption spectrum of BSA-CdSe nanoparticles clearly showed the excitonic 

peak in the 450-500 nm region indicating that the Se2- ions released from Na2SeSO3 

reacted with Cd2+, thereby forming CdSe nanoparticles. The excitonic absorption peak 

gets saturated after about 24 hours (spectra not shown), which signifies the complete
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Figure 8.15. Optical absorption spectra of (a) BSA, (b) BSA-Cd2+ and (c) BSA-CdSe. Inset: 

Camera-ready pictures of (a) BSA, (b) BSA-Cd2+ and (c) BSA-CdSe solutions. 

 
formation of CdSe nanoparticles. Since, no external reducing agent was employed in the 

present synthetic protocol; this confers the dual role of BSA as a reducing agent as well as 

a stabilizing agent.  

The zeta potential of the as prepared CdSe nanoparticles (molar ratio ([Cd2+]: [Se2-

], in mM of 10:10) was measured to be -21.25 mV, which indicates the contribution of 

both the electrostatic and the steric repulsions being responsible for the stabilization of 

these nanoparticles, thus indicating the role of BSA as an efficient stabilizing agent. This 

can be further substantiated by the presence of large number of amino acid residues 

having side groups, including amine, carboxyl, sulfhydryl, and hydroxyl moieties and the 

ionization of the phenolic groups of tyrosine residues in the slight alkaline 

conditions.425,426 
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To clarify the conjugate bonding between the CdSe and functional groups of BSA, 

we recorded the FT-IR spectra of pure BSA and BSA/CdSe, as shown in Figure 8.16. The 

FT-IR peaks of pure BSA at ~ 3300, 3034, 1645, and 1514 cm-1 are assigned to the 

stretching vibrations of –OH, amide A′ (–NH stretching vibration), amide I (C=O 

stretching vibrations), and amide II (the coupling of the bending vibration of –NH and the 

stretching vibration of C–N bonds), respectively.150,151,390 Comparing the IR spectra of 

BSA-CdSe QDs with that of pure BSA, the peak shift (~ 10 cm-1) in the of –OH group is 

insignificant in comparison to the higher wave number shift of about 38 cm-1 for amide A′ 

3072 cm-1) peaks in the BSA-CdSe imply that the secondary structure of BSA in the 

coated layer on the surface of CdSe remains unaffected by the formation of CdSe QDs. In 

addition to that, possibility of thiolate linkages with the QDs surface cannot be ruled out, 

as thiol group containing amino acids are known for their strong chelating 

tendencies.427However, we have not observed any signatures of thiol related linkages in 

the present case. Nevertheless, the strong resemblance of the FT-IR spectra of pure BSA 
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Figure 8.16. FT-IR spectra of (a) pure BSA and (b) BSA-CdSe QDs. 
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with the BSA-CdSe QDs categorically indicates towards the significant coating of the 

former on the surface of the QDs. 

 

 

Scheme 8.2. Proposed mechanism of formation of CdSe QDs in the host matrix of BSA 

 
It has already been mentioned that the pH of solution has found to be slight 

alkaline in nature (i.e. in the range of 7.0-8.0). Consequently, the release of Se2- ions from 

the Se precursor (Na2SeSO3) is quite probable in such conditions.428 Further, it may be 

possible that the amino acid residues of BSA such as tyrosine, can reduce Na2SeSO3 

leading to the release of Se2- ions. The probable reactions taking place in the present BSA 

assisted synthetic route, leading to the formation of CdSe nanoparticles, are summarized 

as follows: 

Na2SO3 + Se                    Na2SeSO3                      (8.5) 

BSA   +    Cd2+                     BSA-Cd2+           (8.6) 

SeSO3
2- + BSA                       Se2-           (8.7) 
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BSA-Cd2+   +   Se2-                    BSA-CdSe          (8.8) 

Therefore, it can be said that the BSA play a vital role in controlling the formation of 

CdSe QDs as well as providing them suitable microheterogeneous environments which 

act like capping agents. 

8.4. Conclusions 

In summary, this chapter demonstrates bovine serum albumin (BSA) assisted green 

chemical synthesis of CdSe QDs in aqueous solutions. The synthesized QDs are found to 

be fairly photoluminescent at room temperature in conjunction with quite good colloidal 

stability. BSA is found to play a dual role of a reducing agent as well as a stabilizing 

agent. The PL peak positions and the intensities are considerably dependent on the 

stoichiometric compositions of the precursors, thereby optical tuning covering most of the 

visible region is conveniently achieved. Apparently, the energy level structure is found to 

be considerably influenced by the variation in the molar ratio of the precursors as 

explained through the charge carrier relaxation dynamics involving the band edge and the 

trap states. Besides, the impact of the alteration in the stoichiometric compositions of the 

precursors is observed from the different morphologies (size as well as shape) of the 

CdSe nanoparticles, as evidenced from the electron based microscopic techniques. It is 

found that the fragments of initially formed nanostructures self-assembled to eventually 

give superstructures such as nanorings, nanoflowers and dumbbell like shaped 

nanostructures, depending on the molar ratio of the precursors. The probable mechanism 

for the as mentioned nanomorphologies has been proposed taking into account of the 

structural heterogeneity of the host matrix of the protein i.e. BSA. On the whole, the 
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present methodology of protein assisted synthesis of nanomaterials in water as a solvent 

medium aligns with the increasing emphasis on the topic of green chemistry and may 

provide some unique and interesting aspects to control and fine tune the morphology vis-

à-vis, the optical properties of nanomaterials.  
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