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SYNOPSIS 

Quantum dots (QDs) are semiconductor nanocrystals in which the wave function of the 

charge carriers (e
-
 and h

+
) is confined in all three special dimensions[1,2]. Due to size 

quantization of the charge carriers these materials have many fundamental interesting and 

potentially useful optical properties[3]. Because of higher extinction coefficient, optical 

tunability, slow carrier relaxation process, multiple exciton generation, hot electron extraction 

possibilities expecting to break the Shockley−Queisser limit (31%), and of course low 

production cost formulate the QDs as a superior sensitizer in the quantum dots solar cell 

(QDSC) [4-6]. Unfortunately the efficiency of the QD based solar cell has not reached double 

numerical figures[7], whereas DSSC has reached 13% efficiency using a porphyrin based 

sensitizer molecule with Co (II/III) redox shuttle electrolyte[8]. The lower conversion 

efficiencies observed in QDSCs are due to many reasons such as the narrow absorption range 

of QDs in incident light, and the slow hole transfer rate ensuing photoanode corrosion[9]. In 

addition to that, the lower QD loading on the TiO2 surface (compared to the dye loading in 

DSSCs) results in direct electron transfer from the TiO2 film to the oxidized redox couple in 

the photo-anode[9]. The strategies to ameliorate the efficiency of the QDSC are focused on 

the light harvesting ability, extraction of both the electron and hole from the photo-excited 

QDs before ultrafast exciton–exciton annihilation and better charge separation. Therefore, the 

understanding of the charge transfer dynamics is very crucial to know the mechanistic 

pathways which can assist to optimize the photocurrent conversion efficiency (PCE). 

Femtosecond transient absorption is the one of the great technique to investigate the charge 

carrier relaxation and charge transfer dynamics[10]. The nanocrystals (NCs) are exploited as 

sensitizer in different ways either in the form of core/shell heterostructures[11] or as an alloy 

structure[7]. Two main types of core/shell, type-I and type-II, have been extensively used as 
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sensitizer to satisfy different purpose[12]. Due to smaller size of the QDs, the surface of the 

QDs accumulates trap states, which is the limiting factor for the application of QDs in 

photovoltaics[13]. The way to exclude the surface defect states which can be successfully 

passivated by putting a wider band gap shell in type-I core/shell structure[14]. On the other 

hand charge separation can be enhanced by forming a type-II core/shell structure[12]. 

Moreover, another type of heterostructures familiar as quasi type-II core/shell where the core 

QD is encapsulated by a wider band gap semiconductor, but due to smaller energy difference 

in either conduction band (CB) or valence band (VB) offset, the electron or hole respectively 

can be delocalized core and shell structure[15,16]. Therefore, quasi type-II core/shells NCs 

are often used in QDSC[15]. Additionally, ternary or quaternary alloy are promising 

candidate like the binary sensitizer in QDSC because the optical property of the alloy can be 

controlled by changing composition of the constituents not by the size[17]. Thus, 

composition plays an extra degree of freedom towards enviable property. To date, the highest 

efficiency in QDSC has been observed in the CdSeTe alloy[7]. Besides the II-VI 

semiconductor QDs, a new class of semiconductor which are isostructral with CaTiO3 

perovskite has been studied due to excellent performance in the low cost third generation 

solar cell[18]. The photophysical properties, charge relaxation and separation dynamics in 

these all cases are very essential to build up an optimized panchromatic solar cell.  

 The main endeavour in the present thesis work is the synthesis and character of the II-

VI semiconductor QDs in terms of different core/shell heterostructures and ternary alloy 

nanocrystals. The charge carrier (e-h) relaxation, charge separation, recombination and 

selective charge transfer dynamics have been carried out utilizing femtosecond transient 

absorption measurement in presence and absence of the organic/inorganic/quencher 

molecules. Apart from these II-VI semiconductor QDs, a new class of totally inorganic 

colloidal CsPbBr3 (CPB) perovskite QDs has also been synthesized. The morphology of the 
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colloidal CPB QDs and the e-h relaxation dynamics are investigated in the present thesis 

work. Finally, utilizing the slow electron cooling, long excited state life time and negligible 

charge recombination of the highly luminescent CdSxSe1-x alloy QDs we have designed solar 

cell which provides unprecedented 4.5% power conversion efficiency (PCE).  

CHAPTER 1: GENERAL INTRODUCTION 

 This chapter provides the brief introduction and definition of the nanocrystal 

semiconductor and a correlation energy diagram among the bulk, nanocrystals quantum dots, 

and atomic molecule. The basic properties and the electronic structure of the QDs have been 

discussed utilizing quantum mechanical model (particle-in-a sphere model). Utilizing 

effective mass approximation framework the structure of the QDs has been explained. The 

optical transition probability and the exciton fine structure of the typical II-VI QDs are also 

highlighted. The possible mechanism of the exciton decay through intraband hot charge 

carrier relaxation process in the size quantized states via phonon-assisted relaxation, Auger 

recombination, and energy transfer to vibration of the surface ligand is described. A brief 

description of longer excited state life time and slow intraband carrier cooling in different 

type heterostructures core/shell and alloy QDs has also been defined. Furthermore, a very 

short discussion of Marcus electron transfer theory in the QDs/molecular adsorbate system is 

mentioned. 

CHAPTER 2: EXPERIMENTAL TECHNIQUES 

 The present thesis work involves mainly the charge transfer dynamics in the 

semiconductor QDs and QDs/molecular interface. Thus the details experimental setup of time 

resolved optical and an emission technique in terms of femtosecond transient absorption (TA) 

and single photon emission counting (TCSPC) is demonstrated. Including the basic principles 

of transient absorption spectroscopy, generation of seed pulse from the oscillator (800 nm), 
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power amplification of the seed pulse in the amplifier, second harmonic generation through 

the BBO crystal as pump pulse (400 nm), white light continuum for probe pulse generation 

(420-1000 nm) are described. The basic principle and the optical layout of the TCSPC are 

also mentioned. The morphology and the spectral properties of the semiconductor QDs are 

characterized using X-ray diffraction pattern (XRD), high resolution transmission electron 

microscopy (HRTEM), and steady state optical and emission spectroscopic techniques 

respectively. A brief description and the working principles of the XRD, HRTEM, and steady 

state optical and emission spectroscopic techniques are described. Formations of dye cation 

radical are measured by pump-probe spectroscopy after exciting the samples with an electron 

beam excitation in pulse radiolysis. A brief description about pulse radiolysis technique is 

highlighted in this chapter. The description of solar stimulator and the working principle of 

the IPCE (incident photocurrent conversion efficiency) are also included in this chapter. 

CHAPTER 3: CHARGE TRANSFER DYNAMICS IN CdS QUANTUM DOTS AND 

MOLECULAR ADSORBATE 

 This chapter deals the exciton quenching of CdS QDs in presence of two different dye 

molecules via hole transfer and through non radiative energy transfer process. In addition to 

the hole transfer from CdS to the 4′,5′-dibromofluorescein (DBF), direct electron transfer and 

electro injection to the CB of the CdS from HOMO and LUMO of the DBF has been verified 

through selective excitation. On the other hand non radiative energy transfer is observed from 

CdS to BODIPY (boron dipyrromethene, named as TG2 and TG10) derivative. The ultrafast 

charge-transfer (CT) processes have also been discussed in both CdS DBF and CdS/BODPY 

composite system. Charge separation in the CdS−DBF composite has been found to take 

place in three different pathways, by transferring the photoexcited hole from CdS to DBF, 

electron injection from photoexcited DBF to the CdS QD, and direct electron transfer from 

the HOMO of DBF to the CB of the CdS QD. CT dynamics has been monitored by direct 
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detection of the DBF cation radical and electron in the QD in the femtosecond transient 

absorption spectra. Electron injection and the electron-transfer process are found to be pulse 

width- limited (<100 fs); however, the hole-transfer time has been measured to be 800 fs. The 

non-radiative Förster energy transfer (FRET) from photo-excited CdS QD to TG2 and TG10 

has been determined which is found to be ~450 fs. 

CHAPTER 4: MULTIPLE CHARGE TRANSFER DYNAMICS IN COLLOIDAL 

CsPbBr3 QUANTUM DOTS AND ORGANIC MOLECULE 

 Recent research on colloidal perovskite QDs has been increased tremendously after 

motivated by great success in photovoltaic with the certified solar cells efficiency beyond 

20%. This chapter addresses the synthesis and characterization of the highly stable totally 

inorganic perovskite QDs (CsPbBr3, CPB). The multiple CT interaction of the CPB QD has 

been investigated after sensitizing with an organic dye molecule. Ultrafast charge-transfer 

(CT) dynamics has been verified in CPB quantum dot (QD)−4,5-dibromofluorescein (DBF) 

composite materials, which form a strong CT complex in the ground state and absorb more 

photon in the red region of the solar spectra. The energy levels of the CPB and DBF are 

determined on the basic of cyclic Voltammetric study. CT complex formation and carrier 

transfer dynamics have been confirmed from optical and PL analysis. The PL quenching of 

the CPB QDs luminescence with selective photo-excitation reveals photo-excited hole 

transfer from CPB QD to DBF molecule which is thermodynamically viable. Additionally, a 

red shifted CT luminescence of the CPB-DBF complex has been noticed. The hole transfer 

time from photo-excited CPB QD to DBF molecule are determined to be 250 fs, where as 

direct electron transfer from HOMO of DBF to the CB of CPB found to be pulse-width 

limited (< 100 fs).  

CHAPTER 5: BAND EDGE ENGINEERING AND CONTROLLING CHARGE 

CARRIER DELOCALIZATION IN CORE/SHELL NANOCRYSTALS 
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 Band edge engineering concept has been employed in semiconductor QDs research to 

enhance the stability and/or the separation of charge carriers of the NCs depending on the 

application. This chapter presents the band edge engineering and charge carrier delocalization 

in two different core/shell NCs, CdS/CdSe inverted type I and CdSe/CdS quasi type II, 

utilizing femtosecond transient absorption spectroscopy in absence and presence of different 

quencher molecule. The morphology of these two NCs core/shell has been analyzed using 

XRD and HRTEM techniques. Optical properties have also been examined through steady-

state optical absorption and luminescence studies. Depending on their band energy level 

alignment, the e-h delocalization in both the core−shells have been demonstrated using 

electron (benzoquinone, BQ) and hole (pyridine, Py) quencher. The bleach recovery kinetics 

of CdS/CdSe core−shell recovers faster in the presence of both BQ and Py. However, for 

CdSe/CdS core−shell, the bleach recovers faster only in the presence of BQ while the bleach 

dynamics remain unaffected in the presence of Py. Our experimental observations suggest 

that in CdS/CdSe inverted type I core−shell both electrons and holes are localized in the 

CdSe shell; however, in CdSe/CdS quasi type II core−shell, photoexcited electrons are 

delocalized in core CdSe and shell CdS and holes are localized in CdSe core.  

CHAPTER 6: CHARGE CARRIER DYNAMICS IN HETEROSTRUCTURE 

CORE/SHELL NANOCRYSTALS AND MOLECULAR ADSORBATE 

 This chapter describes charge carrier dynamics in different heterostructures core/shell 

in presence of organic and inorganic sensitizer molecule. The organic and the inorganic 

molecule, bromo pyrrogallol red (Br-PGR) and the Re-polypyridine complex, have been used 

as sensitizer because it forms CT complex and higher photo stability respectively. The 

ultrafast cascading charge transfer dynamics have been demonstrated in CdS and CdS/CdTe 

type-II core/shell after sensitizing with Br-PGR molecule. It has been observed that Br-PGR 

form strong CT complex with both CdS and CdS/CdTe as well as it acts as a sensitizer and 
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hole acceptor. Charge separation in the CdS/Br-PGR and the CdS/CdTe-Br-PGR composite 

materials are found to take place in different pathways, by transferring the photoexcited hole 

of CdS (or CdS/CdTe) to Br-PGR, electron injection and direct electron transfer to the CB of 

the CdS (or CdS/CdTe) from the photo-excited state and the HOMO of Br-PGR molecule 

respectively. Charge recombination (CR) dynamics between the electron in the CB of the 

CdS QD and the Br-PGR cation radical are determined by monitoring the bleach recovery 

kinetics. The CR dynamics are found to be much slower in the CdS/CdTe/Br-PGR system 

than in the CdS/Br-PGR system. On the other hand the photophysical studies of CdS QD, 

CdS/CdSe type-I and CdS/CdTe type-II core-shell NCs sensitized with a Re-polypyridyl 

complex have been discussed with special emphasis on studies on charge carrier 

delocalization and the role of Re(I)-complex as a hole acceptor and sensitizer molecule. 

Experimental results suggest photo-excited hole transfer from CdS and CdS/CdSe to the 

Re(I)-complex, while that is not observed for CdS/CdTe system. This is rationalized by the 

evaluation of the relative energy levels, which revealed that such an hole migration is not 

energetically favorable due to low lying HOMO of the Re(I)-complex as compare to VB of 

CdTe shell. Moreover, electron injection from the hot states of the excited Re (I)-complex to 

the CB of the all three systems are confirmed by steady state and time-resolved PL studies. 

TA spectra have been recorded for Re (I) complex sensitized CdS and CdS/CdSe composite 

which revealed a broad transient absorption band in 580-750 nm region with a maximum 

around 595 nm and this is attributed to the cation radical formation for Re (I)-dye, either by 

capturing photo-excited hole from the NCs or by injecting electron to the CB of the NCs. As 

anticipated, no such spectrum is observed for the CdS/CdTe-Re (I)-composite system.  

CHAPTER 7: CARRIER COOLING DYNAMICS IN ALLOY QDs 

 The charge carrier confinement of semiconductor ternary alloy QDs not only depend 

on the quantization of the size quantized states but it also depends on the composition of the 
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constituent. Depending on the band alignment of the constituent QD we have been 

demonstrated the carrier cooling dynamics of the two different alloy QDs, CdSxSe1-x and 

CdxZn1-xSe. Both the alloy are synthesized in a single pot process in a non coordinating 

solvent (1-octadecene) at ~300° C and are characterized using XRD, EDX, and HRTEM 

techniques. Steady state optical absorption and photoluminescence (PL) measurements of the 

CdSxSe1-x alloy shows the nonlinear behavior with changing chalcogenied composition. In 

case of CdxZn1-xSe both optical and PL spectra are red shifted with respect to the both CdSe 

and ZnSe. This clearly suggests that both the alloy form graded like structure where the core 

of the alloy is CdSe rich. The reactivity of the selenium towards cadmium oleate is more as 

compare to sulphur, thus the core of the CdSxSe1-x alloy structure will have CdSe rich and the 

graded shell are CdS rich. Similarly, the reactivity of Se is more with Cd ion than Zn ion, so 

like CdSxSe1-x alloy, the CdxZn1-xSe will also have CdSe core rich and ZnSe shell rich. Thus, 

for CdSxSe1-x, CdxZn1-xSe in both cases core is CdSe rich and shells are CdS and ZnSe rich 

respectively. The band alignment of these two systems suggests the quasi type-II structure. 

Due to smaller CB offset of the CdSe and CdS electron will be delocalized in the CdSxSe1-x 

graded like alloy structure. On the other hand due to smaller VB offset of the CdSe and ZnSe 

hole will be delocalized CdxZn1-xSe structure. Because of the delocalization of the either 

electron or hole in the CdSxSe1-x and CdxZn1-xSe alloy structure respectively the intraband 

electron cooling time is increasing due to decoupling of the e-h in these quasi type-II 

structures.  

CHAPTER 8: IMPROVING SOLAR CELL EFFICIENCY UTILIZING ALLOY QDs 

 This chapter gives details demonstration and fabrication of the QD sensitized solar 

cell. The solar cell performance has been analyzed in terms of IPCE and IV measurements. 

Heterojunction colloidal QDSC using CdSxSe1-x alloy QDs has been fabricated to show 

unprecedented 4.5% power conversion efficiency (PCE). The deposition of the QDs 
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sensitizer on the TiO2 film is derived post-synthesis process via ligand assisted assembly 

technique. The CdSxSe1-x QDs show extremely slow electron cooling time as compare to the 

constituents (CdS as well as CdSe) which are beneficial for charge carrier extraction in 

QDSC. To prepare the solar cell assembly the pre-synthesized organic soluble oleic acid 

capped QDs has been made water soluble using mercaptopropionic acid (MPA) at pH 12. 

Details procedure of the ligand exchange process is also included in this chapter. Four layers 

of ZnS have been coated on the films utilizing the Successive Ion Layer absorption and 

reaction (SILAR) technique. The ZnS acts as a passivating layer to slowing down the charge 

recombination. Using polysulfide electrolyte and Cu2S deposited ITO glass plates as 

photocathode the efficiency of the QD solar cell has been measured to be 1.1 (±0.05)% for 

CdS, 3.36 (±0.1)% for CdSe and 3.75 (±0.12)% for CdSxSe1-x QDs under 1 sun illumination. 

When an additional non-epitaxial CdS quasi-shell is deposited on top of CdSxSe1-x film to 

passivate the TiO2 surface states followed by ZnS passivated (TiO2/CdSSe/quasi-CdS/ZnS) 

QD solar cell, the PCE increased to 4.5 (±0.18)% which is the highest reported value for 

CdSxSe1-x alloy QDs.  

CHAPTER 9: SUMMERY AND OUTLOOK 

 In summary, the synthesis and characterization of various forms of QDs nanocrystals 

and the charge carrier dynamics in presence of different adsorbate molecule depending on 

their different application purpose have been investigated. One of the limitations of the 

QDSC is the absorption of solar radiation by the QDs materials is less as compare to any dye 

molecule. In the present thesis we discuss different ways to increase the absorption cross 

section of the QDs materials by introducing various sensitizer dye molecule. The charge 

separation and slow carrier relaxation of QDs has been demonstrated using different 

heterostructures like core/shell and alloy QDs. Apart from this, multiple charge transfer 

process in supersensitized colloidal CsPbBr3 perovskite has also been discussed. Finally, 
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photovoltaic performance has been carried out utilizing CdSxSe1-x alloy QDs which show 

unprecedented PCE ~4.5 (±0.18)%. 
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Figure 3.1: Optical absorption spectra of (a) DBF dye (0.3 mM) (b) CdS QD (0.49 µM), (c-i) 

DBF-CdS complex at constant DBF concentration (0.3 mM) with increasing CdS QD 
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concentration in chloroform (in the mixture [CdS] are (c) 0.049, (d) 0.098, (e) 0.147, (f) 0.196, 

(g) 0.294, (h) 0.392, (i) 0.49 µM). Inset: Benesi−Hilderband (B-H) plot of DBF-CdS CT 

complex.  

Figure 3.2: Photoluminescence (PL) spectra of CdS QD (a) in absence and (b) in presence of 

DBF in chloroform solution after exciting at 375nm. Inset: Emission decay traces of (c) CdS 

QD and (d) CdS-DBF composite after exciting at 406 nm and monitoring at 450 nm. L is 

excitation profile. [CdS] = 0.49M and [DBF] = 0.3 mM. 

Figure 3.3: Photoluminescence (PL) spectra of DBF (a) in absence and (b) in presence of CdS 

QD after exciting at 500nm. Inset: Fluorescence upconversion traces of (c) DBF and (d) CdS-

DBF composite after exciting at 435 nm and monitoring at 560 nm. [CdS] = 0.49M and 

[DBF] = 0.3mM. 

Figure 3.4: Steady state (A) optical absorption spectra of (a) CdS QD, (b) TG2 and (c) TG2-

CdS QD composite system and (B) emission spectra of (a’) CdS QD, (b’) TG2 and (c’) TG2-

CdS QD composite system in chloroform. [CdS] = 0.05 M and [TG2] = 0.1 mM.  

Figure 3.5: (A) Steady state optical absorption spectra of (a) CdS QD, (b) TG2 and emission 

spectra of (a’) CdS QD. (B) Size dependent photo-luminescence quenching of CdS QD in 
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Figure 3.6: Time resolved PL decay traces of CdS QD (a) in absence and (b) in presence of 

TG2 in chloroform after monitoring at 479 nm. Time resolved PL decay traces of TG2 (c) in 

absence and (d) in presence of CdS QD in chloroform after monitoring the emission at 640 nm. 

Excitation wavelength was kept at 445 nm in all the above systems.  

Figure 3.7: Transient absorption spectra of CdS-DBF composite materials in chloroform at 

different time delay after excitation at 400 nm laser light. Inset: Kinetic decay trace at 590 nm.  
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Figure 3.8: Kinetic decay traces at (a) 500 nm (b) 650 nm and (c) 900 nm for CdS-DBF system 

in chloroform after the samples at 400 nm laser light.  

Figure 3.9: Ultrafast transient absorption spectra of (A) TG2 and (B) CdS QD-TG2 at different 

time delay after exciting at 400 nm laser pulse and probing at visible region. Inset. Transient 

bleach recovery kinetics of (A) TG2 and (B) TG2/CdS probed at 500 nm.  

Figure 3.10: (A) Normalized transient absorption kinetics at (a) 550 nm and (b) 700 nm for 

TG2 in chloroform. (B) Normalized transient absorption kinetics at (c) 550 nm and (d) 700 nm) 

for TG2/CDS QD composite system in chloroform.  

Figure 3.11: (A) Distance dependent energy transfer efficiency (E) plot of CdS QD-TG2 pair, 

where "r" and "R0" are the distance between CdS QD and TG2 and Förster distance 

respectively. (B) Stern-Volmer plots for the quenching of CdS PL in presence of different 
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Figure 3.12: Photovoltaic performance of DBF-CdS super-sensitizer in terms of (A) IPCE vs. 

wavelength and (B) Current density (J) as a function of Voltage (V) for (a) CdS QD, (b) DBF 
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Figure 4.1: (A) HRTEM image and (B) powder X-ray diffraction (XRD) pattern of purified 

CPB perovskite QDs. The XRD spectrum shows the cubic crystal structure, in accordance with 

the HRTEM images.  

Figure 4.2: (Left Panel) UV-Vis. optical absorption spectra of (a) CPB QDs, (b) DBF, and 

(c-i) CPB QDs-DBF with increasing concentration of CPB QDs (0.01 M, 0.025 M, 

0.04M, 0.05M, 0.06M, 0.075M and 0.1M) in toluene solution. Left Inset: Zoomed 

out optical absorption of maximum concentration of CPB QDs (0.1M) and DBF (0.45 mM). 

Right Inset: BH plot of the CPB-DBF CT complex. (Right Panel) photograph of pure CPB 

QDs, DBF and their complex at daylight. [DBF]=0.45 mM 



List of Figures 

Page | xx 

 

Figure 4.3: Steady state PL spectra of (a) pure CPB QDs, (b) pure DBF and (c) CPB QDs-

DBF in toluene after 440 nm excitation. Inset: (top) Time resolved PL decay traces spectra of 

(a') CPB QDs and (c') CPB-DBF complex monitor at 508 nm after 445 nm laser excitation 

and (below) the photograph of CPB QDs, DBF and their CT complex under UV lamp. "L" 

stands for excitation laser profile.  

Figure 4.3: (Left Panel) Steady state PL spectra of (a) pure CPB QDs, (b) pure DBF and (c) 

CPB QDs-DBF in toluene after 440 nm excitation. Inset: Time resolved PL decay traces 

spectra of (a') CPB QDs and (c') CPB-DBF complex monitor at 508 nm after 445 nm laser 

excitation. "L" stands for excitation laser profile. (Right Panel) Photograph of CPB QDs, 

DBF and their CT complex under UV lamp.  

Figure 4.5: Transient absorption spectra of (A) pure 0.5M CsPbBr3 and (B) CsPbBr3-DBF at 

different time delay after pumped at 400 nm laser excitation. Concentrations of CPB and DBF 

in the composite are 0.1M and 0.45 mM respectively. 

Figure 4.6: Normalized bleach recovery kinetic traces of (a) at 502 nm for pure CPB QDs and 

(b) at 502 nm and (c) at 540 nm for CPB-DBF complex respectively after 400 nm laser 

excitation in toluene.  

Figure 5.1: Powder X-ray diffraction pattern of (A) CdS QD and CdS/CdSe inverted type I 

core-shell and (B) CdSe QD and CdSe/CdS quasi type-II core-shell respectively. Vertical 

dotted lines olive, and red represent (111), (220) and (311) diffraction plane position of ZB 

CdS, and ZB CdSe phases respectively.  

Figure 5.2: The HRTEM images of (a) CdS QD, (b) CdS/CdSe inverted type-I core-shell, (c) 

CdSe QD, and (d) CdSe/CdS quasi type-II core-shell NCs.  
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Figure 5.3: UV-Vis and PL spectra of CdSe QD (a, a', ex=480 nm); CdSe/CdS quasi type II 

core-shell (b, b', ex=480 nm); CdS QD (c, c', ex=400 nm) and CdS/CdSe inverted type I core 

shell (d, d',ex=400 nm) in degassed chloroform solution.  

Figure 5.4: (A) Time resolved PL decay traces of (a) CdS (ex = 445nm, em = 482 nm), (b) 

CdS/CdSe (ex = 445nm, em = 575 nm) (B) (c) CdSe (ex = 445nm, em = 583 nm), and (d) 

CdSe/CdS 1 ML (ex = 445nm, em = 596 nm). "L" stands for excitation lamp profile. 

Figure 5.5: (A) Steady state PL spectra of CdS/CdSe inverted type-I core-shell (a) in absence 

of any quencher, (b) in presence of hole quencher and (c) in presence of electron quencher (ex 

= 400 nm). Inset: Time resolved PL decay trace of CdS/CdSe at 575 nm (a') in absence of any 

quencher molecule, (b') in presence of py and (c') in presence of BQ after exciting at 445 nm 

laser source. (B) Steady state PL spectra of CdSe/CdS quasi type-II core-shell (d) in absence of 

any quencher, (e) in presence of py and (f) in presence of BQ (ex = 500 nm). Inset: Time 

resolved PL decay trace of CdSe/CdS at 596 nm (d') in absence of any quencher molecule, (e') 

in presence of py and (f') in presence of BQ after exciting at 445 nm laser source in degassed 

chloroform. "L" stands for excitation laser profile.  

Figure 5.6: TA spectrum of the core CdS (A) and CdSe (B) at different time delay following 

400 nm laser excitation in chloroform.  

Figure 5.7: (A) TA spectrum of CdS/CdSe inverted type I core/shell at different time delay and 

(B) bleach recovery dynamics of CdS (a), CdS/CdSe (b) at 465 nm after 400 nm laser 

excitation in chloroform.  

Figure 5.8: TA spectra of CdS/CdSe inverted type I core-shell (A) in presence of electron 

quencher (BQ) and (B) in presence of hole quencher (Py) in chloroform after exciting at 400 

nm laser excitation.  
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Figure 5.9: Transient absorption spectra of CdSe/CdS quasi type II core-shell (A) in absence of 

any quencher, (B) in presence of electron quencher (BQ) and (C) in presence of hole quencher 

(Py) in chloroform after exciting at 400 nm laser excitation.  

Figure 5.10: (Panel A) Normalized bleach recovery dynamics of CdS/CdSe inverted type I 

core shell (a) in absence of any quencher, (b) in presence of electron quencher (BQ) and (c) in 

presence of hole quencher (Py) at 578 nm in chloroform solution. (Panel B) Normalized bleach 

recovery dynamics of CdSe/CdS quasi type II core shell (d) in absence of any quencher, (e) in 

presence of electron quencher (BQ) and (f) in presence of hole quencher (Py) at 560 nm in 

chloroform solution.  

Figure 5.11: Comparison 1S bleach recovery kinetics of CdSe (555 nm) (a) and CdSe/CdS 

quasi type II core-shell (578 nm) (b).  

Figure 6.1: Powder XRD pattern of (A) CdS QD and CdS/CdSe type-I core-shell and (B) CdS 

and CdS/CdTe type II core-shell respectively. Vertical dotted lines olive, red and magenta 

represent (111), (220) and (311) diffraction plane position of ZB CdS, CdSe and CdTe phases 

respectively. 

Figure 6.2: (I), (III) Optical absorption (a) and emission spectra (b) (II), (IV) HRTEM image 

of CdS QD and CdS/CdTe respectively.  

Figure 6.3: (I), (II), (III) Optical absorption (a) and emission spectra (b) (IV), (V) and (VI) 

HRTEM image of CdS QD CdS/CdSe and CdS/CdTe respectively. 

Figure 6.4: (A) Optical absorption spectra of (a) CdS QD (0.1M), (b) Br-PGR (36M) and 

(c) CdS QD sensitized PGR in chloroform. (B) Optical absorption spectra of (d) CdS/CdTe 

core/shell (0.1M), (e) Br-PGR (b, 40M) and (c) CdS/CdTe core-shell sensitized Br-PGR in 

chloroform. 
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Figure 6.5: UV-Vis spectra of (a) CdS QD (0.5 M), (b) Re1,2 dye (0.2 mM), (c) CdS-Re1,2 

composite mixture in chloroform.  

Figure 6.6: (A) UV-Vis spectra of (a) CdS/CdSe, (b) Re-1,2, and (c) CdS/CdSe-Re1,2 mixture 

and (B) UV-Vis spectra of (d) CdS/CdTe, (e) CdS/CdTe-Re1,2 mixture in chloroform. 

Figure 6.7: (Panel A) Photoluminescence spectra of the CdS QD in absence (a) and in 

presence of Br-PGR (b) after exciting at 380 nm. Inset: Emission decay traces of the CdS QD 

(c) and CdS/Br-PGR (d) composite after exciting at 374 nm and monitoring at 452 nm. (Panel 

B) Photoluminescence spectra of the CdS/CdTe QD in absence (e) and in presence of Br-PGR 

(f) after exciting at 500 nm. (Inset) Emission decay traces of the CdS/CdTe (g) and CdS/CdTe 

with Br-PGR (h) composite after exciting at 406 nm and monitoring at 650 nm. L is the 
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Figure 6.8: Steady state PL spectra of the CdS QD (a) in absence and (b) in presence of Re-1,2 

after exciting at 420 nm. Inset: Emission decay traces of (a') CdS QD and (b') CdS/ Re-1,2 

composite in chloroform. (ex=445 nm em=476 nm).  

Figure 6.9: (A) PL spectra of CdS/CdSe (a) in absence and (b) in presence of Re-1,2 after 

exciting at 520 nm. Inset: Emission decay traces of (a') CdS/CdSe and (b') CdS/CdSe Re-1,2 

composite (ex=445 nm em=602 nm). (B) PL spectra of CdS/CdTe (c) in absence and (d) in 

presence of Re-1,2 after exciting at 520 nm. Inset: Emission decay traces of (c') CdS QD and 

(d') CdS/Re-1,2 composite (ex=445 nm em=662 nm).  

Figure 6.10: Emission spectra of the Re-1,2 (A) (a) in absence and (b) in presence of  CdS QD, 

(B) (c) in absence and (b) in presence of CdS/CdSe type I and (C) (e) in absence and (f) in 

presence of CdS/CdTe type II after 290 nm excitation.  

Figure 6.11: Transient absorption spectra of (A) CdS/Br-PGR and (B) CdS/CdTe-Br-PGR 

composite materials in chloroform at different time delay after excitation at 400 nm laser light. 
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Figure 6.12: Transient absorption spectra of (A) CdS QD and (B) CdS-Re-1,2 composite 

system in chloroform solution at different time delay following 400 nm laser excitation. Both 

the cases concentration of CdS QD was kept ~1 M.  

Figure 6.13: Transient absorption spectra of (A) CdS/CdSe QD and (B) CdS/CdSe-Re-1,2 

composite system in chloroform solution at different time delay following 400 nm laser 

excitation.  

Figure 6.14: Transient absorption spectra of CdS/CdTe type-II core-shell at different time 

delay after 400 nm laser excitation.  
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560nm and (b) CdS/CdTe core/shell sensitized Br-PGR at 650nm in chloroform after exciting 

the samples at 400 nm laser light.  

Figure 6.16: Kinetic decay traces of CdS QD (a), CdS-Re-1, 2 (b) at 452 nm and (c) CdS-Re-

1,2 at 590 nm in chloroform after 400 nm laser excitation. 

Figure 6.17: Kinetic decay traces of CdS/CdSe QD (a), CdS/CdSe-Re-1, 2 (b) at 570 nm and 

(c) CdS/CdSe-Re-1,2 at 600 nm in chloroform after 400 nm laser excitation. 

Figure 7.1: (Left Panel) Powder X-ray diffraction pattern of (a) CdS, (b) CdS0.7Se0.3, (c) 

CdS0.3Se0.7, (d) CdS0.1Se0.9 and (e) CdSe QDs. (Right Panel) TEM images of CdS0.7Se0.3 alloy 

QD, right inset: SAED pattern; Left inset: EDXA spectrum of CdS0.7Se0.3 alloy QD.  

Figure 7.2: Normalized UV-Vis and PL of (A) (a, a’) CdS QD, (b, b’) CdSe QD, (c, c’) 

CdS0.9Se0.1, (d, d’) CdS0.7Se0.3, (e, e’) CdS0.3Se0.7 and (f, f’) CdS0.1Se0.9 and (B) (a, a’) ZnSe QD, 

(b, b’) CdSe QD, (c, c’) Cd0.75Zn0.25Se, (d, d’) Cd0.5Zn0.5Se, and (e, e’) Cd0.25Zn0.75Se alloy QDs 

in degassed chloroform.  
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Figure 7.3: Time resolved PL decay traces of (A) (a) CdS QD (em = 439 nm) (b) CdS0.9Se0.1 

(em = 540 nm) (c) CdS0.7Se0.3 (em = 605 nm) (d) CdS0.3Se0.7 (em = 630 nm) (e) CdS0.1Se0.9 

(em = 633 nm) (f) CdSe (em = 637 nm) and (B) (a) CdSe QD (em = 581 nm) (b) 

Zn0.25Cd0.75Se (em = 594 nm) (c) Zn0.5Cd0.5Se (em = 598 nm) (d) Zn0.75Cd0.25Se (em = 610 

nm) in chloroform solution after exciting at 445 nm laser source.  

Figure 7.4: Transient absorption spectra of CdS QD (A) and CdSe QD (B) at different time 

delay after exciting at 400 nm laser light.  

Figure 7.5: Transient absorption spectra of CdS0.7Se0.3 alloy QD at different time delay after 
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Figure 7.6: (Panel A) First excitonic (1Se-1S3/2) bleach recovery decay kinetics of (a) CdS QD 

(418 nm), (b) CdSe QD (622nm) and (C) CdS0.7Se0.3 alloy QD (597 nm) after exciting at 400 
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Figure 8.1: (A) UV-Visible absorption (B) Photoluminescence spectra of CdSxSe1-x alloy QDs 

(a) before and (b) after ligand exchange with MPA. Inset: Time resolved PL decay traces of 

CdSSe alloy QDs (a') before and (b') after ligand exchanged with MPA at 563 nm after exciting 
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Figure 8.2: Transient absorption spectrum of CdSSe alloy QD (A) in chloroform and (B) in 

water after ligand exchanged with MPA at different time delay after 400 nm laser excitation. 
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Figure 8.3: Normalized bleach recovery kinetics of CdSSe alloy QD at 550 nm in chloroform 

(a), in water after ligand exchanged with MPA (b), on film (c), and with TiO2 on film (d) after 

400 nm laser excitation. 
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2
) vs. 
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1.1. General Introduction: 

Increasing demands in the field of nanotechnology have pushed several industries to improve 

their manufacturing techniques and produce ever better efficient systems. Utilizing the 

fundamental knowledge of the semiconductor nanocrystals [1-4], new approaches and ideas 

which are very necessary for creating ever the high performance system with less cost effect. The 

rapid growth of the colloidal nanocrystal has been observed in various field since past decades. 

The interesting observations of the nanomaterials are coming from their inherent properties. The 

materials which are investigated in the present thesis are named as semiconductor nanocrystal 

(NC) in the form of colloidal Quantum Dots (QDs), core-shell, alloy QDs etc. In this chapter we 

demonstrate definition of the QDs, motivation of the work, theoretical aspect of their structural 

properties, different photophysical behaviour, colloidal synthesis method, and its application in 

photovoltaics.  

1.1.1. What is a Quantum Dot? 

Quantum dots are man-made semiconductor nanocrystals in which the motion of the charge 

carrier (electron and hole) is restricted in all three special directions. Due to the confinement 

effect, the charge carriers obey size quantization to which the dot owes its name.[5, 6] The terms 

NCs and QDs are often used to indicate same system. However, in the scientific point of view 

they are no longer synonyms. The nanocrystal in which the size of the crystal is varied from 1 to 

999 nm but the charge carrier might not follow the size quantization effects. On the other hand, 

QDs can be defined as a nanocrystal where few hundred or thousands of atoms are accumulate in 

crystal lattice and the electronic properties of the charge carrier follow quantum mechanically. 

Now the question is that whether the QDs can be considered as large number of molecules or a 

small nanocrystals. The main difference between a molecular system and a nanocrystal is that the 
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electronic properties of the nanocrystals don't change significantly with adding a finite number of 

atoms to the crystal. However, this is not true in case of molecular system. The system having 

well defined number of atoms are known as a cluster.[7] Thus with the electronic consideration 

QDs are reclined in between the cluster and nanocrystal which is depicted in the Figure 1.1.  

 

 

 

 

 

 

 

Figure 1.1: Decreasing energy gap from the molecular system to bulk bridged via cluster and 

quantum dots.  

 

Although, the term QDs sounds to be relatively recent however, the confinement effect has been 

proposed since 1920’s when the heating glass which contains CdS colloids emitted bright 

luminescence shifted to longer wavelength compared to the absorption onset [8, 9]. In the 1960’s 

the researchers observed the spectral shift in absorption of the colloidal semiconductor to the 

corresponding macroscopic materials. However, reason behind the optical shift was unclear[9, 

10]. In the late 1960’s, after discovery of the Molecular Beam Epitaxy (MBE) the breakthrough 

originated in the nanosciences research [11, 12]. The 2D quantum well structure was first 

reported with the help of MBE [13]. However, in 1980’s the theoretical aspect of the size 
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quantization of the semiconductor was started by Ekimov and Efros to explore which contributed 

lot of knowledge [2, 4] to discover ever dimensionless semiconductor called as Quantum 

Dots.[14] Later on, in 1993 the first nearly monodispersed quantum dots base on CdX (X=S, Se 

and Te) was synthesised chemically by Murray et al. using organometallic reagent in hot 

coordinating solvent [15]. With the combination of the theoretical aspect and different synthetic 

protocols a new exciting field of research has been developed which has multidirectional 

applications.  

1.1.2. Motivation of the Work: Why QD is Studied? 

Quantum dots having finite size, the charge carriers are confined in the size quantized states of 

the band structure.[16-18] Due to confinement of the particle the electronic energy levels in the 

band structure become discrete unlike bulk semiconductor.[19, 20] Therefore, sometimes QDs 

are called as artificial atoms.[21, 22] So, the confinement effect of these materials is providing 

various fundamental interesting aspect and multiple potential applications. [23, 24] Since the 

materials are showing exciting properties in a certain size region and by changing the size of the 

NCs the optical property can easily be tuned. In addition to the size dependent optical property, 

these materials have very large dipole moments, high extinction coefficient and oscillator 

strength. [25-29] In the bulk semiconductor the electronic energy states are continuous which 

provide structure less optical property while in case of QD it becomes well-structured due to 

discrete electronic states. As a result, the excited state life time and intraband electron cooling 

time of the QD materials increase manifold. Additionally these materials have very high 

emission quantum yield which arising from radiative recombination of the excited charge carries. 

Thus the QDs provide a new platform for exploring new phenomenon and rapid development of 

novel technologies like light emitting devices (LED), [30] biological imaging, [31] coherent light 
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emitter, composition dependent optoelectronic properties, photocatalysis,[32, 33] and 

photovoltaics.[34-41] 

The renewable energy source like solar energy which can compensate the decrement of the non-

renewable energy as a complementary energy demand.[42, 43] The materials like semiconductor, 

dyes, polymer, organic molecules which have absorption in the visible and NIR region can be 

used as a sensitizer in the low-cost third generation solar cell. It has been observed that the QDs 

serve light harvester due to its exciting properties like optical tunability, higher absorption 

coefficient, large dipole moments etc. However, the efficiency of the solar cell made out of QDs 

materials[44] is not crossed the DSSC[45] while it is expected to be more than 

ShockleyQueisser limit (32%).[46] The reasons behind the low efficiency of the QD sensitized 

solar cell are limited absorption of the solar radiation by the QD materials, less charge 

separation, photoanode corrosion due to slow hole moving rate, very fast exciton recombination 

which take place in sub hundreds pico-second time scale.[47, 48] Therefore, in order to increase 

the photocurrent conversion efficiency (PCE) of a particular sensitizer system, understanding 

fundamental mechanistic aspect of the QDSC is required. The present thesis work, mainly charge 

transfer dynamics in NCs (colloidal QDs, core-shell, alloy etc.) is motivated by the exciting 

properties of the QDs in light harvesting application.  

1.2. Electronic Structure of the QDs: Theoretical Framework 

1.2.1. Size vs. Confinement 

As the nanocrystals serve the thrilling contribution in modern electronic and optoelectronic 

device so it is very important to understand the structure of the semiconductor when it becomes 

very small. We have already mentioned in the earlier section about confinement effect of the 

NCs. The QDs where the particles are confined in all three special direction therefore they are 
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referred as zero dimensional i.e. dimensionless or dot. Again, there are two more possibilities of 

the confinement can arise: when particles are confined in two dimensional space they are 

referred as quantum wire i.e. one dimensional (1D); besides, when particles are confined in one 

dimensional space they are referred as quantum well i.e. two dimensional (2D). The present 

work is based on the colloidal QDs which are dimension less particle. In QDs the bound electron 

and hole pair is called as exciton which behaves like a single particle having reduced mass 

arising from the electron and hole. The dimension of the size quantized state in the QDs is less 

than the de-Broglie wavelength of the charge carrier. The quantum size effect occurs only when 

the size of the NCs becomes less or equal to the coherence length (i.e. the mean free path of the 

exciton) of the exciton is known as exciton Bohr radius which can expressed by the following 

equation[49] 

𝒂𝑩 = 𝜺𝒓  
𝒎

𝝁
 𝒂𝟎       (1.1) 

Where, "𝜺𝒓" is the size dependent dielectric constant, "𝝁" is the reduced mass of the system, "𝒎" 

is the rest mass of the electron and "𝒂𝟎" is the Bohr radius of the H-atom (~0.052 nm).[50] 

In a NC quantum dot the fundamental charge carriers are electron and hole. The bound electron 

and hole in a small size regime is called exciton. Thus, it is convenient to consider three different 

confine property depending on the nature of the particle [49]. If the radius (a) of the NC is 

smaller than the Bohr radius of electron (ae), hole (ah) and exciton (aexc) i.e. a < ae, ah, aexc, in this 

situation electron and hole are consider to be confined by the potential energy boundary of the 

nanocrystal. This condition is known as strong confinement regime. On the other hand when the 

radius, a, is smaller than both electron and hole Bohr radius but larger than the exciton Bohr 

radius (i.e. ae, ah < a < aexc) the situation is referred as weak confinement regime. The 
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intermediated situation arrives when the radius of the NC is in between ae and ah. In the 

intermediate confinement regime either electron or hole is strongly confined while other is not. 

Therefore, confinement of a particle depends on the size of the nanomaterials. For example, Bohr 

radius of III-V semiconductors like InAs [51] is 36 nm which is much larger than the typical size 

of the nanocrystal (< 10 nm). This situation is referred as strong confinement regime. Conversely 

due to very small Bohr radius of the CuCl (0.7 nm) these NCs are in weak confinement regime 

which is much smaller than the size of the NC. The II-VI semiconductor like CdS, CdSe and 

CdTe are in either strong or intermediated confinement regime, depend on the size of the NCs 

because the exciton Bohr radius of these materials are in the range of the 47 nm.  

1.2.2. Particle-in-a-Sphere Model 

From the above discussion it is clear that size quantization of the charge carriers arises due to 

quantum confinement effect. However, the quantitative description of the size dependent 

electronic properties is difficult to imagine without considering any model. As the charge carriers 

are confined in all three dimension of QD materials which can be considered as a particle- in-a- 

sphere model.[4, 52] According to the model, the particle having mass "m" confined in a 

spherical potential of radius "a" can be considered as follow: 

𝑽 𝒓 =  
𝟎     𝑟 < 𝑎
∞    𝑟 > 𝑎

       (1.2) 

After solving the Schrödinger equation Flügge [53] obtained the wavefunctions:  

𝚽 𝒓, 𝜽, 𝝋 = 𝑪
𝒋𝒍 𝐤𝐧,𝓵 𝐫 𝐘𝓵

𝐦(𝜽,𝝋)

𝐫
     (1.3) 

where, 𝑪 is a normalization constant, 𝐘𝓵
𝐦 𝜽, 𝝋  is known as spherical harmonic, and 𝒋𝒍 𝐤𝐧,𝐥 𝐫  is 

the l
th

 order spherical Bessel function, and 
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𝐤𝐧,𝓵 =
𝜶𝒏,𝓵

𝒂
        (1.4) 

Where 𝜶𝒏,𝓵 is the n
th

 zero of the 𝒋𝒍. Now, the energy of the particle can be given by the following 

energy equation: 

𝑬𝒏,𝒍 =
ℏ𝟐𝒌𝒏,𝒍

𝟐

𝟐𝒎
=

ℏ𝟐𝜶𝒏,𝒍
𝟐

𝟐𝒎𝒂𝟐        (1.5) 

Due to the symmetry of the problem, the eigenfunctions of the equation are atomic like 

properties and can be defined by the different quantum numbers like n (1, 2, 3…), l (s, p, d…), 

and m. As the particle in the sphere model has zero potential energy, the energy term in the 

equation 1.5 is the kinetic energy of the free electron and it is strongly depend on the size of the 

particle.  

The model suggests that the particle inside the sphere having freed from any kind of perturbation 

i.e. the sphere is empty. However, in a crystal the semiconductor contains several numbers of 

atoms. This limitation can be overcome after considering effective mass approximation theory. 

[54, 55] 

1.2.3. Effective Mass Approximation: 

In the effective mass approximation method the conduction and valence band in the bulk 

semiconductor are considered by simple parabolic isotopic bands. The electronic wavefunctions 

in a bulk semiconductor crystal can be written according to Bloch's theorem as follow: 

𝝍𝒏𝒌 𝒓 = 𝒖𝒏𝒌 𝒓 𝐞𝐱𝐩(𝒊𝒌. 𝒓)      (1.6) 

Where "𝒖𝒏𝒌" is the function of periodicity in the crystal lattice and the wavefunction are labelled 

by the band index "n" (n = c for conduction band and n = v for valence band) and wavevector 
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"k". The plot of E versus k for direct semiconductor is shown in Figure 1.2 which represents 

typically the energy band diagram of the wavefunction. [56] 

 

Figure 1.2: Band energy diagram of (A) direct and (B) indirect bulk semiconductor.  

 

In case of direct semiconductor both the conduction band minima and the valence band maxima 

point occur at k = 0 (Figure 1.2 A) [56]. While in an indirect band gap semiconductor the 

conduction band minima and the valence band maxima remains away from k = 0 (Figure 1.2 B). 

In order to satisfy the momentum conservation it emits phonon during electronic transition. In 

the effective mass approximation approach, the energy of the conduction band and valence band 

can be given as follow: 

𝑬𝒌
𝒄 =

ℏ𝟐𝒌𝟐

𝟐𝒎𝒆𝒇𝒇
𝒄 + 𝑬𝒈      (1.7) 

𝑬𝒌
𝒗 = −

ℏ𝟐𝒌𝟐

𝟐𝒎𝒆𝒇𝒇
𝒗        (1.8) 

where, "𝑬𝒈" stands for energy difference between the maximum point of the VB and minimum 

point of the CB. In this approximation, the charge carriers behave as free particles with an 

effective mass, 𝒎𝒆𝒇𝒇
𝒄  and  𝒎𝒆𝒇𝒇

𝒗  for electron in conduction band and hole in valence band, 
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respectively. With these effective mass approximation techniques the periodicity of the crystal 

lattice is completely ignored and the charge carriers (electron and hole) are considering as free 

particles having different masses.  

However, in the effective mass approximation method the nanocrystals are treated as bulk 

materials. Now, for the single particle system (i.e. for electron/hole/exciton) the Bloch's 

wavefunction and the effective mass approximation can be imposed with similar assumption. 

The combination of the Bloch's theorem and effective mass approximation in the small quantum 

dot provides similar energy equation and the method is known as envelope function 

approximation [57-59] which is valid only when the nanocrystal diameter is larger than the 

lattice constant of the materials. The single particle (sp) wavefunction in a small crystal lattice 

can be expressed in terms of linear combination of Bloch functions mentioned in the equation 

1.6. Therefore the single particle wavefunction, [𝝍𝒔𝒑 𝒓 ] is given by the following equation: 

𝝍𝒔𝒑 𝒓 =  𝑪𝒏𝒌𝒖𝒏𝒌 𝒓 𝐞𝐱𝐩 𝒊𝒌. 𝒓 𝒌
𝒊      (1.9)   

where Cnk is the expansion coefficients, imposed to satisfy the spherical boundary condition in 

the small nanocrystal. The equation 1.9 becomes simplify when we consider the weak 

dependence of the unk on k. In this situation 

𝝍𝒔𝒑 𝒓 = 𝒖𝒏𝟎 𝒓  𝑪𝒏𝒌𝐞𝐱𝐩(𝒊𝒌. 𝒓)

𝒌

= 𝒖𝒏𝟎 𝒓 𝒇𝒔𝒑 𝒓                                 (1.10)  

where, the "𝒖𝒏𝟎 𝒓 "is referred as single particle function. Due to the periodicity in the smaller 

nanocrystals the periodic function "𝒖𝒏𝟎 𝒓 " which can be determined as the linear combination 

of the atomic orbital’s (LCAO). In this tight binding situation the "𝒖𝒏𝟎 𝒓 " can be expressed as 

follow: 
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𝒖𝒏𝟎 𝒓 ≈  𝑪𝒏𝒌𝐞𝐱𝐩 𝒊𝒌. 𝒓                                                                       (1.11)

𝒌

𝒊

 

the band index n refers for CB and VB for electron and hole respectively. Therefore, for a 

spherical nanocrystal with infinite potential barrier the envelope function of the electron and hole 

can be addressed from particle-in-a-sphere model. So, the nanocrystal problem is reduced to the 

single particle function, 𝒇𝒔𝒑 𝒓  which is nothing but particle-in-a-sphere model. In case of 

exciton (electron hole pair, ehp) the envelope wavefunction 𝒇𝒆𝒉𝒑 can be expressed as the 

combination of electron and the hole envelope function. The energy of the exciton can be written 

as follow 

𝑬𝒆𝒉𝒑 = 𝑬𝒈 +
ħ𝟐

𝟐𝒂𝟐  
𝜶𝒏𝒆𝑳𝒆
𝟐

𝒎𝒆𝒇𝒇
𝒄 +

𝜶𝒏𝒉𝑳𝒉
𝟐

𝒎𝒆𝒇𝒇
𝒗       (1.12) 

However, due to the smaller size regime the exciton suffers strong coulomb attraction which 

leads to the exciton into the bulk materials. As we know that the coulomb energy is inversely 

proportional to the size of the effective radius. In the smaller QDs the energy of the exciton 

depends on two opposite factors: one is confinement energy which stabilizes the smaller NCs 

and the other is coulomb energy which destabilizes the nanostructure. However, as the 

confinement energy is inversely proportional to the square of the size of the NCs and in the 

strong confinement regime the confinement energy dominant over the coulomb energy. [52] 

Therefore, the energy of the exciton in the QDs can be expressed as follow: 

𝑬𝒆𝒉𝒑 = 𝑬𝒈 +
ħ𝟐

𝟐𝒂𝟐  
𝜶𝒏𝒆𝑳𝒆
𝟐

𝒎𝒆𝒇𝒇
𝒄 +

𝜶𝒏𝒉𝑳𝒉
𝟐

𝒎𝒆𝒇𝒇
𝒗  −

𝟏.𝟖𝒆𝟐

𝜺𝒂
     (1.13) 

So, due to the discrete nature of the energy states the electronic levels of the QDs are assigned as 

atomic like orbital’s such as 1S, 1P, 1D, 2S etc.  
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In the present thesis we used colloidal CdX (X= S, Se, Te) QDs for charge transfer investigation 

and finally in QDSC application. The discrete CB and VB energy levels of the CdSe QDs are 

demonstrated in the next section.  

1.2.4. Band Structure 

Although from the theoretical aspect of the approximation it is found that the bulk conduction 

and valence band are parabolic in nature. However, the real band structure of the II-VI 

semiconductor is more complicated. In case of CdSe the CB obeys the effective mass 

approximation however, VB does not. The CB of the CdSe arises from the cadmium’s 5s orbital 

which is only 2-fold degenerate at k = 0. On the other hand the more complicated VB is made 

upon from the 4p orbital of the selenium which is 6-fold degenerate at k = 0.[18] The valence 

band degeneracy of the two different structural forms (diamond and wurtzite) of the CdSe is 

presented in the Figure 1.3. In the diamond like structure due to strong spin-orbit coupling (= 

0.42 eV) [60] the degenerate VB split into two, p3/2 and p1/2, states at k = 0 point. The subscript 

(3/2 and 1/2) arises due to spin orbit coupling and refers as angular momentum (J = l+s). For 

selenium atom the 4p orbital contains four electron, the angular contribution l = 1 while the spin 

contribution s = 1/2. Away from k = 0 point the band p3/2 further split into two subbands, Jz = ± 

3/2 and Jz = ± 1/2, where Jz is the projection of J. These three bands are usually referred as 

heavy-hole (hh, J = 3/2 and Jz = ± 3/2), light-hole (lh, J = 3/2 and Jz = ± 1/2) and split-off-hole 

(so, J = 1/2). However, in the wurtzite (hexagonal) structure the heavy-hole and the light-hole 

levels are no longer degenerate at k =0 point due to crystal field splitting (cf) [18]. The effective 

masses are mhh = 1.14m0, mlh = 0.31m0, and mso = 0.49m0, respectively.[61] 
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Figure 1.3: Valence band (VB) splitting of the bulk CdSe in (A) diamond and (B) wurtzite like 

structure at k = 0 point. Adopted from reference [49]. 

 

However, there are several other methods like k.p model [62, 63], the Luttinger Hamiltonian,[64, 

65] Kane model [66-68] etc. to establish the structure of the semiconductor CdSe nanocrystals. 

1.2.5. Electronic Structure of Quantum Dots: 

From the equation 1.13 it is clear that with decreasing size of the NC the discreteness of the 

energy levels of VB and CB increases which also reconfirmed through size dependent optical 

studies.[69] In contrast to the bulk semiconductor, the VB and CB become no longer continuous 

in smaller NC QDs where the charge carries are confined. Therefore, the energy states of either 

CB or VB can be assigned by the total angular momentum of the corresponding charge carrier. 

The total angular momentum (F) of either electron or hole (Fe or Fh) has two contribution (a) a 

“unit cell” contribution (J) due to the underlying atomic basis, which forms the bulk bands and 

(b) an envelope function contribution (L) due to the particle-in-a-sphere orbital. It is expected 

that quantum number indicating each valence subband (Jh) and each envelope function (Lh) are 

conserved. However, in reality the valence band mixing is observed.[18, 59, 70-72] Thus, neither 
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Lh nor Jh are conserved. Only the parity and total hole angular momentum (Fh) are good quantum 

number. Therefore, for quantum dots the valence band is the mixture of all three subbands. 

However, on the other hand the electron levels arising from the conduction band is unaffected by 

such kind of perturbation. The angular momentum of electron and hole states are used as nLe and 

nLh arises due to the envelope wave function. For typical notation for L values are S, P, D etc for 

L = 0, 1, 2 etc. and n value varies 1, 2, 3 etc. Thus the electron states are defines as 1Se, 1Pe, 1De 

etc. while the hole states are as 1Sh, 1Ph, 1Dh etc.  

 

 

Figure 1.4: Evolution of energy levels diagram from bulk semiconductor to the QDs. The optical 

transitions occur between the discrete hole and the electron levels arising from the valence band 

and conduction band respectively. 

 

In bulk semiconductor the valence band splits into three sub bands (Figure 1.3), and due to 

mixing of these subbands the VB states of the all quantum dots are complicated. In case of CdSe 

nanocrystals the size dependent hole energy calculation by taking into account of mixing 

between heavy hole, light hole and split-off hole shows the lowest energy hole states are 1S3/2h, 



Chapter 1: Introduction 

15 | P a g e  
 

1P3/2h, 2S3/2h. Therefore, the lowest energy transition [69] can be expressed as 1Se1S3/2h (1S), 

1Se2S3/2h (2S) and 1Pe1P3/2h (1P) and are shown in Figure 1.4. From the optical absorption 

spectra of the CdSe QDs these transition can easily be correlated and referred as first, second, 

third excitonic transition respectively. However, the fine structure of the exciton can be 

explained assuming the non-spherical shaped and exchanged interaction of the particles. The 

exciton fine structures of the CdSe QDs are demonstrated in the next section.  

1.3.1. Exciton Fine Structure 

Although the particle in a sphere model provides an idea about the band structure and energy 

levels of small QD, however there are several other factors which are responsible for deviation of 

the energy levels. In the earlier discussion we have mentioned due to non-spherical shape 

(wurtzite,[55] actual shape is prolate [69] like) of the CdSe QDs the valence band split in  

 

 

Figure 1.5: Exciton fine structure and a correlation energy level diagram between the non-

spherical (wurtzite/prolate) and spherical (zinc blend) shaped CdSe QD. Number represents the 

degeneracy. Adopted from the references [49].  

different subbands.[73] On the other hand, the CdSe form spherical cubic structure (zinc blend) 

in which each of the electron and hole states are highly degenerate. The interband exchange 
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interaction increases with increasing electron hole overlap which dominant in smaller NCs QD 

over bulk.[74-76] As a result, the degeneracy is lifted by this second-order effects. The first 

excited state i.e. 1S3/2h-1Se, of the CdSe QD is eight fold degenerate. The exciton fine structure 

and the correlation energy level of the wurtzite and spherical shaped CdSe QD are illustrated in 

the Figure 1.5. To demonstrate this energy level diagram we consider two limiting conditions. 

The excited state 1S3/2h1Se is split into two states with 4-folds degenerate states due to non-

spherical shaped which refers as Mn = ±3/2 and Mn = ±1/2 in the left side of the Figure 1.5. The 

values ± 3/2 or ± 1/2 arises due to projection of the total angular momentum of the lowest energy 

electron and hole in the CB and VB respectively. Again, in the small size of the QD the electron-

hole interaction is enhanced strongly due to the charge carrier confinement. Considering the 

exchange interaction in small size regime we draw the splitting of the subband energy levels in 

the right side of the Figure 1.5. In the presence of strong e–h exchange, the lowest energy 1S 

electron and 1S3/2 hole states, which are characterized by angular momenta 1/2 and 3/2, cannot 

be considered independently but should be treated as a combined exchange-correlated exciton 

with a total angular momentum, N, of either 1 or 2. These two states are split by the exchange 

interaction forming a high-energy, optically active N = 1 bright exciton and a lower-energy, 

optically passive N = 2 dark exciton. The dark (N = 2) and the bright excitonic states further split 

into five energy levels having 5-fold and 3-fold degenerate states respectively due to deviation 

from the spherical shaped (e.g. wurtzite or prolate) . The correlation between this two split states 

is shown in the middle of the Figure 1.5 and refers as Nm, where Nm is the quantum number i.e. 

the projection of N along with unique crystal axis. Except the energy level Nm = 0, each energy 

state are twofold degenerate. As s results, eight fold degenerate band-edge exciton split into five 

subband. [77] 
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1.3.2. Dark exciton and Stoke shift 

The excited state charge carrier recombination of the bulk II-IV semiconductor is reported ~1 ns 

[78] while for smaller NCs it extend up to several s. Many researchers reported the long life 

time of the NCs is due to the surface state life time which is increased as the electron hole 

decoupled from each other. However, for very high quality NCs the longer excited state life time 

can't be explained. The long life time of the exciton in the smaller QD can be described in terms 

of dark exciton. The exciton fine structure can be explained in terms of e-h exchanged interaction 

and anisotropy associated for the non-spherical shaped of the NCs. From the above discussion 

we found that the fine structure of the 1S3/2-1Se excitonic state split into five different sub levels. 

Since these levels having same Nm value these can be labelled as "U" for upper and "L" for lower 

states (Figure 1.6). Fortunately the combination of level splitting does not change the nature of 

the states i.e. the lowest state (ǀNmǀ = 2) remains optically passive. The anomalous emission 

behaviour of the smaller NCs QD was first proposed by Calcott et al.[76], on the basis of exciton 

fine structure and dark exciton transition. The photoluminescence of the QDs (red solid line in 

the Figure 1.6) are due to electron-hole radiative recombination from the lowest excitonic state 

(ǀNmǀ = 2, dark excitonic) to the ground sate which is also known as dark exciton. The transition 

from the ǀNmǀ = 2 state to the ground state is the forbidden transition in terms of electric dipole 

approximation. For the angular momentum conservation two photons are to return to the ground 

state from the |Nm| = 2 sublevel thus this transition is one-photon forbidden. Conversely, the 

optical transition from the ground state to the 1
L
state is the lowest optically allowed transition 

which is active state. The broad optical absorption spectrum of the QDs (Figure 1.6 right side) is 

due to transition from ground state to the 1
U
 and 0

U
 state. On photoexcitation the excited charge 

carriers are thermalized to the dark state from the higher excitonic state. The energy separation 
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between the dark state and the first allowed state (1
L
) is larger than the kBT (where kB is 

Boltzmann constant). Therefore, the thermalized electron does not return to the upper allowed 

state and finally recombine with the ground state. As a result, the emission of the NCs from the 

dark state (2) to the ground state is red shifted as compare to the lowest allowed transition. So, 

the energy difference between the lowest bright state (allowed optical transition) and the dark 

state is referred as the resonant Stokes shift (ΔS
r ) energy. [17, 49] The value of ΔS

r  is depend on 

the size of the NCs. [77] 

 

 

Figure 1.6: Optical transition in CdSe NCs considering electron-hole exchange interaction and 

anisotropy associated with crystal field in the wurtzite lattice structure. Optical absorption and 

photoluminescence (PL) are due to bright state and dark state transition. The energy difference 

between the lowest absorption and emission energy levels is referred as Stokes shift.  

 

1.4. Density of States (DOS) in Different Size NCs 

The number of states present with in an energy level refers as density of states.[79] The 

important properties like steady state optical property and the charge carrier relaxation process 
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depend on the density of the states involve in a semiconductor. The number of DOS can be 

derived from the confinement of the charge carrier. Assuming the particle confined in a potential 

barrier following the boundary condition  

𝑘𝑥 =
2𝜋

𝐿
𝑛𝑥 , 𝑘𝑦 =

2𝜋

𝐿
𝑛𝑦 , 𝑘𝑧 =

2𝜋

𝐿
𝑛𝑧     (1.14) 

Where "k" and "n" refers as wavevector and a real value respectively.  

Therefore, the electron density of the state can be defined as  

 𝑁 = 2 ×
4𝜋

3
× 𝑘𝑓

3 ×
𝑉

8𝜋3     (1.15) 

Where, "V" is the volume per state (k = 
8𝜋3

𝑉
) and the factor "2" arise due to two spin states.  

The density of state (DOS) can be given as 

𝒈 𝑬 =
𝟏

𝑽

𝝏𝑵

𝝏𝑬
        (1.16) 

Considering the isotropic parabolic energy distribution of a bulk (3D) semiconductor with 

respect to wave vector (k) the DOS can be expressed by, 

𝒈 𝑬 𝟑𝑫 =
 𝟐𝑬𝒎𝟑

𝝅𝟐ħ𝟑        (1.17) 

which is highly dependent of energy. In case of quantum well (i.e. two dimensional system) the 

DOS is independent of energy, and can be expressed as  

𝒈 𝑬 𝟐𝑫 =
𝒎

𝝅ħ𝟐        (1.18) 

Thus the particles are independent of energy. For one dimensional particle (quantum rod) the 

DOS can be as follow 
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𝒈 𝑬 𝟏𝑫 =
𝒎

𝝅ħ
 

𝟐𝒎

𝑬
       (1.19) 

So, DOS of 1D particle decreases as the energy increases. For zero dimension system (quantum 

dot) the charge carriers are confined in all three special directions as a result energy states are 

discrete and the DOS can be simply expressed as a delta function. Figure 1.7 illustrates the 

variation of DOS with decreasing carrier confinement in nanocrystal semiconductor.  

 

 

Figure 1.7: Change in density of states with decreasing carrier confinement.  

 

1.5. Carrier Relaxation 

In the present thesis we have synthesized the smaller QDs through wet chemical method where 

the surface of the NCs is surrounded by the surface passivated organic ligand. The intraband 

charge carrier relaxation in this quantum confinement NCs system occurs through three major 

mechanisms such as phonon-assisted relaxation (i.e. phonon modes of the crystal lattice), Auger 

recombination, and electronic to vibrational energy transfer (EVET) from QD to ligand.[80] 

1.5.1. Phonon-Assisted Intraband Electron Relaxation 

In bulk II-VI semiconductor the carrier relaxation time leads by very fast carrier cooling 

dynamics (typically subpicosecond) which is dominated by Fröhlich interaction with longitudinal 
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optical (LO) phonons mechanism.[81] The typical energy difference between the intraband 

levels of the CB is varied hundreds of milli eV [69, 82] while the phonon has energy in the order 

of sub ten milli eV [83]. Now, the phonon mediated energy relaxation time (𝜏) of the hot electron 

can be expressed as follow [81] 

𝜏 =
1

𝜔𝐿𝑂
exp  

Δ𝐸

𝑘𝐵𝑇
      (1.20) 

Where, 𝛥𝐸 is the energy spacing between the subband states of the CB and 𝜔𝐿𝑂  is the frequency 

of the longitudinal optical phonon. Thus carrier relaxation mediated by interaction by the 

electron-LO phonon which increases the cooling time of the NCs with decreasing size of the 

NCs due to restriction imposed by momentum and energy conservation.[81, 84] This effect is 

referred as “phonon bottleneck effect”.[85] For the NC having strong confinement regime the 

energy relaxation occurs via weak multiphonon processes.  

 

 

Figure 1.8: Schematic illustration of intraband electron cooling through phonon emission. 

 

Since the energy spacing between the intraband electron state is more compare to the hole state, 

thus “phonon bottleneck effect” affect electron cooling time over hole cooling. In case of smaller 

NC QDs the relaxation time varies few hundreds of femtosecond (fs) and its decreases with 
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decrease the size of the QD. Thus the energy relaxation in the strong confinement system is no 

longer taken place through phonon assisted mode. However, the phonon bottleneck effect is 

observed in limited number of epitaxially grown QDs. [61,84,86] 

 

1.5.2. Relaxation through Auger Process: 

As the hot electron relaxation time of the QDs decreases with decreasing the size of the NCs. 

This mechanism can be explained in terms of Auger type electron hole energy transfer. In case of 

II-VI QDs, the energy levels of the CB and VB become discrete and due to more degeneracy of 

the VB the intraband energy spacing between the hole levels is smaller than the electron energy. 

In the smaller size regime due to large coulomb attraction the electron-hole become couple each 

other strongly. Thus the energy transfer from the hot electron to the more dense hole state (as the 

energy release by the electron overlapped with hole states) occurs through non-radiative manner 

 

 

Figure 1.9: Schematic illustration of intraband electron cooling through Auger process. 

 

which leads to extend of electron hole wavefunction overlap. This energy loss mechanism 

involves transfer of the excess energy of an electron to the hole and subsequently fast hole 
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relaxation through dense spectrum state. This is an intrinsic electron cooling mechanism which 

involves Auger type electron-hole interaction and leads to significantly faster cooling over 

multiphonon emission.[87-94] When the excitation energy is much higher than the band edge 

energy (i.e. h>> Eg) of the NCs, the hot electron release excess energy which can generate 

another exciton in the same NCs resulting formation of bi-exciton. Depending the band gap of 

the NCs (usually the lower band gap NCs such as PbS, PbSe etc.) and the photon energy some 

time more than two exciton generate which is known as “multiple exciton generation” 

(MEG).[95-100] As the released excess energy of the hot electron help to harvest another 

exciton, this process sometimes can be referred as impact ionization.  

 

 

Figure 1.10: Auger assisted multiple exciton generation (A) and Auger recombination (B) 

process.  

 

1.5.3. Relaxation via EVET process: 

Apart from these carrier relaxation, another mechanism of the cooling process is the energy 

transfer from electronic state of the QDs to vibrational state of the surface molecule.[82, 101] As 

we already discussed that the synthesized QDs are well passivated by the organic surface ligands 
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like oleic acid, trioctylphosphine, trioctyl phosphine oxide (TOPO) etc. When the energy of the 

intraband spacing matches with vibrational state of the ligand molecule, the hot carrier releases 

its excess energy through non-radiative manner. Thus transfer of energy of the either of the 

charge carrier increases the relaxation of the other carrier through Auger process via decoupling 

of the charge carrier. [93, 102-104] As we have discussed that the energy transfer from hot 

electron to the hole dominants in smaller QDs during intraband electron cooling process in the 

CB. However, due to smaller inter-level spacing of the VB the phonon emission by the hot hole 

can provide an efficient mechanism for relaxation.  

 

 

Figure 1.11: Schematic illustration of intraband electron cooling through electronic to 

vibrational energy transfer (EVET) process. 

 

1.5.4. Trapping and Recombination: 

The energy relaxation process is nonradiative and the excess energy can be released as heat 

energy. In smaller QDs due to very high surface to volume ratio the NCs accumulates surface 

defect states.[105, 106] These surface defect states could arise due to different reasons like 
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smaller size than the bulk, dangling bonds, capping agent, crystal mismatched etc. The hot 

charge carrier gets trapped in the surface state with very fast non radiative process. As a results, 

the cooling of the charge carrier become slowing down. The charge carrier tapping dynamics 

depends on the nature of the trapped state. Finally the charge recombination of the charge carrier 

slowed down due to decoupling of electron hole.[107, 108] 

 

 

Figure 1.12: Electron and hole trapping and their recombination dynamics in NCs quantum dots. 

 

1.6. Heterostructure 

1.6.1. Core-Shell Nanocrystal: 

Nanocrystal QD comprises very high surface to volume ratio which leads to the different trapped 

states. To increase the quality and the electronic structure of the semiconductor QDs often 

core/shell nano-architecture are used for different application. These core/shell NCs possess 

more than one semiconductor in a single nanostructure which is referred as heterostructure (HS). 

Depending on the band energy alignment of the semiconductor NCs, type-I and type-II core/shell 

heterostructure are recognized.[109-113] In a type-I heterostructure, the smaller band gap 

materials are confined in the core which is surrounded by a wider band gap materials.[114] The 
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reverse band alignment of these heterostructure is referred as inverted type-I core-shell.[115] 

Conversely, in a type-II core/shell structure, the lowest energy states of the VB and CB are 

separated in different materials. Thus on photo excitation both electron and hole are localized in 

the core material while in case of type-II either of the charge carrier are localized either in core 

or shell.[116-118] Apart from these type-I and type-II heterostructure, another important class of 

heterostructure are well established depending on the charge carrier delocalization. This type of 

heterostructure is known as quasi type-II or type-I
1/2

core/shell.[119-122] In quasi type-II 

core/shell the band alignment of the heterostructure are like type-I however, due to low CB or 

the VB offset energy difference either of the charge carrier are delocalized in two nanocrystal. 

This type of heterostructure is more useful in terms of quality as well as application. The wider 

band materials passivate the core of the NC while the charge delocalization increase charge 

separation. The energy level band structure and extend of charge carrier localization of these 

kinds of core-shells heterostructure are shown in the Figure 1.13.  

 

Figure 1.13: Illustration of charge carrier distribution in different types of core-shell 

heterostructure.  
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In the present thesis CdS/CdSe, CdSe/CdS and CdS/CdTe are used to investigate the charge 

carrier dynamics as inverted type-I, quasi type-II and type-II core-shell respectively. The carrier 

cooling dynamics of the CdSxSe1-x and CdxZn1-xSe alloys are investigated utilizing graded quasi 

type-II core-shell structure where electron and hole are delocalized in CB and VB of the alloy 

structure respectively due to low corresponding band edge energy difference. 

1.6.2. Alloyed QDs 

Band edge engineering in semiconductor nanocrystals is very essential for different application 

purpose. It is more challenging for II-VI semiconductor quantum dot to manipulate the band gap 

without changing the size of the nanocrystals that can be easily achieved by alloying. Alloy QDs 

are the new class of versatile semiconductor nanocrystals.[123, 124] The quantum confinement 

effect of the alloy also achieve by the dual behavior, size of the NC and composition. Therefore, 

the physical and opt-electronic properties of the alloy QDs depend on both size of the NC as well 

as the composition of the constituents. Thus, composition of alloy nanocrystals plays an extra 

degree of freedom towards selecting desirable properties which can help to design better 

nanostructure for several applications. Alloy QDs consists two or more heterojunction 

semiconductor surfaces that exhibit new rearrangement of the charge carrier in the energies 

levels of the adjoining segments. Due to high surface to volume ratio the smaller NCs 

accumulate lots of surface defect states where charge carriers are trapped as a result non-

radiative processes are increased. The surface trapped states can be reduced down by forming the 

alloy where the wider band gap semiconductor material acts as a passivated layer. Utilizing these 

exciting properties of the alloy QDs these materials are used in various applications like 

photovoltaics, light-emitting diodes, photocatalysis, in vivo imaging etc.[125-130] Depending on 

the structural property these NCs are classified as homogeneous and graded alloy. In 
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homogeneous alloy, the distribution of the constituent through the nanocrystals is same, while in 

graded structure due to difference in reactivity of the constituent they form quasi core-shell type 

structure.[129, 131] Thus, the charge carrier dynamics in homogeneous alloy and the in graded 

alloy varies with their structure.  

In the present work, we have synthesized CdSxSe1-x and CdxZn1-xSe alloy QDs and their carrier 

cooling and charge separation dynamics has been investigated using femtosecond transient 

absorption spectroscopy. Utilizing the slow intraband electron cooling dynamics of the CdSxSe1-x 

alloy QD we successfully incorporate these materials as light harvesting in QDSC.  

1.7. Colloidal Semiconductor Quantum Dots 

In 1959, Richard Feynman proposed that devices and materials could one day be invented to 

atomic specifications without violating the laws of physics. His thinking nowadays are 

successfully used in nanotechnology after developing two major methodologies of nanocrystal 

synthesis technique like top down and bottom up approaches. Top-down approaches use larger 

assembly of nanostructures.[132, 133] During self-assembly the physical forces operating at 

nanoscale are used to combine basic units into larger stable structures. Typical examples are 

quantum dot formation during epitaxial growth and formation of nanoparticles from colloidal 

dispersion (macroscopic) initial structures, which can be externally-controlled in the processing 

of nanostructures. Typical examples are etching through the mask, ball milling, and application 

of severe plastic deformation. On the other hand bottom-up approaches include the 

miniaturization of materials components (up to atomic level) with further self-assembly process 

leading to the formation of nanoparticles from the colloidal dispersion. In general, methods for 

preparing nanomaterials also can be divided into two categories: physical and chemical. Physical 

preparation methods include: vapor condensation, physical fragmentation, amorphous 
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crystallization etc. Chemical preparation methods Chemical methods include: sol-gel synthesis, 

chemical precipitation, hydrothermal, metal-organic chemical vapor deposition (MOCVD), 

molecular beam epitaxy (MBE)etc.[134] In this chemical approach one can have significant 

reproducibility for given reaction conditions. 

In the present thesis apart from the charge carrier dynamics of the NC QDs, the synthesis of 

these NCs has been performed using different synthesis protocols. To study charge carrier 

dynamics it is very important to have very high quality monodispersed size distributed NCs. 

Therefore, in the present study we use colloidal protocols for synthesis of the quantum dots NC. 

Again during the colloidal synthesis nucleation, growth and precipitation can take place 

simultaneously. Thus it is difficult to control the sharp size distribution. Separate nucleation and 

growth process can lead the narrow size distribution.[19] This can be achieve by controlling 

precursor concentration (self focusing) [135] and a capping ligand during synthesis. The capping 

ligand binds to the surface of the NC which controls the growth process via inhibiting the 

agglomeration. At the same time it helps to passivate the surface trapped states. One of the most 

familiar methods to colloidal synthesis of quantum dots is arrested precipitation technique. In 

this technique one of the precursors in solution is maintained at high temperature and the other 

precursor is injected rapidly into the solution leading to formation of nuclei and subsequent 

growth takes place over these nuclei forming monodispersed nanoparticles at a lower 

temperature to reduce further nucleation. The present work involves mainly synthesis of the II-

VI (CdX, X=S, Se, Te) semiconductor where cadmium precursor (CdO, CdAc2) is dissolved in 

oleic acid and the selenium precursor is injected into the reaction mixture at ~300˚C. Details 

experimental procedure of the NC QDs is described in the chapter 2. The selenium precursor is 

added to the cadmium precursor at high temperature which leads to super-saturation. As a results 
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formation of nuclei instantaneously this is also referred as burst nucleation. Formation of nuclei 

is a high barrier process however due to high super-saturation and temperature, nucleation 

commences. On addition of the selenium precursor into the reaction mixture the temperature of 

the reaction reduced by ~20˚C and additionally precursor concentration also decreases due to 

formation of nuclei leading to lower probability of formation of further nuclei. After nucleation 

the growth process begins. Thus the monodispersity of the nanoparticles can be achieved 

utilizing these separate nucleation and growth process. The overall nucleation and growth 

process can be described in terms on precursor concentration and reaction time using La Mer's 

model.[19, 136] Figure 1.14 illustrates the La Mer model of precursor concentration versus 

reaction time which  

 

 

Figure 1.14: Schematic presentation of the La Mer's model for the growth of monodispersed 

colloidal QDs starting from nucleation. Adopted from reference [136]. 

 

clearly shows the distinct temporal separation between nucleation and growth process. As soon 

as the precursor is injected the burst nucleation commences which take place till the 

concentration of the precursor is above the nucleation threshold. Below the nucleation threshold 

concentration the no new nuclei is formed and the remaining precursors lead to growth process. 
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Therefore this method can be achieved where the nucleation threshold is tuned to optimize 

monodispersity of nanoparticles. The model shows that monodispersity is achieved when 

consumption of precursor does not exceed precursor addition rate. Again, the growth process is 

much slower during the nucleation process leads to sharp size distribution. Initial stage 

monodispersity is maintained by the nucleation while the ultimate monodispersity is controlled 

by the growth process. The growth process can be divided by two processes; fast growth stage 

and slow growth stage. The fast growth stage occurs from the remaining precursor in the solution 

in which the smaller particle grows faster than larger particles due to minimize the excess surface 

energy.[19] When the monomer concentrations are sufficiently depleted, the growth of the 

nanoparticles proceeds through slow growth rate refers as Ostwald ripening. The sacrificial 

dissolution of the smaller nanoparticles results in growth of larger particles as a results size 

defocusing takes place. The Ostwald ripening can be controlled by rapid changing the reaction 

mixture.  

The supersaturation and nucleation of the reaction can also be achieved by slow changing the 

reaction temperature. In this situation the precursor are mixed at low temperature and the 

supersaturation and decomposition occur with increasing temperature. Similarly, the 

supersaturation is again revealed by a nucleation burst after which temperature is controlled to 

avoid additional nucleation events, allowing monomer addition to existing nuclei to occur more 

rapidly than new monomer formation. Therefore, nucleation does not need to be instantaneous, 

but in most cases it should be a single, temporally discreet event to provide for the desired 

nucleation-controlled narrow size dispersions. 

The very good size distribution (standard deviation, σ < 10%) can be achieved by controlling 

precursor concentration, reaction time and temperature of the reaction mixture. [137] The 
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unreacted precursor can be separated out using solvent mixture. In case of oleic acid capped QDs 

polar solvent like ethanol, methanol or acetone etc. are used to clean the QDs. [138, 139] 

1.8. Electron Transfer: 

1.8.1 Theory of Electron Transfer 

The electron transfer theory of the donor (D) acceptor (A) pair are based on the Marcus electron 

transfer model.[140, 141] To describe the model, harmonic oscillator approximation is used 

where the reactant (D-A) transform to the products (D
+
-A


) via transition states (D---A). The 

potential energy fluctuation of the reactant and product are shown in Figure 1.15. During the 

electron transfer process the internuclear distance remain unchanged (Franck-Condon 

principle)[142] Therefore, during the electron transfer process only the solvent coordinate 

change with respect to activation energy (G
#
). 

According to classical theory of electron transfer, the crossing rate of T.S. is Arrhenius function 

of activation energy (G
#
) along with pre-exponential factors which are frequency (𝝂𝒏) of 

nuclear motion passing through transition state and crossover transmission probability (𝜿𝒕). The 

activation energy is formulated in terms of driving force (𝚫𝑮𝟎) and solvent reorganization 

energy () by applying Gibbs free energy as quadratic function of solvent reaction coordinates. 

Rate of electron transfer is given by 

𝒌𝒆𝑻 = 𝜿𝒕𝝂𝒏𝐞𝐱𝐩 
−𝚫𝑮#

𝒌𝑩𝑻
       (1.21) 

and, 𝚫𝑮# =  
−(𝚫𝑮𝟎+𝝀)𝟐

𝟒𝝀
       (1.22) 

The reorganization energy, , can be expressed as sum of energy involved in solvation and 

vibration as, (sv). The equation 1.21 suggests that the electron transfer rate depend on 
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the parameters, reorganization energy as well as the change in free energy (𝚫𝑮𝟎). Depending the 

value of the  and 𝚫𝑮𝟎 the electron transfer process can be recognized in three different regions 

which are illustrated in the Figure 1.16. Figure 1.16 suggests that when the value of the  is 

 

 

Figure 1.15: Potential surface energy versus nuclear configuration plot of a donor acceptor 

system in electron transfer reaction. G
0
 and the G

#
 are the free energy change and free energy 

of activation respectively.  

 

greater than the value of −𝚫𝑮𝟎, the rate of electron transfer increases with increasing the value 

of −𝚫𝑮𝟎. This region is referred as Marcus normal region of electron transfer. When the value 

of  is equals to the value of −𝚫𝑮𝟎 the situation is known as barrier-less region. For barrier-less 

transition the change in free energy of activation is zero. The situation when the value of the 

−𝚫𝑮𝟎  is greater than the value of , rate of electron transfer decreases with increasing −𝚫𝑮𝟎 

value. This is referred as Marcus inverted region. [143, 144] 

In order for electron transfer to occur, an overlap between the populated orbital of the donor and 

the empty orbital of the acceptor is necessary in the activated complex. This electronic 

interaction involves a split of electronic energy levels. If the electronic states are of the same 

symmetry, rupture of the Frank-Condon principle at the saddle point causes in turn a split of 
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Figure 1.16: ln (keT) vs. change in free energy (G
0
) plot shows three different region of electron 

transfer reaction.  

 

potential energy levels and avoided crossing of the two curves.[142, 145] As a result two 

potential surfaces are created that are separated at the configuration of the activated complex by  

 

 

Figure 1.17: Schematic representation of electronic coupling matrix element (HAB) for an 

electron transfer reaction. 

 

an energy gap 2|HDA| (Figure 1.17). |HDA| is a matrix element for electronic coupling between the 

donor and the acceptor. Depending on the value of the HDA the electron transfer process can be 

referred as adiabatic (When (|HDA| >> kBT) and diabatic (or non-adiabatic) (|HDA| < kBT). For 
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most of the cases, the electron transfer rate depends on the electronic coupling parameter, |HDA|. 

In such cases, the electron transfer rate can be expressed by the Marcus-Hush theory:[146] 

𝒌𝒆𝑻 =
𝟐𝝅

ħ
 𝐇𝑫𝑨

𝟐  
𝟏

 𝟒𝝅𝝀𝒌𝑩𝑻
𝐞𝐱𝐩 

−(𝚫𝑮𝟎+𝝀)𝟐

𝟒𝝀𝒌𝑩𝑻
     (1.23) 

 

1.8.2. Interfacial Electron Transfer 

The Marcus-Hush theory is the model for measuring the electron transfer rate in heterogeneous 

system. In the present thesis the interfacial electron transfer which involves between the 

semiconductor nanocrystals and the dye molecules is investigated. Most of cases, the electron 

transfer occurs due to coupling between the conduction band (CB) of the semiconductor 

nanocrystal and the lowest unoccupied molecular orbital (LUMO) of the adsorbate molecules. 

Thus the forward electron transfer (ET) from LUMO of the dye molecule to the conduction band 

of the semiconductor observe while the back electron transfer (BET) takes place from the CB of 

the semiconductor to the highest occupied molecular orbital (HOMO) of the dye molecule. The 

ET and BET processes in semiconductor/dye interface are illustrated in the Figure 1.18. In ET 

process the reactant state is mostly localized on dye LUMO while product state is consisting of 

continuous states of conduction band. Therefore an average density of state of product state is 

considered for ET process. Figure 1.18 shows that the value of  is greater than the −𝚫𝑮𝑬𝑻
𝟎  for 

forward ET (from the LUMO of the dye molecule to the CB of the NCs) process. Intuitively, the 

ET rate between these interface increases with increasing the value of −𝚫𝑮𝑬𝑻
𝟎  where (−𝚫𝑮𝑬𝑻

𝟎 =

𝑬𝑪𝑩 − 𝑬𝑳𝑼𝑴𝑶). So this forward ET process is located in the Marcus normal region. On the other 

hand the BET (from CB of the NCs to the HOMO of the dye molecule) takes place in Marcus 
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inverted region because −𝚫𝑮𝑩𝑬𝑻
𝟎  (where −𝚫𝑮𝑩𝑬𝑻

𝟎 = 𝑬𝑪𝑩 − 𝑬𝑯𝑶𝑴𝑶) is greater than the value of 

reorganization energy (Figure 1.18). Thus, the rate of BET decreases with increasing the value of 

 

 

Figure 1.18: Electron transfer (ET) and back electron transfer (BET) in semiconductor 

(electron acceptor)/molecular adsorbate (electron donor) system. 

 

change in free energy. Due to presence of the trapped states in the NCs sometimes the electrons 

may trapped in the surface states which located in the lower energetic than CB edge of 

semiconductor as a result the rate BET varies for system to system.  

 

1.9. Photovoltaic QDSC 

Quantum dot sensitized solar cell (QDSC) is one of the low cost third generation devices which 

serves as solar to electrical energy conversion.[147-151] The schematic diagram of the QDSC is 

shown in the Figure 1.19. The scheme suggests that upon absorption of the solar light by the 

sensitizer QD materials results in generation of photoelectron which is responsible for producing 

photocurrent. In a typical QDSC, the sensitizer QDs is deposited on another wide band 
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mesoporous semiconductor NC like TiO2, ZnO etc. The centre of the QDSC contains 

nanocrystalline TiO2 film for electron conduction, a sensitizer i.e. QD as light harvester,  

 

 

Figure 1.19: Schematic illustration of QDSC.  

 

and a redox potential for hole neutralization. Being large surface area and the mesoporous nature 

of the TiO2 film help to absorb the QD on its surface. The photoexcited electron from the CB of 

the QD injects to the CB of the TiO2 nanoparticles. The photoexcited holes are neutralized by the 

redox couple to generate the neutral QDs. The photogenerated electrons are separated through 

fluorine doped tin oxide coated glass surface and with the help of counter electrode (Cu2S) return 

the system into its initial state with a gain of photocurrent.  

The working principle of the QDSC is quite similar as DSSC. In contrast to the p-n junction 

photovoltaic, the generated electrical field is absent in QDSC as the nanocrystalline TiO2 

material does not support any band bending (conduction band) near interface, a phenomena,[152] 

that produces potential gradient after redistributing free charge carrier between two components 

of different electrochemical potential (Fermi level) viz. macrocrystalline TiO2 and electrolyte 

solution.[153] In dark condition, the Fermi level of TiO2 electrode stays in equilibrium with 
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midpoint potential of redox electrolyte which lies deep within band gap of TiO2 semiconductor 

material. So, net photocurrent and photovoltage is zero in dark. When the CB energy of the QD 

lies energetically above the CB of the TiO2 electron injection from QD to TiO2 take place. The 

increase in local concentration of electron on TiO2 interface lifts the Fermi level close to 

conduction band edge and flow the electron flux towards FTO contacts. The hole transfer to 

fairly concentrate redox electrolyte have no effects on its chemical potential and remain same as 

that in dark condition. Thus, the photoexcitation energy is stored in the form of free energy of 

injected electrons which produces photo-voltage and the net electron and hole transfer to 

respective electrodes results in photocurrent.  

The major process take place in the QDSC is shown in the figure by giving sequential number. 

Photoelectron extraction from QD to the FTO takes place by the process 1 to 3. On the other 

hand the photogenerated hole is neutralized through process 4 and 5. The efficiency of the QD 

sensitized solar cell depends on the how fast the process 1 to 5. However, due to strong attraction 

between the charge carrier in the smaller size regime the some charge become recombine before 

separation via process 6 (Figure 1.9). Again, the processes like 7 and 8 (Figure 1.9) which are 

also reducing down the charge separation through recombination in different ways.  

Moreover, research on QDSC by several research groups trying to optimizing these charge loss 

processes through different ways. As the QDs accumulate surface trapped states due to large 

surface to volume ratio which enhance the process 7 (Figure 1.9). This assignment we try to 

solve by using alloy QDs which is demonstrated details in chapter 8. The charge losses through 

process like 8 (Figure 1.19) can occur either less deposition of the QDs or for the surface states 

of the TiO2 films.  
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Figure 1.20: Different deposition techniques of QD on TiO2 film to perform QDSC.  

 

Deposition of QDs on the TiO2 surface can be performed by direct growth technique which 

includes chemical bath deposition (CBD) [147, 154-156] and successive ion layer absorption and 

reaction (SILAR) [157, 158]. Another way is the post synthesis deposition technique which 

includes direct deposition, electrophoretic technique [159] and by ligand assisted assembly 

[160]. Different deposition techniques of the QD material on TiO2 film is summarized in Figure 

1.20. 

Although in the direct growth technique a homogeneous high coverage film can be formed 

however, the size and the size quantized quantum confinement of the QD can't be controlled. As 

a result, lots of surface defect states will generate which kills the charge carrier through non 

radiative trapping process [38, 160]. In the post synthesis deposition process; the size, size 

quantized states, high crystallinity, optical properties, band gap tenability and surface passivation 

of the sensitizer QD can easily be controlled. The direct deposition and electrophoretic 

techniques is not used so far due long chain ligand which prevent the loading of the QD on the 
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TiO2 surface. In the ligand assisted deposition processes both high quality and very good 

deposition is maintained. 

 

1.10. Overview and scope of the thesis  

In the present thesis the ultrafast charge transfer dynamics of different NCs in terms of colloidal 

QD, core/shell heterostructure, alloyed structure, with various molecular species (dye or different 

quencher molecule) are investigated. Different synthesis protocols are utilized to synthesize high 

quality, nearly monodispersed crystalline NCs like colloidal QDs mainly II-VI (CdX, X=S, Se, 

Te), perovskite QDs, type-I, type-II, quasi type-II core-shells and alloy QDs. The morphology of 

the synthesized materials is characterized utilizing XRD and HRTEM techniques. The steady 

state and time resolved optical absorption and PL spectroscopic techniques are used to extract the 

charge transfer information of the NCs in absence or in presence of the different dye or quencher 

molecules. With the knowledge of the charge transfer dynamics of this nanostructure we have 

successfully incorporated these materials in the application of light harvesting purpose through 

QDSC. Different charge transfer interactions of cadmium sulphide (CdS) QD with 

dibromofluorescence (DBF) are presented which suggest that CdS_DBF composite form strong 

charge transfer (CT) complex. More light absorption through CT complex and extend of charge 

separation of the composite system help to show highest efficiency in solar cell as compare to 

free CdS QD as well as DBF molecule. Multiple charge transfer dynamics in colloidal CsPbBr3 

QDs with DBF are presented in this study. Band edge engineering and controlling charge carrier 

delocalization in CdS/CdSe inverted type-I and CdSe/CdS quasi type-II core-shells are 

investigated with simple quenching experiments. Excited state life time and charge separation in 

core-shells are found to be more in contrast to the free QDs. The assignment of the cascading 
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charge carrier dynamics in CdS/CdTe type-II core-shell with bromopyrogallol red is 

demonstrated. More charge separation and less charge recombination is observed in type-II 

regime as compare to only core CdS QD_Br-PGR composite system. Moreover, the charge 

delocalization in CdS/CdSe type-I and CdS/CdTe type-II in presence of Re-polypyridine 

complex are also addressed. The multiple ways of charge separation are observed in both the 

cases however, extend of charge separation is observed in CdS/CdSe-Re composite system. In 

addition to this charge transfer dynamics in QDs and core-shell NCs, the assignment on the 

carrier cooling dynamics of the two alloy QDs, CdSxSe1-x and CdxZn1-xSe, is solved. Due to 

different reactivity of the constituents these two alloys form graded like structure where both the 

cases the core of the NCs is CdSe rich. The band alignment of the constituent semiconductor 

suggest that both the graded alloy form quasi type-II electronic structure because of either low 

conduction or valence band offset energy. Due to low CB offset energy of the CdSe and CdS, the 

electron in CdSxSe1-x is delocalized throughout the CB of the alloyed structure. As results, due to 

decoupling of electron from hole the intraband electron cooling is found to be slow in CdSxSe1-x 

as compare to both CdS and CdSe. Similarly, in CdxZn1-xSe due to low VB offset energy hole is 

delocalized as a result slow electron cooling is observed. Both the cases the charge 

recombination is found to be less. Finally, utilizing the slow electron cooling time and less 

charge recombination of the CdSxSe1-x alloy we fabricate a QDSC which provide unprecedented 

~4.5 % photo current conversion efficiency.  

The ultrafast charge transfer dynamics of the NCs QD is the main endeavour of the present 

thesis. Carrier cooling, charge separation, charge carrier recombination is the key factors which 

can control the efficiency of a solar cell sensitized by the nanostructured QDs materials. The 

knowledge of charge transfer dynamics in QDs_Dye which can help to perform more work 
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towards light harvesting in QDSC. The energy transfer in CdS_BODIPY which can be used in 

bioimaging as the luminescence quantum yield of the bodipy increasing in presence of the CdS 

QD. Our study, the multiple charge transfer processes in CsPbBr3 perovskite QDs and DBF 

which reveal that more light absorption and better charge separation by the complex which can 

be a suitable candidate in third generation solar cell. Band edge engineering is one of the 

demanding areas of research in nanosciences. Depending on different application we can use 

different core-shell heterostructure materials. By simple charge carrier quenching investigation 

in CdS/CdSe and CdSe/CdS core-shell, the structural analysis can be easily done in these NCs. 

Depending on application one can design core-shell by preferably extract either of the charge 

carrier. Our investigation of Br-PGR dye on different NCs surface reveals that maximum charge 

separation and less charge recombination is observed in CdS/CdTe type-II regime which can be 

utilized in QDSC performance. Cascading nature of charge separation in CdS/CdSe with Re 

complex which can be used in QDSC as well as photocatalysis application. Slow intraband 

electron cooling dynamics in highly luminescent CdSxSe1-x alloy QD gives fundamental study on 

carrier relaxation process. Higher emission quantum yield, less charge recombination and higher 

excited state life time of the CdSxSe1-x alloy are the constructive criteria in photovoltaic, 

photocatalysis, bioimaging etc. We have successfully incorporated the CdSxSe1-x alloy as 

sensitizer in QDSC where we observe unprecedented 4.5 % solar to electrical energy conversion 

efficiency. In addition to photovoltaic, the alloy can be used in photocatalysis, bioimaging etc. In 

case of CdxZn1-xSe alloy, the hole is delocalized through the entire VB of the nanostructure. This 

alloy can be used in bioimaging and blinking application. Therefore, the total investigation of 

charge transfer dynamics in NCs and its application in QDSC must provide sufficient 

contribution in nanosciences research both in fundamental as well as in application.  
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2.1. Introduction 

The main endeavour of the present thesis works is the investigation of charge carrier dynamics in 

the semiconductor NC (colloidal QDs/core-shell, alloyed) in absence and in presence of some 

molecular adsorbate (dye molecule and the quencher molecule). To perform the charge carrier 

dynamics of the composite system we have deliberately synthesized all the novel NCs in our 

laboratory. Therefore it is very important to characterize the NCs before performing the charge 

carrier dynamics. Various methods, structural and optical techniques, have been employed to 

characterize these materials. The structural morphology of the synthesized NCs have been 

analyzed using X-ray diffraction (XRD), high resolution transmission electron microscopy 

(HRTEM) and energy dispersive X-ray analysis (EDXA) methods. Optical characterization 

performed includes UV-Vis absorption and photoluminescence (PL) spectroscopy. Charge 

separation, carrier relaxation, charge recombination are detected by time correlated single photon 

counting (TCSPC) and femtosecond two color (pump-probe) transient absorption spectroscopy. 

Transient absorption spectroscopy using electron beam as excitation pump (pulse radiolysis) is 

used to characterize the cation spectra of the dye molecule. Finally, the photovoltaic performance 

has been carried by measuring the incident photon to current conversion efficiency (IPCE) and 

current density vs. voltage (IV) spectra using solar stimulator. The principle of detection, optical 

layout, working methods of the instruments is described in this chapter.  

2.2. X-Ray Diffraction 

2.2. 1. Introduction 

X-ray crystallography is a tool used for identifying the atomic and molecular structure of a 

crystal, in which the atomic planes of a crystal cause an incident beam of x-rays to interfere with 

one another as they leave the crystal.[161, 162] The phenomenon is called x-ray diffraction. A 
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beam of x-rays directed at a crystal interacts with the electrons of the atoms in the crystal. The 

electrons oscillate under the impact and become a new source of electromagnetic radiation. The 

waves emitted by the electrons have the same frequency as the incident x-ray frequency. This 

emission is in all directions. As there are millions of atoms in a crystal, the emission in a 

particular direction is the combined effect of the oscillation of the electrons of all the atoms. The 

emission will be in phase and reinforce one another only in certain specific direction, which 

depend on the direction of the incident x-ray beam, their energy and the spacing between the 

atoms in the crystal. This is known as constructive interference. Diffraction occurs only when 

Bragg‟s Law is satisfied for constructive interference from planes with spacing dhkl. Where hkl 

are the Miller indices.  

In Figure 2.1 shows the parallel plans in crystal. A beam of x-rays of wavelength is directed 

towards the crystal at an angle  to the atomic planes. Considering the atomic planes is semi- 

 

 

Figure 2.1: Illustration of Bragg law in crystal of dhkl interplanar spacing.  

 

transparent so, the incident x-rays beam pass through and reflected at the incident angle. The two 

reflected rays are reinforced each other, only when this path difference is equal to an integral 
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multiple of the wavelength. So, in a crystal if dhkl is the interplanar space, the Bragg condition for 

reflection can therefore be written as  

𝒏𝝀 = 𝟐𝒅𝒉𝒌𝒍 𝐬𝐢𝐧𝜽        (2.1) 

Where n is an integer; for first order diffraction n = 1, second order diffraction n = 2 and so on. 

For cubic crystal the interplanar space varies with Miller indices as follows, 

 

𝟏

𝒅𝒉𝒌𝒍
𝟐 =

𝒉𝟐+𝒌𝟐+𝒍𝟐

𝒂𝟐         (2.2) 

where a is the unit cubic cell length.  

Intensity of the scattered x-rays beam is depending on the atomic scattering factors and miller 

indices of the planes. The atomic scattering factors depend on the density of the electrons in the 

scattering centre. Therefore higher the number of electrons, greater is the scattering from that 

particular atom. In addition to that, the intensity of the scattered x-rays depends on the size of the 

crystals. As the size of the crystal decreases the peak for the corresponding planes become broad. 

In case of nanocrystal QDs the XRD peaks are broader as compare to bulk one. This peak 

broadening can be expressed due to combination of instrumentation broadening and the size 

broadening. The instrumentation broadening can be omitted by performing the standard sample. 

However, the size broadening arises due to the less number of atoms. In NCs in a certain volume 

number of atom is million times less than bulk. Thus the probability of constructive interference 

of the scattered x-rays is decreases. As results, we observe broad peak for NC QDs instead of 

sharp peak. The phase characterization of the NCs can be done just by comparing the diffraction 

pattern obtained for samples with that of previously reported patterns as given by database from 
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by Joint Committee on Powder Diffraction Standards (JCPDS, 1969), replaced by International 

Centre for Diffraction Data (ICDD, 1978). [163] 

2.2. 2. Instrumentation 

The typical schematic of XRD instrument is shown in Figure 2.2. X-rays are produced by 

bombarding a metal target (Cu, Mo usually) with a beam of electrons emitted from a hot filament 

(often tungsten). The incident beam will ionize electrons from the K-shell (1s) of the target atom 

and X-rays are emitted as the resultant vacancies are filled by electrons dropping down from the 

L (2p) or M (3p) levels. This gives rise to Kand Klines. As results, instead of broad 

distribution of X-rays created due to deceleration on electrons also called Bremsstrahlen, sharp 

lines are also created which are superimposed on the broad distribution. The sharp intense  

 

 

Figure 2.2: Schematic presentation of a XRD instrument. 

 

monochromatic X-rays are necessary for performing the diffraction experiment which can be 

done by using filter. The filtering of broad distribution is accomplished by using a filter which 

has a 1 unit atomic number less than  the target material (i.e. Z-1). Again the resultant beam is 
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further monochromatised by using a single crystal (Such as Si) monochromator. For powder x-

ray diffraction, the samples are taken in powder form on an amorphous substrate (glass window) 

in presence of some binder. The scattered x-rays are detected by a detector which is scanned over 

different angles and intensities are plotted with respect to angle of diffraction of incident x-ray 

beam. The peak position observed are angle where Bragg condition is satisfied. 

In the present thesis, we have used a Philips X-ray machine, model-PW 1710 with Ni filtered Cu 

Kα radiation (λ=1.54178 Å), using silicon as an external standard. As the scattering intensity 

drops as 1/2(1+cos
2
2θ). This means that we don‟t get much intensity post 70° (2θ). Thus the 

experiments are performed in an angle range 10°-70° in a continuous scan mode, with a step 

width of 0.02°, and scan of 1° per minute. The measurement of  corresponding to each peak 

position and peak intensity is important for identification of materials. The datas are analyzed 

through finger print techniques that is previously reported by Joint Committee on Powder 

Diffraction Standards (JCPDS, 1969), replaced by International Centre for Diffraction Data 

(ICDD, 1978). 

2.3. Transmission Electron Microscopy (TEM) 

2.3. 1. Introduction 

Morphology analysis is one of the important studies in nanosciences research. The particles size 

distribution, presence of different planes, nature of crystallinity can be analyzed through 

transmission electron microscopy (TEM) study.[164, 165] First TEM was built by Max Kroll 

and Ernst Ruska in 1931, with this group developing the first TEM with resolution power greater 

than that of light in 1933 and the first commercial TEM in 1939. Transmission electron 

microscopy (TEM) is a microscopy technique whereby a beam of electrons is transmitted 

through an ultra thin specimen, interacting with the specimen as it passes through. When 
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electrons are accelerated up to high energy levels (few hundreds of keV) and focused on a 

material, they can scatter or backscatter elastically or inelastically, or produce many interactions, 

source of different signals such as X-rays, Auger electrons or light. Some of them are used in 

transmission electron microscopy (TEM).[166] An image is formed from the interaction of the 

electrons transmitted through the specimen; the image is magnified and focused onto an imaging 

device, such as a fluorescent screen, on a layer of photographic film, or to be detected by a 

sensor such as a CCD camera. 

The probable interaction between an electron and a specimen is shown in Figure 2.3. 

 
Figure 2.3: Different interaction of electron with matter. 

 

The interaction of electron with the material was obtained due to the inherent nature of electron 

which is a quantum mechanical object. Since the electrons have both wave and particle nature 

and the de Broglie wavelength of electrons are significantly smaller than that of light and so they 

have higher resolution capability. The de Broglie wavelength (𝝀) of an electron with 30 keV 

accelerating potential is ~0.07 Å having resolution ~4.1 Å [calculate using 𝝀 (Å) =
𝟏𝟐.𝟐𝟕

 𝑽 (𝑽𝒐𝒍𝒕𝒔)
 and 

𝝆 =
𝟎.𝟔×𝝀

𝜼 𝐬𝐢𝐧𝜶
 , where, 𝝀 is wavelength of the electron and  𝑽 is the applied voltage; As the 

resolution of the imaging system (𝝆) is depend on wavelength (𝝀), index of refraction of lens (𝜼) 
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and illumination angle (𝜶)] considering 𝜼  = 1 in vacuum and 𝜶 ≤1°.] Therefore TEM can be 

used in principle for imaging lattice planes. However due to aberrations involved, the resolution 

of a TEM instrument is limited. However, state-of-the-art TEM machines have overcome these 

problems in aberration corrected TEM. Additionally one can perform electron diffraction and 

obtain crystallinity and crystal structure. Additional information can also be obtained from 

inelastic scattering of electrons. These inelastic scattering events can arise from a number of 

processes like phonon scattering, plasmon scattering, ionization etc. These energies can be used 

for chemical characterization of the sample. Contrast of the TEM image is depending on the 

interaction of the sample with the electron. Thicker regions of the sample, or regions with a 

higher atomic number will appear dark (dark filed), while regions with no sample in the beam 

path will appear bright– hence the term "bright field" is used. Bright field image is collected by 

monitoring un-scattered electrons after passing through the sample and objective aperture. 

Therefore regions where sample is not present will appear bright and region with samples will 

appear black due to scattering of electrons leading to reduced intensity. Image produced with 

scattered electrons (after interaction with the sample) gives rise to a dark field image. The 

contrast produced in a dark field is much higher; however, the intensities are lower. Therefore 

dark field imaging requires larger exposure times. The dark field imaging is carried out by 

moving objective aperture to monitor un-scattered beam. However, this is of poor quality as we 

intercept electrons in region where aberrations are dominant. In crystalline samples the 

diffraction spots or rings are monitored therefore specific planes are monitored. [167] 

 

2.3.2. Layout  

The typical layout of TEM instrument is shown in Figure 2.4. This instrument consists several 

parts is described below in brief.  



Chapter 2: Experimental Techniques 

51 | P a g e  
 

2.3.2. a. An electron gun  

An electron gun is used as source of electron based on thermionic emission metal. The 

thermionic emission current density (J) of metal is depend on the work function of the metal and 

cathode temperature (TC) through Richardson's law  

 

J = ATC
2exp  −

φ

kB TC
       (2.3) 

 

 

Figure 2.4: Schematic illustration of a typical TEM instrument. 

 

where, "𝐴" is the Richardson constant and  "φ" is the work function of the metal, respectively. 

kB  and TC are the Boltzmann constant and cathode temperature of the metal, respectively. Due to 

the higher melting temperature (TM) of the tungsten filament (W, TM~3650 K and TC~2500-3000 

K) and lower work function of the single crystal of lanthanum hexaboride filament 

(LaB6,TC~1400-2000 K) are used as cathode that is wreathed with Wehnelt electrode (Wehnelt 

Cap, negative potential, Figure 2.5) for the source of electron. Due to negative potential of the 
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electrode, the electrons are emitted from a small area of the filament (point source). A point 

source is important because it emits monochromatic electrons (with similar energy). In this, a 

positive electrical potential is applied to the anode, and the filament (cathode) is heated until a 

stream of electrons is produced. The electrons are accelerated by the positive potential down the 

column, and because of the negative potential of cap, all electrons are repelled toward the optic 

axis.  

 

Figure 2.5: Schematic of electron gun in a TEM instrument. 

 

A collection of electrons occurs in the space between the Filament tip and Cap, which is called a 

space charge. Those electrons at the bottom of the space charge (nearest to the anode) can exit 

the gun area through the small (<1mm) hole in the Wehnelt Cap and then move down the column 

to be later used in imaging. [168] 

2.3.2. b. Condenser lens and aperture 

The condenser lens is necessary to focus the stream of the electron beam to a single spot size as 

the emitted electron beams from the metal surface is diverging in nature. A condenser aperture is 

a thin disk or strip of metal with a small circular through-hole. It is used to restrict the electron 

beams and filter out unwanted scattered electrons before image formation. 
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2.3.2. c. Sample 

The sample should be thin enough to interact with the electron. The beam from the condenser 

aperture strikes the sample and the electron-sample interaction takes place in three different 

ways. One is unscattered electrons (transmitted beam), elastically scattered electrons (diffracted 

beam) and inelastically scattered electrons. In the present thesis work we used copper coated grid 

as sample holder.  

2.3.2. d. Objective lens and aperture 

The main imaging system in a TEM instrument is the objective lens system. This lens is highly 

converging with a very small focal length. The objective lens produces an enlarged image on a 

screen placed several cm below the lens. Due to small focal length of the lens the image 

produced at a large distance is highly magnified. Apart from producing magnified image the 

objective lens reduces aberrations by rejecting electrons scattered at large angles.[165, 168-170] 

The most common aberrations involved in lenses are chromatic and spherical aberration. These 

two are limitation of the electron microscopy. The spherical and chromatic aberrations are 

arising due to lens and kinetic energy of the electrons, respectively. 

2.3.2. e. Selected aperture 

It enables the user to examine the periodic diffraction of electron by ordered arrangements of 

atoms in the sample. 

2.3.2.f. Projector lens 

The projector lenses are used to expand the beam onto the imaging screen. 

2.3.2.g. Imaging 
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Imaging systems in a TEM consists of a phosphor screen, film, CCD camera, image plate etc. 

The image strikes the phosphor screen and light is generated, allowing the users to see the image. 

The darker areas of the image represent those areas of the sample that fewer electrons are 

transmitted. The lighter areas of the image represent those areas of the sample that more 

electrons are transmitted. 

2.3.3. Selected Area Electron Diffraction (SAED) 

Besides imaging operation, TEM instrument can also be used in different purpose like SAED 

and EELS. Figure 2.3 shows different possibilities of interaction of electron with matter. Elastic 

scattering is one of the possible interactions. In a crystalline sample presence of long range order 

gives rise to rings or spots arising from constructive interference of scattering from different 

planes. The angular position of spots or rings is related to crystalline structure or symmetry. In a 

particular crystalline sample there will be several ring or spots placed radially from the central 

point or un-diffracted beam. The rings that are seen consist of large number of merged spots. The 

spots arise from diffraction from a particular plane of a crystalline. The radial distance from the 

centre is related to the lattice spacing and TEM parameters. Since the magnification parameters 

of TEM are known, lattice spacing can be obtained. Now in a polycrystalline sample azimuthal 

orientation of crystals with respect to the optic axis is random. Therefore each of these crystals 

will diffract at different azimuthal angle creating a series of spots radially arranged around an 

axis as a result it appears like a ring. The position of the rings from the central maxima helps in 

phase characterization of a material. 

2.3.4. Electron Energy Loss Spectroscopy (EELS) 

In general Electron Energy Loss Spectroscopy bases on the energy losses of the electrons when 

inelastically scattered on matter. An incident beam of electrons with a known energy (Ei) is 
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scattered on a sample. The scattering of these electrons can excite the electronic structure of the 

sample. If this is the case the scattered electron loses the specific energy (ΔE) needed to cause 

the excitation. Those scattering processes are called inelastic. It may be easiest to imagine that 

the energy loss is for example due to an excitation of an electron from an atomic K-shell to the 

M-shell. This energy for this excitation is taken away from the electrons kinetic energy. Then the 

energies of the scattered electrons (Es) are measured and the energy loss can be calculated. From 

the measured data intensity versus energy loss diagram is established. In the case of scattering on 

phonons the so called energy loss can also be a gain of energy. Very often EELS are used to 

obtain elemental mapping in a particular sample. 

2.4. UV-Visible Absorption Spectroscopy 

Atoms and molecules have discrete electronic levels and transition from ground to different 

excited states can be affected by light. Since electronic levels in a particular chemical species are 

unique, these can be used as fingerprint for identification of molecules. The absorption of light in 

ultraviolet-visible (UV-Vis) region can be used to characterize chemical species. Since a 

particular peak height is proportional to concentration of the species, one can use the technique 

for both quantitative and qualitative evaluation of a chemical species.[171-173] UV-Vis 

absorption spectra were collected using JASCO-640 model UV-visible spectrophotometer with a 

range of 200-900 nm and resolution of 1 nm.  

Because only small numbers of absorbing molecules are required, it is convenient to have the 

sample in solution (ideally the solvent should not absorb in the ultraviolet/ visible range 

however, this is rarely the case). In conventional spectrometers electromagnetic radiation is 

passed through the sample which is held in a small square-section cell (usually 1 cm wide 

internally). Radiation across the whole of the ultraviolet/visible range is scanned through the 



Chapter 2: Experimental Techniques 

56 | P a g e  
 

sample and radiation of the same frequency and intensity is simultaneously passed through a 

reference cell containing only the solvent. Photocells then detect the radiation transmitted and the 

spectrometer records the absorption by comparing the difference between the intensity of the 

radiation passing through the sample and the reference cells (Figure 2.6). No single lamp 

provides light source across the whole of the range required, so two are used. A deuterium lamp 

covers the ultraviolet range (190-420 nm), and a tungsten filament (350-2500 nm) covers the 

visible range. The radiation is separated according to its wavelength by a diffraction grating 

followed by a narrow slit. The slit ensures that the radiation is of a very narrow waveband- i.e. it 

is monochromatic. The cells in the spectrometer are made of pure silica for ultraviolet spectra 

because soda glass absorbs below 365 nm, and pyrex glass below 320 nm. Detection of the 

radiation passing through the sample or reference cell can be achieved by a photomultiplier that 

converts photons of radiation into tiny electrical currents. The spectrum is produced by 

comparing the currents generated by the sample and the reference beams. Wavelength checks are 

made by passing the sample beam through glass samples (containing holmium oxide) that have 

precise absorption peaks, and the absorption is calibrated by passing the sample beam through  

 

 

Figure 2.6: Optical layout of double beam UV-Vis spectrophotometer.  
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either a series of filters, each with a specific and known absorption, or a series of standard 

solutions. Beer‟s law tells us that absorption is proportional to the number of absorbing 

molecules – i.e. to the concentration of absorbing molecules (this is only true for dilute solutions) 

– and Lambert‟s law tells us that the fraction of radiation absorbed is independent of the intensity 

of the radiation and depends on absorption path length. Combining these two laws, we can derive 

the Beer-Lambert Law: 

𝑨 = 𝐥𝐨𝐠𝟏𝟎
𝑰𝟎

𝑰
= 𝜺𝒄𝒍       (2.4) 

Where "I0" = the intensity of the incident radiation, 

I = the intensity of the transmitted radiation, 

 = a constant for each absorbing material, known as the molar extinction coefficient and having 

the units "mol
-1

 dm
3
 cm

-1
", 

l = the path length of the absorbing solution in "cm" 

c = the concentration of the absorbing species in "mol dm
-3

" 

The value of "log10 (I0/I)" is known as the absorbance of the solution (it is also referred to as the 

optical density), and can be read directly from the spectrum, often as „absorbance units‟. A useful 

constant is the molar absorption coefficient, ε, because it is independent of concentration and 

path length, whereas absorption depends upon both. The other useful piece of information is the 

wavelength at which maximum absorption occurs. This is given the symbol "λmax”. These two 

pieces of information alone are frequently sufficient to identify a substance, although 

identification is not the most common use of this technique. Conversely, if the values of "" and 

"λmax” are known, the concentration of its solution can be calculated – this is the more common 

application. The values of both "" and "λmax" are strongly influenced by the nature of the 
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substance. We assume that decrease in intensity arises from absorption of light by sample and 

not scattering. Scattering is especially large in cases where solubility of sample is poor. 

Additionally concentration of samples are expected to be kept low as at higher concentration 

factors like intermolecular interactions and changes in refractive index affect measurement. The 

scan over entire UV-Vis region gives rise to absorption spectra which forms the basis of this 

technique. 

2.5. Photoluminescence (PL) Spectroscopy 

Photoluminescence spectroscopy is commonly known as Fluorescence spectroscopy used to 

detect the radiative decay channel of fluorophore/light emitting materials.[174, 175] A species 

will show emission when it will be excited by a light source. After absorbing the photon from a 

light source the molecular species undergoes electronic transition in which the higher vibrational 

states of the excited electronic states are directly populated (“Franck Condon principle”). The 

photoexcited species undergoes vibration relaxation via non-radiative manner and finally returns 

to ground electronic state either by emitting light photon or through non-radiative decay. The 

emission generally occurs from a vibrationally relaxed configuration of excited electronic state, 

therefore is generally red shifted with respect to absorption spectra of that particular transition. 

The shift between absorption and emission maxima is referred to as Stoke shift. Stoke shift can 

be due to vibrational relaxation, intramolecular charge transfer etc. The PL is a random process 

and the average time spent in a molecular system for singlet and triplet excited states are 

typically ~1ns-100ns and 1s-100 seconds, respectively. In case of the semiconductor QDs the 

band edge emission life time varies sub 100 ns while the surface (shallow and deep trapped) state 

life times are >100 ns to sub s. Apart from the PL, the excitation spectra of the samples can also 

be measured which is overlapped with the absorption spectra. In excitation spectra, emission 



Chapter 2: Experimental Techniques 

59 | P a g e  
 

wavelength is held constant and excitation wavelength (till position of emission wavelength) is 

varied. This gives rise to a plot of emission intensity versus excitation wavelength.  

In the present thesis work the PL of the semiconductor QDs, core/shell, alloys and the dye 

molecules are measure using Hitachi model 4010 Spectrofluorometer which employed 75W high 

pressure xenon lamp as excitation source, different monochromators for excitation and emission 

wavelengths and photomultiplier tube (PMT) as detector. Figure 2.7 shows an optical layout of a 

spectrofluorometer. The instrument has an excitation light source (xenon lamp, 250-1150 nm). 

The instrument shown is equipped with monochromators to select both the excitation and 

emission wavelengths. In addition, these monochromators use concave gratings, produced by 

holographic means to further decrease stray light. Both monochromators are motorized to allow 

automatic scanning of wavelength. The fluorescence is detected with photomultiplier tubes  

 

 

Figure 2.7: Optical layout of photoluminescence spectrofluorometer.  

 

and quantified with the appropriate electronic devices. The output is usually presented in 

graphical form and stored digitally. 



Chapter 2: Experimental Techniques 

60 | P a g e  
 

The PL spectrum and quantum yield [174, 176] is frequently used to characterize the properties 

of any fluorophore or semiconductor quantum dots. Besides, the most important applications of 

PL spectroscopy are bio-imaging, light emitting diode etc. therefore a high emission quantum 

yield is the desirable feature for such purpose. The emission quantum yield () is relative 

measure of radiative (r) and non-radiative (nr) events, given by: 

  𝛟 =  
𝐤𝐫

𝐤𝐫+𝐤𝐧𝐫
 =

𝝉

𝝉𝟎(𝒏𝒂𝒕𝒖𝒓𝒂𝒍)
     (2.5) 

where, "" is intrinsic lifetime which is related with oscillator strength and "" is average life 

time a molecule spent in excited state before emitting a photon. However, emission quantum 

yield of an unknown sample can be measured by using the following equation 

𝛟𝐬 = 𝛟𝐫  
𝐈𝐬

𝐈𝐫

𝐎𝐃𝐫

𝐎𝐃𝐬

𝛈𝐬
𝟐

𝛈𝐫
𝟐     (2.6) 

Where “” is the quantum yield, “I” is the integrated area of the emission intensity, “OD” is the 

optical density at excited wavelength, and “” is the refractive index of the solvent. The 

subscript “s” and “r” refer to the measured and reference sample, respectively. The equation 

becomes simplify when the experimental and the reference samples are taken in same solvent 

  𝛟𝐬 = 𝛟𝐫  
𝐈𝐬

𝐈𝐫

𝐎𝐃𝐫

𝐎𝐃𝐬
     (2.7) 

To avoid the inner filter effect the optical density of the measured and reference samples are kept 

below 0.1. 

Apart from the characterization of the NCs and steady interaction of the NCs with the molecular 

species, the charge carrier dynamics in the ultrafast time domain have been performed using time 

resolved PL and absorption spectroscopy. The time correlated single photon emission counting 

and the femtosecond transient absorption is used to investigate the charge carries dynamics in the 
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present thesis work. The next section we have demonstrated the experimental setup of these 

mentioned techniques in brief.  

2.6. Time Correlated Single Photon Counting (TCSPC) 

2.6.1. Introduction: 

Operation of the time resolved spectroscopic techniques have found in a wide range of 

applications like fluorescence spectroscopy, bio-imaging, in different applications in 

nanosciences because these are non-destructive and deliver relevant information about the 

investigated system. [174] Time correlated single photon counting (TCSPC) is one of the 

sophisticated technique which provided the excited state life time of a fluorophores or the 

luminescent species. [177, 178] The TCSPC technique makes use of the fact that for low-level, 

high-repetition-rate signals, the light intensity is so low that the probability of detecting one 

photon in one signal period is far less than one. Therefore, it is not necessary to provide for the 

possibility of detecting several photons in one signal period. The detector signal is a train of 

randomly distributed pulses corresponding to the detection of the individual photons. There are 

many signal periods without photons; other signal periods contain one photon pulse. Periods with 

more than one photon are very rare. When a photon is detected, the time of the corresponding 

detector pulse in the signal period is measured. The events are collected in a memory location 

with an address proportional to the detection time. After many photons, the distribution of the 

detection times, i.e. the waveform of the optical pulse, builds up in the memory. It is sufficient to 

record millions of photons, measure their time in the signal period, and build up a histogram of 

the photon times. 

2.6.2. TCSPC Instrument: 
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The conventional TCSPC consists the building blocks is shown in Figure 2.8. The detector, 

usually a photomultiplier tube (PMT), delivers pulses for individual photons of the repetitive 

light signal. Due to the random amplification mechanism in the detector, these pulses have a 

considerable amplitude jitter, which imposes stringent requirements on the input discriminator. 

Constant Fraction Discriminator (CFD) is used to trigger based on the PMT pulses. These trigger 

pulse is routed through the CFD to start input of the time to-amplitude converter, (TAC) which 

initiates charging of a capacitor. In the meantime the optical pulse excites the sample, which 

subsequently fluoresces. An aperture is adjusted so that at most one photon is "detected" for each 

exciting event. The signal resulting from this photon stops the charging ramp in the TAC, 

 

 

Figure 2.8: Block diagram of a traditional (forward mode) TCSPC system. PMT= Photo 

Multiplier Tube, CFD= Constant Fraction Discriminator, TAC= Time to Amplitude Converter, 

ADC = Analogue to Digital Converter. The START and STOP is reverse in case of the reverse 

mode operated TCSPC. 

 

which puts out a pulse, the amplitude of which is proportional to the charge in the capacitor, and 

hence to the time difference between START and STOP pulses. The TAC output voltage is sent 
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through a Biased Amplifier. The amplifier has a variable gain and a variable offset. The 

amplified TAC signal is passed by analogue to digital converter (ADC) and feed to multichannel 

analyzer (MCA). The MCA register the count in different channels which are ordered in 1 to 

2042 numbers for producing the histogram. The output of the ADC is the digital equivalent of 

the photon detection time. The effective time resolution of TCSPC experiment is characterized 

by its instrument response function (IRF) and can be measured by the deconvolution of the decay 

profile of the scattered sample. With ultrashort laser pulses, the IRF width at half-maximum for 

TCSPC is typically 150 to 250 ps for conventional short-time PMTs. The sensitivity of the 

TCSPC depends on the dark count rate of the detector. Defining the sensitivity as the intensity at 

which the signal is equal to the noise of the dark signal the following equation applies: 

𝑆 =
1

𝑄
 𝑅𝑑  ×

𝑁

𝑇
     (2.8)

 

Where, (Rd = dark count rate, N = number of time channels, Q = quantum efficiency of the 

detector, T = overall measurement time). Typical values (uncooled PMT with multialkali 

cathode) are Rd = 300s
-1

, N = 256, Q = 0.1 and T = 100s. This yields a sensitivity of S = 280 

photons/second. This value is by a factor of 10
15

 times smaller than the intensity of a typical laser 

(10
18

 photons/second). Thus, when a sample is excited by the laser and the emitted light is 

measured, the emission is still detectable for a conversion efficiency of 10
-15

. 

In present thesis work, IBH make TCSPC instrumental set-up is used and it works at reverse 

mode (we have discussed the reversed mode in the next section). Different laser sources like 292 

nm, 374nm, 406nm, 445nm, 592 nm are used to investigate the charge transfer and carrier 

dynamics of the present thesis work. The emission polarizer is set at an angle (54.7° w.r.t the 

excitation polarization) known as magic angle to avoid effect of anisotropy coming from 
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rotational motion of the species. The time resolved PL decay traces are fitted with non-linear 

least square analysis supported by instrument fitting program of IBH make. All the decay traces 

are fitted using the software and by using the equation 𝐼 𝑡 =  𝛼𝑖  
𝑛
𝑖 𝑒−𝑡/𝜏𝑖  where, I (t) is the 

total intensity remaining at time t. i and i are the amplitude and decay time of i
th 

component 

respectively.[174] 

2.6.3. Forward and Reverse Mode  

There are two different operating modes in TCSPC applications: In Forward Mode the pulse rate 

from the light source is connected to the START input. This rate (with generally equally spaced 

pulses in time) is substantially higher than the (more or less random) pulses from the detector 

connected to the STOP input. At high rates of the light source, however, the forward mode has a 

clear disadvantage. Because the vast majority of TAC circles will be started by the START 

pulse, but never stopped by a STOP signal, it needs to be reset at overflow. To avoid this TCSPC 

electronics can be operated in reverse mode. This is where the signal cable carrying the high 

count rate from the light source is connected to the STOP input and the low rate is connected to 

START. In this reverse mode the reference pulses from the light source need to be shifted by a 

long delay, so that they arrive at the input of the TAC later than the START pulses from the 

detector.  

2.7. Femtosecond Upconversion Spectroscopy: 

Femtosecond upconversion is one of the sophisticated techniques for the investigation of the 

fluorescence decay traces in the sub 100 of fs temporal resolution. [179, 180] In the present 

thesis we use Femtosecond Optical Grating (FOG 100) set up from CDP, Russia to determine the 

electron transfer rate from dye molecule to the QDs. Figure 2.9 shows the simple optical layout 
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of the upconversion set up. Sum frequency generation (up-conversion) method is used in the 

femtosecond optically gated (FOG) fluorescence kinetic measurement system FOG100 to 

achieve a temporal resolution better than 100 femtoseconds. This FOG100 system is the first 

complete measurement system for femtosecond kinetic spectroscopy, designed to be matched 

with any type of femtosecond oscillator or amplifier operating at 1 KHz pulse repetition rate. The 

system includes optical and mechanical components (including optical delay line) installed on a 

breadboard, monochromator, selected photon counting PMT, electronic control unit and Lumex 

5.1 software. The control unit is connected to a computer via serial port. 

 

 

Figure 2.9: Optical layout of fluorescence upconversion.  

 

The femtosecond optically gated (FOG) system uses the sum frequency generation nonlinear 

technique (up-conversion) to obtain the best time resolution. Laser induced fluorescence (LIF) is 

produced by a femtosecond laser pulse and directed onto a nonlinear element. Sum frequency 

radiation (SFR) is generated in the nonlinear element only during the time that a delayed 

femtosecond gate pulse and fluorescence are temporally overlapped in the nonlinear crystal. SFR 

photons are counted by the photon counting system resulting in high sensitivity. The SFR signal 
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is proportional to fluorescence signal. Fluorescence kinetics is recorded when a delay between 

gate and excitation pulses is scanned. As a result of optical delay scanning, the fluorescence rise 

or decay kinetics is measured at a wavelength determined by the monochromator and the 

nonlinear element adjustment. Temporal response function of the system is determined by the 

convolution of the excitation and gate laser pulses only, and does not depend on any electronic 

circuits. The temporal resolution depends on the laser pulse-width used and it is better than 150 

fs at <100 fs laser pulse width. The system sensitivity depends on the average power of the 

fluorescence excitation light, pulse repetition rate, radiative lifetime of the sample, the 

conversion efficiency of the FOG system and the measurement time. For the weak fluorescence, 

one can improve the S/N ratio and reach the best sensitivity of the photon counting method by 

using longer measurement times. The most important factor in this case is the laser stability 

during the kinetic measurements. For Ti: sapphire oscillator, operating at about 100 MHz pulse 

repetition rate, the maximum photon counting signal is 2 x 10
6
 counts/sec, limited by the 

FOG100 electronic unit. Taking into accounts that the PMT used has < 5 dark counts/sec, a 

dynamic range of about 10
5
 can be reached for specific fluorescence kinetics. 

2.8. Femtosecond Transient Absorption (TA) Spectroscopy 

2.8.1. Introduction: 

As we know the charge transfers in semiconductor NCs in absence and presence of different 

molecular species take place in sub ps time domain. Thus ns time resolution (TCSPC) is not 

enough to investigate the exact time scale of the corresponding process. Again, the major 

drawback in TCSPC is that until the experimental samples have photoluminescence it can't be 

analyzed. Thus, charge carrier relaxation, intraband carrier cooling, extend of charge separation, 

charge recombination etc. which are known as non-radiative process can't be identified through 
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time resolved PL studies.[181] Two colours, pump-probe absorption spectroscopy is one of the 

demanding techniques for investigation of such non-radiative photo-events. [182] In the current 

thesis works all the excited states non-radiative events have been studied utilizing femtosecond 

transient absorption spectroscopy. In TA spectroscopy, the experimental sample is promoted to 

an electronically excited state by means of an excitation (by pump) pulses and the excited state 

properties are monitored by a probe pulse at time t. The kinetic properties of the samples are 

measured by giving an optical delay between pump and probe pulses either by increasing the 

optical path length of probe pulses or by decreasing the path length of pump pulses (1m 

displacement is equivalent to 3.3 fs). The optical layout of typical pump-probe technique is 

shown in Figure 2.10.  

 

 

Figure 2.10: Schematic layout of femtosecond transient absorption spectroscopy. 
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In order to eliminate noise introduced by the fluctuations of the laser pulse intensity, the 

monitoring pulse is divided into a probe and a reference pulse. The probe pulse is spatially 

overlapped with the pump pulse in the sample, while the reference pulse passes through a region 

of the sample which is unaffected by the pump. Details of the setup are demonstrated in the next 

section of this thesis. The experimental signal, i.e. the change in optical density [A, t], which 

can be obtained from Beer-Lambert law. The probe pulse intensity before [𝑰𝟎 𝝀𝒊 ] and after 

[ 𝑰 𝝀𝒊, 𝚫𝒕 ] pump pulse excitation can be given by, 

𝐼(𝜆𝑖 , ∆𝒕) = 𝐼0(𝜆𝑖) × 𝟏𝟎−𝜺𝝀𝒊
𝑵(𝚫𝒕)𝒍     (2.9) 

So, change in absorption, ΔA (Δt), can be expressed as 

∆𝑨  ∆𝒕 = ∆𝑶𝑫 𝚫𝒕 = 𝐥𝐨𝐠
𝑰𝟎 𝝀𝒊 

𝑰 𝝀𝒊,𝚫𝒕 
= 𝜺𝝀𝒊

𝑵(𝚫𝒕)𝒍   (2.10) 

Assuming an exponentially decay of transient species considering,   𝑵∆𝒕 = 𝑵𝟎𝒆
−∆𝒕

𝝉   we have, 

𝒍𝒏 ∆𝑨  ∆𝒕  = 𝒍𝒏 𝜺𝝀𝒊
𝑵𝟎𝒍 −

𝚫𝒕

𝝉
     (2.11) 

Thus, in a pump-probe transient absorption spectroscopy, population dynamics, 𝑵(𝚫𝒕), are 

monitored by change in optical density as a function of delay time,  ∆𝒕 , at given wavelength of 

the probe beam (𝜆𝑖 ) where ∆𝒕 (=
𝟐∆𝑳

𝑪
), L is the optical path length and 𝑪 is the speed of the light. 

The measured signal can be expressed as 

∆𝑨 = 𝑨𝒘𝒊𝒕𝒉 𝒑𝒖𝒎𝒑 − 𝑨𝒘𝒊𝒕𝒉𝒐𝒖𝒕 𝒑𝒖𝒎𝒑       (2.12) 

Where, 𝑨𝒘𝒊𝒕𝒉 𝒑𝒖𝒎𝒑 = 𝐥𝐨𝐠
𝑰𝟎
𝒑𝒓𝒐𝒃𝒆

(𝝀𝒊)

𝑰𝒑𝒓𝒐𝒃𝒆(𝝀𝒊,𝚫𝒕)
 and 𝑨𝒘𝒊𝒕𝒉𝒐𝒖𝒕 𝒑𝒖𝒎𝒑 = 𝐥𝐨𝐠

𝑰𝟎
𝒑𝒓𝒐𝒃𝒆

(𝝀𝒊)

𝑰𝒑𝒓𝒐𝒃𝒆(𝝀𝒊)
 

So, ∆𝑨 = 𝐥𝐨𝐠
𝑰𝟎
𝒑𝒓𝒐𝒃𝒆 𝝀𝒊 

𝑰𝒑𝒓𝒐𝒃𝒆 𝝀𝒊,𝚫𝒕 
− 𝐥𝐨𝐠

𝑰𝟎
𝒑𝒓𝒐𝒃𝒆 𝝀𝒊 

𝑰𝒑𝒓𝒐𝒃𝒆 𝝀𝒊 
= 𝐥𝐨𝐠

 𝑰𝒑𝒓𝒐𝒃𝒆(𝝀𝒊) 𝒘𝒊𝒕𝒉𝒐𝒖𝒕 𝒑𝒖𝒎𝒑

 𝑰𝒑𝒓𝒐𝒃𝒆 𝝀𝒊,𝚫𝒕   𝒘𝒊𝒕𝒉 𝒑𝒖𝒎𝒑
   (2.13) 
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The value of change in absorption, A can have negative and positive value and the term known 

as bleach and photo induced absorption (PA), respectively. The probable processes in the pump-

probe experiment are summarized in the Figure 2.11. From the equation (2.13), it is clear that A 

will negative when  𝑰𝒑𝒓𝒐𝒃𝒆 𝝀𝒊, 𝚫𝒕   𝒘𝒊𝒕𝒉 𝒑𝒖𝒎𝒑 >  𝑰𝒑𝒓𝒐𝒃𝒆(𝝀𝒊) 𝒘𝒊𝒕𝒉𝒐𝒖𝒕 𝒑𝒖𝒎𝒑 which is 

referred as bleach. This is possible only when sample has ground state absorption and stimulated 

emission [processes (i) and (iii), respectively are illustrated in the Figure 2.11]. When sample has 

ground state absorption, after excitation by the pump pulse ground state population will be 

depleted as a results more light will be transmitted in the signal probe with respect to reference 

probe. A similar observation, i.e. increase of transmitted light in the signal with respect to  

 

 

Figure 2.11: Scheme of the states involved in a pump-probe experiment in an experimental 

sample. (i) Depletion of ground state (bleach) (ii) excited state photoinduced absorption (positive 

absorption) and (iii) stimulated emission (bleach) by the probe pulses. 

 

reference also possible when the probe wavelength coincides with emission spectrum (termed as 

stimulated emission). The reverse phenomena i.e. PA is observed when A is positive. This is 

possible only when  𝑰𝒑𝒓𝒐𝒃𝒆 𝝀𝒊, 𝚫𝒕   𝒘𝒊𝒕𝒉 𝒑𝒖𝒎𝒑  <   𝑰𝒑𝒓𝒐𝒃𝒆(𝝀𝒊) 𝒘𝒊𝒕𝒉𝒐𝒖𝒕 𝒑𝒖𝒎𝒑.This positive 
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absorption, PA arises due to higher excited state transition caused for the probe pulse which is 

referred as process (ii) in the Figure 2.11. 

2.8.2. Instrumentation: 

The femtosecond transient absorption spectrometer consists of the following major segments 

such as  

(i) ultrashort pulse generation: Ti-sapphire oscillator,  

(ii) chirped pulse amplification: pulse stretcher, pulse picker, confocal multipass amplification, 

pulse compressor, 

(iii) second harmonic generation: pump pulse, 

(iv) white light continuum and 

(v) pump-probe system. 

Details of the each part are described below. 

2.8.2. a. Ultrashort Pulse Generation: TiS Oscillator 

In our pump-probe setup the ultrashort pulse is generated from an oscillator which contains 

titanium doped sapphire (Al2O3) crystal represent as Ti:Sapphire (TiS). In this oscillator, a diode 

pump solid state (DPSS) laser (CW mode, 532 nm, 3.8 W) is used as excitation source as a 

results the Ti
3+

 emit a broad PL band in the NIR region (650-1050 nm) [183]. At very high 

intensity of the pump laser, the non-linear phenomena which implies that the index of refraction 

(𝜂) is a function of light intensity (I) and varying according the equation[184]  

𝜼  𝝂 = 𝜼𝟎 𝝂 +  𝜼𝟐 𝝂 𝑰    (2.14) 
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Where the 𝜂0 𝜈  is the refractive index is a function of frequency in normal condition and 𝜂2 𝜈  

is the non-linear component which is positive in case of TiS. Again, the refractive index is the 

function of distance (r) as the laser cavity works in the TEM00 mode in which the intensity of the 

light beam follow Gaussian distribution  𝐼(𝑟) = exp(−𝜌𝑟2) .[184-186] Therefore, the refraction 

index is not homogeneously distributed in the medium, and corresponds to a situation as by 

inserting an additional material in a shape of a Gaussian lens into an optical resonator. This is 

known as "Kerr effect" and the medium is known as "Kerr medium" (i.e. TiS) [187]. Due to this 

stronger Kerr less focusing in the TiS medium the higher intense modes are transmitted through 

the medium while the lower intense modes can't. 

 

 

Figure 2.12: Optical scheme of TISSA 50 femtosecond Ti:Sapphire oscillator (CDP, Russia). 

 

During every round trip process the lost-amplification is repeated. This power dependent loss 

makes the cavity unstable in CW mode and a slight disturbance of the laser cavity produce a 

laser pulse. This phenomenon is known as Kerr-lens mode-locking (KLM). This is also referred 

as "self mode-locking" as the Kerr-lens medium is the crystal itself.[188-190] Due to higher 
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bandwidth of the gain medium (TiS, >350 nm) the passive mode locking (Kerr lens is passive 

object) can give pulse width as short as ~6fs (6X10
-15

 s). During round trip, the fs pulse is subject 

to GVD (group dispersion velocity) dispersion which can be compensated by introducing chirped 

mirror or two prisms inside the laser cavity.[191, 192] Since, the bandwidth of gain medium 

(Ti:sapphire) is very large (> 350nm), to avoid the non-linear Birefringent effect due to self 

focusing, the TiS crystals is placed at Brewster angle. In the present thesis the oscillator CDP 

from Avesta, Russia is used. The two prism and high reflector (HR, ~100% of reflection) mirror 

assembly (for negative GVD) generates the ~50 fs pulse, 80-90 MHz pulse repetition rate and 4 

nJ/pulse energy from Ti:Sapphire which is named as TISSA50 (Ti:Sapphire 50 fs). The optical 

layout of this oscillator is given in the Figure 2.12. The seed pulse is directed in an amplification 

system for amplification which is demonstrated in the next section.  

2.8.2. b. Chirped Pulse Amplification (CPA) 

The seed pulse obtained from TiS oscillator has energy nJ/pulse which is insufficient to excite 

the sample for performing pump-probe measurement. Therefore, the pulses are amplified several 

orders of magnitude as compare to the energy of the seed pulses. [193] Before amplification of 

the ultrashort pulse, it needs to be stretched to avoid the optics damage due to very high peak 

power (in the order of GW). Again, owing to Kerr effect of the TiS (amplifier medium) self 

focusing of the crystal may damage the crystal during amplification process. By introducing a 

pulse stretcher, one can easily overcome the condition of the damage threshold value of the 

optics and the active medium of the amplifier. After stretching the seed pulses temporarily in the 

order of hundreds of pico-second are subject to amplify in Ti: Sapphire active medium. This 

process is known as chirped pulse amplification (CPA).[187, 194, 195] The fs pulse of mJ/pulse 

energy is generated after compression. The CPA consists of the following segments: 
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i. Pulse Stretcher: 

As we know that the velocity of different frequency light is different (red component travels 

faster than blue part) in a medium which is known as group dispersion velocity (GVD). Utilizing 

the negative GVD the incoming seed pulse can be stretched from <100 fs to few ps.[187, 195] 

The principal pulse stretching is shown in the Figure 2.13. This is purely optical device 

containing diffraction grating, spherical mirror and plane mirrors. Femtosecond pulse going into 

pulse stretcher has a broad bandwidth. For a 100 fs Gaussian pulse the corresponding bandwidth 

is about 9 nm. A diffraction grating sends different frequencies in different directions at different 

angles of diffraction. After double pass, bluer and redder components exit from the stretcher as 

shown in the Figure 2.13.From the figure it is clear that bluer frequency components have to 

travel further through the stretcher than the red frequency components. As a result the red 

frequency components exit the stretcher first, the pulse has been stretched.  

 

 

Figure 2.13: Illustration of the principle of femtosecond pulse stretcher. 

 

In the MPA50, the pulse stretcher (Figure 2.13) the input pulse is dispersed in the horizontal 

plane. The stretched pulse is directed back to the stretcher with help of vertical retroreflector, and 

four passes through the stretcher are achieved. Four-pass configuration is necessary to ensure 
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that the stretched beam is spatially reconstructed. Femtosecond pulses with pulse duration 100 fs 

are stretched to more than ten ps pulses before amplification. High reflective gold coated 

holographic grating gives stretcher efficiency higher than 50% for specific wavelength regimes. 

ii. Pulse Picker: 

After stretching, the stretched seed pulse is passing through a pulse picker which is installed for 

one pulse selection from a train of stretched pulse. As a result, seed pulses are qualified for the 

amplification. The pulse picker utilizes well known electro-optical Pockels effect. Pulse train 

having horizontal polarization goes through the Pockels cell. Without applied voltage pulses do 

not change polarization and exit pulse picker with help of polarizers as shown in the Figure 2.16. 

When half wave voltage is applied to the Pockels cell, an input pulse changes its polarization 

from horizontal to vertical, goes through polarizer and is used as a seed pulse for the amplifier. 

Applied voltage is synchronized with femtosecond pulse train and Nd:YAG pump pulses, and 

seed pulses have pulse repetition rate equal to the repetition rate of Nd:YAG (JADE Laser, 

France) pump pulses. Input polarizer is used to increase polarization ratio for input pulses. 

iii. Confocal Multipass Ti:sapphire Amplifier (MPA):[196] 

The low repetition rate (1 KHz) stretched pulse is allowed to pass into amplifier which consists 

an optically active heavily doped Ti: Sapphire crystal. The gain medium is pumped with another 

DPSS laser (532 nm) having same repetition rate (1 KHz) and power ~20W. The schematic of 

the confocal multipass amplifier has been shown in Figure 2.14. This telescopic configuration 

provides six, eight, ten passes of the light beam through the common focus where Ti: sapphire 

crystal is placed. Due to different focal lengths of the mirrors, beam cross section are decreased 

after each pass and the beam waist diameter is increased accordingly (bottom of Figure 2.14). 
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Figure 2.14: Optical schematic of two-mirror confocal multipass Ti: Sapphire amplifier. The 

respective radiation pattern on the confocal mirror has shown below of the corresponding mirror. 

The pump radiation is focused by the lens through an aperture in the input mirror. The number of 

multiple passes depends on geometrical configuration of the mirrors. To avoid the crystal 

damage threshold (10 J/cm
2
) typically 8-10 passes is optimized as a results we observe gain in 

the order of ~10
6
.  

iv. Pulse Compressor:  

The principle of two grating pulse compressor is shown in the Figure 2.15. In contrast to the 

pulse stretcher, red frequency components have to travel further through the compressor than  

 

 

Figure 2.15: Illustration of the principle of two grating pulse compressor. 
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the blue frequency components (negative GVD).[187, 195, 197] The result is that the pulse has 

been compressed. Varying distance between the gratings, the compression can compensate the 

stretching precisely giving almost the same pulse duration as obtained from the seed laser pulse. 

In the present thesis the stretched picosecond pulses is amplified by MPA50 multipass 

Ti:sapphire amplifier and compress to pulses as short as 50-100 fs. The seed pulse generates 

from the TiS oscillator has pulse width ~50 fs is send for amplification due to very less energy. 

The MPA-50 amplifier which contains stretcher (having one grating), pulse picker unit (Pockel 

cell electronics), TiS gain medium and finally compressor (two grating). The overall 

amplification system (MPA-50, CDP, Russia) is shown in Figure 2.16. 

 

 

Figure 2.16: Complete optical scheme of MPA50 (CDP, Russia). 
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2.8.3. Second Harmonic Generation (SHG) 

In the present thesis the experimental samples are excited by 400 nm pump laser radiation. To 

obtain the 400 nm laser excitation source, the 800 nm fundamental output of the TiS amplifier is 

passed through the -barium borate (BBO) crystal for frequency doubling. This is called second 

harmonic generation (SHG).[187, 195] SHG is a non-linear optical phenomena which is based 

on non-linear polarization of crystal due to very high pulse energy (peak power~ GW/cm
2
). 

When the electric field, E, of the incident light increases, the polarization of the medium (P) 

which is depends on individual particle position (r) and time (t), is no longer linearly dependent 

on E and can be expanded in a Taylor series expansion 

𝑷(𝒓, 𝒕) = 𝝌(𝟏)𝑬 + 𝝌(𝟐)𝑬𝑬 + 𝝌(𝟑)𝑬𝑬𝑬…….     (2.15) 

At very high power, the second order susceptibility (𝝌(𝟐)) (10
-10

 V/cm) has significance 

contribution in polarization of a medium. In this situation the non-linear phenomena can be 

expressed in the form of second order term, i.e. [Since, 𝑬 = 𝑬𝟎 𝐜𝐨𝐬(𝛚𝐭 − 𝐤. 𝐫), where, 𝝎 and 𝒌 

are the incident wave frequency and wave vector respectively.] 

𝑷(𝟐) = 𝝌(𝟐)𝑬𝑬 =  𝝌(𝟐) 𝑬𝟎(𝝋) 𝐜𝐨𝐬( 𝝎𝒕 − 𝒌𝝎. 𝒓) 𝟐     (2.16) 

On phase matching condition i.e.𝑘2𝜔 = 𝑘𝜔 + 𝑘𝜔  the polarization can be written as  

𝑷(𝟐) =
𝟏

𝟐
𝝌 𝟐 𝑬𝟎

𝟐(𝝋) +
𝟏

𝟐
𝝌(𝟐)𝑬𝟎

𝟐 (𝛗)𝐜𝐨𝐬(𝟐𝝎𝒕 − 𝒌𝟐𝝎. 𝒓)    (2.17) 

Therefore, the polarization induced by the interaction of two waves, each of frequency 𝛚, 

consists of two terms; a constant time-independent polarization i.e. 
𝟏

𝟐
𝝌 𝟐 𝑬𝟎

𝟐(𝝋), and other is the 

polarization modulated at the frequency 2𝝎. Thus, the second order nonlinearity generates light 

photon having frequency 2𝝎 that is the energy twice of the incident light photon 𝝎. This kind of 
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phenomena observes in the bi-refringent crystal like BBO. In our present setup the amplified 

pulse (800 nm) is divided into two parts and one of the part having <100 mJ/pulse energy is 

passed through the BBO crystal to generate the excitation pump laser i.e. 400 nm. 

2.8.4. White Light Generation (WLG) 

In order to perform pump-probe experiment, the probe pulse i.e. the white light continuum 

(WLC) is needed for detection of transient species. WLC generation is governed by the effect of 

the self-phase modulation (SPM). [195, 198] SPM arises from the third-order susceptibility, and 

is a nonlinear third-order effect. When an amplified pulse has energy ~10J with pulse duration 

<100 fs travels through medium it will create the SPM. We have already discussed in the section 

2.8.2.a. that the index of refraction () of a medium depends on the intensity (I) of the incident 

light (equation 2.14). Due to Gaussian distribution of the pulse, the intensity dependent index of 

refraction changes the electric field of the light photon. The phase difference of the light (passing 

through an optical path length, L) will change with the index of refraction accordingly: 

𝜙(𝜔, 𝑡) =
𝜔𝜂 (𝜔 ,𝑡)

𝑐
𝐿. Thus the time dependent phase change leads to frequency change that can be 

expressed as follow, 

𝝏𝝎 =
𝝏𝝋(𝒕)

𝝏𝒕
       (2.18) 

Therefore, the change in frequency difference which changes the pulse passes on the leading 

edge to the trailing edge due to the Gaussian shaped pulse structure. As a result, the broad 

frequencies of different wavelength pulses are obtained known as white light. Due to the third 

order non-liner effect all frequencies are well ordered with same phase difference. In our present 

setup we use a 1.5 nm sapphire crystal to generate WLC from ~1J pulse energy of the 

fundamental pulse (800 nm). 
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2.8.5. Pump-probe Transient Absorption Spectrometer: 

After generation the WLC, the probe (350-1000 nm) pulse is divided into two parts by a beam 

splitter. The pump pulse (400 nm) is overlapped on the one of the probe pulse on the sample. 

This probe is treated as signal. Other probe beam which is not overlap with pump pulse but 

passing through the sample is providing the reference signal. The experimental sample solutions 

are circulating to avoid the photo-bleaching. The pump pulse is passes through a polarizer having 

an angle 54.7° to avoid the effect of anisotropy. A mechanical chopper operating at 500 Hz is 

placed after the pump pulse but before the sample, which block every alternate pump pulses so 

that ratio of transmitted intensities of consecutive probe pulses corresponds to transient 

absorbance. The change in absorption (A) is calculated using the equation 2.13. In the present 

setup we use the Exipro transient absorption spectrometer where we use a retroreflector for delay 

stage and CCD (charge coupled device) to detect the signal. The excited state kinetics of the 

samples can be measured in 0.66 fs-4 ns time resolution providing the time delay in the probe 

pulse using retroreflector. Typical temporal resolution of this pump-probe set up is measured by 

bleach signal of meso-tetrakis-(4-sulphanatophenyl) porphyrin dianion (TPPS) at 710 nm (pump 

400 nm, aqueous solution at pH 1) and found to be ~100fs. Finally the data are analyzed with the 

help of Lab-view programme.   

2.9. Pulse radiolysis: 

Pulse radiolysis is one of the secondary technique has been used to investigate the formation of dye 

cation radical.[199, 200] This is again a pump-probe experiment. The main difference from the 

transient absorption is that, the samples is excited here by the electron and probe the transient species 

by light in UV-visible region (300 nm-900 nm). In brief, the electron pulses of 50 ns duration from a 

7 MeV linear accelerator are used for irradiation source. The transients produced are detected by 
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kinetic spectrophotometer using 450 W pulsed xenon lamp along with monochromator, 

photomultiplier and digital oscilloscope. The absorbed radiation dose is measured by thiocyanate 

dosimetry. The typical dose is ~10 gray (G). A one electron oxidation reaction is carried out in 

typical pulse radiolysis experiments in N2O saturated solution of aqueous dye (10
-4

mol dm
-3

) and 

NaN3 (5x10
-3

 mol dm
-3

). During the electron beam irradiation, water molecules are dissociated in 

several transient species like H
. 

(hydrogen radical), OH
. 

(hydroxyl radical), e
-
aq (hydrated 

electron) etc. The hydrated electron reacts with the nitrous oxide form oxide radical (O
-.
). The 

reacted species which is responsible for the formation dye cation, azide radical (N3
.
), is generated 

after successive reaction of oxide radical with water molecule and the azide anion respectively. 

Finally, the dyes are oxidized to cation radical by reacting with azide radical through a one 

electron oxidation. The overall reaction of the entire process can be summarized in below: 

 

2.10. Photovoltaic Measurement (IPCE and IV): 

In the present thesis to measure the photovoltaic performance (J-V curves) of QD solar cells a 

100 W/m
2
 AM 1.0 G short-arc Xe lamp solar simulator (Peccell, model: PEC-L01) has been 

used as the illuminating source with 100 mW/cm
2
 intensity calibrated using a standard Si-

photodiode provided by Peccell. Keithley 2400 source meter is used to record the J-V 

characteristic of the QD solar cell. To record the Incident IPCE data Action Spectrum 
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Measurement System (Peccell, model: PEC-S20) with a xenon lamp (150 W) as the light source 

and 400-800 nm measurement wavelength range is used.  

The efficiency () of the solar cell is defined as the ratio of the electrical output of a working cell 

to the incident energy in the form of sunlight. In other word, the efficiency of the solar cell is the 

percentage of the solar energy to which the cell is exposed that is converted into electrical 

energy. This is calculated by dividing a cell's power output (in watts) at its maximum power 

point (Pm) by the input light (E, W/m
2
). 

   𝜼 =
𝑷𝒎

𝑬 𝚾𝑨𝒄
     (2.19) 

where "Ac" (in m
2
) is the area of the working solar cell.  

Again, the efficiency of the solar cell can be written in terms of fill factor (FF), open circuit 

voltage (VOC) and short circuit current (ISC). Fill factor (FF) is a parameter which characterizes 

the non-linear electrical behaviour of the solar cell. Fill factor is defined as the ratio of the 

maximum power from the solar cell to the product of VOC (when a cell is operated at open circuit 

i.e. I = 0 and the voltage across the terminals is defined as open circuit voltage.) and ISC (when a 

cell is operated in short circuit i.e. V = 0 and the current through the terminals is defined as 

short-circuit current). So,  

   𝑭𝑭 =
𝑷𝒎

𝑽𝑶𝑪 × 𝑰𝑺𝑪
     (2.20) 

From equation (2.19) and (2.20) one can write the efficiency of the solar cell as follow,  

   𝜼 =
𝑭𝑭 𝚾 𝑽𝑶𝑪𝚾 𝑰𝑺𝑪

𝑬 𝚾𝑨𝒄
     (2.21) 

The terms of the right hand side of the equation (2.21) are the experimentally measured quantity 

and using this value we have measured the solar cell efficiency. 
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2.11. Experimental Samples Preparation: 

2.12.1. Material Used 

Cadmium oxide (CdO, 99.5%), zinc acetate (ZnAc2.2H2O, 99.9%), selenium shot (Se,99.99%), 

sulphur powder (S, 99.99%) and tellurium powder (Te, 99.99%), cesium carbonate, lead bromide 

(PbBr2), olylamine (OAm), technical grade oleic acid (90%), tri-octly phosphine (TOP, 90%), 1-

octadecene (ODE) (90%) was purchased from Aldrich and used as received without further 

purification. 4',5'-dibromo fluorescene (DBF), bromo-pyrogallol red (Br-PGR) were purchased 

from Aldrich and were used without further purification. AR grade chloroform and AR methanol 

were used for precipitation for all the nanocrystals. Nano pure water used as solvent to prepare 

all the aqueous solution. Benzoquinone (TCI) and pyridine (HPLC) were used as electron and 

hole quencher, respectively. All the solvents and chemicals used for synthesis were procured 

from S D fine chemicals (India) and were used without further purification. 

2.12.2. Synthesis of CdSe& CdS QDs: 

High-quality non-aqueous CdX (X = Se and S) QDs were synthesized by following the 

previously reported method by Yu and Peng [201, 202] with some modifications. In a typical 

synthesis, 1 mmol (0.128 g) of CdO, 4.5 mmol (~1 mL) of OA, and 10 mL of ODE were loaded 

in a 50 mL three-neck round-bottom flask. The mixture was degassed in an Ar gas atmosphere 

for 30 min at 120 °C. The reaction mixture was then heated and the mixture became colourless 

above 260 °C. Previously prepared 0.5 mmol chalcogen (0.039 and 0.016 g of Se and S, 

respectively) in 1 mL of TOP solution was immediately injected into the reaction mixture at 300 

°C. The temperature of the reaction mixture was reduced to 280 °C and the growth of the 

nanocrystal (NC) was monitored at 260 °C. Purification of the synthesized NC was carried out in 

methanol solution and finally dispersed in a low polarity solvent such as chloroform. 
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2.12.3. Preparation of ZnSe QD:  

Oleic-capped ZnSe NCs were synthesized by following the similar approach adopted from 

previous literature [202] for synthesis of CdSe QD by high-temperature hot injection method 

with minor modification. Briefly, a stock zinc oleate solution was prepared by heating zinc 

acetate (4.0 mmol) in oleic acid (10.6 mmol) and 10-12 ml octadecene in a three-neck round-

bottom flask to 180 °C until a clear solution was obtained. During this reaction an inert gas (Ar) 

was passed through one of the neck of the flask. After a colourless solution was obtained the 

reaction temperature was allowed to increase up to 240-250 °C. To prepare the stock selenium 

injection solution, selenium powder (2 mmol) was reacted with TOP (2.5mmol) in 4-5 ml 

octadecene. This TOP-Se solution was swiftly injected through a syringe to the reaction mixture 

at 240-250 °C. Typically rapid color changes from colourless to light yellow were observed 

within 1min of injection. The solution temperature was allowed to settle at room temperature and 

then it was dissolved with chloroform and finally re-precipitated with methanol for 2-3 times. 

2.12.4. Preparation of CsPbBr3 QDs  

Caesium lead tribromide perovskite (CsPbBr3, CPB) quantum dots were synthesized after 

following the previously reported literature with little modification.[203] This synthesis involves 

two steps. In a three neck flask 1.25 mmol (~0.41 g) Cs2CO3, 20 mL ODE and 4 mmol OA (~1 

mL) were loaded and heated the mixture at 100 ºC for 1h to dry. Then the mixture was heated at 

150 ºC for complete dissolution of Cs2CO3 in an inert gas (Ar) atmosphere. Complete dissolution 

of the Cs2CO3 indicates the formation of the caesium oleate. To prepare the CsPbBr3 QDs, 0.188 

mmol PbBr2 (~0.069 g) and 5 mL ODE were taken in a three neck flask. The resulting mixture 

was heated at 120 ºC for 1h in an Ar gas atmosphere. 0.5 mL dried OA and 0.5 mL dried OAm 

were added at 100 ºC in the reaction mixture. The reaction mixture was heated at 140 ºC for 
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complete dissolution of PbBr2. The previously prepared (~0.4 mL) Cs-oleate was swiftly injected 

in the reaction mixture at 150 ºC. A rapid fluorescent color change was observed immediately 

after addition and the reaction was quenched within 5-10 seconds by ice cold water. Finally the 

product was precipitated by ODE and 
t
BuOH (ODE:

t
BuOH= 1:1) solvent mixture.  

2.12.5. Synthesis of CdSe/CdS Quasi-Type II Core−Shell:  

The CdSe/CdS core−shell was synthesized by following the previously reported literature 

method [204, 205] with minor modification. To synthesize CdSe/CdS core−shell, previously 

prepared CdSe QD solution was used directly as core. The CdS shell on the CdSe core was 

prepared by using Cd-oleate as the cadmium precursor and sulphur powder as the S precursor. 

Cadmium and sulphur precursor concentrations were kept for 1 μmole of CdSe core. The 

cadmium oleate was prepared by adding 0.31 mmol (0.04 g) of CdO and 0.85 mL of OA (2.6 

mmol) in 5 mL of ODE under reflux conditions (at 180 °C) into a three-neck round-bottom flask 

in inert Ar gas atmosphere. This cadmium oleate was allowed to cool down at room temperature 

and added to the degassed CdSe core solution. Then the mixture was heated at 120 °C for 20 min 

for complete removal of chloroform, and the sulphur solution was added dropwise into the 

mixture at 200 °C. The sulphur solution was prepared by adding 0.31 mmol (0.01 g) of S powder 

in 0.25 mL of TOP (0.6 mmol) and 10 mL of ODE. After adding the sulphur precursor, the 

resulting mixture was heated for 1 h at 200 °C and finally dispersed in chloroform after 

precipitation in methanol. 

2.12.6. Synthesis of CdS/CdSe Inverted Type I Core−Shell: 

To synthesize CdS/CdSe core−shell NC, previously prepared CdS QD solution was used directly 

as core. The CdSe shell on CdS core was prepared by using cadmium oleate as cadmium 

precursor and selenium powder as Se precursor. Cadmium and selenium precursor 
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concentrations were kept for 1μmol of CdS core. The cadmium oleate was prepared by adding 

0.66 mmol (0.085) g of CdO and 0.85 mL of OA (2.6 mmol) in 5 mL of ODE under reflux 

conditions (at 180 °C) into a three-neck round-bottom flask in an inert Ar gas atmosphere. This 

cadmium oleate was allowed to cool down at room temperature and added to degas CdS core 

solution. Then the mixture was heated at 120 °C for 20 min for complete removal of chloroform, 

and the selenium solution was added dropwise into the reaction mixture at 180 °C during the 

time duration of 1 h. The selenium solution was prepared by adding 0.66 mmol (0.052 g) of Se 

powder in 0.25 mL of TOP (0.6 mmol) and 10 mL of ODE. After adding the selenium precursor, 

the resulting mixture was heated for another 4 h at 180 °C and finally cooled down to the room 

temperature and dispersed in chloroform after precipitation in methanol. 

2.12.7. Preparation of CdS/CdTe core-shell:  

To synthesize CdS/CdTe type II core-shell, prepared CdS QD solution in chloroform was 

directly used as core. CdTe shell on CdS QD was prepared by using Cd-oleate as cadmium 

precursor and tellurium precursor as tellurium precursor. Cd-oleate was prepared by adding 

0.112 g of CdO (0.876 mmol) and 0.74 ml oleic acid (2.3 mmol) in 2.5 ml octadecene under 

reflux condition (at 180C) into a three-neck round bottom flask in inert atmosphere. This Cd-

oleate was added to a 1 μmole CdS solution in a three-neck round bottom flask. The mixture of 

0.112 g Te (0.876 mmol), 0.5 ml TOP (1.09 mmol) and 10 ml octadecene was dropwise added to 

the solution through a syringe at 180C. Precipitation done in methanol solution.  

2.12.8. Synthesis of CdSxSe1-x alloy QDs: 

Monodispersed highly luminescent alloy QDs were synthesized after following previous reported 

procedure with some modifications.[128] In brief, a stock cadmium oleate solution was prepared 
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by heating a mixture of 1.6 ml oleic acid (5 mmol), 0.128 g cadmium oxide (1.0 mmol) and 14.0 

ml ODE in a three-neck round-bottom flask at 200 C in an inert Ar gas atmosphere. The 

resulting solution was degassed at this temperature for 30 minutes. The solution became 

colourless; indicating formation of Cd-oleate and the required mixture of chalcogenide solution 

were swiftly injected through a syringe to the reaction mixture at 320 C. Temperature of the 

mixture was reduced to 20 C and growth of QD monitored at 250 C. To prepare the chalcogen 

solution, 0.25 mmol of the corresponding chalcogen was mixed with 0.28 ml TOP (1 mmol) in 

Ar atmosphere. The resulting colourless solution was obtained in 2.72 ml octadecene to give a 

final stock solution volume of 3 ml. A rapid color changes from colourless to fluorescent color 

were observed in all the cases. Precipitation was done in methanol solution.  

2.12.9. Synthesis of CdxZn1-xSe1-x alloy QDs: 

Synthesis procedure and the experimental condition of CdxZn1-xSe alloy quantum dot is quite 

similar to that of CdSxSe1-x alloy. In brief, a mixture of cadmium and zinc oleate solution was 

prepared by heating a mixture of 1.6 ml oleic acid (5 mmol), 1.0 mmol of Cd and zinc (with 

stoichiometric ratio) and 14.0 ml ODE in a three-neck round-bottom flask at 200 C in an inert 

Ar gas atmosphere. The resulting solution was degassed at this temperature for 30 minutes. The 

solution became colourless; indicating formation of metal oleate and the required mixture of 

chalcogenide solution were swiftly injected through a syringe to the reaction mixture at 320 C. 

Temperature of the mixture was reduced to 20 C and growth of alloy QD monitored at 250 C. 

To prepare the Se solution, 0.25 mmol of the Se was mixed with 0.28 ml TOP (1 mmol) in Ar 

atmosphere. The resulting colourless solution was obtained in 2.72 ml octadecene to give a final 

stock solution volume of 3 ml. A rapid color changes from colourless to fluorescent color were 

observed in all the cases. Precipitation was done in methanol solution.  
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2.12. Solar Cell Assembly: 

2.12.1. Phase Transfer of the Organic Capped QD through Ligand Exchange: 

The OA capped QDs were water solubilised through phase transfer technique using MPA as a 

surfactant following literature techniques [160]. The pH of the MPA solution in methanol-water 

mixture (3:1) was adjusted to 12 using a 40% aq. KOH solution. This solution was dropwise 

added to the QD solution in chloroform until precipitation and stirred for 15 min. 5 ml of water 

was added followed by 15 min of further stirring. The pH of the aqueous phase was maintained 

at 12. The QDs phase transferred to the aqueous phase which was collected and precipitated with 

acetone. After centrifugation, the water soluble MPA capped QDs was dispersed in required 

amount of water for further use.  

2.12.2. Preparation of TiO2 Photoanodes: 

In:SnO2 (ITO) coated glass plates (8Ω/square) were cleaned sequentially using soap water, DI 

water and ethanol in a ultrasonic bath for 20 minutes each, followed by drying at 150°C for 2 

hours. On cleaned ITO plates a transparent layer (or the active layer) of TiO2 (dyesol, DSL 

18NR-T, average particle size 20 nm) was deposited using doctor blade technique and dried in 

air for 2 hours. Then the films were sintered at 450°C for 30 min and at 500°C for 15 min in a 

muffle furnace. Then a scattering layer of TiO2 (dysol,WER2-O, average particle size 150-200 

nm) was deposited on top of the transparent layer followed by sintering again at 450°C for 30 

min and at 500°C for 15 min. The water soluble QD solution (OD ~ 2 at excitonic peak, 1-2 

drops) was dropcasted on the TiO2 mesoporous film electrode and kept for 3 hours before rinsing 

it with DI water. After immobilizing the MPA capped QDs on TiO2, a quasi-shell of CdS was 

deposited utilizing successive ionic layer adsorption and reaction (SILAR) technique by 

alternately dipping the film into 0.1 M methanolic solution of Cd(NO3).4H2O and 0.1 M 
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methanol: water (1:1) solution of Na2S for 1 min. The films were rinsed with DI water in-

between each step. Four SILAR cycles were performed for each film. on QD/quasi-CdS TiO2 

films a thin passivating layer of ZnS (4 cycles) was deposited using the same SILAR technique 

by alternatively immersing the films in 0.1 M methanolic Zn(NO3)2. 6H2O solution and 0.1 M 

methanol: water (1:1) solution of Na2S for 1 min. Finally, the films were cleaned with DI water 

and dried in air.  

2.12.3. Counter Electrode: 

For solar cell assembly Cu2S counter electrodes were used. At first Cu was deposited on ITO 

glass by multiple potentiostatic pulse strategy from a nitrogen purged solution of 10 mM Cu(II) 

in 0.005 M H2SO4 in a standard three electrode electrochemical cell consisting of ITO as 

working electrode, platinum wire as counter electrode and Ag/AgCl as reference electrode [206]. 

The pulse potentials were chosen from the cathodic scan and anodic scan segments of the cyclic 

voltammograms of 10 mM Cu(II) in 0.005 M H2SO4 on FTO at a scan rate of 0.1 V s
-1

. Under 

optimized condition, a potential train of 0.3 V for 0.4 s and -1.9 V for 0.25 s was applied for 

3000 cycles. Then the Cu-coated ITO glass is thoroughly rinsed with water and dried in air 

followed by immersed in a polysulfide solution prepared by dissolving 1 M Na2S, 1 M S and 0.1 

M KCl in 3:7 methanol water mixture for 1 min. The electrodes were then rinsed with DI water 

and dried in air. The XRD pattern of the product materials on the ITO was matched with the 

JCPDF file #26-1116 confirming the formation of Cu2S on ITO. Polysulfide solution containing 

0.6 M Na2S, 0.2 M S and 0.2 M KCl in 7:3 methanol water mixtures was used as electrolyte. The 

TiO2/QD/quasi-CdS/ZnS photoanodes were then sandwiched using binder clips with the Cu2S 

counter electrode separated by scotch tape spacer with ~ 100μL electrolyte droplet in between. 
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3.1. Introduction: 

The demand of harvesting of solar energy has generated immense scientific research 

interest on various kinds of nano-architect quantum dots (QDs) materials.[37, 207, 208] Since 

the semiconductor QDs have dimension in the range of the Bohr radius, the electronic transition 

energies become size dependent which leads to tunable optical absorption and emission 

properties.[16, 209] High extinction coefficients, low production cost, possibility of easy charge 

carrier separation, multiple exciton generation (MEG) [48, 97, 100, 210]
 
and facile energy 

transfer process involving the QD materials [211] make them suitable candidates for light 

harvesting materials in quantum dot sensitized solar cell (QDSC).[147, 150, 212-214] Although 

the QDs have all the promising properties, the photocurrent conversion efficiency is not as high 

as dye sensitized solar cell (DSSC) due to limited absorption in solar spectrum and energy loss 

due to ultrafast exciton annihilation.  

Charge transfer in QD-molecular adsorbate composite is extremely important for their 

application in many electronic devices like quantum dot based solar cells. [215-217]
 
In addition 

to that
 
interest of charge transfer in molecule-QD system has been increased manifold due to 

report on MEG in quantum dot. It has been realized and partially verified that efficiency of solar 

module can be enhanced significantly by dissociating or separating the multi-exciton before 

ultrafast exciton-exciton annihilation.[97, 218] Using suitable adsorbate molecule (electron or 

hole acceptors) on photoexcited QD materials ultrafast exciton dissociation can be a reality. 

Exciton dissociation in fast and ultrafast time scale through electron transfer in QD/molecular 

adsorbate and QD/semiconductor nanoparticle (TiO2) systems have been widely investigated. 

[219-222] 
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So far the highest conversion efficiency in QDSC has been reported by Zhong and co-

workers to be >11 %.[44] However the efficiency of the QDSC is much lower than conventional 

dye-sensitized solar cell (DSSC).[45] The main factors for overall lower efficiency are mainly 

due to limited absorption of solar radiation of the QD materials and slow hole transfer rate. Size 

of the QD are higher (more than 2-3 nm sometimes larger) as compared to dye molecule (size is 

less than 1 nm) as a result QD loading on TiO2 electrode in QDSC is much less as compared to 

dye loading in DSSC. As a result injected electrons in QDSC are in direct contact with the 

electrolyte which is undesirable. Finding a suitable hole transporting material in QDSC is always 

a challenging task. All the problems can be tackled by introducing concept of super sensitization 

in solar cell. [212, 223, 224] In super sensitization, quantum dot and molecular adsorbate can 

exchange charge carriers where molecular adsorbate in addition to photosensitizing the quantum 

dot material, it also can act as hole transporting materials, where holes are generated out of photo-

excitation of QD. As a result total charge separation can take place in the QD-molecular 

composite material and it can be used as a super sensitizer. Lian [225] and Ghosh [226] and co-

workers have observed in dye-nanoparticles (TiO2) system charge separation facilitated 

drastically if the composite materials form charge transfer (CT) complex in the ground state. 

Similarly one can envisage charge separation between quantum dot – molecular adsorbate can be 

drastically improved if they form charge transfer complex in the ground state, where on photo-

excitation electron from dye molecules can be transferred directly to the QD materials.  

In addition to the electron and hole transfer, exciton quenching can take place via non 

radiative energy transfer process. Energy transfer is a non-radiative phenomenon [227] where the 

excited donor transfers its energy to an acceptor via long range dipole-dipole interaction.[228] 

The spectral overlap between the donor emission and the acceptor absorption is the key factor to 
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determine the rate and efficiency of the energy transfer process. The non radiative energy 

transfer of the donor to acceptor is based on Förster resonance energy transfer (FRET) 

mechanism. FRET principles have been extensively used in several research realms such as 

fluorescence chemistry especially dye-dye interaction,[229, 230] biological system including 

medical diagnostic, optical imaging, DNA analysis, single molecule FRET etc.[174] Recently 

Banin et al. [231] have demonstrated the FRET between semiconductor nanocrystal and the dye 

molecule which are used as a sensing application even in the single molecular level 

concentration. However, the FRET process is also well known in various systems such as metal 

nanoparticle-dye surface,[232, 233] and metal-semiconductor hetero-structure composite.[234] 

Most importantly FRET process has been well demonstrated in photovoltaic performance in 

molecular adsorbate-QD composite systems [235-245] and QD-QD [246, 247] systems. The size 

dependent spectral properties of the QD, can make them suitable candidate as a donor for an 

efficient FRET pair in molecular adsorbate-QD composite system. In particular, the spectral 

overlap can be tuned by altering the size of the QDs materials. Kamat et al.[248] have 

demonstrated size dependent Förster versus Dexter energy transfer processes in CdSe Quantum 

Dot−Squaraine light harvesting assemblies. Zaban and co-workers demonstrated higher 

efficiency built-in quantum dot antennas in dye-sensitized solar cells where the QD materials 

serve as transmitter and channelling the absorbed solar radiation to the dye molecules through 

nonradiative energy transfer process.[245] 

In this chapter we have demonstrated the exciton quenching of CdS QDs in presence of 

two different dye molecules via hole transfer and through non radiative energy transfer process. 

In addition to the hole transfer from CdS to the 4′,5′-dibromofluorescein (DBF), direct electron 

transfer takes place from HOMO of the DBF molecule to the CB of the CdS QDs. Electron 
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injection from the LUMO of the DBF molecule to the CB of the CdS also possible as the LUMO 

energy level of the DBF is energetically higher than the CB energy level of CdS. On the other 

hand non radiative energy transfer is observed from CdS to BODIPY (boron dipyrromethene, 

named as TG2 and TG10) derivative. The charge transfer interaction of the composite systems 

has been carried out using femtosecond transient absorption spectroscopy.  

3.2. Results and Discussion: 

3.2.1. UV-vis Optical absorption, Steady State and Time Resolved PL Study  

i. CdS QD and DBF composite: 

Formation of charge transfer complex in the ground state between molecular adsorbate and oxide 

semiconductor (TiO2 and ZrO2) is quite well known in the literature. [249] In our earlier 

investigation we have also reported formation of CT complex between molecular adsorbate and 

TiO2 [226, 250] and ZrO2 [250] nanoparticles, where appearance of new charge transfer optical 

absorption band was detected in the ground state. To the best of our knowledge till date no report is 

available where QD (CdSe, CdS, CdTe etc) and molecular adsorbate form CT complex in the 

ground state. Figure 3.1 shows the optical absorption spectra of DBF after addition of different 

concentration of CdS QD. Pure DBF molecule shows weak optical absorption up to 550 nm with a 

peak at 465 in addition to an absorption band below 280 nm as depicted in trace a in Figure 3.1. The 

CdS QDs (spherical in size) were synthesised adopting high temperature injection method. Trace b 

in Figure 3.1 depicts the optical absorption spectrum of 0.49 µM CdS QD in chloroform which 

shows an exciton at 433 nm and corresponding band gap can be calculated to be ~2.69 eV. Now on 

addition of increasing concentration (0.049 µM to 0.49 µM) of CdS QD in DBF solution the optical 

absorption band become broader and shifted to the red region of the spectrum. The color of the 

solution becomes deep red (while the color of free DBF and CdS is light orange and yellow 
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respectively) indicating formation of strong charge transfer (CT) complex between CdS QD and 

DBF. The intensity of charge transfer band increases drastically. BH plot for the above CdS-DBF 

system is shown in the inset of Figure 3.1, where extinction coefficient of the complex is calculated  
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Figure 3.1: Optical absorption spectra of (a) DBF dye (0.3 mM) (b) CdS QD (0.49 µM), (c-i) 

DBF-CdS complex at constant DBF concentration (0.3 mM) with increasing CdS QD 

concentration in chloroform (in the mixture [CdS] are (c) 0.049, (d) 0.098, (e) 0.147, (f) 0.196, 

(g) 0.294, (h) 0.392, (i) 0.49 µM). Inset: Benesi−Hilderband (B-H) plot of DBF-CdS CT 

complex. Details for B-H plot J. Am. Chem. Soc. 1949, 71, 2703. 

 

to be 2.14 X 10
6
 M

-1
 cm

-1
. High extinction co-efficient of the CdS-DBF complex suggest that the 

composite materials form strong CT complex where partial charge transfer takes place in the 

ground state. This observation clearly suggests that CdS-DBF composite material is a potential 

material for super-sensitizer, which can absorb more solar radiation as compared to that of the 

individual CdS QD and DBF molecule. Trace a in Figure 3.2 shows steady state PL spectra of 

CdS QD in chloroform after exciting the sample at 375 nm, which consist an emission peak at 

450 nm with high quantum yield (f 0.24). Figure 3.2 b shows the emission spectra of CdS QD 
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in presence of 0.3 mM DBF. It is clearly seen that CdS emission is completely quenched in 

presence of DBF. As we have already mention that the valence band (1.35 V vs NHE) of CdS lies 
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Figure 3.2: Photoluminescence (PL) spectra of CdS QD (a) in absence and (b) in presence of 

DBF in chloroform solution after exciting at 375 nm. Inset: Emission decay traces of (c) CdS QD 

and (d) CdS-DBF composite after exciting at 406 nm and monitoring at 450 nm. L is excitation 

profile. [CdS] = 0.49 M and [DBF] = 0.3 mM. 

 

below the HOMO (0.8 V vs NHE) of DBF (Scheme 3.1), so photo-excited hole can be captured 

by DBF which is thermodynamically viable. Hole transfer reaction can be expressed by the 

equations below: 

CdS + h CdS (e
-
 + h

+
)    (3.1) 

CdS (e
-
 + h

+
) + DBF  CdS (e

-
) + DBF

+
   (3.2) 

To find the hole transfer dynamics we have carried out time-resolved emission studies of free 

CdS QDs and also in presence of DBF and shown in Figure 3.2 inset. The emission decay traces 

of CdS QD and CdS/DBF composite have been monitored at 450 nm after exciting the samples at 

406nm. The emission decay traces can be fitted multiexponentially with time constants of τ1 = 
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0.58 ns (39%), τ2 = 23.8 ns (32%), τ3 = 5.2 ns (29%) with τavg =9.4 ns for CdS QD and of τ1 = 

0.12 ns (61%), τ2 = 0.94 ns (22%), τ3 = 3.4 ns (17%) with τavg =0.9 ns for CdS/DBF system. The 

 

 

Scheme 3.1: Charge transfer processes (hole transfer, electron injection and charge 

recombination reactions) involving CdS QD and DBF dye in chloroform. Molecular structure of 

DBF is shown in the scheme. 

 

average lifetime of CdS/DBF system is ten times shorter as compared to that of CdS QD, which 

confirms hole transfer process in the composite materials as suggested in equation 3.2. 

Presumably the observed decrease in lifetime arises due to hole transfer (HT) from CdS QD to 

DBF molecule, then the HT rate constant can be determined through the following expression 

kHT = 1/CdS+DBF – 1/CdS   (3.3) 

Using the average lifetime values of 9.4 ns (CdS) and 0.9 ns (CdS-DBF) the hole transfer rate 

constant can be determined to be 1.1x10
9

 sec
-1

. From Scheme 3.1 it is clear that photo-excited 

DBF molecule can inject electron into the conduction band of CdS QD. To monitor this electron 

transfer process from photo-excited DBF to CdS QD we have carried out emission spectroscopy 

in the present investigation after exciting DBF molecule. Electron injection dynamics from 

photo-excited xanthenes dyes (DBF is a xanthenes dye) to the conduction band of TiO2 have 
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been demonstrated by us
33

. Since xanthenes dye molecules are highly luminescent, it is easy to 

demonstrate electron transfer process by monitoring the luminescence quenching measurements. 

Figure 3.3 depicts the emission spectra of DBF and DBF-CdS composite after exciting the 

samples at 500 nm. Trace a in Figure 3.3 shows the emission spectra of DBF which has emission 

peak at 557 nm with a hump at 584 nm. However in presence of CdS the emission intensity 
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Figure 3.3: Photoluminescence (PL) spectra of DBF (a) in absence and (b) in presence of CdS 

QD after exciting at 500 nm. Inset: Fluorescence upconversion traces of (c) DBF and (d) CdS-

DBF composite after exciting at 435 nm and monitoring at 560 nm. [CdS] = 0.49 M and [DBF] 

= 0.3 mM. 

 

drastically reduces as shown in trace b in Figure 3.3. Again as we have already mention that 

LUMO (-1.5 V) of DBF lies above the conduction band (-1.3 V vs NHE) of CdS QD (Scheme 

3.1), so photo-excited DBF can inject electron into the conduction band of CdS. The emission 

quenching can be attributed to electron injection from photoexcited DBF to CdS, and can be 

expressed by the equations below: 

DBF + h  DBF*        (3.4) 

DBF* + CdS QD DBF
+
 + CdS QD (e

-
)      (3.5) 
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To monitor electron injection dynamics we have carried out fluorescence upconversion 

measurements for free DBF and also in presence of CdS QD after exciting the samples at 435 

nm laser pulse and monitoring at 560 nm and shown in Figure 3.3 inset. We would like to make 

a point that exciting pure CdS at 435 and monitoring at 560 nm, no emission signal was 

observed. It is clear from emission decay trace of pure DBF (Figure 3.3c) that emission lifetime 

of DBF is too long to measured in fluorescence up-conversion technique. So to measure the 

emission lifetime of DBF we performed nanosecond life time measurements (TCSPC) and 

determined to be 1.6 ns. Trace d in Figure 3.3 depicts the emission kinetics of DBF in presence 

of CdS QD which can be fitted bi-exponentially with time constants of τ1 = 618 fs (85%) and τ2 

= 1.8 ps (15%) with average life time avg=800 fs. If we presume that the observed decrease in 

lifetime arises due to electron injection from photoexcited DBF to CdS QD, then we can 

determine the electron injection time constant by the following expression.   

kinj =1/DBF+CdS – 1/DBF      (3.6) 

By following the above expression electron injection rate can be determined to be 1.2* 10
12

 sec
-1

. 

With the help of time-resolved emission technique we have demonstrated both electron injection 

from photo-excited DBF to CdS QD and also hole transfer from photo-excited CdS QD to DBF 

molecule.  

ii. CdS QD and BODIPY composite: 

To monitor ground state interaction between CdS QD and the bodipy molecule steady state optical 

absorption and emission measurements have been carried out. Figure 3.4 shows the UV-vis spectra 

of pure CdS QD (trace a) and the TG2 in absence (trace b) and in presence of CdS QD (trace c) in 

chloroform solution. The optical spectrum of the CdS QD shows an excitonic absorption at 460 nm 

due to 1S (1S3/2-1Se) transition. On the other hand TG2 molecule shows a broad absorption (trace b) 
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below 575 nm with a maximum absorption at 516 nm which is due to the electronic transition 

between HOMO to the LUMO. In presence of CdS QD the optical behaviour of the TG2 

molecule(trace c) does not change significantly which clearly indicates very weak ground state  
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Figure 3.4: Steady state (A) optical absorption spectra of (a) CdS QD, (b) TG2 and (c) TG2-CdS 

QD composite system and (B) emission spectra of (a’) CdS QD, (b’) TG2 and (c’) TG2-CdS QD 

composite system in chloroform. [CdS] = 0.05 M and [TG2] = 0.1 mM.  

 

interaction exists between TG2 and the CdS QD. Steady state PL spectra of CdS QD (trace a'), TG2 

(trace b') and the CdS-TG2 composite (trace c') are shown in Figure 3.4 after exciting the samples at 

400 nm. The PL spectrum of CdS QD shows an emission peak at 479 nm due to excitonic band edge 

luminescence with ~24% emission quantum yield. In contrast to CdS QD, a broad luminescence 

spectrum of TG2 appears at 550 nm to 750 nm peaking at 640 nm with very low quantum yield 

~0.5-1%. It is interesting to see that luminescence a spectrum of TG2 quite broad and highly stokes 

shifted. The highly red-shifted luminescence cannot be attributed to the emission from singlet state 

as majority of the singlet state emission of bodipy molecules is the mirror image of absorption 

spectra with 20-30 nm Stokes shift. [251] The red shifted emission spectra of TG2 can be either due 

to emission from twisted intra-molecular charge transfer state (TICT) or from the triplet state. The 
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emission spectra do not change much with changing the polarity of the solvent. It is widely reported 

in the literature in low polar solvent (cyclohexane) emission appears only from locally excited (LE) 

state.[252] Tang and co-workers [253] reported TICT emission from bodipy derivative in 

chloroform solvent, where blue shifted emission from LE state was observed in low polar hexane 

solvent. So the TG2 luminescence cannot be attributed to emission from TICT state. Earlier 

Castellano and co-workers [251] reported luminescence from the triplet state of iodine derivative of 

BODIPY molecule, which appears in the red region of the spectrum as compared to that singlet state 

emission band. So the broad emission band of TG2 can be attributed to luminescence from the triplet 

state of TG2. Now it is interesting to see that the luminescence of the CdS QD is completely 

quenched in presence of TG2 (Figure 3.4c') and simultaneously TG2 luminescence increases after 

400 nm excitation. It is clearly seen in Figure 3.4 that there is significant spectral overlap between 

emission spectra of CdS QD (Figure 3.4a') and the optical absorption of TG2 (Figure 3.4b). So 

efficient fluorescence resonance energy transfer (FRET) is expected from excited CdS QD to TG2 

molecule. So the quenching of CdS luminescence in presence of TG2 can be assigned mainly due to 

energy transfer from photo-excited CdS QD to TG2 molecule. The redox energy level of the 

composite system (Scheme 3.2) shows that both photo-excited electron and hole from CdS QD can 

be transferred to TG2 as both the processes are thermodynamically viable. Either of the two 

processes can also be cause for decrement of luminescence intensity of CdS QD. To reveal the real 

mechanism of luminescence quenching in the CdS-TG2 composite system steady state emission 

studies have been carried out after changing the size of CdS QD particles. Size dependent PL (Figure 

3.5 B) quenching suggests that maximum quenching of CdS luminescence can be observed where 

there is maximum overlap between the optical absorption spectra of and the emission spectra of CdS 
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QD (Figure 3.5A). This experimental result clearly suggests that the major process responsible for 

decreasing luminescence quantum yield of the CdS QD in presence of TG2 is due to non radiative  
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Figure 3.5 : (A) Steady state optical absorption spectra of (a) CdS QD, (b) TG2 and emission 

spectra of (a’) CdS QD. (B) Size dependent photo-luminescence quenching of CdS QD in 

presence of TG2 molecule in chloroform solution. In all the cases concentration of CdS QD and 

TG2 were kept 1 M and 0.1 mM respectively.  

 

energy transfer from photo-excited CdS QD to TG2 molecule, not due to electron or hole transfer 

from the photo-excited CdS QD. The excited CdS QD exchange its energy through non radiative 

process according to the following equation  

CdS + h    CdS*    (3.7) 

CdS*+ TG2    CdS + TG2*    (3.8) 

To determine energy transfer rate between CdS QD-TG2 donor-acceptor pair we have carried 

time-resolved emission studies. Figure 3.6 illustrates the time resolved emission decay traces of 

CdS QD in absence and in presence of TG2 molecule after exciting at 445 nm and monitoring at 

479 nm. The time resolved PL decay trace of CdS QD can be fitted multi-exponentially with 
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decay time constants τ1 = 0.43 ns (33%), τ2 = 2.93 ns (21%), τ3 = 19.06 ns (46%), with τavg =9.6 

ns (Figure 3.6a). The emission decay trace of CdS-TG2 composite also can be fitted multi- 

exponentially with time constants τ1 = 0.22 ns (77%), τ2 = 2.8 ns (15%), τ3 = 19 ns (8%), with 

τavg =2.1 ns (Figure 3.6b). The emission lifetime of CdS QD decreases in presence of TG2 which 

clearly suggest that non-radiative relaxation channel (energy transfer) is actively involved in the 

of CdS-TG2 composite system. Now we can determine the energy transfer rate by following the 

equation below: 

kFRET  = 1/CdS-TG2 – 1/CdS     (3.9) 

and using our experimental results we found the non-radiative energy transfer rate in the CdS-

TG2 donor-acceptor pair is ~ 3.7 X 10
8
 s

-1
.  
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Figure 3.6: Time resolved PL decay traces of CdS QD (a) in absence and (b) in presence of TG2 

in chloroform after monitoring at 479 nm. Time resolved PL decay traces of TG2 (c) in absence 

and (d) in presence of CdS QD in chloroform after monitoring the emission at 640 nm. 

Excitation wavelength was kept at 445 nm in all the above systems.  
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We have also monitored the change of excited state lifetime of TG2 both in absence and in 

presence of CdS QD as shown in Figure 3.6. Here we would like to mention that, the excited 

state life time of the TG2 (Figure 3.6c) is very short (avg=0.38 ns) as compared to that of CdS 

QD. However it is clearly seen in Figure 3.6d that emission life time of TG2 increases (avg=0.55 

ns) in presence of CdS QD with a growth component. This observation reconfirms that indeed 

energy transfer takes place from photo-excited CdS to TG2. 

 

Scheme 3.2: Schematic presentation of non-radiative energy transfer (FRET) from photo-excited 

CdS QD to triplet state of the BODIPY molecule. ISC and TTA stand for intersystem crossing and 

triplet-triplet annihilation respectively.  

 

3.2.2. Femtosecond Transient Absorption Study 

To corroborate charge (both electron and hole) transfer dynamics/processes in early time 

scale with more accuracy we have carried out femtosecond transient absorption spectroscopic 

measurements by exciting pure and composite system at 400 nm laser light.  

i. CdS QD and DBF composite: 

Figure 3.7 shows the transient absorption spectra of photoexcited CdS/DBF QD 

composite materials in different time delay, which comprises a bleach below 550 nm and two 
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broad absorption bands at 550-750 nm and 750-900 nm respectively. The broad spectral 

absorption in the 750-900 nm regions can be attributed to the electrons in the conduction band in 

CdS QD. The transient absorption band at 550-750 nm can be attributed to DBF cation radical. 

The band having maximum at 650 nm is assigned to DBF cation radical (DBF
.+

). Assignment of 

this band has been made on the basis of the results obtained in separate pulse radiolysis 

experiments, where DBF
.+ 

was generated selectively by the reaction of N3
.
 radical with DBF 

molecule in N2O saturated aqueous solution. We have already demonstrated that at 400 nm 

photo-excitation both electron injection and hole transfer process can occur in DBF/CdS 
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Figure 3.7: Transient absorption spectra of CdS-DBF composite materials in chloroform at 

different time delay after excitation at 400 nm laser light. Inset: Kinetic decay trace at 590 nm.  

 

composite materials. Now to understand the charge transfer dynamics we have monitored the 

kinetics at 500 nm (bleach wavelength), 650 nm (DBF cation radical) and at 900 nm (electron in 

QD) and shown in Figure 3.8. The bleach recovery kinetics at 500 nm (trace a in Figure 3.8) can 

be fitted with time constants of  = 800 fs (25%),  = 90 ps (37%) and  > 400 ps (38%). The 

transient signal due to cation radical of DBF at 650 nm can be fitted multi-exponentially with a 
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growth of ~350 fs and decay components of 1 = 15 ps (47%), 2 = 90 ps (13%) and 3 > 400 ps 

(40%). Interestingly the transient signal decay due to electron in CdS QD can be fitted multi-

exponentially with time constants of 1 = 1.2 ps (40%),  = 15 ps (27%),  = 90 ps (12%) and 

 > 400 ps (21%). Although the transient peak at 650 nm indicates the peak of DBF cation 

radical, however contribution due to electron at 650 nm cannot be ignored. So to observe the 

kinetic for cation radical we have also monitored the growth signal at 590 nm which can be 

fitted bi-exponentially with  = ~100 fs (61%) and  = 800 fs (39%) and is shown in the inset 

of Figure 3.7 

0.0

3.0

6.0

9.0

0 4 8 100 200 300 400
-2.0

-1.5

-1.0

-0.5

0.0

b

c


A

(m
O

D
)

Time delay (ps)

 

 

  

a
  

 

 

 

Figure 3.8: Kinetic decay traces at (a) 500 nm (b) 650 nm and (c) 900 nm for CdS-DBF system 

in chloroform after the samples at 400 nm laser light.  

 

In our previous study [250] we have observed in dye-sensitized TiO2 nanoparticle systems the 

growth kinetics for both injected electron and oxidised dye cation radical are similar, which 

indicate that charge separation take place through one process only i.e. through electron injection 

from photo-excited state to conduction band of TiO2. However in the present investigation we 

have observed that growth and decay kinetics for DBF cation radical at 590 nm is different from 

that of electron at 900 nm.  
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 Recent investigation on quantum dot solar cell suggests removal of charges (holes and 

electrons) from photo-excited quantum dots can be key factor to improve the conversion 

efficiency. In CdS-DBF composite materials it is clear from Scheme 3.1 that DBF can extract the 

photo-excited hole from CdS QD (path 1, Scheme 3.1). In addition to that photo-excited DBF can 

inject electron to the conduction band of CdS (path 2, Scheme 3.1) suggesting CdS-DBF is a 

typical type II system of QD-molecular system. Over and above the formation of type II system, 

from steady state optical absorption measurements (Figure 3.1) it is clear that CdS QD and DBF 

form strong CT complex with very high molecular extinction co-efficient, which has absorption 

band in the red region of the solar radiation as compared to both CdS QD and DBF molecule, as 

a result the absorption cross-section of CdS-DBF composite system towards solar radiation 

increase dramatically. Excitation of CT CdS-DBF complex electron from HOMO of DBF can 

move directly to the conduction band of CdS (path 3, Scheme 3.1) which ensure much higher 

charge separation as compared to both hole transfer from CdS to DBF and also electron injection 

from photoexcited DBF to the CB of CdS. We have demonstrated that blue part, green part and 

red part of the solar radiation will be absorbed by CdS QD, DBF and CdS-DBF CT complex 

respectively as shown in Scheme 3.1. Now it’s very important unravel the charge transfer 

dynamics in the CdS-DBF composite system as excited by 400 nm femtosecond laser pulse. We 

have already mentioned that absorption cross-section of pure DBF is very poor however both 

CdS QD and CdS-DBF complex can absorb 400 nm light quite effectively. We have observed 

growth kinetics for DBF cation radical at 590 nm can be fitted bi-exponentially with time 

constants ~100 fs (61%) and 800 fs (39%). The fast growth component (<100 fs) can be 

attributed to direct electron transfer on excitation of CT complex (path 3, Scheme 3.1), on the 

other hand 800 fs component can be attributed to photoexcited hole transfer from VB of CdS to 
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DBF (path 1, Scheme 3.1). To the best of our knowledge this is one of the first report on hole 

transfer dynamics in ultrafast time scale in super-sensitized quantum dot solar cell. It is 

interesting to see that unlike the slower and bi-exponential appearance time for DBF cation we 

have observed single exponential and pulse-width limited (<100 fs) appearance time for electron 

in CdS. Excitation of CdS and direct excitation of CdS-DBF complex populates electron in the 

CB of CdS. As a result we have observed pulse-width limited growth time for the appearance of 

electron signal. Now let us discuss on charge recombination dynamics in CdS-DBF composite 

materials. To monitor charge recombination dynamics one can either monitor the bleach recovery 

kinetics at 500 nm or transient decay kinetics at 650nm for DBF cation radical or at 900 nm for 

electron in CdS QD. However it is interesting to see that dynamics are quite different, where it 

expected that the dynamics should be similar as it demonstrates same charge recombination 

reaction. Comparing the dynamics of 650 nm and 900 nm it is seen that an extra fast component  

 

Table 3.1: Life Times of the Transients for CdS/DBF composite system at Different 

Wavelengths (, nm) 

 (nm) growth    

500 <100fs 800fs  

(25%) 

90 ps  

(37%) 

 >400ps 

 (38%) 

 

650 <350fs 15ps  

(47%) 

90ps 

(13%) 

 >400ps 

 (40%) 

 

905 <150fs 1.2 ps 

(40%) 

15ps 

(27%) 

  90ps 

  (12%) 

>400ps 

  (21%) 

 

 

(1.2 ps) exist at 900 nm (Table 3.1). This extra fast component can be attributed to trapping 

dynamics of electron CdS QD, where some surface state exist in QD material. On the other hand at 

bleach recovery kinetics at 500 nm we have observed a 800 fs fast bleach recovery components 
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which might be due to hole transfer process as at this wavelength there is a good overlap for both 

ground state bleach and DBF cation radical. So the kinetics at 650 nm can be attributed to charge 

recombination dynamics. This is a direct correlation of transient absorption and luminescence data 

and photoaction spectra which describes higher charge separation through super-sensitization. CdS-

DBF composite not only effectively removes the hole from quantum dot it can also absorbs more 

solar radiation due to formation of charge transfer complex which has very high  molar extinction 

coefficient. Considering the fact that QDSC photoaction is exclusive outcome of kinetic 

competitions of electron injection, hole transfer, back electron transfer and dye-regeneration 

processes, this super-sensitization scheme can bring significant improvement in QDSC without 

much changing the devise fabrication. 

ii. CdS QD and BODIPY composite: 

The TA spectra at 0.5 ps to 100 ps time delay of TG2 and CdS-TG2 composite systems 

are depicted in Figure 3.9. Transient spectra at early time scale shows transient bleach below 650  
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Figure 3.9: Ultrafast transient absorption spectra of (A) TG2 and (B) CdS QD-TG2 at different 

time delay after exciting at 400 nm laser pulse and probing at visible region. Inset: Transient 

bleach recovery kinetics of (A) TG2 and (B) TG2/CdS probed at 500 nm.  
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nm and positive absorption band above 650 nm peaking at 700 nm. The negative absorption band 

in the TA spectrum can be attributed to the bleach due to ground state depletion of TG2. 

Interestingly the bleach spectrum exactly matches with the steady state UV-Vis spectra of TG2 

(Figure 3.4). Bleach recovery kinetics at 500 nm is shown in the inset of Figure 3.9A. The 

kinetics can be fitted multi-exponentially with time constants of 1= 3ps (47%), 2 = 20ps 

(15.6%) 3 =150ps (19.6%) and 4 = >1 ns (17.8%) (Table 3.2). Interestingly with the evolution 

of time a new transient band appears at ~ 550 nm with the decrement of 700 nm band with an 

isobestic point at 645 nm. The transient band at 700 nm can be attributed to the excited singlet 

state of TG2. The absorption band at 537-645 nm peaking at 550 nm can be attributed to triplet 

state which is formed via intersystem crossing (ISC) from singlet excited state.[254] The decay 

kinetics at 700 nm can be fitted bi-exponentially with time constants 1 = 6 ps (90%), and 2 = 

30ps (10%). On the other hand the kinetics at 550 nm can be fitted multi-exponentially with  
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Figure 3.10: (A) Normalized transient absorption kinetics at (a) 550 nm and (b) 700 nm for TG2 

in chloroform. (B) Normalized transient absorption kinetics at (c) 550 nm and (d) 700 nm) for 

TG2/CDS QD composite system in chloroform.  
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growth time constants of 1 = 0.5ps (43%), 2 = 8.5ps (80%) and decay time constants of 3 = 

60ps (-56%) and 4 = 300ps (-44%) (Table 3.2). Due to overlap of different transients like triplet 

state and bleach at 550 nm, inter-system crossing (ISC) rate from the growth of triplet state 

cannot be determined correctly. So to find out ISC rate excited singlet state decay at 700 nm 

(Figure 3.10b) has been monitored. The 6 ps decay component at 700 nm can be attributed to 

ISC rate from excited singlet to triplet state of TG2. Finally the triplet state at 550 nm decay bi-

exponentially with time constants of 60 ps and 300 ps, which can be attributed to triplet-triplet 

annihilation time.  

Now to understand the excited state interaction between CdS QD and TG2 in ultrafast 

time scale transient absorption spectroscopy has been carried out in CdS/TG2 system in 

chloroform exciting at 400 nm and shown in Figure 3.9B. It is interesting to see that the transient 

spectra of the CdS/TG2 is different as compared to pure TG2 (Figure 3.9A). Figure 3.9B shows 

two transient absorption bands peaking at 550 nm and 700 nm in addition to the bleach due to 

ground state absorption below 525 nm. The transient band at 550 nm and 700 nm can be 

attributed to excited triplet and singlet states respectively. Unlike TG2 transient absorption at 550 

nm appears at the end of the laser pulse in CdS/TG2 system. Intensity of triplet state at 550 nm is 

higher as compared to excited singlet state at 700 nm in CdS/TG2 system. This observation 

clearly suggests that generation of triplet states of TG2 is not only through intersystem crossing 

from excited singlet states of TG2 but also through direct sensitization by photoexcited CdS QD. 

Now to unravel the mechanism of excited state interaction in ultrafast time scale in CdS/TG2 

system kinetics at different wavelengths have been monitored. The bleach recovery kinetics at 

500 nm can be fitted multi-exponentially with time constant 1= 1.8ps (85%), 2 = 10ps 
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(15%)3= 70ps (5.4%) and 4> 1 ns (5.4%) (Table 3.2). The bleach recovery is much faster in 

CdS/TG2 system as compared to that of TG2. 

In addition to that in longer time scale unlike TG2 system the bleach recovers completely 

by 40 ps with appearance of positive signal. The faster bleach recovery and positive signal is due 

to ultrafast generation of triplet state of TG2 in CdS/TG2 system which has contribution at 500 

nm. The kinetics at 700 nm can be fitted with pulse-width limited growth (< 100 fs) and bi-

exponential decay with time constants with1= 5ps (95%) and 2 = 25ps (5%)It has been 

 

Table 3.2: Exponential fitting parameters of TG2 and CdS-TG2 at different wavelengths after 

exciting the samples at 400 nm laser pulses. The percentage at the parenthesis represents 

amplitude of the corresponding exponential functions.  

Systems (nm) rising 1 2 3 4 

TG2 500 <100fs (-100%) 3ps (47%) 20ps (15.6%) 150ps(19.6%) >1 ns (17.8%) 

TG2 550 <100fs (-23%) 0.5ps(43%) 8.5ps (80%) 60ps (-56%) 300ps (-44%) 

TG2 700 <100fs 6ps (90%) 30 (10%)   

TG2-CdS 500 <100fs (-110.8%) 1.8ps(85%) 10ps (15%) 70ps (5.4%) >1ns (5.4%) 

TG2-CdS 550 450 fs (98%) 2.5ps(2%) 60ps (-63%) 300ps (-37%)  

TG2-CdS 700 <100fs  5ps (95%) 25 (5%)   

 

observed that the kinetic decay trace at 500 nm for TG2 has little negative absorption (due to 

ground state bleach) at early time scale and with progression of time it becomes positive due to 

formation of triplet state through intersystem crossing from singlet to triplet state. However the 

kinetics at 550 nm for CdS/TG2 system look quite different (Figure 3.10c) which can be fitted 

with bi-exponential growth with time constants of 450 fs (98%) and 2.5 ps (2%) with bi-

exponential decay with time constants of 1= 60 ps (-63%) and 2 = 300 ps (-37%) Most 



Chapter 3 

 

112 | P a g e  
 

fascinating part of this investigation is that in case of CdS/TG2 system majority of the triplet 

state grow with time constant of 450 fs. We have already observed in pure TG2 system that the 

triplet formation time constant from excited singlet is ~ 6 ps. So in CdS/TG2 system 450 fs time 

constant can be attributed to formation triplet state induced by non-radiative energy transfer from 

excited CdS QD. Surprisingly the bi-exponential decay constants (60 ps, 300 ps) at 550 nm 

exactly match with that of pure TG2 system. The efficiency of the energy transfer interaction and 

the nature of exciton quenching of the CdS QD in presence of the BODIPY molecule are 

demonstrated in the next section.  

3.2.3. Energy Transfer Mechanism and Efficiency in CdS QD-BODIPY Systems: 

From the above experimental measurements it is obvious that de-excitation of photo-

excited CdS QD take place mainly due to transfer of excited energy of the CdS QD to the nearby 

BODIPY molecule via long range dipole-dipole interaction. The energy transfer rate between a 

donor-acceptor pair separated by a distance "r" can be expressed as [174] 

𝑘𝑇 𝑟 =
𝑄𝐷𝜅

2

𝜏𝐷𝑟
6

  
9000(ln 10)

128𝜋5𝑁𝐴𝜂
4
  𝐽 𝜆 𝑑𝜆                                                                       (3.10)       

 

Where, QD and D are the quantum yield and radiative life time of the donor in the absence of 

acceptor molecule, NA is Avogadro's number, is the reflective index of the solvent and J() is 

the overlap integral between donor luminescence and acceptor absorbance. The energy transfer 

efficiency is usually measured using the relative fluorescence intensity of the donor, in absence 

and presence of the acceptor, and thus energy transfer efficiency, E, can be easily calculated by 

using the following expression [174] 

𝐸 = 1 −
𝐹𝐷𝐴

𝐹𝐷
                                                                                                   (3.11) 
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From the overlap integral (J()) of the CdS QD emission and TG2 absorption (Figure 3.4) we 

have calculated the Förster distance (R0) which was found to be 27 Å. Using the equation 3.11 

we have measured the energy transfer efficiency. Figure 3.11A shows decreasing sigmoidal 

pattern of energy transfer efficiency with increasing interaction distance. The energy transfer 

efficiency was determined to be 0.5 at Förster distance. The sigmoid behaviour of the energy 

transfer efficiency (Figure 3.11 A) and non linear Stern-Volmer plots (Figure 3.11 B) suggest 
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Figure 3.11: (A) Distance dependent energy transfer efficiency (E) plot of CdS QD-TG2 pair, 

where "r" and "R0" are the distance between CdS QD and TG2 and Förster distance respectively. 

(B) Stern-Volmer plots for the quenching of CdS PL in presence of different BODIPY (TG2 and 

TG10) concentration in chloroform solution.  

 

that quenching of CdS luminescence is distance dependent and CdS QD emission quenching in 

presence of TG2 is dynamic in nature. Femtosecond transient absorption studies it is clear that 

photo-excited CdS QD transfer its energy directly to the triplet state TG2 and the energy transfer 

mechanism is demonstrated in Scheme 3.2. It is clearly seen in Scheme 3.2 that in case CdS/TG2 

system on photo-excitation by 400 nm both CdS QD and TG2 get excited where direct excitation 

of TG2 generated excited singlet state with pulse-width limited time, which eventually converted 

to triplet state in ~ 6 ps time. On the other hand photo-excited CdS QD transfer its energy to TG2 
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with time scale in < 450 fs. However triplet-triplet annihilation of TG2 takes place with average 

time scale of ~ 130 ps in both absence and presence of CdS QD (Scheme 3.2). 

3.2.4. Photovoltaic Performance of CdS/DBF Supersensitized System 

Steady state and time-resolved spectroscopic analysis suggest that CdS-DBF composite 

can be used as a great sensitizer in QDSC. The photo-electrochemical performance of 

mesoscopic TiO2 films modified with CdS, DBF, and CdS/DBF was monitored under similar 

illumination condition of AM 1.5 irradiation (100mWcm
-2

) using I

/I3


 redox couple, where Pt-

coated FTO is used as counter electrode. The electrolyte composition: 0.6 M 1,2 dimethyl 3-

propyl imidazolium, iodide, 0.1 M LiI, 0.05 M I2, and 0.5 M, 4-tert-butylpyridine in acetonitrile 

is used. It is noteworthy that Figure 3.12 purely shows a comparison of solar cells based on CdS 

QD, DBF dye and CdS/DBF composite and actual photocurrent action spectra can be improved  
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Figure 3.12: Photovoltaic performance of DBF-CdS super-sensitizer in terms of (A) IPCE vs. 

wavelength and (B) Current density (J) as a function of Voltage (V) for (a) CdS QD, (b) DBF 

molecule, and (c) CdS-DBF composite.  

further by optimized fabrication of QDSC. The Incident photon-to current conversion efficiencies 

(IPCE) vs. wavelength and Current density (J) as a function of Voltage (V) spectra of CdS, DBF 
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and CdS_DBF composite system are plotted in the Figure 3.12 A and B, respectively. The 

efficiency of the measured photo cell is summarized in the Table 3.3. It is interestingly to see that  

 

Table 3.3: QDSC performance in terms of IPCE and IV of CdS QD, DBF and CdS_DBF. 

 

Systems Voc(V) Isc(mA) FF(%) Efficiency(,%) 

DBF 0.54 0.19 54 0.23 

CdS 0.66 0.12 62 0.43 

CdS_DBF 0.56 0.47 64 1.1 

 

 

impressive to see dramatic improvement of photovoltaic response for the CdS-DBF composite on 

TiO2 photo anode, which represents the high efficiency of super-sensitization in stabilizing 

interfacial charge separation of QDSC. This is a direct correlation of transient absorption and  

 

 

Scheme 3.3: Schematic presentation of CdS_DBF supersensitized QDSC. 

 

maximum IPCE observed for TiO2/CdS/DBF electrode which is much higher as compared to 

both TiO2/CdS electrode and TiO2/ DBF electrode, confirming efficient hole transfer from CdS 

QD to DBF molecule and also super sensitization through CdS-DBF charge transfer complex 

(Scheme 3.3). Multiple directional charge separation in the CdS_DBF are depicted in the Scheme 
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3.3 are responsible for higher photovoltaic performance. This synergy between the CdS and the 

dye in facilitating higher photocurrent generation indicates an additional role of the dye in 

shuttling holes across the CdS/dye electrolyte interface. With this proposition, it becomes quite 

luminescence data and photoaction spectra which describe higher charge separation through 

super-sensitization. CdS_DBF composite not only effectively removes the hole from quantum 

dot it can also absorbs more solar radiation due to formation of CT complex which has very high 

molar extinction coefficient. Considering the fact that QDSC photoaction is exclusive outcome of 

kinetic competitions of electron injection, hole transfer, back electron transfer and dye-

regeneration processes, this super-sensitization scheme can bring significant improvement in 

QDSC without much changing the devise fabrication.  

3.3. Conclusion: 

In conclusion ultrafast hole and electron transfer dynamics in CdS_DBF composite are 

explored and verified as a super-sensitizer in QDSC. Optical absorption studies indicate CdS QD 

and DBF form strong charge transfer complex in the ground state. Steady state and time-resolved 

absorption and emission studies confirmed that on photo-excitation charge separation in CdS-DBF 

composite take place in three different pathways: through hole transfer from photo-excited CdS 

QD to DBF (path1), electron injection from photo-excited DBF to CdS QD (path 2) and finally 

direct electron transfer from ground state (HOMO) DBF to CB of QD (path 3) (photo-excitation of 

CT complex). As a result, charge separation takes place in CdS-DBF composite, which confirms 

the usefulness as a super-sensitizer in QDSC. On the other hand the non radiative energy transfer 

processes between CdS_BODIPY composite systems have been demonstrated. Femtosecond TA 

studies reveal that on photo excitation of BODIPY molecules excited singlet are formed with 

pulse-width limited time, which eventually convert to the excited triplet state through intersystem 



Chapter 3 

 

117 | P a g e  
 

crossing with ~ 6 ps time. Both PL spectroscopy and ultrafast TA studies suggest photo-excited 

CdS QD directly transfer its energy to the triplet state of BODIPY molecules with time scale of 

<450 fs. Efficient energy transfer from CdS QD to BODIPY molecules will facilitate overall 

efficient charge separation for the broader spectral region of solar radiation.  
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4.1. Introduction:  

 Semiconductor NCs QDs are rigorously studied for the next generation optoelectronic 

materials in various applications.[255-257] Mostly, the synthesis, tunable size, optical and 

photophysical properties of the II-IV semiconductor especially the metal chalcogenied in terms 

of binary and multinary nanocrystal, heterostructures are well established. [15, 110] Apart from 

this II-VI metal chalcogenied semiconductor nanocrystals (NCs), organic inorganic lead halide 

based semiconductor materials (MPbX3: M= CH3NH3, HC (NH3)2 Cs; X= Cl, Br, I) which are 

isostructral with CaTiO3 Perovskite has been extensively studied due to their excellent 

performance in the low cost third generation solar cell. [208, 258-261] Although the organic 

inorganic lead based perovskite provides >20% photocurrent conversion efficiency yet the 

thermal stability of these solar cell is a matter of major concern. To improve the thermal stability, 

a new class of completely inorganic based caesium lead trihalide perovskite material has been 

incorporated in perovskite solar cell by Kulbak et al. [262] which shows stable ~6.6% solar 

efficiency. Interestingly over a long period of time CsPbBr3 (CPB) solar cell show much higher 

stability as compared to organic-inorganic CH3NH3PbBr3 solar cell. The bright and novel 

optoelectric properties with wide color gamut of these caesium lead trihalide (CsPbX3: X= Cl, 

Br, I) based colloidal perovskite QDs was first reported by Kovalenko et al.[203]. In addition to 

the thermal stability the synthesized lead based metal halide perovskite (CsPbX3) colloidal QDs 

are found to have higher order absorption cross-section, narrow photoluminescence (PL) band 

width, tunable PL behaviour and high emission quantum yield (~90%).[203, 263-267] With 

these exciting properties, the lead based caesium trihalide semiconductor NCs (CsPbX3) have 

also been concomitantly started in research for several applications such as light-emitting diodes, 

photovoltaic, bio-imaging, lasers etc.[263, 268-273] 
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 Moreover, various synthesis protocol, different shape dependent quantum confinement 

effect, the composition dependent optical properties, doping, charge carrier dynamics of the 

different MPbX3 NC has also been discussed.[266, 274-281] The MPbX3 perovskite materials 

are mainly characterized in thin films, [282] different forms such as nanosheets, [278, 283] 

nanowires, [276] single crystals [284] as well as colloidal QDs [269, 277, 285] have also been 

reported. In addition to the photovoltaic, [275, 286, 287] the perovskites materials 

(CH3NH3PbX3) have been concomitantly studied in the various research arena such as 

photoditector, [284] LED,[259] lasing [288] etc. due to their huge absorption coefficient,[208] 

optical tunabilities [277, 289], very fast charge carrier mobility[290], long charge carrier 

diffusion length.[290-293] In the semiconductor QDs based photovoltaic cell the details 

mechanism of the charge carrier (e-h) movement is also well established [147]. In the 

conventional solar cell the photo-excited electron is injected to the CB of the mesoscopic TiO2 

while the photo generated hole is captured by the electrolyte from the photo anode [147]. But in 

the perovskite solar cell the efficiency of the working cell mainly depends on the extraction rate 

of the photo generated hole not the photo generated electron. Earlier Lee et al.[258] have 

demonstrated the efficiency and carrier mobility of the meso-superstructured organometal halide 

perovskites using n-type TiO2 semiconductor and insulator Al2O3. They have shown better VOC 

and tenfold faster charge collection efficiency in Al2O3 based device as compared to n-type TiO2 

based devise. It is very clear that to revolutionize the photovoltaic performance, the photo-

generated hole has to be removed very fast before it corrode the photo anode. The most 

commonly used hole transporting agent in perovskite solar cell is 2,2',7,7'-tetrakis N,N-di-p-

methoxyphenylamine)- 9,9'-spirobifluorene (spiro-MeOTAD).[294] Apart from this, conducting 

polymers, [286, 289] pyrene arylamine derivatives, [295] copper iodide (CuI) [296], copper 
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thiocyanate (CuSCN) [297] are also used as hole transporting materials in perovskite solar cell. 

Thus, finding a suitable hole transporting agent is a challenging task. The hole transfer process 

can be enhanced by introducing an organic accepting molecule along with the perovskite 

semiconductor. In addition to that one of main factor for lower efficiency (~6.6%) of CsPbBr3 

(CPB) solar cell is mainly due to limited absorption of solar radiation (absorbs below 520 nm) of 

the CPB materials.[203] Both the problems can be tacked efficiently by introducing concept of 

super-sensitization [224, 298] where the QD and molecular adsorbate can exchange charge 

carriers. Here the molecular adsorbate shows dual role like photosensitizing the QD material as 

well as a hole-transporting material. As a result QD-molecular adsorbate composite materials 

absorb more solar light and also give better charge separation.  

 In this chapter we have demonstrated the charge transfer dynamics between newly 

synthesized highly luminescent colloidal CPB perovskite QDs and a molecular adsorbate (di-

bromo fluorescene, DBF) using steady state and time-resolved absorption and emission 

techniques in both fast and ultrafast time scale. The characterization of the CPB QDs was carried 

out through steady state optical absorption and emission spectroscopy as well as X-ray 

diffraction (XRD) and high resolution TEM (HRTEM) studies. Redox energy levels of the CPB 

QD and DBF molecule imply that the VB of CPB lies below the HOMO level of DBF, which 

allows transfer of photo-excited hole from CPB QD to DBF. To our surprise we have observed 

that the CBP QDs form strong charge transfer (CT) complex with DBF molecules which absorb 

in the red region of the solar spectrum. It also suggests upon photo-excitation of CT complex 

direct electron transfer from the DBF to CPB QD is feasible. Hole transfer from the CPB QDs to 

the DBF molecule was confirmed after following the decrement of CPB luminescence in 

presence of DBF after selective photo-excitation. In addition to that a new red shifted 
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luminescence band was observed in the steady state PL studies after exciting the CT complex 

which has been assigned as CT luminescence (hCT) of the CPB QDs-DBF complex. Multiple 

charge transfer and charge recombination dynamics in ultrafast time scale in the CPB QDs-DBF 

composite system was demonstrated through femtosecond pump-probe spectroscopy after 

exciting the samples at 400 nm laser light and detecting the transients in the visible region.  

4.2. Results and Discussion: 

4.2.1 Morphology Analysis: 

 The morphology of the synthesized perovskite QD has been analyzed through HRTEM 

and XRD results. The HRTEM images of the CB QDs are depicting at Figure 4.1A. The average 

size of the cubic shaped CPB QDs are measured to be 7.35 ± 1.3 and 6.8 ± 1.2 nm (for long and 

short edges respectively) which is comparable and slightly smaller than the measured exciton 

Bohr diameter (~7.0 nm) [203]. Figure 4.1 B depicts the XRD spectrum of the purified 

perovskite CPB QDs. The XRD pattern matches with crystalline cubic phases of the CPB QDs 

which has three major peaks (2) at ~15, 21.69 and 30.5° for [100], [110] and [200] planes 

respectively. The CPB particles were also characterised by steady state optical absorption and 

emission spectroscopy. First excitonic absorption and PL peaks of CPB QDs were found to be 

502 nm and 508 nm respectively (Figure 4.2 and Figure 4.3). It is interesting to see that these 

CPB QDs show very narrow (~ 83meV) FWHM (full width at half maxima) in their 

photoluminescence spectra and very high emission quantum yield. Redox energy levels of both 

CB and VB were found to be -1.24 and 1.26 eV with respect to NHE respectively as determined 

through cyclic voltametric measurements. Although the particle sizes of the CPB QDs in the 

present investigation are slightly larger (7.4 nm) as compared to exciton Bohr diameter (7 nm) 

[203] still exceedingly high emission quantum yield of photoluminescence and narrow emission 
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band width with respect to the II-IV semiconductor QDs was observed, which can be attributed 

due to less difference in the effective masses of the charge carriers (mh/me~ 0.93).[203, 265] 

Recently Nag and co-workers [263] have also reported higher emission quantum yield for 11 nm 

CsPbBr3 QDs which show very good size distribution with temperature and wavelength 

independent emission lifetime. These properties ensure perfect candidate for solar cell 

application and light emitting devices.  
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Figure 4.1: (A) HRTEM image and (B) powder X-ray diffraction (XRD) pattern of purified CPB 

perovskite QDs. The XRD spectrum shows the cubic crystal structure, in accordance with the 

HRTEM images.  

 

4.2.2. Charge Transfer Complex: Steady state optical absorption 

Main aim of the present investigation is to use these CPB QDs more effectively in solar cell to 

increase the solar efficiency with help of suitable molecular adsorbate. Recently Hodes and 

Cahen [262] reported extremely high stability of CsPbBr3 solar cell as compared to that organic-

inorganic analogue (CH3NH3PbBr3) with much lower efficiency (~6%) as compared to the 
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historical value of above 20 % for CH3NH3PbBr3. By increasing molecular absorvity on CPB 

with the help of molecular adsorbate where CPB and molecular adsorbate form CT complex can 

be one of the modus operandi to increase the efficiency of the solar cell. Enhancement of light 

absorption through formation CT complexes in semiconductor quantum dots and molecular 

adsorbate are not widely reported except few reports from our group.[298, 299] In the present 

investigation DBF has been used as molecular adsorbate. In this regard we have carried out the 

optical absorption study after sensitizing the CPB QDs with the DBF molecule. Figure4.2 shows  

 

 

Figure 4.2: (Left Panel) UV-Vis. optical absorption spectra of (a) CPB QDs, (b) DBF, and (c-i) 

CPB QDs-DBF with increasing concentration of CPB QDs (0.01 M, 0.025 M, 0.04M, 

0.05M, 0.06M, 0.075M and 0.1M) in toluene solution. Left Inset: Zoomed out optical 

absorption of maximum concentration of CPB QDs (0.1M) and DBF (0.45 mM). Right Inset: 

BH plot of the CPB-DBF CT complex. (Right Panel) photograph of pure CPB QDs, DBF and 

their complex at daylight. [DBF]=0.45 mM 

 

the steady state optical absorption spectra of the dye molecule after sensitizing with different 

concentrations of the colloidal CPB QDs in toluene solution. Trace a in Figure 4.2 illustrates the 

optical absorption spectrum of the purified CPB QD, which shows the lowest excitonic 
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absorption at 502 nm, and the corresponding band gap can be calculated from the extrapolation 

of the absorption spectra and is found to be ~2.5 eV. The pure DBF molecule shows weak 

optical absorption band up to 580 nm with an absorption peak at 469 in toluene solution, as 

depicted in trace b in Figure 4.2. To understand the CT interaction between CPB and DBF, 

steady state optical absorption studies of DBF have been carried out with increasing 

concentration of CPB QDs. The optical absorption spectra of the CPB/DBF mixtures become 

broad and shifted to the red region of the spectra with increased intensity. It is clearly seen that 

absorption spectra of the mixture is completely different with respect to both pure CPB QDs as 

well as pure DBF. It is worth to mention that the color of the pure DBF and CPB QDs are light 

orange and bright fluorescent green respectively but the CPB QD-DBF mixture form strong red 

color which clearly indicates the formation of CT complex. Formation of this complex can be 

attributed to partial transfer of charge from the HOMO of the DBF molecule to the CB of the 

CPB QDs even in the ground state. Indeed it is very much clear from the above observation that 

the CPB QD and DBF form very strong CT complex in the ground state which help to absorb 

more solar radiation as well as prompt to separate the charge carriers. Details of the charge 

transfer processes are demonstrated in the later portions of the manuscript. Now, to calculate the 

equilibrium constant and the molar extinction coefficient of the CT complex we have drawn the 

Benesi−Hilderband (BH) plot for the composite system and are plotted in the inset (right side) of 

Figure 4.2. The calculated extinction coefficient and the association constant of the complex are 

found to be 2.8 × 10
3
 M

−1
 cm

−1
 and 3 × 10

8
 M

−1
 respectively.  

4.2.3. Photoluminescence Study: 

 To monitor the charge separation processes we have performed the steady state and time 

resolved PL measurements after selective excitation of both CPB QDs and the DBF. The PL 
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spectra of the CPB QD show the emission peak at 508 nm after excitation at 450 nm in toluene 

and shown in Figure 4.3a. The emission quantum yield of CPB determined to be extremely high 

(φCPB = ~0.9). Interestingly, the emission intensity of the CPB QDs is completely diminished in 

presence of DBF molecule which depicts in the Figure 4.3 trace b. The redox energy levels of the 

CPB QDs and DBF suggest that the VB of the CPB QDs lies energetically higher than the 

HOMO of the DBF molecule (Scheme 4.1). Thus on photoexcitation the photo-excited hole can 

be captured by the DBF molecule from the CPB QDs, 

 

 
 

Figure 4.3: (Left Panel) Steady state PL spectra of (a) pure CPB QDs, (b) pure DBF and (c) 

CPB QDs-DBF in toluene after 440 nm excitation. Inset: Time resolved PL decay traces spectra 

of (a') CPB QDs and (c') CPB-DBF complex monitor at 508 nm after 445 nm laser excitation. 

"L" stands for excitation laser profile. (Right Panel) Photograph of CPB QDs, DBF and their CT 

complex under UV lamp.  

 

as the hole transfer process is thermodynamically feasible. The above mentioned hole transfer 

process can be expressed by the following equations (1) and (2); 

  CPB QDs +h  → CPB QDs (e
-
 + h

+
)   (4.1) 

  CPB QDs (e
-
 + h

+
) + DBF → CPB QDs (e

-
) + DBF (h

+
)  (4.2) 
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 Moreover, the hole transfer process has been reconfirmed by monitoring the time 

resolved PL decay traces after exciting the samples at 445 nm laser radiation and monitoring at 

508 nm. Figure 4.3 inset trace a' shows the time resolved PL decay of the CPB QD at 508 nm 

which can be fitted with multi-exponentially with time constants τ1 = 2.26 ns (27%), τ2 = 10.8 ns 

(51%), and τ3 = 37 ns (22%) with τavg = 14.2 ns. Interestingly, the faster decay trace (Figure 4.3 

inset trace b') of the CPB-DBF clearly indicates the non-radiative channel owing to hole transfer 

from the photo-excited CPB QDs to the DBF molecule which has less than pulse width limited 

(<0.15 ns) average life time.  

 In addition to the luminescence quenching of CPB QDs in presence DBF, a red shifted 

PL band was observed after exciting the samples at 440 nm. To find out the origin of this  
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Figure 4.4: Steady state PL spectra of (a) pure CPB QDs, (b) pure DBF and (c-i) CPB QDs-DBF 

systems in toluene after 520 nm excitation. Concentrations of CPB and DBF were kept 0.1 M 

and 0.45 mM respectively. Inset: Time resolved PL decay traces of (b') pure DBF and (c') CPB-

DBF monitor at 555 nm after 445 nm laser excitation. "L" stands for excitation laser profile. 

luminescence we have carried out steady state PL measurements after exciting CPB QDs, DBF 

and CPB-DBF systems at 520 nm and compared their luminescence in Figure 4.4. It’s interesting 
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to see that at 520 nm excitation CPB QDs have not shown much luminescence (Figure 4.4a). 

However, DBF shows (trace b) low intensity PL band with the emission maximum at 548 nm. 

Intriguingly, red shifted emission band for CPB QDs-DBF complex shows emission peak at 555 

nm with much higher intensity as compared to even DBF. This red-shifted broad emission band 

looks quite different from pure DBF emission. This emission can be attributed at CT 

luminescence (hCT) which generate due to radiative recombination of electron in the conduction 

band of CPB QDs and hole in the DBF molecule (Scheme 4.1) in the composite system. Steady 

state optical absorption studies suggest at 520 nm excitation mainly the CT complex gets excited. 

So the charge separation reaction followed by charge recombination reaction which gives charge 

transfer luminescence can be explained as follows:  

   (4.3) 

In our earlier investigation [250]
 
we have observed CT luminescence in dye sensitized TiO2 and 

ZrO2 nanoparticles which was generated due to recombination between electron in the 

conduction band of TiO2/ZrO2 nanoparticles and cation radical of the sensitized dye molecules. 

To monitor the excited state life time of the CT luminescence we have carried out time-resolved 

emission studies of the composite system and compared with pure DBF and shown in Figure 4.4 

inset. Figure 4.4b' shows the time resolved PL decay trace of the pure DBF at 555 nm after 406 

nm laser excitation which can be fitted bi-exponentially with time constant τ1 = 0.55 ns (25%), 

and τ2 = 1.9 ns (75%) with τavg = 1.56 ns. Interestingly, the luminescence decay trace of the 

complex at 555 nm is slower as compare to pure DBF and can be fitted with time constant τ1= 



Chapter 4 

 

129 | P a g e  
 

0.8 ns (20%), and τ2 = 3.5 ns (80%) with τavg = 2.96 ns. As the emission at 555 nm in CPB QDs-

DBF complex system is mainly dominated by CT luminescence so the emission lifetime can be 

attributed to the charge recombination reaction between electron in the conduction band of CPB 

and DBF cation radical. In addition to the direct electron transfer from HOMO of DBF to the CB 

of the CPB QDs, the photo-excited DBF molecule can also inject electron to the CB of the CPB 

QDs as the LUMO of the DBF lies energetically higher than the CB of the CPB QDs (Scheme 

4.1). However, we have not observed any luminescence quenching of DBF in presence of the 

CPB QDs. This is because of the presence of the CT luminescence of the complex at the same 

spectral region.  

4.2.4. Femtosecond Transient Absorption: 

 As the charge transfer interaction in semiconductor material take place in ultrafast time 

scale so nanosecond time resolution is not enough to conclude multiple charge transfer processes 

and their corresponding time scales. Ultrafast transient absorption (TA) is one of the unique 

technique which helps to investigate the charge carrier and charge separation dynamics at shorter 

time scale. Before going to the details of charge transfer dynamics of the CPB-DBF composite 

system we have carried out the TA experiment of the pure CPB QDs and DBF. Figure 4.5 A 

shows the TA spectra of the pure CPB QDs at different time delay in toluene after 400 nm laser 

excitation. The TA spectra consists of a negative absorption band (bleach) in 483-523 nm 

spectral range peaking at ~502 nm and a very little positive absorption at 515-545 nm in early 

time delay which are attributed due to ground state exciton depletion and red shifted hot exciton 

induced absorption respectively. [265] The photoinduced absorption in the blue region (480 nm) 

at longer time delay can be attributed to the excited state absorption of the excited charge 

carriers. We have already observed earlier with the help of steady state and time-resolved 
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emission studies through selective excitation that charge separation in CPB-DBF composite 

system takes place through multiple processes like photo-excited hole transfer from CPB QD to 
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Figure 4.5: Transient absorption spectra of (A) pure 0.5M CsPbBr3 and (B) CsPbBr3-DBF at 

different time delay after pumped at 400 nm laser excitation. Concentrations of CPB and DBF in 

the composite are 0.1M and 0.45 mM respectively. 

 

DBF and direct electron transfer HOMO of DBF to the conduction band of CPB QD. In addition 

to that, electron injection from photo-excited DBF to the conduction band of CPB (Scheme 4.1) 

is also possible. Now to monitor charge transfer processes in ultrafast time scale we have carried 

out transient absorption studies exciting the samples at 400 nm where charge transfer takes place 

in multiple ways.  

 Figure 4.5B depicts the TA spectrum of the CPB QDs-DBF at different time delay after 

400 nm laser excitation in toluene solution. In contrast to both, CPB QDs and DBF, the TA 

spectra of the composite materials comprised of a broad bleach below 650 nm peaking at 540 nm 

due to ground state depletion of the CT complex between CPB-DBF and excited absorption band 

560-700 nm region at longer time scale. Intriguingly, DBF form strong CT complex with CPB 
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QDs which absorbs more light in the red regions also proved by the TA spectrum. Large red 

shifted broad bleach signal of the composite materials as compare to the pure material indicates 

strong complexation between CPB and DBF which facilitate higher charge separation on photo- 

excitation. On photo-excitation CPB-DBF composite materials at 400 nm, both hole transfer 

from photo-excited CPB QD to DBF or direct electron transfer from DBF HOMO to CB of CPB 

QD, and in both cases formation DBF
•+

 cation radical is expected. However in the transient 

spectra (Figure 4.5B) signature of DBF
•+

 cation radical which appears at 650 nm [298] is absent 

at early time scale. The absence of transient absorption signal due DBF cation radical can be 

attributed due to the overlap of CT complex bleach in the same spectral region. However, at 

longer time scale positive absorption band appears at 560-700 nm region which can be attributed 
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Figure 4.6: Normalized bleach recovery kinetic traces of (a) at 502 nm for pure CPB QDs and 

(b) at 502 nm and (c) at 540 nm for CPB-DBF complex respectively after 400 nm laser 

excitation in toluene.  

 

to the transient absorption due to DBF
•+

 cation radical. Now to understand charge separation and 

recombination dynamics in the above composite system we have monitor the kinetics at 
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excitonic wavelength (502 nm) for pure CPB QD and both at excitonic wavelength (502 nm) and 

at bleach maxima (540 nm) for CPB-DBF complex system and shown in Figure 4.6. 

 Now before monitoring the charge transfer dynamics in CPB-DBF complex it’s 

important to monitor charge carrier dynamics of CPB QD after 400 nm photo-excitation. Figure 

4.6a demonstrates the bleach recovery kinetics which can be fitted with bi-exponential growth 

with time constants τ1
g
= < 100 fs (58%) and τ2

g 
= 600 fs (42%) and multi-exponential recovery 

with time constants of τ1 = 10 ps (31%), τ2= 60 ps (30%), τ3= 300 ps (8%), and τ4= > 2ns (31%) 

(Table 4.1). The second growth component can be attributed to electron cooling time from upper 

 

Table 4.1. Transient Fitting Data (τ) of CPB QDs and the CPB QDs-DBF composite at key 

wavelength (λ, nm). The percentage in parenthesis represents the amplitude of the corresponding 

time constants.  

System(λ) τg1 τg2 τ1 τ2 τ3 τ4 τ5 

CPB 

(502) 

<100fs 

(58%) 

0.6 ps 

(42%) 

10ps 

(-31%) 

60ps 

(-30%) 

300ps 

(-8%) 

>2 ns 

(-31%) 

 

CPB -

DBF(502) 

<100fs 

(100%) 

 0.25ps 

(-13%) 

10 ps 

(-43%) 

60ps 

(-23%) 

500ps 

(-12%) 

>2 ns 

(-9%) 

CPB -

DBF(540) 

<100fs 

(100%) 

 0.25ps 

(-16%) 

3ps 

(-31%) 

40ps 

(-28%) 

200ps 

(-8%) 

>2 ns 

(-17%) 

 

excitonic state to conduction band edge of CPB QD. The bleach recovery kinetics can be 

attributed to the recombination reaction between photo excited electron and hole in CPB QDs. 

Now, to find out correctly the hole transfer time we have compared the bleach recovery kinetics 

of the CPB-DBF system with pure CPB QD at the excitonic bleach position (502 nm) and shown 
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in the Figure 4.6. Bleach recovery kinetics can be fitted with pulse-width limited (< 100 fs) 

single exponential growth time and multi-exponential recovery time constants of τ1 = 250 fs 

(13%), τ2= 10 ps (43%), τ3= 60 ps (23%), τ4 = 500 ps (12%) and τ5= > 2ns (9%) (Table 4.1). 

Interestingly, the bleach kinetics of CPB-DBF at 502 nm recovers faster at early time scale and 

the faster component (250 fs) can be attributed as hole transfer time from the photoexcited CPB 

QDs to the DBF molecule. Slower components of the bleach recovery kinetics can be attributed 

to the recombination dynamics between electron in the CPB QD and DBF cation radical. 

 

 

Scheme 4.1: Schematic presentation of the interfacial charge transfer interaction between cubic 

cesium lead trihalide perovskite QDs (CPB QDs) and an organic acceptor molecule (DBF). 

Inset: The molecular structure of the DBF.  

 

4.2.5. Charge Transfer Interaction: 

 The multiple charge transfer processes in the CPB QDs-DBF interface are shown in the 

Scheme 4.1. The major processes are photo-excited hole transfer from CPB QD to DBF, direct 

electron transfer from HOMO of DBF to the CB of the CPB QDs (Scheme 4.1). In addition to 

that, electron injection from photo-excited DBF to the conduction band of CPB is also 
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thermodynamically feasible (Scheme 4.1). Photocurrent conversion efficiency of hybrid 

organic−inorganic methylammonium lead bromide (MAPbBr3) is reported to be above 18%. 

However due to lower stability in ambient condition using these materials in the devices for 

longer time is the greatest challenge.[259, 260] On the other hand all- inorganic caesium lead 

bromide (CsPbBr3) have shown prospective perovskite material with much higher stability but 

shown conversion efficiency of ~ 6% by using poly aryl amine-based derivative as hole transport 

material.[262, 270] Thus by introducing a molecular adsorbate into the highly stable total 

inorganic perovskite one can improve the absorption cross section up to red region which absorb 

more solar radiation as compared to pure CBP QD. In addition to that, the molecular adsorbate 

also helps to neutralize the photoexcited hole from the photo-anode. In the present investigation 

steady state and time-resolved transient absorption and luminescence data confirm that CPB 

form strong charge transfer complex with DBF, where DBF not only extract the photo-excited 

hole from CPB, the composite can also absorbs more solar radiation due to formation of a CT 

complex that has a very high molar extinction coefficient. Considering the fact that perovskite 

photoaction is the exclusive outcome of kinetic competitions of electron injection, hole transfer, 

higher degree of charge separation, charge recombination processes, the CPB-molecular 

composite material can bring significant improvement in perovskite solar cell without much 

changing the device fabrication.  

 

4.3. Conclusion: 

In summary, the multiple charge transfer interaction of CsPbBr3 with DBF molecule has been 

demonstrated after synthesized and characterized highly luminescent colloidal CPB QDs. Optical 

absorption studies reveal that DBF form strong charge transfer complex with CPB which absorbs 
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in the red region of solar spectrum with extremely high molecular extinction co-efficient. Steady 

state and time resolved photoluminescence studies indicate that the emission intensity of the 

CPB QDs is completely diminished in the presence of DBF molecule which suggests the 

efficient hole transfer from photo-excited CPB QD to the DBF molecule. Furthermore, a new red 

shifted luminescence band as compared to both CPB and DBF has been observed from CPB-

DBF composite materials in steady state PL studies after exciting the CT complex which has 

been assigned as CT luminescence. Charge carrier dynamics was monitored from transient 

kinetics and the hole transfer and electron transfer time were found to be 250 fs and < 100 fs 

respectively. As, hole transfer is the key factor in perovskite solar cell, so by introducing an hole 

acceptor molecule which also can for strong charge transfer complex with CsPbBr3 perovskite 

material resulting higher molecular absorbity in the red region of the solar spectra can improve 

solar performance drastically through its dual behaviour. 
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5.1. Introduction 

 Nanocrystals, especially II−IV semiconductors quantum dots (QDs), are generating 

enormous interest in research in the last three and a half decades owing to their exciting 

properties, such as quantum confinement of the charge carriers, size-dependent optical 

tunabilites, high extinction coefficient, exotic electronic properties, and band gap 

engineering.[16, 30, 31, 300-302] The combination of two different NCs in one nanostructure is 

called heterostructure, and such heterostructures are usually categorized as core−shell, [109, 110, 

112, 303, 304] tetrapods, [113] dot in rods (DR), [119, 305-307] etc., depending on their shape 

and size. The heterostructure core−shell NCs are typically recognized to be of three different 

forms type I, type II, and quasi-type II depending on their valence band (VB), conduction band 

(CB) alignment, and the charge carrier delocalization. In type I core−shell, the core NC is 

confined by a wider band gap NC where the VB and CB of the core NC lies in between the VB 

and CB of the shell NC materials. Thus, on excitation, both the charge carriers (electron and 

hole, e−h) are localized in the core structure. As a result, the charge carriers are strongly 

confined in the core materials, and increased photoluminescence quantum efficiency is achieved. 

[114] However, if the wider band gap material occupies the core and is covered by small band 

gap material (shell), then inverted type I core−shell structure can be realized. In inverted type I 

structure, both e−h are localized in the lower band gap shell material upon photoexcitation. [115, 

308-310] On the other hand, in type II core−shell structure, the energy levels of both CB and VB 

of the core material lie above the CB and VB of the shell material or vice versa. So on 

photoexcitation of type II core−shell, photoexcited electron and hole are localized in two 

different semiconductors, either core or shell, depending upon the band alignment. [118, 120, 

131, 299, 311-313] In addition to the above core− shell structures, there is an intermediate 
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core−shell structure, known as quasi-type II core−shell, [119-122] in which the band gap 

alignment is like the type I structure however due to smaller band offset between the CB of both 

the semiconductors the electron can be delocalized in the CBs of both of the NCs. Similarly, if 

the VB offset energy is smaller between the holes, they can be delocalized in the VBs of both of 

the NCs. In contrast to type I and II structures, the quasi-type II NCs are now routinely used in 

different applications due to heir higher emission quantum yield as well as better charge 

separation.[314] CdSe/CdS semiconductor composite is the one of the widely studied NC,[205, 

314-318] in which the band gap alignment of bulk materials suggests a type I core−shell 

structure; however, due to low energy offset between the conduction bands of CdSe and CdS, the 

semiconductor pair can easily make a quasi-type II core−shell structure, depending on the size of 

the core NC and thickness of the shell NC. [119, 121] It is reported in the literature [204]that 

CdS shell on CdSe core helps to remove the surface states, and with increasing shell thickness, 

the emission quantum yield increases tremendously (close to unity). [314] Due to the higher 

quantum yield of the CdSe/CdS core−shell, it has been extensively studied in various fields with 

potential applications such as light emitting diodes (LED), bioimaging, lasing materials, PL 

blinking, and optical gain performance.[319] In addition to the higher emission quantum yield, 

due to staggered band alignment, CdSe/CdS core−shell materials are successfully utilized in 

various practical application such as photovoltaic and photocatalysis due to higher effective 

charge separation. As the lattice mismatch between CdSe and CdS is very small (<3%), the 

semiconductor pair can easily form inverted type I CdS/CdSe core−shell [115] as well as alloy 

structure.[128] Earlier Pan et al. have demonstrated the efficient CdS/CdSe inverted type I 

core−shell in QD-sensitized solar cell. [115] This inverted band alignment helps to extract the 
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photogenerated electron into the shell and hence increased the electron injection efficiency.[156, 

308, 320] 

 Upon photoexcitation of the core−shell NCs, the photoexcited charge carriers are 

distributed in the heterostructure according to their electronic band alignment. These 

photogenerated charge carriers are responsible for the application purpose, such as photocatalysis 

and photovoltaic. Thus, the charge carrier dynamics and charge separation dynamics are very 

important factors for optimization of the device efficiency. In this regard, several time-resolved 

spectroscopic techniques are used, such as time-resolved emission, femtosecond transient 

absorption, fluorescence upconversion to monitor the charge carrier cooling, electron−phonon 

interaction, carrier trapping, Auger cooling, and charge recombination processes. [93, 94, 101, 

218, 321] Recently, Boldt et al. have reported the electronic structure and band gap engineering 

of ZnSe/CdS [322] and ZnSe/ZnS/ CdS [312] with the help of transient absorption studies. 

Moreover, these time-resolved techniques are often used to locate the charge carriers of the 

core−shell NCs using quencher molecules.[323] Earlier, we have demonstrated the charge carrier 

dynamics in thiol-capped CdTe QDs using electron [benzoquinone (BQ)] and hole (n-

butylamine) quencher. However, detailed structural analysis of core−shell NC with the help of 

quencher molecules has not been discussed so far in the literature, except in our previous 

report.[323]  

 To demonstrate band gap engineering and charge carrier delocalization in CdSe/CdS 

core−shell materials, we have deliberately synthesized CdSe/CdS quasi-type II and CdS/CdSe 

inverted type I core−shell. Both of the core−shell materials were characterized by steady-state 

absorption, luminescence, X-ray diffraction, and high-resolution TEM techniques. The location 

of electron and hole in the core−shell structure was monitored by steady-state and time-resolved 
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emission techniques in the absence and presence of an electron quencher (BQ) and hole quencher 

[pyridine (Py)]. Moreover, to investigate the charge carrier dynamics and charge carrier 

delocalization in a precise way, we have carried out femtosecond transient absorption 

experiments for both the core−shell NCs in the absence and presence of quencher molecules. 

Charge carrier (e−h) transfer time and their location in the core-shell structure are discussed in 

the present investigation. 

5.2. Results and Discussion 

5.2.1. Morphology and Structural Analysis.  

The X-ray diffraction (XRD) patterns of core CdS QDs and CdS/CdSe inverted type I core−shell 

and CdSe QDs and CdSe/CdS quasi-type II are plotted in parts A and B of Figure 5.1,  

10 20 30 40 50 60 70

10 20 30 40 50 60 70

(311)(220)(111)

ZB CdSe

 

 

(311)(220)(111)

CdS/CdSe

ZB CdS

In
te

n
si

ty
/C

o
u

n
ts

2 (degree)

A

10 20 30 40 50 60 70

10 20 30 40 50 60 70

(311)(220)(111)

(311)(220)

ZB CdS

 

 

I
n

te
n

s
it

y
/C

o
u

n
ts

2 (degree)

CdSe/CdS

ZB CdSe

(111)

B

 

Figure 5.1: Powder X-ray diffraction pattern of (A) CdS QD and CdS/CdSe inverted type I core-

shell and (B) CdSe QD and CdSe/CdS quasi type-II core-shell respectively. Vertical dotted lines 

olive, and red represent (111), (220) and (311) diffraction plane position of ZB CdS, and ZB 

CdSe phases respectively.  
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respectively. The XRD patterns of the CdS and CdSe QDs match with the crystal structure of 

bulk cubic zinc blende (ZB).[324] Figure 5.1A shows three major peaks at 26.01°, 44.52°, and 

51.84° for the diffraction of the planes of (111), (220), and (311), respectively. However, 

CdS/CdSe depicts three peaks at 25.82°, 42.96°, and 50.4°, where the peaks are shifted to the 

lower angle as compared to that of CdS QDs, suggesting the formation of CdSe shell on CdS 

core. Similarly, in case of CdSe/CdS core−shell, three diffraction peaks due to (111), (220), and 

(311) planes are shifted toward higher angle (25.92°, 43.36°, and 51.11°) as compare to core 

CdSe (25.58°, 42.14°, and 49.89°), which clearly suggests the formation CdS shell on the cubic 

ZB phase of CdSe core. Figure 5.2 shows the HRTEM images of the CdS QDs (Figure 5.2a) and 

CdS/CdSe core−shell (Figure 5.2b), and the size (diameter) of the particle is measured to be 5.2 

± 0.25 and 6 ± 0.3 nm, respectively. The nearly monodispersed and highly crystalline nature of 

the NCs is reflected by the HRTEM images of the particles. HRTEM images of the CdSe QDs 

(Figure 5.2c) and CdSe/CdS core− shell (Figure 5.2d) also show monodispersed spherical 

nanocrystals with very good crystalline structure. The particle size was determined to be 3.7 ± 

0.18 nm for CdSe QDs and 4.5 ± 0.22 nm for CdSe/CdS respectively. 

 

 

Figure 5.2: The HRTEM images of (a) CdS QD, (b) CdS/CdSe inverted type-I core-shell, (c) 

CdSe QD, and (d) CdSe/CdS quasi type-II core-shell NCs.  
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5.2.2. Steady-State Optical Absorption and Photoluminescence (PL) Spectroscopy.  

Steady-state optical absorption and PL measurement techniques are some of the tools that assist 

to characterize the core−shell NCs from the core QDs. Figure 5.3 depicts the UV−vis optical  
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Figure 5.3: UV-Vis and PL spectra of CdSe QD (a, a', ex=480 nm); CdSe/CdS quasi type II 

core-shell (b, b', ex=480 nm); CdS QD (c, c', ex=400 nm) and CdS/CdSe inverted type I core 

shell (d, d',ex=400 nm) in degassed chloroform solution.  

 

absorption and PL spectra of the two QDs and their corresponding core−shell NCs. Figure 5.3a 

shows the first excitonic (1S) absorption of CdSe QDs at 555 nm, and the corresponding band 

edge PL appears at 583 nm (Figure 5.3a′). However, the CdSe/CdS core−shell shows the 1S 

excitonic absorption band (Figure 5.3b) and the band edge PL peak (Figure 5.3b′) at 578 and 596 

nm, respectively. Upon growth of the CdS shell on the CdSe core, both the optical absorption 

and the PL peak shifted to the red region of the spectra, and at the same time, the emission 

quantum yield of the CdSe/CdS (ϕCdSe/CdS = 0.7) core−shell increases enormously as compared to 

that of the CdSe core QDs (ϕCdSe = 0.24). On the other hand, the 1S excitonic absorption of the 

CdS QDs appears at 462 nm (Figure 5.3c) and the band edge PL appears at 482 nm (Figure 
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5.3c′). Traces d and d′ of Figure 5.3 show the steady-state optical absorption and 

photoluminescence spectra of CdS/CdSe inverted type I core− shell, respectively. The optical 

absorption spectra of the inverted core−shell shows two bands at 465 and 555 nm for CdS core 

and CdSe shell, respectively. Interestingly, upon photoexcitation of the CdS/CdSe core−shell at 

400 nm, only one PL peak appears at 575 nm. The emission quantum yield was determined to be 

0.22 for CdS/CdSe core−shell, which is comparable to that of CdS QDs (ϕCdS = 0.18). 

5.2.3. Core−Shell Band Structure through Electron−Hole Quenching Experiments.  

To find out the location of the charge carrier (electron and hole) in both the CdSe/CdS quasi type 

II core−shell and CdS/CdSe inverted type-I core−shell upon photoexcitation, we have carried out 

hole and electron quenching experiments in the presence of Py and BQ, respectively. It is widely 
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Figure 5.4: (A) Time resolved PL decay traces of (a) CdS (ex=445nm, em=482 nm), (b) 

CdS/CdSe (ex=445nm, em=575 nm) (B) (c) CdSe (ex=445nm, em=583 nm), and (d) 

CdSe/CdS 1 ML (ex=445nm, em=596 nm). "L" stands for excitation lamp profile. 

 

reported in the literature that Py [323, 325, 326] and BQ [89, 327] are molecules that quench 

holes and electrons, respectively. Recently Weiss et al. have been showed temperature-dependent 
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electron transfer from PbS QDs to BQ molecules.[328] Before going to details of the quenching 

experiment we have carrier out the excited state radiative life time of the CdS/CdSe and 

CdSe/CdS and compare with corresponding core NCs. The time resolved PL decay traces of CdS 

(trace a), CdS/CdSe(trace b), CdSe(trace c) and CdSe/CdS(trace d) are plotted in the Figure 5.4 

(A) and (B) respectively and their fitting data are summarized in the Table 5.1. 

 

i. CdS/CdSe Inverted Type I Core−Shell.  

CdS/CdSe forms an inverted type I core−shell structure, so it is expected that upon 

photoexcitation both of the charge carriers will be localized in the CdSe shell, as the CB and VB 

of the CdSe shell lies energetically lower than the core CdS CB and VB, respectively (Scheme 

5.1). To reconfirm the location of both of the charge carriers, steady-state emission experiments 

for CdS/ CdSe inverted core−shell have been carried out in the absence (Figure 5.5a) and 

presence of both Py and BQ and are shown in Figure 5.5A. It is clearly seen that the emission 

intensity of the core−shell completely quenches in the presence of both hole quencher (Figure 

5.5b) and electron quencher (Figure 5.5c). To the reconfirm electron- and hole-quenching effect, 

time resolved emission studies have also been carried out in the above systems. Figure 5.5A inset 

shows the time-resolved emission decay traces of CdS/CdSe core−shell in the absence (Figure 

5.5a′) and presence of hole (Figure 5.5b′) and electron quencher (Figure 5.5c′) using Py and BQ, 

respectively. Figure 5.5a′ indicates the emission decay trace of the CdS/ CdSe at 575 nm and can 

be fitted multiexponentially with time constant τ1 = 1.54 ns (58%), τ2 = 5.12 ns (23%), and τ3 

=24.29 ns (19%) with τavg = 18.3 ns (Table 5.1). However, the time-resolved PL traces of the 

CdS/CdSe decay faster in the presence of both Py and BQ. The emission decay traces of 

CdS/CdSe-Py and CdS/CdSe-BQ can be fitted multiexponentially with time constant τ1 = 0.19 ns 
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(75%), τ2 = 2.2 ns (21%), and τ3 = 13.2 ns (4%) with τavg = 7 ns and τ1 = 0.04 ns (85%), τ2 = 0.65 

ns (12%), and τ3 = 4 ns (3%) with τavg = 2.3 ns respectively (Table 5.1). Electron and hole 

localization and quenching processes can be visualized in Scheme 5.1 where upon 

photoexcitation of the CdS/CdSe core−shell, both electron and hole from CdS core QDs can be 

transferred to the CdSe shell QDs, as they are thermodynamically viable processes. Finally, both 

the hole and electron in CdSe QDs shell can be quenched by Py and BQ, respectively, as both the 

 

0

60

120

500 550 600 650 700

a

b

A

X 100

X 100

 

500 550 600 650 700
0

60

120

X 100f

e
d

 Wavelength (nm)

B

c

 

 

E
m

is
s

io
n

 I
n

te
n

s
it

y

0 15 30 45 60 75

10
1

10
2

10
3

L c'

b'
a'

 

 

C
o

u
n

ts

Time (ns)

0 15 30 45 60 75

10
1

10
2

10
3

f'
e'

d'

L

 

 

C
o

u
n

ts

Time (ns)

 
Figure 5.5: (A) Steady state PL spectra of CdS/CdSe inverted type-I core-shell (a) in absence of 

any quencher, (b) in presence of hole quencher and (c) in presence of electron quencher (ex=400 

nm). Inset: Time resolved PL decay trace of CdS/CdSe at 575 nm (a') in absence of any 

quencher molecule, (b') in presence of py and (c') in presence of BQ after exciting at 445 nm 

laser source. (B) Steady state PL spectra of CdSe/CdS quasi type-II core-shell (d) in absence of 

any quencher, (e) in presence of py and (f) in presence of BQ (ex=500 nm). Inset: Time 

resolved PL decay trace of CdSe/CdS at 596 nm (d') in absence of any quencher molecule, (e') in 

presence of py and (f') in presence of BQ after exciting at 445 nm laser source in degassed 

chloroform. "L" stands for excitation laser profile.  
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processes are thermodynamically viable (Scheme 5.1). Thus, the above observation clearly 

suggests that upon photoexcitation of CdS/CdSe inverted core−shell all the photoexcited holes 

and electrons are finally localized in CdSe shell QDs. 

 

 

Scheme 5.1: Schematic representation of quenching experiment in CdS/CdSe inverted core-shell 

in presence of hole and electron quencher using pyridine (Py) and benzoquinone (BQ) 

respectively. benzoquinone (BQ) respectively.  

 

ii. CdSe/CdS Quasi Type II Core−Shell.  

Again, similar to the above studies, we have also carried out hole- and electron quenching 

experiments in CdSe/CdS quasi-type II core−shell with Py and BQ, and they are shown in Figure 

5.5B. The PL intensity of the CdSe/CdS-BQ is completely diminished in the presence of the BQ 

molecule. Interestingly, the emission intensity remains unchanged in the presence of the hole 

quencher, Py molecule. In the CdSe/CdS core−shell, the electron in the core is no longer 

localized in the CdSe due to the small CB offset (< 0.2 eV) and lower effective mass of the 

electron. As a result, the electron is delocalized throughout the CdS shell materials. In contrast to 

the electron delocalization, the hole is strongly confined in the VB of CdSe in the CdSe/ CdS 
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core−shell structure due to large band offset (> 0.5 eV) and high effective mass of the hole. So, 

to reconfirm the electron−hole delocalization in CdSe/CdS quasi-type II core− shell, we have 

carried out time-resolved PL measurements, and they are plotted in the inset of Figure 5.5B. The 

PL decay trace of CdSe/CdS at 596 nm (Figure 5.5d′) can be fitted biexponentially with time 

constants τ1 = 2.3 ns (47%) and τ2 = 23.5 ns (53%) with τavg = 21.8 ns (Table 5.1). It is worth 

mentioning that the excited state radiative decay of the CdSe/CdS core−shell is faster (Table 5.1) 

compared to that of the core CdSe, and the decay trace is fitted biexponentially rather 

triexponential for CdSe. 

 

Table 5.1: Time resolved Photo-luminescence decay parameter of CdS/CdSe and CdSe/CdS in 

absence and in presence of quencher molecule. 

System ex em 1 2 3 avg 

CdS 445 nm 483 nm 1.5 ns 

(55%) 

5 ns 

(27%) 

25.2 ns 

(18%) 

18.2 ns 

CdS/CdSe 445 nm 575 nm 1.54 ns 

(58%) 

5.12 ns 

(23%) 

24.29 ns 

(19%) 

18.3 ns 

CdS/CdSe-Py 445 nm 575 nm 0.19 ns 

(75%) 

2.2 ns 

(21%) 

13.2 ns            

(4%) 

7 ns 

CdS/CdSe-BQ   0.04 ns 

(85%) 

0.65 ns 

(12%) 

4 ns 

(3%) 

2.3 ns 

CdSe 445 nm 583 nm 2.05 ns 

(55%) 

6.12 ns 

(26%) 

35.29 ns 

(19%) 

26.4 ns 

CdSe/CdS 445 nm 596 nm 2.3 ns 

(47%) 

23.5 ns 

(53%) 

 21.8 ns 

CdSe/CdS-Py 445 nm 596 nm 2.2 ns 

(45%) 

22.6 ns 

(55%) 

 21.1ns 

CdSe/CdS-BQ 445 nm 596 nm 0.23 ns 

(59%) 

1.86 ns 

(32%) 

9.3 ns 

(9%) 

5.67 ns 

 

 

Recently, Nan et al. have reported the single exponential PL decay of ZB CdSe/CdS NC with a 

3−4-monolayer CdS shell. [204] In presence of the Py (hole quencher) molecule, the PL decay 

trace of CdSe/CdS core−shell (Figure 5.5e′) can be fitted multiexponentially with time constants 
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of τ1 = 2.2 ns (45%) and τ2 = 22.6 ns (55%) with τavg = 21.1 ns (Table 5.1). It is interesting to see 

that in the presence of Py the average emission lifetime decreases marginally. This clearly 

suggests that photoexcited holes are pretty much confined in the CdSe core of CdSe/CdS 

core−shell (Scheme 5.2). The negligible difference (5%) in emission lifetime for the core−shell 

can be attributed to leaking of photoexcited hole in the core−shell and it finally reacting with Py  

 

 

Scheme 5.2: Schematic presentation of quenching experiment in CdSe/CdS quasi type II core-

shell in presence of hole and electron quencher using pyridine (Py) and benzoquinone (BQ) 

respectively.  

 

(Scheme 5.2). However, the emission trace of CdSe/CdS core−shell can be fitted with time 

constant τ1 = 0.23 ns (59%), τ2 = 1.86 ns (32%), and τ3 = 9.3 ns (9%) with τavg = 5.67 ns (Table 

5.1). So, from the experimental results it can be concluded that photoexcited electron in the CdSe 

core of CdSe/CdS core−shell can be transferred to the CdS shell due to delocalization and 

eventually can be quenched by BQ (Scheme 5.2). However, to monitor the electron and hole 

transfer times in the core−shell composites in the absence and presence of the quenchers more 
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accurately, we have carried out ultrafast transient absorption spectroscopic measurements on the 

above systems and these are discussed in the next section. 

5.2.4. Femtosecond Transient Absorption Measurement. 

Ultrafast transient absorption measurement is a sophisticated technique in which one can 

measure charge carrier dynamics, carrier cooling time, electron and hole transfer, and charge 

carrier recombination dynamics, etc. in QD materials. [87, 93, 94, 218, 319] In the above 

discussion, we have noticed complete quenching of CdS/CdSe PL in the presence of both BQ 

and Py; however, the PL of the CdSe/CdS is fully quenched in the presence of only BQ and not 

in the presence of Py. Thus, it is quite obvious that the excited properties of the composite will 

provide the important results toward determining charge carrier delocalization. To know about 

the electron and hole transfer processes on the ultrafast time scale, in the present investigation we 

have carried out transient absorption measurements after exciting the sample with 400 nm laser 

light and probing the visible region. Before monitoring the effect of electron and hole quencher 

on the charge transfer dynamics in both the core−shells, we have carried out details TA 
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Figure 5.6: TA spectrum of the core CdS (A) and CdSe (B) at different time delay following 400 

nm laser excitation in chloroform.  
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spectroscopy of the pure materials. We have drawn the TA spectrum of the core CdS and CdSe 

in the Figure 5.6 (A) and (B) respectively. The TA spectrum of the CdS shows a bleach maxima 

at 462 nm which can be assigned as 1S (1S3/2-1Se) electronic transition. Similarly CdSe shows 

bleach due to 1S electronic transition at 555 nm. The bleach at 510 and 470 nm is due to 2S 

(2S3/2-1Se) and 1P (1P3/2-1Pe) electronic transition respectively. Figure 5.7A depicts the TA 

spectra of CdS/CdSe core−shell at different time delays after exciting with 400 nm laser light in 

chloroform solution. TA spectra of photoexcited CdS/CdSe shows two negative absorption bands 

below 600 nm. The negative absorption change band (500−600 nm) peaking at 552 nm can be 

assigned as ground-state depletion due to excitonic absorption band of the CdSe shell. It is 

interesting to see that the excitonic bleach is quite broad as compared to the bleach-pure CdSe 

QDs (Figure 5.6 B). The broadness of the transient bleach signal might be due to the overlap 

transitions of the 1S and 2S states of CdSe QDs as well as the interface alloying [312] of the core  
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Figure 5.7 (A) TA spectrum of CdS/CdSe inverted type I core/shell at different time delay and 

(B) bleach recovery dynamics of CdS (a), CdS/CdSe (b) at 465 nm after 400 nm laser excitation 

in chloroform.  
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CdS and CdSe shell QDs. In addition to that, another negative absorption band has been 

observed in the 450−480 nm region with a bleach maximum at 465 nm, which can be attributed 

to the 1S excitonic transition of the CdS core itself. We have also carried out TA studies of pure 

CdS QDs (Figure 5.6 A), and compare the bleach dynamics at 465 nm of the CdS/CdSe with 1S 

bleach of the CdS (Figure 5.7 B). Bleach recovery kinetics at the 1S excitonic wavelength was 

found to be faster in the case of CdS/CdSe inverted core−shell as compared to that of pure CdS 

QDs. This can be attributed to the transfer of both electron and hole from CdS core QDs to CdSe  
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Figure 5.8: TA spectra of CdS/CdSe inverted type I core-shell (A) in presence of electron 

quencher (BQ) and (B) in presence of hole quencher (Py) in chloroform after exciting at 400 nm 

laser excitation.  

 

shell QDs. In the CdS/CdSe structure, we prepared a 1 ML (monolayer) CdSe shell on CdS core, 

and owing to low CB offset energy, the tunneling effect cannot be neglected. So the bleaching 

due to the CdS core in the CdS/CdSe structure is not completely diminished. Parts A and B of 

Figure 5.8 show the transient absorption spectra of CdS/CdSe inverted type I core−shell in the 

presence of BQ and Py, respectively. Interestingly, the TA signal in both cases decreases 
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drastically. It is worth mentioning that in all the cases the OD of the CdS/CdSe core−shell 

samples was kept similar. The transient bleach signal of the CdS/CdSe in the presence of BQ is 

reduced drastically due to efficient electron transfer from the CB of the core−shell to the BQ. In 

case of CdS/CdSe−Py the photoexcited hole from the CdS core is captured by the Py molecule 

through the CdSe shell, so bleach recovery should be slower but the bleach recovers faster due to 

recombination between CdS/CdSe (e

) and Py (h


). Here Py

+
 facilitates fast charge 

recombination reaction. However, due to the very thin CdSe shell, the electron became 

delocalized in both the core (CdS) and shell (CdSe) structure. As a result, some percentage of 

bleach still exists in presence of Py. To monitor charge transfer dynamics, the kinetics at the 

bleach wavelengths in the absence and presence of both the quenchers was monitored as 

discussed in the next section. Similarly, we have also carried out TA measurement of the 

CdSe/CdS quasi-type II core−shell in the absence and presence of BQ and Py. The TA spectra of 

CdSe/CdS (Figure 5.9 A) shows three distinct bleach appearing at 578, 530, and 481 nm, which 

can be attributed to 1S, 2S, and 1P electronic transitions of CdSe core QDs, respectively. The TA 

spectrum of the pure CdSe shows 1S and 1P distinct bleach. However in addition to the 1S and 

1P the TA spectrum of the CdSe/CdS shows separate bleach at 530 nm due to 2S electronic 

transition. This might be due to the strong confinement of the CdSe core QDs by the CdS shell 

QDs, by which the electronic levels of the core CdSe become more distinct (Figure5.6 B and 

Figure 5.9 A). It is interesting to see that in the presence of BQ the transient signal for the 

CdSe/CdS core−shell (Figure 5.9 B) is drastically reduced. As we have already discussed in an 

earlier section, due to the low effective mass of the electron and smaller conduction band offset 

energy of the CdSe and CdS, the electron in the CdSe/CdS structure becomes delocalized into 

the entire CB of both CdSe core QDs as well as the CdS shell QDs. Thus, upon photoexcitation 
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the excited electron can be easily captured by the quencher (BQ) molecule. Notably, no change 

was observed in the transient spectra in the presence of Py (hole quencher) (Figure 5.9 C). Due 

to the higher effective mass of the hole and large VB offset energy of the core CdSe QDs with 

respect to the CdS shell QDs, the hole becomes strongly confined in the core structure. As a 

result, hole quenching by Py was not observed. However, a minor change in signal intensity was 

observed that can be attributed to the leaking of photoexcited hole through CdS shell. The charge 

transfer dynamics of both the  
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Figure 5.9: Transient absorption spectra of CdSe/CdS quasi type II core-shell (A) in absence of 

any quencher, (B) in presence of electron quencher (BQ) and (C) in presence of hole quencher 

(Py) in chloroform after exciting at 400 nm laser excitation.  

 

core−shell NCs in the presence of both the quencher molecules will give a more clear idea about 

the charge carrier delocalization in the core−shell structures. In the next section, we have 
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demonstrated the charge carrier delocalization through the kinetics decay trace in the absence 

and presence of the quencher molecules. 

5.2.5. Charge Transfer and Charge Carrier Dynamics: 

From the above experimental observations it is clear that both photoexcited electron and hole are 

localized in the shell of the CdS/CdSe inverted type I structure. However, in case of CdSe/ CdS 

core−shell, the hole is strongly confined in the core and the electron is delocalized throughout the 

shell; as a result, quasi-type II alignment is achieved. Now to reconfirm the e−h delocalization 

we have compared the bleach kinetics of the core−shell in both the presence and absence of the 

quencher molecules. Figure 5.10 A illustrates the normalized bleach recovery kinetics of the  
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Figure 5.10: (Panel A) Normalized bleach recovery dynamics of CdS/CdSe inverted type I core 

shell (a) in absence of any quencher, (b) in presence of electron quencher (BQ) and (c) in 

presence of hole quencher (Py) at 578 nm in chloroform solution. (Panel B) Normalized bleach 

recovery dynamics of CdSe/CdS quasi type II core shell (d) in absence of any quencher, (e) in 

presence of electron quencher (BQ) and (f) in presence of hole quencher (Py) at 560 nm in 

chloroform solution.  
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CdS/CdSe core−shell probed at 560 nm in the absence and presence of the electron and hole 

quencher molecule. The bleach kinetics of the CdS/CdSe at 560 nm has biexponential growth 

(Table 5.2) with time constant τ1(g) < 100 fs (65%) and τ2(g) = 0.3 ps (35%), and it recovers 

multiexponentially with time constants τ1 = 8 ps (38%), τ2 = 40 ps (22%), τ3 = 200 ps (5%), and 

τ4 > 2 ns (35%) (Table 5.2). The second bleach growth time can be attributed to electron cooling 

time in the core−shell material, and the recovery kinetics can be attributed to recombination 

dynamics between electron and hole. However, it is interesting to see that the bleach kinetics of 

CdS/CdSe core−shell in the presence of BQ is completely different and can be fitted with pulse-

width limited growth (<100 fs) and multiexponential recovery with time constants of τ1 = 4 ps 

(58%), τ2 = 30 ps (33%), τ3 = 200 ps (6.1%), and τ4 > 2 ns (2.9%) (Table 5.2). 

 

Table 5.2: Multi-exponential fitting parameters for both CdS/CdSe type I inverted core-shell and 

CdSe/CdS quasi type II core-shell in absence and in presence of BQ and Py at their 1S bleach 

wavelengths (). The percentages at the parenthesis represent amplitude of the corresponding 

exponential functions.  

System/(nm) 1(g) 2(g) 1 2 3 4 

CdS/CdSe/560 <100fs 

(65%) 

0.3ps 

(35%) 

8ps  

(38%) 

40ps 

 (22%) 

200ps  

(5%) 

>2ns 

(35%) 

CdS/CdSe-BQ/560 <100fs 

(100%) 

 4ps  

(58%) 

30ps  

(33%) 

200ps  

(6.1%) 

>2ns 

(2.9%) 

CdS/CdSe-Py/560 <100fs 

(100%) 

 0.2ps  

(81%) 

1.5ps  

(19%) 

  

CdSe/CdS/578 <100fs 

(63%) 

0.8ps 

(37%) 

50ps  

(32%) 

>2ns  

(68%) 

  

CdSe/CdS-BQ-578 <100fs 

(100%) 

 8ps  

(36%) 

40ps  

(22%) 

350ps  

(33%) 

>2ns  

(9%) 

CdSe/CdS-Py-578 <100fs 

(63%) 

0.5ps 

(37%) 

40ps  

(36%) 

250ps  

(5%) 

>2ns  

(59%) 
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It is interesting to see that in the presence of BQ the second growth component of the bleach 

kinetics is missing, which clearly indicates that the electrons are captured by BQ before it cools 

down to the conduction band edge. Faster bleach recovery time can be attributed to the 

recombination dynamics between hole in the core−shell and BQ−. Here, BQ− reacts with the 

hole and it gets annihilated from the system. Actually, in the entire process, the electron and hole 

recombination process gets facilitated by BQ, which actually works as an electron shuttler.[323, 

325] Similarly, the transient kinetics in the presence of Py can be fitted with pulsewidth- limited 

growth (<100 fs) and biexponential recovery with time constants of τ1 = 0.2 ps (81%) and τ2 = 

1.5 ps (19%) (Table 5.2). The faster bleach recovery dynamics in the presence of the Py 

molecule suggests that the photoexcited holes are captured by Py with the formation of Py
+
. Here 

the 200 fs time constant can be attributed to the hole transfer time from the core−shell to Py. 

Finally, the bleach signal is annihilated due to recombination between the Py
+
 and the CdS/CdSe 

(e
−
). Figure 5.10 B shows the normalized bleach recovery dynamics of the CdSe/CdS quasi-type 

II core−shell in the presence and absence of BQ and Py molecules at 578 nm in chloroform 

solution. The bleach kinetics of the CdSe/CdS can be fitted with biexponential growth with time 

constants of τ1(g) = 100 fs (63%) and τ2(g) = 0.8 ps (37%) and biexponential recovery with time 

constants of τ1 = 50 ps (32%) and τ2 = 2 ns (68%) (Table 5.2). Again the slow growth component 

(800 fs) can be attributed to electron cooling time.[82, 127] We have also compared the bleach 

kinetics at the 1S excitonic position for CdSe/CdS quasi-type II core−shell with that of pure 

CdSe QDs, as shown in the Figure 5.11. The bleach dynamics of the CdSe at 555 nm (Figure 

5.11 a) which can be fitted with bi-exponential growth and multi-exponential recovery. 

However, the bleach of the CdSe/CdS (Figure 5.11 b) fitted with bi-exponential growth and bi-
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exponential recovery. In the case of CdSe QDs, the cooling time of the electron was determined 

to be 500 fs. The slower cooling time (800 fs) in CdSe/CdS quasi-type II core−shell 
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Figure 5.11: Comparison 1S bleach recovery kinetics of CdSe (555 nm) (a) and CdSe/CdS quasi 

type II core-shell (578 nm) (b).  

 

as compared to CdSe QDs (500 fs) can be attributed to decoupling of the electron due to 

delocalization from the hole in the quasi-type II band structure (Scheme 5.2). In the presence of 

BQ (electron quencher), the kinetics can be fitted with pulse-width-limited growth (<100 fs) and 

multiexponential recovery with time constants of τ1 = 8 ps (36%), τ2 = 40 ps (22%), τ3 = 200 ps 

(33%), and τ4 > 2 ns (9%) (Figure 5.9f and Table 5.2). Here, also in the presence of BQ, the 

second growth component of the bleach kinetics is missing, which clearly indicates that the 

electrons are captured by BQ before it cools down to the conduction band edge. The faster 

bleach recovery time can be attributed to recombination dynamics between the hole in the 

core−shell and BQ−. However, most interestingly, no significant changed has been observed in 

the bleach recovery kinetics in the presence of Py (hole quencher). The bleach kinetics at 578 nm 

can be fitted with biexponential growth with time constants of τ1(g) < 100 fs (36%) and τ2 = 0.5 
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ps (37%) and it recovers multiexponentially with time constants of τ1 = 40 ps (36%), τ2 = 250 ps 

(5%), and τ3 > 2 ns (59%). The similar bleach recovery in the presence of Py (hole quencher) 

suggests that the photoexcited hole is not transferred to the Py through the CdS shell very 

efficiently. Very little change in the kinetic trace can be attributed as hole leaking from the core 

CdSe to Py through CdS shell.  

5.3. Conclusion 

In summary, we have synthesized two core−shell NCs, CdSe/ CdS quasi-type II and CdS/CdSe 

inverted type I, and characterized them by steady-state absorption, luminescence, XRD, and 

high-resolution TEM techniques. The location of charge carriers in the heterostructures has been 

demonstrated with the help of quenching studies with BQ (electron quencher) and Py (hole 

quencher) using steady-state and time-resolved luminescence and absorption spectroscopic 

techniques. Steady-state and time-resolved PL studies reveal quenching of both electron and hole 

in CdS/CdSe inverted type I core−shell in presence BQ and Py, respectively; however, only 

electron-quenching was observed in CdSe/CdS quasi-type II core−shell in the presence of BQ. 

Our experimental observation suggests that in CdS/CdSe inverted type I core− shell both 

electrons and holes are localized in CdSe shell QDs; however, in CdSe/CdS quasi-type II, holes 

are localized in CdSe core QDs and electrons are delocalized in the conduction band of both 

CdSe core and CdS shell QDs due to the low conduction band offset. Electron transfer times 

from the core QDs to the BQ quencher through shell QDs in both the above systems are found to 

be pulse-width-limited (<100 fs); however, the hole transfer time from CdS core QDs to Py 

molecule through CdSe shell was found to be ~200 fs. Prior to charge (either electron or hole) 

separation in core−shell/quencher composite systems, fast charge recombination occurs between 

either electron or hole in core−shell and Py
+
 or BQ

−
, respectively. This observation clearly 
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suggests that quencher molecules initially captured either electron or hole, depending upon 

thermodynamic feasibility, and later on facilitate fast charge recombination. From our studies we 

can suggest that it is possible to design and synthesize core−shell heterostructures through band 

gap engineering where one can selectively localize electron or hole, depending upon application. 
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6.1. Introductions: 

Recent worldwide research, the fundamental studies and the inherent properties such as 

band gap tunability, high extinction coefficient, MEG and the high photostability of the 

semiconductor QD help to robust in widespread application in several exciting field including 

photovoltaic performance in the low cost third generation QDSC.[16, 31, 44, 48, 97, 98, 245, 256, 

300, 329-332] Despite its interesting photo-physical properties, the photo-current conversion 

efficiency in the QDSC has failed to achieve theoretical expected value [46] because of their sub 

picoseconds charge carrier annihilation [87, 93, 333] owing to strong coulomb attraction in the 

short distance size quantized state. To preclude exciton annihilation and alleviate charge 

separation often core-shell NCs are used as a photo-anode in QDSC.[218, 334] For type-I core-

shell, [319, 335] both the charge carriers (electron and hole) are localized in the low band gap 

material, while for type-II core-shell,[116] one of these two charge carriers are either localized in 

core or in shell and eventually two well recognized heterojunction NCs exploit these charge 

carriers for better performance.  

In addition, the QD and the core-shell NCs absorb limited solar radiation and lower loading 

on TiO2 film adversely influence the solar cell performance. Moreover, due to slower hole transfer 

rate as compare to electron injection, the photo anode corrosion is induced by the excess photo-

generated hole.[47] To address these issues and improve the efficiency in QDSC, molecular 

adsorbates are also used as a co-sensitizer, which actually perform dual functions; injecting 

electron and accepting the hole from the NCs materials. Earlier Kamat et al.[224]
 
and several other 

research groups [212, 298, 310, 336, 337] have demonstrated better efficiency in such 

supersensitized system. To ameliorate QDSC performance, it is essential to develop a better 

insight in charge separation and charge recombination dynamics of the composite system. 

 



Chapter 6 

162 | P a g e  
 

 As the charge separation of the type-II core/shell is more due to their inherent 

heterojunction band alignment, type-II NCs are widely used as light harvester in QDSC. 

Introducing an organic molecular adsorbate with type-II core-shell it is possible to improve further 

charge separation where both photo-excited QD and molecular adsorbate actively take part in 

charge separation process. In addition to that the dye molecule form strong CT complex which 

absorb more and broad light in the solar spectrum.  

Organic dye molecules are being widely used as sensitizer for DSSC application. Photo 

stability is an important issue for such dye molecules and in general metal polypyridyl complexes 

are superior to these organic dyes in terms of photostability and thus, more suitable for sustained 

usages. It is even more challenging if the photo-anode of a QDSC is made on metal polypyridyl 

complex instead of organic sensitizer molecule. There are many literature reports on charge 

transfer process associated with QD coupled Ru(II)-polypyridyl complex. However, information 

and literature reports on such hybrid involving Re(I)-bipyridyl complex are scarce in the 

contemporary literature. [338, 339] Earlier Lian et al.[340] demonstrated photoinduced ultrafast 

electron transfer from CdSe QD to Re-bipyridyl complex in such a hybrid system and there was a 

distinct evidence for energy transfer pathway along with the electron transfer process. However, 

there are only limited recent examples on the hole and electron transfer dynamics in a composite 

system having metal polypyridyl coupled QD.[341] To improve any kind of device efficiency 

using different core-shell and molecular adsorbate it is very important to understand charge 

transfer dynamics in ultrafast time scale where both electron and hole transfer processes are 

involved. 

 In this chapter we have demonstrated the charge transfer dynamics of CdS QDs and 

CdS/CdTe type-II core shell sensitized by Br-PGR in fast and ultrafast time scale using time-
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resolved emission and femtosecond time-resolved absorption techniques. Redox energy levels of 

the CdS QD and Br-PGR molecule imply that the HOMO and LUMO levels of the Br-PGR 

molecule lies energetically above the VB and CB of CdS QD and CdS/CdTe core-shell. In the 

composite materials photo-excited Br-PGR can inject electron into the CB of both CdS QD and 

CdS/CdTe core-shell and Br-PGR also can extract hole from VB of photo-excited CdS QD and 

CdS/CdTe core-shell. Cascading electron and hole transfer in the type II regime help to separate 

more charge carrier as a results we have observed slow charge recombination as compare to only 

CdS. Concomitantly, the charge carrier separation and restriction of charge carrier delocalization 

has also been investigated using CdS, CdS/CdSe and CdS/CdTe sensitized by Re (I)- polypyridyl 

complex. Charge separation in the CdS and CdS/CdSe is observed due to favourable energy 

levels which also supported from the time resolved absorption and emission studies. However, in 

the CdS/CdTe core-shell due to larger energy barrier we could not able to see the separation of 

the charges.  

6.2. Results and Discussion:  

6.2.1. Morphology Analysis and Optical Properties:  

 To analyze the structural morphology of the synthesized NCs we have carrier out XRD 

measurements and plotted in the Figure 6.1. The XRD pattern of the CdS/CdSe inverted type-I 

and CdS/CdTe type-II with respect to CdS are depicted in the Figure 6.1 A and B respectively. 

For CdS core all the peaks corresponding to 111, 220 and 311 planes matches with ZB 

crystalline phase of CdS. For CdS/CdSe core-shell the peaks are shifted towards low angle and 

the peaks are matches with ZB planes of CdSe nanocrystals. The XRD pattern clearly shows the 

formation of CdSe shell on CdS core. Similarly in case of CdS/CdTe core-shell XRD peaks due 

to the CdTe ZB crystalline phase appear in the low angle in the XRD spectrum. 
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Figure 6.1: Powder XRD pattern of (A) CdS QD and CdS/CdSe type-I core-shell and (B) CdS 

and CdS/CdTe type II core-shell respectively. Vertical dotted lines olive, red and magenta 

represent (111), (220) and (311) diffraction plane position of ZB CdS, CdSe and CdTe phases 

respectively. 

After synthesizing both CdS QD and CdS/CdTe core-shell, we have carried out steady state 

optical absorption and emission properties and also measured the size of the particle by high 

resolution TEM. Figure 6.2 (I) (top panel) shows the optical absorption and emission spectra of 

CdS QD and Figure 6.2 (II) depicts the HRTEM image of that CdS QD. From steady state 

spectra it is clear that the first exciton of the QD appeared at 434 nm and the corresponding size 

was measured to be 2.5 nm from TEM image. Photoluminescence peak of CdS QD was observed 

to be 452 nm with emission quantum yield of 36% after exciting the QD at 375 nm and shown in 

Figure 6.2 (top panel, Figure 6.2 I trace “b”). Figure 6.2 (III) (bottom panel) shows the optical 

absorption and emission spectra of CdS/CdTe core/shell QD and Figure 6.2 (IV) depicts the 

HRTEM image of synthesized CdS/CdTe core/shell. In optical absorption spectra one sharp peak 

appears at 436 nm and a broad absorption band appears in 500-600 nm regions. The absorption 

peak at 436 nm can be attributed to excitonic absorption due to CdS core and broad absorption 
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Figure 6.2: (I), (III) Optical absorption (a) and emission spectra (b) (II), (IV) HRTEM image 

of CdS QD and CdS/CdTe respectively.  

 

band can be attributed to indirect band-gap transition in CdSe/CdTe type II core-shell. Size of the 

particle was determined to be 3.2 nm as measured from HRTEM studies. Photoluminescence 

peak of CdS/CdTe core-shell was detected at 652 nm after exciting at 530 nm with relatively low 

emission quantum yield of 2.9% which is might be due to indirect band transition and also due to 

leaking of hole through surface induced non-radiative channels. Even after exciting CdS/CdTe 

core-shell at 374 nm, emission only due to indirect band transition at 652 nm was observed.  

Similarly to perform the charge carrier movement in two different heterostructure regime we 

have deliberately synthesized CdS core and CdS/CdSe inverted type I and CdS/CdTe type II 

core shell. The optical properties and HRTEM images of CdS, CdS/CdSe and CdS/CdTe are 

depicted in the Figure 6.3. Corresponding band edge emission and monodispersed size 

distribution of the NCs suggest the formation very good crystalline materials. The sensitization 

of the NCs with the molecular adsorbate have been demonstrated in the next section.  
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Figure 6.3: (I), (II), (III) Optical absorption (a) and emission spectra (b) (IV), (V) and (VI) 

HRTEM image of CdS QD CdS/CdSe and CdS/CdTe respectively. 

 

6.2.2. Ground State Interaction: Steady state optical absorption measurement: 

i. CdS, CdS/CdTe with Br-PGR. 

Main aim of the present chapter is to understand charge transfer behaviour in the excited state of 

CdS and CdS/CdTe with Br-PGR and CdS, CdS/CdSe and CdS/CdTe with Re (I) complex 

composite materials and its applicability as a super sensitizer [224, 298, 342] in QDSC. In this 

circumstance it is very important to monitor the ground state interaction between the NCs and 

the molecular species. Charge transfer interaction between QD and molecular adsorbate are not 

widely reported in the literature except our few report,[298, 299, 310] where the composite 

materials form strong charge transfer complex. In our earlier investigation [226] we have 

demonstrated that Br-PGR is one of the molecules in tri-phenyl methane series of dyes which 

can be potential sensitizer molecule in DSSC where LUMO of Br-PGR lies above the 

conduction band of TiO2. Figure 6.4A shows steady state optical absorption spectra of CdS QD 

(Figure 6.4 a), Br-PGR (Figure 6.4 b) and Br-PGR/CdS QD composite (Figure 6.4 c) in 

chloroform. Free Br-PGR shows optical absorption up to 650 nm with a peak at 480 nm which is 
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attributed to lowest optical transition between HOMO and first excited state (S1) of the Br-PGR 

molecule (Figure 6.4 b). Interestingly on addition of Br-PGR in CdS solution, the color of the 

solution becomes deep blue (while the color of free Br-PGR and CdS are brown red and yellow 

respectively). The composite mixture shows broad absorption spectra (Figure 6.4c) in the entire 

visible region (beyond 750 nm) with a red shifted peak at 552 nm which indicates formation of 

strong charge transfer complex. We have also carried out steady state optical absorption studies 

of CdS/CdTe core-shell after sensitizing with Br-PGR. Figure 6.4 B shows the optical  

 

 

Figure 6.4: (A) Optical absorption spectra of (a) CdS QD (0.1M), (b) Br-PGR (36M) and (c) 

CdS QD sensitized PGR in chloroform. (B) Optical absorption spectra of (d) CdS/CdTe 

core/shell (0.1M), (e) Br-PGR (b, 40M) and (c) CdS/CdTe core-shell sensitized Br-PGR in 

chloroform. 

 

absorption spectra of CdS/CdTe (Figure 6.4d), Br-PGR (Figure 6.4e) and CdS/CdTe sensitized 

Br-PGR (Figure 3f). Optical absorption spectra of CdS/CdTe/Br-PGR composite mixture 

become much broader and red-shifted with absorption maxima at 570 nm. A higher extinction 

coefficient of the QDs-Br-PGR composites suggest that Br-PGR form strong charge transfer 

complexes with both the QDs (CdS QD, CdS/CdTe type II core-shell) where partial charge 
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transfer take place in the ground state. It is interesting to see that Br-PGR form better complex 

with CdS/CdTe type II core-shell as compared pure CdS QD. This observation clearly suggests 

that both the composite systems potential material for supersensitizer, which can absorb more 

solar radiation as compared to that of the individual QDs and Br-PGR molecule.  

ii. CdS, CdS/CdSe and CdS/CdTe with Re(I)-bipyridyl complex. 

On the other hand the steady state interaction of CdS QD with the Re (I) complex has also been 

investigated. The steady state optical absorption spectrum of CdS (Figure 6.5 a) shows the first 

excitonic absorption (1S) at 451 nm due to 1S3/2h-1Se electronic transition. Re-1,2 in chloroform  
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Figure 6.5: UV-Vis spectra of (a) CdS QD (0.5 M), (b) Re1,2 dye (0.2 mM), (c) CdS-Re1,2 

composite mixture in chloroform.  

 

(Figure 6.5b) shows a broad absorption up to 750 nm with a maximum absorption at ~ 406 nm 

region. Unlike to above observation, the optical absorption spectrum of the CdS/Re (I) (Figure 

6.5c) does not change significantly and the spectral signature of the composite system is more 

like to the additive optical spectra of the nanocrystal and Re-1,2. Absence of any red shifted 

optical band for the QD/dye composite system in the absorption measurement indicates that 
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there is very weak interaction between the QDs and Re-1,2. In our earlier investigation also we 

have not observe formation of CT complex between Re-1,2 and CdSe QD. [341] However, we 

have observed that Re 1,2 molecule form strong CT complex with TiO2 nanoparticle.[343] This 

might be due to higher density of state in the CB of TiO2 NP as compared to that of CdS QD. 

The other interest of the present chapter is to understand the charge transfer interaction between 

Re-1,2 complex and the core -shells. To do so we have synthesized two different core-shell 

structures, CdS/CdSe type I and CdS/CdTe type II and investigated the charge transfer 

interaction. We have carried out optical absorption studies of both the core-shell in absence and 

in presence of Re-1,2 dye and shown in Figure 6.6 A and Figure 6.6 B respectively. In both the  
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Figure 6.6: (A) UV-Vis spectra of (a) CdS/CdSe, (b) Re-1,2, and (c) CdS/CdSe-Re1,2 mixture 

and (B) UV-Vis spectra of (d) CdS/CdTe, (e) CdS/CdTe-Re1,2 mixture in chloroform. 

 

core-shell structures, the core QD is common i.e. CdS. The CdS/CdSe core-shell shows type I 

band alignment where the VB and CB energy levels of the CdSe shell lie energetically lower 

than the core CdS energy level. Optical absorption spectra of CdS/CdSe core-shell shows two 

absorption bands at 571 nm and 451 nm which can be attributed to excitonic absorption bands 

due to CdSe shell and CdS core QDs respectively (Figure 6.6 a). On the other hand Figure 6.6 d 
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shows optical absorption spectra of CdS/CdTe type II core-shell which has two distinct 

absorption peaks at 475 and 622 nm due to CdS core and the indirect band transition from VB 

of the CdTe to the CB of the CdS respectively. Figure 6.6A and Figure 6.6B suggest that Re-1,2 

dye does not make any CT complex with both CdS/CdSe and  CdS/CdSe core-shells. The 

charge carrier localization is demonstrated in the next section following selective excitation. 

6.2.3. Hole Transfer Reaction: 

i. CdS, CdS/CdTe with Br-PGR. 

From steady state optical absorption measurements we have observed that Br-PGR form strong 

CT complex with both CdS QD and CdS/CdTe type II core-shell. Now to understand charge 

transfer dynamics in the excited state in CdS/Br-PGR composite material steady state emission 

spectroscopy have been carried out by exciting Br-PGR, CdS QD and CdS/Br-PGR composite 

material at 375 nm and shown in Figure 6.7. No luminescence was observed from the Br-PGR 

molecule after exciting at 375 nm, which might be due presence of multiple hydroxyl group 

adjacent to the phenyl ring that facilitate faster non-radiative decay process. At the same time 

presence of heavy atom (Br) which increases the nonradiative ISC process. Figure 6.7a shows 

photoluminescence  spectra of the CdS QD in chloroform after exciting at 375 nm, which 

consists an emission peak at 452 nm with high emission quantum yield (CdS = 36%). Figure 

6.7b shows the emission spectra of CdS QD in the presence of 36 M Br-PGR in chloroform 

solution. It is very interesting to see that the emission intensity of the CdS QD is drastically 

reduced in presence of Br-PGR molecule. Due to close proximity between QD and molecular 

adsorbate in the CdS/Br-PGR composite system one can envisage emission quenching might be 

due to energy transfer. To realize energy transfer it’s very important to have overlap between QD 
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luminescence and Br-PGR absorbance. It has been observed that there is some overlap between 

CdS luminescence and Br-PGR absorbance.  

 

 

Figure 6.7: (Panel A) Photoluminescence spectra of the CdS QD in absence (a) and in presence 

of Br-PGR (b) after exciting at 380 nm. Inset: Emission decay traces of the CdS QD (c) and 

CdS/Br-PGR (d) composite after exciting at 374 nm and monitoring at 452 nm. (Panel B) 

Photoluminescence spectra of the CdS/CdTe QD in absence (e) and in presence of Br-PGR (f) 

after exciting at 500 nm. (Inset) Emission decay traces of the CdS/CdTe (g) and CdS/CdTe with 

Br-PGR (h) composite after exciting at 406 nm and monitoring at 650 nm. L is the excitation 

profile.  

 

However no luminescence was observed from Br-PGR after exciting CdS in the CdS/Br-PGR 

composite system. Still we cannot rule out energy transfer process between CdS QD and Br-

PGR. However, it is clearly seen from Scheme 6.1 that the VB (1.35 V versus NHE) of CdS lies 

below the HOMO (0. 458 V vs NHE) of Br-PGR, so the photo-excited hole in the valence band 

of CdS can be captured by Br-PGR, which is thermodynamically viable process. So the emission 

quenching can be attributed to hole transfer from photo-excited CdS to Br-PGR molecule. The 

hole-transfer reaction can be expressed by the equations below: 
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CdS + h CdS (e
-
 + h

+
)     (6.1) 

CdS (e
-
 + h

+
) + Br-PGR  CdS (e

-
) + Br-PGR (h

+
)  (6.2) 

To reconfirm the hole transfer process and to monitor hole transfer dynamics we have carried out 

time-resolved emission studies of pure CdS QD and also Br-PGR sensitized CdS QD and shown 

in Figure 6.7 inset. The emission decay traces of the CdS QD and CdS/Br-PGR composite have 

been monitored at 452 nm after exciting the samples at 374 nm laser excitation source.  

 

 

Scheme 6.1: Schematic diagram illustrating electron and hole transfer process in CdS QD 

(section A) and CdS/CdTe-Type-II core/shell QD (section B) sensitized by Br-PGR. Process 1 

shows excitation of CdS QD and whereas Process 2 shows photo-excitation of Br-PGR. Process 

3 indicates direct transfer of electron from HOMO of Br-PGR to conduction band of CdS. 

Process 4 shows indirect photo-excitation electron from valence band CdTe shell QD to 

conduction band of core CdS QD. Process 5 shows photo-excitation of CdTe shell QD. Process 

6 indicates direct transfer of electron from HOMO of Br-PGR to conduction band of CdTe shell. 

Electron injection and hole transfer reaction in both composite materials are shown. Dotted line 

in both the scheme indicates charge recombination reaction between electron in CdS QD and Br-

PGR cation radical. BET process is slower in case of CdS/CdTe-BrPGR composite system. 

Molecular structure of the Br-PGR are shown in scheme (right side). 
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The emission decay traces for the CdS QD can be fitted multi-exponentially with time constants 

τ1 = 0.951 ns (24.2%), τ2 = 5.59 ns (29%), τ3 = 23.11 ns (46.8%), with τavg =12.7 ns (Trace c 

Figure 6.7 A). Here the short decay component (∼0.951 ns) can assigned to the optically active 

1Se−1S3/2 exciton state. However the longer components, (∼5.59) and (∼23.11 ns) can be 

assigned to surface-trapped charge carriers and the dark exciton state in CdS QD.[77, 313] 

Interestingly the emission decay traces for CdS/Br-PGR can be fitted multi-exponentially with 

time constants of τ1 = 0.16 ns (43.4%),  τ2 = 1.2 ns (51.1%), τ3 = 5.78 ns (5.5%), with τavg =1 ns 

respectively (Trace trace d Figure 6.7 A). It is interesting to see that the average lifetime of the 

CdS/Br-PGR system is more than 12 fold shorter as compared to that of CdS QD, which 

confirms a hole-transfer process in the composite materials, as suggested in equation 6.2. 

Presumably, the observed decrease in lifetime arises due to HT from the CdS QD to Br-PGR 

molecule, and then, the hole-transfer rate constant can be determined through the following 

expression 

kHT= (1/CdSBr-PGR) 1/ CdS)      (6.3) 

Using the average lifetime values of 12.7 ns (CdS) and 1 ns (CdS/Br-PGR), the hole-transfer rate 

constant can be determined to be 9.2 × 10
8
 s

−1
.  

 It has been observed that Br-PGR form strong CT complex with CdS/CdTe which 

indicates that charge transfer takes place in the ground state itself. To corroborate charge transfer 

process in the excited state we have also carried out both steady state and time resolved emission 

studies type II (CdS/CdTe) core-shell in presence and absence of Br-PGR adsorbate molecule to 

monitor charge transfer process. Figure 6.7B depicts the photoluminescence spectra of 

CdS/CdTe type II core/shell in absence (trace e) and in presence (trace f) of Br-PGR molecule 

after exciting at 530 nm. No emission was observed for pure Br-PGR after exciting at 530 nm. 
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Exciting CdS/CdTe type II core/shell at 530 nm, luminescence was observed in 580 – 720 nm 

region with emission peak at 652 nm (with quantum yield CdS/CdTe = 2.9%). This can be 

attributed to indirect band gap emission. Now in presence Br-PGR the indirect 

photoluminescence of the core/shell completely quenches. Energy transfer between photo-

excited CdS/CdTe core-shell and Br-PGR can be rule out as there is no overlap between core-

shell luminescence and Br-PGR absorbance. So the emission quenching can be attributed purely 

due to hole transfer from CdTe to Br-PGR. The hole-transfer reaction can be expressed by the 

equations below: 

CdS/CdTe + h CdS (e
-
) + CdTe (h

+
)    (6.4) 

CdTe ( h
+
) + Br-PGR  CdTe + Br-PGR (h

+
)    (6.5) 

On photoexcitation of CdS/CdTe type II core shell, the photo-excited electron will be localized in 

conduction band of CdS core while hole will be localized in the valence band of CdTe shell 

(Scheme 6.1B). In presence of Br-PGR adsorbate photo-excited hole will be transferred to Br-

PGR as the valence band of CdTe lies below the HOMO of Br-PGR (Scheme 6.1B). Now to 

verify the cascading charge transfer dynamics we have carried out time-resolved emission 

studies. Figure 6.7B inset shows the emission decay trace of CdS/CdTe core/shell in absence and 

in presence at 652 nm after exciting the samples at 406 nm laser excitation source. The emission 

decay trace for CdS/CdTe core/shell (Figure 6.7g) and CdS/CdTe core/shell with Br-PGR (Figure 

6.7 h) can be fitted multiexponentially with time constants τ1 = 0.17 ns (58%), τ2 = 2.2 ns (21%), 

τ3 = 19.8 ns (21%), with τavg =15 ns and τ1 = 0.2 ns (89%), τ2 = 1 ns (7%), τ3 = 4.2 ns (4%), with 

τavg =0.42 ns. It is clearly seen that in presence of Br-PGR emission intensity drastically reduced 

which can be attributed due to hole transfer from photo-excited hole from type II core shell to Br-
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PGR where the hole transfer rate can be monitored by using the equation below and the hole 

transfer rate is measured to be 2.2 X 10
9
 sec

-1
.  

kHT= (1/CdS/CdTe-BrPGR) 1/ CdS/CdTe)   (6.6) 

From the Scheme 6.1, it is clear that a photoexcited Br-PGR molecule can inject an electron into 

the CB of CdS QD and in the CB of CdTe in CdS/CdTe type II core-shell.  

ii. CdS, CdS/CdSe and CdS/CdTe with Re(I)-bipyridyl complex. 

Similarly to examine the feasibility of both the electron and hole transfer processes in CdS/Re 

composite system we have depicted the CB and VB of CdS QD and the redox energy levels Re -

1,2 complex in Scheme 6.2. The energy level diagram of the composite system suggests that both 

the CB and VB of CdS QD lie below the LUMO and HOMO levels of the Re-1,2 complex 

respectively. Thus the photo-excited hole in CdS can easily be captured by the Re-1,2 complex. 

Again the photo-excited Re molecule can inject electron to the CB of the CdS QD. To confirm 

hole transfer process we have carried out steady state PL measurement after exciting at 420 nm 

and are plotted in Figure 6.8. The steady state PL spectrum of the CdS QD (Figure 6.8a) shows 

emission maxima at 476 nm. Interestingly, the emission intensity of the CdS QD is completely 

diminished in the CdS/Re composite system (Figure 6.8b). This observation can be assigned as 

hole transfer from photo-excited CdS to the Re complex which is thermodynamically favourable 

(Scheme 6.2). At this point we would like to mention that on photo-excitation of Re-complex no 

emission was observed as shown in Figure 6.8c. Now the hole transfer process of the composite 

system can be expressed by the following equations  

CdS + h CdS (e
-
 + h

+
)         (6.7) 

CdS (e
-
 + h

+
) + Re-complex  CdS (e

-
) + Re- complex

 +
    (6.8) 
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Figure 6.8: Steady state PL spectra of the CdS QD (a) in absence and (b) in presence of Re-1,2 

after exciting at 420 nm. Inset: Emission decay traces of (a') CdS QD and (b') CdS/ Re-1,2 

composite in chloroform. (ex=445 nm em=476 nm).  

 

In addition to thermodynamically favourable hole transfer process, energy transfer process from 

photo-excited CdS QD to Re-1,2 cannot be completely ignored as there is overlap between 

optical absorption spectra of Re-1,2 and luminescence spectra of CdS QD. In addition to the 

steady state PL measurement we have also carried out time resolved PL experiment to reconfirm 

the emission quenching of the CdS QD in presence of the Re-1,2. Figure 6.8 inset shows the PL 

decay traces of CdS QD in absence and in presence of Re-1,2 at 476 nm after exciting at 445 nm 

laser radiation. The luminescence decay trace of CdS QD at 476 nm can be fitted using 

exponential parameter with the time constants 1 = 1 ns (24.2%), 2 = 5.59 ns (29%) and 3 = 

22.11 ns (46.8%) with average lifetime (avg) = 12.1 ns. Interestingly the emission trace of the 

CdS-Re-1,2 shows faster decay and the decay trace can also be fitted exponentially with decay 

time constants 1 = 0.036 ns (41.7%), 2 = 1.14 ns (30.11%) and 3 = 4.56 ns (28.11%) with 

average lifetime (avg) =1.6 ns. This results clearly show the evidence of hole transfer from 
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photo-excited CdS QD to Re-1,2 dye (Scheme 6.2) which is energetically viable process. So 

considering the decrease in PL life time of the CdS QD in presence of Re-complex as hole 

transfer we can easily calculate the hole transfer rate by using the following expression and the 

 

 

Scheme 6.2: Schematic presentation of charge transfer interaction in CdS-Re-1,2 composite 

system after photo-excitation. Energy levels are mentioned with respect to NHE. Molecular 

structure of Re-complex are shown in the scheme. 

measured hole transfer rate is found to be 5.46x10
8
 sec

-1
. 

kHT= (1/CdSRe-complex) 1/ CdS)     (6.9) 

The band alignment of both CdS/CdSe type I and CdS/CdTe type II core-shell and the redox 

energy levels Re -1,2 complex is shown Scheme 6.3. Figure 6.9A depicts the steady state PL 

spectra of CdS/CdSe core-shell in absence and in presence of Re-1,2 dye in chloroform after 550 

nm excitation. The CdS/CdSe core-shell shows red shifted luminescence band with maximum 

intensity at ~602 nm. Interestingly the emission intensity of the CdS/CdSe core-shell is 

completely diminished in presence of the Re-complex (Figure 6.9b). The quenching of 

CdS/CdSe luminescence in presence of Re-1,2 clearly suggest the hole transfer from CdS core to 

Re-complex cascading via CdSe shell where all the processes are energetically feasible (Scheme 

6.3 A). Again, time resolved PL experiments have been carried out to reconfirm the quenching of 
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the CdS/CdSe luminescence in presence of Re-complex and plotted in Figure 6.9A inset. Time 

resolved PL decay traces of CdS/CdSe (Figure 6.9a') and CdS/CdSe with Re-complex (Figure 

6.9b') at 602 nm have been carried out after exciting at 445 nm laser radiation. The faster decay 

trace of the CdS/CdSe-Re-1,2 composite mixture at 602 nm implies the hole transfer from core 
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Figure 6.9: (A) PL spectra of CdS/CdSe (a) in absence and (b) in presence of Re-1,2 after 

exciting at 520 nm. Inset: Emission decay traces of (a') CdS/CdSe and (b') CdS/CdSe Re-1,2 

composite (ex=445 nm em=602 nm). (B) PL spectra of CdS/CdTe (c) in absence and (d) in 

presence of Re-1,2 after exciting at 520 nm. Inset: Emission decay traces of (c') CdS QD and (d') 

CdS/Re-1,2 composite (ex=445 nm em=662 nm).  

 

CdS/CdSe core-shell to Re-1,2 complex. The luminescence decay trace of CdS/CdSe QD at 602 

nm can be fitted multi-exponentially with time constants 1 = 1.15 ns (25%), 2 = 5.12 ns (23%) 

and 3 = 22.3 ns (52%) with average lifetime (avg) =13 ns. However, the PL decay trace of 

CdS/CdSe core-shell at 602 nm in presence of Re-1,2  can be fitted multi-exponentially with 

time constants 1 = 0.036 ns (90%), 2= 0.65 ns (6%) and 3 = 4 ns (4%) with average lifetime 
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(avg) =0.23 ns. It is interesting to see that the emission decay rate of CdS/CdSe in presence of 

Re-complex is more faster as compare to CdS-Re-complex mixture . This charge transfer 

interaction can be expressed in terms of following equation  

CdS/CdSe + h CdS(e
-
 + h

+
)/CdSe(e

-
 + h

+
)      (6.10) 

CdS(e
-
 + h

+
)/CdSe(e

-
 + h

+
) CdS/CdSe(e

-
 + h

+
)       (6.11) 

CdS/CdSe(e
-
 + h

+
) +  Re-complex  CdS/CdSe(e

-
 )+ Re-complex

+
  (6.12) 

 

 

Scheme 6.3: Schematic illustration of charge delocalization and charge transfer processes in (A) 

CdS/CdSe type-I and (B) CdS/CdTe type-II core-shell in presence of Re-1,2 complex 

respectively. Energy levels are mentioned with respect to NHE. 

 

 Moreover, we have also synthesized CdS/CdTe type II core-shell and carried out PL 

measurements on sensitization with Re-1,2-complex after selective photo-excitation. In contrast 

to CdS/CdSe type I core-shell CdS/CdTe form type II core-shell structure where on photo-

excitation the core-shell charge localization take place differently. The CdS/CdTe core-shell 

shows red shifted indirect luminescence with maximum intensity at ~660 nm (Figure 6.9c). Here 
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we would like to mention on photo-excitation of the CdS/CdTe core-shell at 400 nm we observe 

only one luminescence peak at 660 nm. This clearly suggest the separation of charge carrier take 

place in type-II regime, where all hole are localized in the VB of CdTe shell and all electron are 

localized in CB of the CdS core (Scheme 6.3B). Figure 6.9B depicts PL spectra of CdS/CdTe 

sensitized with Re-1,2. The emission intensity of CdS/CdTe is not reduced significantly in 

presence of Re-1,2 after 550 nm excitation (Figure 6.9d). As the energy levels of CdS/CdTe-Re-

1,2 suggest upon photo-excitation the photo-excited hole can't be captured by the Re-1,2 

complex because the hole transfer process from CdTe shell to Re-complex is thermodynamically 

unfavourable. Slight emission quenching might be due inefficient hole leaking through CdTe 

shell. Similarly to reconfirm this restriction of charge delocalization we have also carried out 

time resolved PL measurements of pure CdS/CdTe and CdS/CdTe -Re composite mixture after 

exciting at 445 nm laser radiations. Interestingly the decay kinetics of CdS/CdTe-Re1,2 at 660 

nm shows (Figure 6.9B inset) similar decay pattern as that of CdS/CdTe core-shell. So this 

observation clearly suggest that photo-excited hole transfer does not take place from CdS/CdTe 

core-shell to Re-1,2 complex.  

6.2.4. Electron Injection Reaction: 

Although the energy levels of the CdS, CdS/CdTe sensitized by Br-PGR and suggest that upon 

photoexcitation Br-PGR can inject electron to the CB of the corresponding NCs. But due to 

absence of any PL we could not able to monitor the electron injection process in this system 

through steady state and time resolved PL study. However, due to presence of PL of the Re-

complex we could able to identify the electron injection process following selective excitation. 

Figure 6.10 A illustrates the emission spectra of Re-complex in absence and in presence of CdS 

QD after 290 nm excitation. It has been observed from Figure 6.10a that Re1,2 shows emission 
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peak at 346 nm with low emission quantum yield (~0.1-0.2%).[341] However, emission intensity 

of Re-1,2 reduces in presence of CdS QD (Figure 6.10b). It is worth mention that on photo-

excitation of Re-1,2 at 400 nm no emission was observed from the sensitizer molecule. This  
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Figure 6.10: Emission spectra of the Re-1,2 (A) (a) in absence and (b) in presence of  CdS QD, 

(B) (c) in absence and (b) in presence of CdS/CdSe type I and (C) (e) in absence and (f) in 

presence of CdS/CdTe type II after 290 nm excitation.  

 

observation clearly suggest that emission of Re-1,2 molecule appears only from upper excited 

states. We have also excited pure CdS QD at 290 nm, however no emission was recorded in 320 

– 440 nm regions. Thus the emission quenching can be assigned as electron injection from 

photo-excited Re-complex to CB of CdS QD and the process can be expressed according to the 

following equations: 

Re-complex+ h Re-complex *     (6.13) 

Re-complex* + CdS  CdS (e
-
) + Re-complex

+
   (6.14) 
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Again we have also carrier out the electron injection feasibility reaction from photo-excited Re-

complex to CdS/CdSe type-I and CdS/CdTe type-II core-shell system. The emission intensity of 

Re-complex drastically reduces in presence of both CdS/CdSe and CdS/CdTe core-shell and is 

shown in Figure 6.10B and Figure 6.10C respectively. In our earlier work [341] we have 

reported observed that photo-excited Re-1,2 dye can inject electron to the CB of the CdSe QD. 

Scheme 6.3 suggests that LUMO of Re-1,2 dye lies above the conduction band of CdTe QD. So 

electron injection from photo-excited Re-1,2 dye to both the core-shell is thermodynamically 

possible. So the electron injection to the CdS/CdSe and CdS/CdTe core-shell can also be 

expressed by following equations: 

Re-dye+ h Re-dye *        (6.15) 

Re-dye * + [CdS/CdSe or CdS/CdTe]  [CdS/CdSe (e
-
) or CdS/CdTe (e

-
)] + Re-dye

 +
 (6.16) 

It is interesting to observe that hole transfer from CdS and CdS/CdSe to Re-1,2 takes place while 

in CdS/CdTe it is not efficient. However the electron injection is observed from photo-excited 

Re-complex to all the three QD systems. Now to monitor charge transfer dynamics in the above 

mentioned systems in early time scale we have carried out ultrafast TA spectroscopic 

measurements in all the above mentioned QD-composite systems and are described below. 

6.2.5. Femtosecond TA Study: 

i. CdS, CdS/CdTe with Br-PGR. 

To corroborate charge transfer dynamics in early time scale with more accuracy in the above 

composite systems we have carried out femtosecond transient absorption spectroscopic 

measurements by exciting CdS/Br-PGR and CdS/CdTe/Br-PGR composite systems at 400 nm 

laser light. Figure 6.11A shows the TA spectra of photo-excited CdS/Br-PGR composite 
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materials in different time delay, which includes bleach below 650 nm with a maximum signal at 

550 nm and a broad absorption band at above 700 nm to 800 nm region. The negative absorption 

below 650 nm appears due to bleach signal of ground state absorption of the CdS/Br-PGR 

complex and it matches with steady state absorption (Figure 6.4c). The broad spectral  

 

 

Figure 6.11: Transient absorption spectra of (A) CdS/Br-PGR and (B) CdS/CdTe-Br-PGR 

composite materials in chloroform at different time delay after excitation at 400 nm laser light. 

 

absorption in the 700-900 nm regions can be attributed to both Br-PGR cation radical and the 

electrons in the conduction band in CdS QD.[298] Assignment of Br-PGR cation radical has 

been made on the basis of the results obtained in separate pulse radiolysis experiments,[226] 

where Br-PGR
•+

 was generated selectively by the reaction of a N3
•
 radical with Br-PGR 

molecule in N2O
-
 saturated aqueous solution. Br-PGR cation radical band is not clear in the 

transient spectra due to huge overlap of ground state absorption bleach in the same spectral 

region. Now to understand the charge transfer dynamics in ultrafast time scale in CdS/CdTe 

core/shell sensitized with Br-PGR system femtosecond transient measurements have been 

carried out after exciting the composite material at 400 nm and monitoring the transients in the 
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visible region and shown in Figure 6.11B. The transient spectra consist of bleach below 700 nm 

with a maximum signal at 570 nm and a broad absorption band at above 700 nm to 900 nm 

region. In earlier section we have already mentioned that the positive absorption band is 

attributed to cation radical of Br-PGR and the CB electron of the quantum dot. The negative 

absorption below 700 nm can be attributed to bleach due to ground absorption of the 

CdS/CdTe_Br-PGR complex. Now it will be interesting to compare the spectral properties in 

both the above systems sensitized with Br-PGR. To compare transient spectral properties we 

would like to mention that we kept the same optical absorption (same O.D.) at 400 nm of the 

two composite mixtures. The negative absorption below 700 nm can be attributed to bleach due 

to ground absorption of the CdS/CdTe_Br-PGR complex. Now it will be interesting to compare 

the spectral properties in both the above systems sensitized with Br-PGR. The negative 

absorption below 700 nm can be attributed to bleach due to ground absorption of the 

CdS/CdTe_Br-PGR complex.  

ii. CdS, CdS/CdSe and CdS/CdTe with Re(I)-bipyridyl complex. 

 
Figure 6.12 represents TA spectrum of CdS QD and CdS-Re-1,2 composite system at different 

time delay after 400 nm laser excitation. The TA spectrum of CdS (Figure 6.12A) shows bleach 

below 480 nm with maximum intensity at 452 nm is due to 1S electronic transition. TA spectrum 

of CdS-Re-complex composite material is completely different from either of the pure materials 

and it is shown in the Figure 6.12B. The TA spectrum of the CdS-Re-composite system shows 

two different spectral signatures, one is bleach below 480 nm and another is positive absorption 

band 480 - 750 nm region with maximum intensity at 590 nm and a broad transient signal 

beyond 750 nm. The bleach signal can be attributed to 1S excitonic transition and the PA signal 

can be attributed to combination of the excited state absorption of the Re-1,2 cation radical and 
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the CB electron of the CdS QD [298] respectively. It is interesting to see that the PA signal in 

550-650 nm region of the CdS-Re composite exactly matches with the cation radical of Re-1,2 

dye.[341, 343, 344] Scheme 6.2 and Figure 6.5 suggest that photo-excitation of CdS-Re-1,2  

composite materials by 400 nm both hole transfer from photo-excited CdS QD to Re-1,2 and 

electron injection from photo-excited Re-1,2 to CB of CdS QD is thermodynamically viable  
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Figure 6.12: Transient absorption spectra of (A) CdS QD and (B) CdS-Re-1,2 composite system 

in chloroform solution at different time delay following 400 nm laser excitation. Both the cases 

concentration of CdS QD was kept ~1 M.  

 

process. So in CdS-Re-1,2 composite system charge separation takes place by both hole transfer 

and electron injection. Concomitantly, Figure 6.13 illustrates TA spectrum of CdS/CdSe type-I 

core/shell and the core-shell sensitized with Re-dye at different time delay. TA spectrum of the 

CdS/CdSe core-shell (Figure 6.13A) shows two negative absorption bands peaking at 454 nm 

and 575 nm respectively. Interestingly ground state bleach spectra of CdS/CdSe core-shell 

exactly match with the steady state optical spectrum as shown in Figure 6.6a. These negative 
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absorption bands at 454 and 575 nm can be attributed to 1S excitonic bleach due to CdS core and 

CdSe shell respectively.[345]  

 Interestingly TA spectrum of the CdS/CdSe sensitized with Re- complex is completely 

different from that of TA spectrum of the pure CdS/CdSe core-shell. TA spectrum of CdS/CdSe- 

Re-1,2 composite system (Figure 6.13B) shows two negative absorption band like CdS/CdSe 

core-shell at 454 nm and 575 nm respectively. In addition to that a broad positive absorption 

band from 590 nm to 750 nm with peak at 600 nm has been observed which can be attributed to 
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Figure 6.13: Transient absorption spectra of (A) CdS/CdSe QD and (B) CdS/CdSe-Re-1,2 

composite system in chloroform solution at different time delay following 400 nm laser 

excitation.  

 

combination of cation radical of Re-1,2 dye and electron in the core-shell QD. Similarly we have 

also measured the TA analysis of CdS/CdTe after sensitizing with Re-complex. Figure 6.14 

depicts the TA spectrum of the CdS/CdTe type-II core-shell at different time delay after 400 nm 

laser excitation in chloroform solution. The spectra show a narrow bleach band at 460-490 nm 

(peaking at 480 nm) and another broad bleach band at 550-660 nm region (peaking at 620 nm) 
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which can be attributed to excitonic bleach due to 1S excitonic bleach due to CdS core QD and 

CdTe shell QD respectively. Apart from the excitonic bleaches, a little positive absorption band 

has been observed beyond 660 nm which can be attributed to the absorption due to the trapped 

electron in the core-shell structure arises due to lattice mismatch between CdS core and CdTe 

shell. However, the spectrum of the composite system (CdS/CdTe_Re) and the pure CdS/CdTe 

show similar signature. This observation clearly suggest that at 400 nm excitation no charge 

transfers interaction take place in the CdS/CdTe core-shell /Re (1, 2) composite system as 

observed and shown in Scheme 6.3B. In the earlier section we have observed electron injection 

from photo-excited Re-1,2 molecule to CdS/CdTe core-shell after exciting the sample at 290 nm 
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Figure 6.14: Transient absorption spectra of CdS/CdTe type-II core-shell at different time delay 

after 400 nm laser excitation.  

 

through emission studies. However in the transient studies while exciting the samples at 400 nm 

(3.1 eV) no charge transfer interaction was observed as the excitation energy (3.1 eV) is not 

enough to inject electron from higher excited state of the Re-complex to CdS/CdTe core shell 
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(Scheme 6.3B). It is worth mention that at 400 nm excitation Re-1,2 molecule does not show any 

emission band correspond to the absorption band maxima at 406 nm.  

6.2.6. Charge Transfer Interaction: 

i. CdS, CdS/CdTe with Br-PGR. 

It is clearly seen that in Figure 6.11 that the intensity of the transient bleach is almost two times 

higher in CdS/CdTe core-shell as compared to that of CdS QD after sensitizing with Br-PGR. 

Higher bleach intensity at the bleach wavelength for similar optical density at the exciting 

wavelength suggest better charge separation in CdS/CdTe/Br-PGR composite as compared to 

that in CdS/Br-PGR. Higher charge separation in core-shell might be due to result of cascading 

of electron and hole transfer after photo-excitation of the composite materials. To understand the 

charge transfer behaviour in these two systems the bleach kinetics are compared at 560 nm and 

650 nm for CdS QD and CdS/CdTe core-shell sensitized with Br-PGR respectively and shown in 

Figure 6.15. The bleach kinetics for CdS/Br-PGR at 560 nm can be fitted with bi-exponential 

growth 1 = 100fs (84%) and  = 4.5 ps (16 %) and multi-exponential decay with time constants 

of 1 = 56 ps (24%),  = 300 ps (28.5 %), and  > 1 ns (47.5%) (Table 6.1). However the bleach 

kinetics at 650 nm for CdS/CdTe/Br-PGR system can be fitted with single exponential growth of 

150 fs and multi-exponential decay time constants of 1= 4 ps (16%),  = 200 ps (7 %), and  > 

1 ns (77%) (Table 6.1). The charge separation in both the above systems found to take place in 

three different path ways: through hole transfer from photo-excited QDs to Br-PGR, electron 

injection from photo-excited Br-PGR to CB of the QDs, and direct electron transfer from HOMO 

of Br-PGR to the CB of the QDs. Due to overlap of transient absorption of cation radical of Br-

PGR, electron in the conduction of QD materials at the bleach wavelengths (560 nm and 650 

nm) for both the above systems, it is very difficult to comments on different physical processes 
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from the bleach recovery kinetics. Still we have tried to understand charge transfer dynamics 

from bleach kinetics in both the systems. It has been observed that growth kinetics at 560 nm can 

be fitted bi- exponentially. 

 

 

Figure 6.15: Normalized bleach recovery kinetic traces of (a) CdS QD sensitized Br-PGR at 

560nm and (b) CdS/CdTe core/shell sensitized Br-PGR at 650nm in chloroform after exciting 

the samples at 400 nm laser light.  

 

The faster growth component (100 fs) is attributed to electron injection from photo-excited Br-

PGR to CdS QD and slower bleach growth (4 ps) can be attributed to hole transfer process from 

CdS QD to Br-PGR. In addition to the above two processes hole transfer from CdS/CdTe core-

shell to Br-PGR also take place with ~4 ps, as determined from first bleach recovery time 

constant (Table 6.1).  

Table 6.1: Multiexponential fitting parameter of CdS, CdS/CdTe sensitized with Br-PGR at 

different wavelength (). 

System/(nm) g1 g2 1 2 3 

CdS-BrPGR(560) 100 fs 

(84%) 

4.5 ps  

(16%) 

56 ps  

(-24%) 

300 ps 

(-28.5%) 

>1ns  

(-47.5%) 

CdS/CdTe-BrPGR 

(650) 

100fs 

(100%) 

 4 ps  

(-16%) 

200 ps  

(-7%) 

>1ns  

(-77%) 
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The multi-exponential bleach recovery kinetics which can be attributed to recombination 

dynamics between Br-PGR cation radical and electron in CdS QD or CdS/CdTe core-shell of 

different trap depth or different distance (spatial distance) from cation radical. The overall slow 

charge recombination is observed in the type-II regime. 

ii. CdS, CdS/CdSe with Re(I)-bipyridyl complex. 

Figure 6.16 shows the kinetic decay traces of CdS and CdS-Re-1,2 at different wavelengths after 

400 nm laser excitation. The 1S bleach dynamics of CdS (Figure 6.16a) at 452 nm which has 

pulse width limited (<100 fs) growth and it recovers multi-exponentially with time constants  
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Figure 6.16: Kinetic decay traces of CdS QD (a), CdS-Re-1, 2 (b) at 452 nm and (c) CdS-Re-1,2 

at 590 nm in chloroform after 400 nm laser excitation. 

 

1=20 ps (24%), 2 =100ps (19%), 3 =600ps (16%) and4=>1.8 ns (41%) (Table 6.2). However, 

the bleach dynamic of CdS-Re-1,2 at 452 nm (Figure 6.16b) recovers faster with time constants 

1=2 ps (41%), 2 =60 ps (36%) ,3=500 ps (12%), and4=>1.8 ns (11%) (Table 6.2). The faster 

bleach recovery kinetics at 1S excitonic bleach of CdS QD in presence of Re-1,2 molecule can 

be attributed hole transfer and/or non-radiative energy transfer to the dye molecule. However the 
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overlap between emission spectra of CdS and optical absorption of Re-1,2 dye molecule is very 

poor due low absorption cross-section of Re-1,2, so hole transfer is the major process. Here the 2 

ps component in the 1S bleach recovery kinetics of CdS-Re-1,2 system can be attributed to hole 

transfer time from CdS QD to Re-1,2. The transient kinetics at 590 nm for CdS-Re-1,2 system 

which has been attributed to combination of cation radical of Re-1,2 and electron in CdS QD can 

be fitted with bi-exponential growth with time constants of 1
g

 = < 100 fs (85%) and 2
g

 = 900 fs 

(15 %) and multi-exponential decay with time constants 1=4 ps (20%), 2 = 80ps (7%), 3 

=400ps (7%) and4=>1.8 ns (67%). This multi-exponential decay constants can be attributed to 

the charge recombination dynamics between electron in CdS QD and Re-1,2 cation radical. As 

we have already noticed the better charge separation observed in CdS/CdSe core-shell due to 

favourable energy level of the CdSe shell on CdS core. The charge carrier dynamics of the 

CdS/CdSe sensitized with Re-1,2 is plotted in the Figure 6.17.  

 

Table 6.2: Multiexponential fitting parameter of CdS, CdS/CdSe and CdS/CdTe sensitized with 

Re-complex at different wavelength (). 

Sample (nm) g1 g2 1 2 3 4 

CdS 452 <100 fs 

(100%) 

 20 ps 

(24%) 

100 ps 

(19%) 

600 ps 

(16%) 

>1.8 ns 

(41%) 

CdS-Re-

1,2 

452 <100 fs 

(100%) 

 2 ps 

(41%) 

60ps 

(36%) 

500ps 

(12%) 

>1.8 ns 

(11%) 

590 <100 fs 

(85%) 

900fs 

(15%) 

4 ps 

(20%) 

80 ps 

(7%) 

400ps 

(7%) 

>1.8 ns 

(67%) 

CdS/CdSe 570 <100 fs 

(75%) 

2 ps 

(15%) 

12 ps 

(35%) 

100 ps 

(30%) 

500 ps 

(8%) 

>1.8 ns 

(27%) 

CdS/CdSe

-Re-1,2 

570 <100 fs 

(75%) 

2.5 ps 

(15%) 

15 ps 

(37%) 

80 ps 

(25%) 

400 ps 

(24%) 

>1.8 ns 

(14%) 

600 <100 fs 

(100%) 

 1 ps 

(19%) 

10 ps 

(6%) 

100 ps 

(7%) 

>1.8 ns 

(68%) 
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From the TA spectrum of CdS/CdSe (Figure 6.12 A) we have seen that the spectrum contain two 

distinct bleach peaks at 452 and 570 nm. As CdS/CdSe form inverted type-I core-shell structure 

and all charge carrier are localized on CdSe shell upon photo-excitation. So to demonstrate 

charge separation and recombination dynamics we have carried the kinetic measurements at 570 

nm. The bleach recovery dynamics of CdS/CdSe at 570 nm (Figure 6.17a) has bi-exponential 

bleach growth and the multi-exponential recovery (Table 6.2). Bi- exponential growth can be 

assigned as cooling of electron from upper excitonic state to the 1S state.[82] Interestingly, the 

bleach recovery dynamics of CdS/CdSe-Re-composite show different pattern compare to pure 

CdS/CdSe. The bleach dynamic at 570 nm of the composite (Figure 6.17b) has slower bleach 

growth and the bleach recovery is also slow down up to 100 ps. This slow bleach growth can be 

attributed as electron-hole decoupling due to hole transfer from CdSe shell to Re-molecule 

(Scheme 6.3A). 
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Figure 6.17: Kinetic decay traces of CdS/CdSe QD (a), CdS/CdSe-Re-1, 2 (b) at 570 nm and (c) 

CdS/CdSe-Re-1,2 at 600 nm in chloroform after 400 nm laser excitation. 

 

However, the due to strong chatecholate binding of the Re
+
 molecule the CR dynamics is faster 

as compare to CdS/CdSe core-shell. Here we would like to mention that the BET process and 
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bleach of CdS/CdSe are overlapped due to their comparable energy levels. Similar to CdS-Re-

composite mixture, the CdS/CdSe-Re-dye composite shows PA due to formation of Re-dye 

cation radical and the excited state dynamic is plotted in the Figure 6.17c. The kinetics of the Re-

cation radical at 600 nm shows a fast decay and after that it becomes flat (fitting parameters are 

in the Table 6.2). The faster decay component can be attributed as electron trapping in the core 

and shell interface. The slower recombination of the charge carrier dynamics compare to CdS 

can be due to better charge separation through CdSe shell to Re-molecule. In addition to, we 

have also carried out the kinetics of the CdS/CdTe-Re-composite at different wavelength and we 

have not observed any noticeable change in the charge carrier dynamics with free CdS/CdTe 

core shell. This clearly tells that the charge carriers are not tunnelling through the energetically 

restricted CdTe shell barrier. 

 

6.3. Conclusion: 

In conclusion, ultrafast hole- and electron-transfer dynamics in different core/shell NCs 

sensitized by the molecular adsorbate have been demonstrated using time-resolved emission and 

ultrafast transient absorption techniques. We have been observed Br-PGR from strong CT 

complex with CdS and CdS/CdTe. Due to cascading nature of the energy levels, the better 

charge separation through different pathways is observed in CdS/CdTe_Br-PGR system as 

compared to CdS_Br-PGR. More charge separation and lesser charge recombination is observed 

in the type-II regime. Similarly, electron and hole transfer is also facilitated in CdS/CdSe_Re 

complex composite system due to inverted type I band structure of the CdS/CdSe NCs. However, 

the restriction of charge delocalization is noticed in CdS/CdTe_Re composite system because of 

higher energy CdTe shell barrier. We have also measured the hole and electron transfer time by 

comparing the kinetic traces. In all the cases the electron transfer is measured <100 fs while the 
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hole transfer is varied from 900 fs to 4.5 ps. Assistance of charge separation through 

delocalization of charge carrier in CdS, CdS/CdTe and CdS/CdSe sensitized by molecular 

adsorbate can be used as better photo anode in QDSC. Restriction of charge carrier 

delocalization in CdS/CdTe-Re-complex can't be used in QDSC due to less charge separation. 
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7.1. Introduction: 

Recent developments in the field of synthesis for colloidal alloyed nanocrystals are 

rapidly growing attention due to their superb optical properties, tunable size and wide range of 

applications in several realms such as optoelectronics, light emitting diode, biomedical imaging, 

photo-catalysis and photovoltaic.[125, 126, 346, 347] It is more challenging for II-VI 

semiconductor quantum dot to manipulate the band gap without changing the size of the 

nanocrystals that can be easily achieved by alloying. The photo physical and optoelectronic 

properties of alloy QDs not only arise due to charge carrier confinement in the size quantized 

state but it also depends on the composition of the constituents. Thus, composition of alloy 

nanocrystals plays an extra degree of freedom towards selecting desirable properties which can 

help to design better nanostructure for novel purpose. Due to high surface to volume ratio the 

smaller NCs accumulate lots of surface defect states where charge carriers are trapped as a result 

radiative recombination processes are diminished.[93, 94] Many authors already have 

demonstrated high photoluminescence quantum yield in modified QDs, which are achieved 

either by making core/shell or by forming different kind of alloys (homogeneous, graded 

etc.).[116, 128, 130, 131, 319, 348] 

 It has been realized that alloy QDs can be used as a suitable panchromatic sensitizer to 

increase QDSC efficiency as compared to the pure NCs. Over the past two decades, it has been 

observed in various reports, that by adjusting the size of QDs it is possible to tune the band gap 

energy to extend their absorption range.[158, 349] It is reported in literature that PbSxSe1-x alloy 

QDs give better short-circuit photocurrent density (JSC) as well as open circuit voltage (VOC), 

while pure PbS show better open-circuit voltages (VOC) and pure PbSe QDs give large short-

circuit photocurrent densities (JSC).[39] In addition to PbSxSe1-x [36, 39, 350] alloy QD, several 
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other alloy QDs like CdSe1−xTex,[351] CdSe/CdxZn1-xS,[352] CdxZn1-xS[353] have shown better 

optical and photovoltaic properties as compared to the corresponding binary QD materials. Earlier 

Hossain et al.[354]
 
have reported that due to smaller crystal mismatch between CdS and CdSe 

QDs (<3.5%), CdSxSe1-x alloy QDs (0 ≤ x ≤ 1) can be synthesized in almost all possible 

compositions. Due to its widely modulated bandgap, CdSxSe1-x alloy QDs can be used as efficient 

sensitizer for QDSC.  

 The band structure of the ternary alloy QDs depend on constituent semiconductor. 

Depending on the band energy level alignment the heterostructure NCs are classified in type I and 

type II. Apart from the type I & II NCs, the intermediate case where the band alignment of the 

semiconductors are like type I structure but due to very smaller energy difference between the 

band structure either of the charge carrier is delocalized throughout the heterostructure. These 

types of NCs are known as quasi type II or type I
1/2

. High stability with less surface defect states 

and more charge separation is required for high performance QDSC. Knowing the band energy 

levels of the constituent semiconductor we have chosen two different alloy CdSxSe1-x and CdxZn1-

xSe where band energy of the constituent NCs suggest type I structure but due to low band offset 

of the corresponding semiconductor they form quasi type II structure. Most of the work on 

CdSxSe1-x and CdxZn1-xSe has been carried out are on synthesis, optical, electrical, photovoltaic 

and several other properties.[355-361] Kim et al. [362] and Knoll et al.[363] have been shown 

how composition helps to control the band gap and excited state dynamics of CdSeS nanowire 

and ZnCdSe alloy quantum dots respectively. But the charge carrier dynamics which are very 

important to know the reason for better optical properties like higher luminescence quantum yield 

and emission lifetime. Recently, Rosenthal et al.[348] have shown that hole trapping process can 

be completely eliminated in graded CdSxSe1-x alloy nanocrystals resulting very high PL quantum 
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yield. However, the carrier cooling dynamics of these two important quasi type II NCs have not 

been discussed in the literature so far.  

 In the present chapter we have demonstrated high temperature synthesis of CdSxSe1-x 

and CdxZn1-xSe alloy QDs (0 ≤ x ≤ 1) with different composition in non-aqueous solvent. The 

morphology of the synthesized alloy QDs (mainly CdSxSe1-x) have been analyzed by XRD and 

HRTEM image. Femtosecond TA measurement has been carried out to comprehend the charge 

carrier dynamics like carrier relaxation and charge carrier recombination in ultrafast time scale for 

alloy QDs with different compositions and compared with constituent QDs. Electron cooling 

dynamics of the alloy QDs are found to be much slower in contrast to pure QDs. Among these 

alloy QDs the slowest electron cooling time was observed in case of CdS0.7Se0.3 alloy QD 

(CdS0.7Se0.3=8 ps). However, in case of CdxZn1-xSe the electron cooling time was found 5 ps in all 

composition and slowest charge recombination noticed in Zn0.25Cd0.75Se alloy. Since slow 

electron cooling time was observed in the CdS0.7Se0.3 composition, thus in this chapter we have 

demonstrated the TA study of that composition in details. Along with the spectroscopic analysis 

of three different compositions of CdxZn1-xSe alloy QDs has also been included in this chapter.  

7.2. Results and Discussion: 

7.2.1. Structural Analysis. 

XRD analysis, HRTEM measurements and energy dispersive X-ray (EDX) spectroscopic 

measurements have been carried out to determine chemical composition and morphological 

analysis of the synthesized alloy QDs. Figure 7.1 (left panel) shows the normalized powder XRD 

pattern of CdS (trace a), CdSe (trace e) and three different CdSSe alloy QDs (trace b to d). The 

XRD pattern of the CdS and CdSe matches with bulk zinc-blend lattice structure.[128, 324] The 

XRD peaks pattern of the alloy QDs appear in between CdS and CdSe QDs and it gradually 
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shifted towards lower diffractive angle with increasing Se concentration. This observation clearly 

suggests that with increasing Se concentration in CdSxSe1-x alloy the crystal lattice parameter 

increases according to Vegard’s law. Figure 7.1 (right panel) shows HRTEM image of 

CdS0.7Se0.3 alloy QD and the measured size was ~5nm± 0.15 nm. Figure 7.1 inset shows SAED 

(selective area electron diffraction pattern)  
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Figure 7.1: Left Panel: Powder X-ray diffraction pattern of (a) CdS, (b) CdS0.7Se0.3, (c) 

CdS0.3Se0.7, (d) CdS0.1Se0.9 and (e) CdSe QDs. Right Panel: TEM images of CdS0.7Se0.3 alloy 

QD, right inset: SAED pattern; Left inset: EDXA spectrum of CdS0.7Se0.3 alloy QD.  

 

and EDXA (energy dispersive x-ray analysis) pattern of CdS0.7Se0.3 alloy QD. The EDXA 

spectrum of CdS0.7Se0.3 shows the peaks appear due to K and L shell electrons of Cd, S and Se 

which are knocked out by the high energy x-ray radiation. From these peak intensity the ratio of 

S and Se has been determined and it was found to be S:Se = 72:28 which closely matches with 

our previously calculated S and Se (S:Se=70:30) compositions.  
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7.2.2. Non-linear Optical Properties of Alloy QDs: Steady state UV-Vis and 

Photoluminescence Study: 

After characterizing the QDs steady state optical absorption and emission studies have 

been carried out and shown in Figure 7.2A. Figure 7.2A shows the optical absorption and 

emission spectra of CdSxSe1-x alloy with different composition varying x = 1 to x = 0. Figure 7.2 

A a,a' and 7.2 b,b' show the optical absorption spectra of CdS QD and CdSe QD which show 

excitonic absorption at 420 nm and 621 nm respectively. Now it is interesting to see that after  
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Figure 7.2: Normalized UV-Vis and PL of (A) (a, a’) CdS QD, (b, b’) CdSe QD, (c, c’) 

CdS0.9Se0.1, (d, d’) CdS0.7Se0.3, (e, e’) CdS0.3Se0.7 and (f, f’) CdS0.1Se0.9 and (B) (a, a’) ZnSe QD, 

(b, b’) CdSe QD, (c, c’) Cd0.75Zn0.25Se, (d, d’) Cd0.5Zn0.5Se, and (e, e’) Cd0.25Zn0.75Se alloy QDs 

in degassed chloroform.  

 

incorporating Se in CdS QD optical absorption spectra can be moved to the red region of the 

optical spectra. As a result by changing the composition of S and Se one can easily cover the 

wide range optical properties.[356, 364]In the present investigation nonlinear behaviour in 

optical absorption has been observed in CdSxSe1-x alloy QD materials. It is interesting to see that 
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excitonic absorption of CdS0.9Se0.1 and CdS0.7Se0.3 alloy QDs appear at 515 nm and 595 nm 

respectively, which indicate presence of Se in alloy dominates the optical properties in the alloy 

QDs. In addition to the steady state optical absorption measurements we have also carried out 

steady state PL measurements for the pure and alloy QDs and shown in Figure 7.2A. 

Luminescence of the pure and alloy QDs were recorded after selective band edge excitation of 

the QD materials. CdS and CdSe QDs show band edge luminescence at 440 nm (Figure 7.2A a’) 

and 638 nm (Figure 7.2A b’) respectively. The band edge luminescence peak for the alloy QDs 

appear in between 440-638 nm depending on the constituent composition. The emission peak 

positions and band-width of the alloy QDs clearly suggest that the emissions are indeed purely 

due to band edge charge recombination not due to trap state emission. Non-linear behaviour on 

optical studies was also observed in the alloy QDs with changing composition. [129, 353, 365] 

Concomitantly, the normalized optical absorption and PL of spectra of the CdxZn1-xSe with 

respect to their constituent have been plotted in the Figure 7.2B. In contrast to the CdSxSe1-x 

alloy, the optical spectra (both optical absorption and PL spectra) of the all composition of the 

CdxZn1-xSe alloy are red shifted as compared to the pure QDs (ZnSe and CdSe). Earlier Nie et. 

al.[129] demonstrated the nonlinear behaviour in PL properties for the CdSeTe alloy QD 

materials, where they have observed red shifted photo luminescence for the alloy QD as compare 

to pure CdSe as well as CdTe quantum dots. In the present study emission peaks for the CdSxSe1-

x alloy QDs appear in between CdS and CdSe QDs while the PL peaks of the CdxZn1-xSe alloy is 

red shifted with respect to CdSe and ZnSe. It is interesting to see that band width of the alloy 

QDs are broader as compared to the pure QDs. This observation suggests that the excitons in the 

alloy QDs might be loosely bound or decoupled as compared to that in pure QDs. However, the 

most interesting observation is that the emission quantum yields for the CdSxSe1-x alloy QDs are 
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much higher as compared to that of pure QDs. For example the emission quantum yield of 

CdS0.7Se0.3 alloy QD (CdSSe= 70%) is much higher as compared to pure CdS QD (CdS= 26%) 

and CdSe QD (CdSe= 34%). Very high emission quantum yields in the alloy QDs suggest the 

removal of both internal and external defect states due to alloying process.[128, 130, 348] On the 

other hand the emission quantum yield of the CdxZn1-xSe (CdZnSe= 44%) is also increased as 

compare to the pure CdSe QD (CdSe= 34%) and ZnSe QD (ZnSe= 14%). However, the increment 

of emission quantum yield of the CdxZn1-xSe alloys is not as high as CdSxSe1-x alloy. As we 

know that the reactivity of the Se powder towards Cd ion is much higher as compared to S-

powder, on the other hand the Zn-ion is less reactive with Se than Cd ion.[368] Again it has been 

observed from steady state optical study that the position of excitonic absorption and 

luminescence of alloy QDs dominated by CdSe concentration. So it can be assumed that in 

CdSxSe1-x and CdxZn1-xSe alloyed structure during alloying process a quasi type II core-shell 

type structure is formed where core is CdSe rich and shells are CdS and ZnSe rich respectively. 

Here the surface of the core is surrounded by another wider band gap semiconductor material 

(CdS and ZnSe) which helps to passivate the surface states. As a result the emission quantum 

yields of the alloy QDs increase enormously due to drastic reduction of non-radiative processes.  

7.2.3. Excited state Radiative Life Time: TCSPC Study: 

As it has been observed that the emission quantum yields for the alloy QDs are drastically 

increased so it’s very important monitor the photoluminescence lifetimes of the alloy materials. 

Figure 7.3 shows the time resolved photo luminescence decay traces of pure QDs and the alloy 

QDs. Emission decay trace at 439 nm (Trace a Figure 7.3) for the CdS QD can be fitted multi-

exponentially with time constants of τ1 = 0.15 ns (44.2%), τ2 = 2.4 ns (29%), τ3 = 32.8 ns 

(26.8%), with τavg =9.5 ns. While the emission decay trace for CdSe at 637 nm (Trace b Figure 3) 
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also can be fitted multi- exponentially with time constants τ1 = 0.32 ns (35%), τ2 = 6.1 ns (21%), 

τ3 = 32.8 ns (44%), with τavg =13.3 ns. On the other hand emission decay trace of CdS0.7Se0.3 

alloy at 605 nm (Trace d Figure 3) can be fitted multi exponentially with decay time constants of 

τ1 = 1.3 ns (14%), τ2= 15.2 ns (35%), τ3 = 36.2 ns (51%), with τavg =24 ns. 

 

0 15 30 45 60 75

10
1

10
2

10
3

CdS
0.1

Se
0.9

CdS
0.3

Se
0.7

CdS
0.7

Se
0.3

CdS
0.9

Se
0.1

CdSe

CdS

ed

c
b

L

f

a

 

 

C
o

u
n

ts

Time (ns)

A

0 15 30 45 60 75

10
1

10
2

10
3

L

b

dc a  

 

Zn
0.75

Cd
0.25

Se

Zn
0.5

Cd
0.5

Se

Zn
0.25

Cd
0.75

Se

C
o

u
n

ts

Time (ns)

CdSe

B

 

Figure 7.3: Time resolved PL decay traces of (A) (a) CdS QD (em=439 nm) (b) CdS0.9Se0.1 

(em=540 nm) (c) CdS0.7Se0.3 (em=605 nm) (d) CdS0.3Se0.7 (em=630 nm) (e) CdS0.1Se0.9 

(em=633 nm) (f) CdSe (em=637 nm) and (B) (a) CdSe QD (em=581 nm) (b) Zn0.25Cd0.75Se 

(em=594 nm) (c) Zn0.5Cd0.5Se (em=598 nm) (d) Zn0.75Cd0.25Se (em=610 nm) in chloroform 

solution after exciting at 445 nm laser source.  

 

It is interesting to see that life time of the faster component of alloy CdS0.7Se0.3 alloy QD is much 

longer with low contribution (1.3 ns, 14%) as compared to both CdS QD (0.15 ns, 44.2%) and 

CdSe QD (0.32 ns, 35%) and on the contrary the longer component of the emission decay trace 

increases drastically with higher contribution in case of alloy QD as compared to individual QDs. 

This observation clearly suggests that in alloy QDs defect states in the QD materials decreases 

drastically as a result we can observed both increment of average emission lifetime and also 
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emission quantum yield in alloy QD materials. However, as the charge carrier relaxation 

dynamics of the CdX (X=S, Se) QD take place in sub ps time scale,[87, 89, 93, 94, 218] so the 

nanosecond time resolution is not enough to determine the excite state dynamics of the charge 

carriers. Again to understand the reason for higher luminescence quantum yield and radiative 

lifetime for the alloy QDs it’s very important to monitor the dynamics in early time scale. Next 

section we have discussed ultrafast carrier relaxation dynamics of pure as well as alloy quantum 

dots with the help of femtosecond transient absorption spectrometer.  

7.2.4. Femtosecond Transient Absorption Measurements: 

i. For CdSxSe1-x alloy 

Ultrafast femtosecond TA spectroscopy is one of the potential techniques for probing the carrier 

relaxation dynamics of the CdX (S, Se, and Te) semiconductor QDs.[87, 89, 93, 94, 298, 310, 

325]  
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Figure 7.4: Transient absorption spectra of CdS QD (A) and CdSe QD (B) at different time 

delay after exciting at 400 nm laser light.  
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We have already noticed from earlier discussions that the optical properties of CdSxSe1-x alloy 

QDs are totally different as compared to pure CdS and CdSe QDs. Time resolved PL life time 

measurements suggest that alloy QDs have long excited state life time as compared to their 

parent QD materials. So it is quite obvious that excited state properties of these alloy QDs will 

give more information towards composition tuning optoelectronic properties. Now to understand 

the carrier dynamics of these alloy QDs ultrafast transient absorption spectroscopic 

measurements have been carried out after exciting the samples at 400 nm lasers light and probing 

the transient in visible region. However, before going to the details of ultrafast carrier dynamics 

of the CdSxSe1-x alloy QDs it is very important to monitor the carrier dynamics of the pure QD 

materials. Figure 7.4 illustrates femtosecond TA spectra of pure CdS (A) and CdSe (B) QDs at 

different time delay after exciting at 400 nm laser light in chloroform solution. We have already 

discussed the TA spectrum of the CdS and CdSe QDs in earlier chapter. However, for the 

comparison with alloy spectra we have plotted the spectrum of the constituent again in this 

section. The TA spectra of CdS QD shows a bleach band below 440 nm with peak maximum at 

420 nm (Figure 7.4A) which can be attributed as the excitonic bleach due to 1S electronic 

transition. On the other hand, TA spectra of pure CdSe QD (Figure 7.4B) shows two distinct 

bleach bands with maximum intensity at 520 nm and at 622 nm, which can be attributed to 

excitonic bleaches due to 1P and 1S transitions respectively. Figure 7.5 depicts the transient 

absorption spectra of CdS0.7Se0.3 alloy QD which also shows two negative absorption bands with 

bleach maxima at 600 nm and 500 nm which can be attributed as first (1S) and third (1P) 

excitonic bleach respectively. It is interesting to see unlike pure CdSe and CdS QDs the 

appearance and disappearance time for excitonic bleach signals are quite different. Now to 

understand the carrier dynamics (both cooling and charge recombination), it is very important to  
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Figure 7.5: Transient absorption spectra of CdS0.7Se0.3 alloy QD at different time delay after 

exciting at 400 nm laser light in degassed chloroform solution.  

 

compare the bleach recovery kinetics of the alloy QD at both the excitonic positions and also 

compare with the pure CdS and CdSe QDs. Here we would like to mention that we have 

compared the 1S bleach recovery dynamics of the alloy QDs for both pure CdSe QD and CdS 

QD and is shown in Figure 7.6A. Figure 7.6a shows the first excitonic bleach kinetics of CdS 

QD at 418 nm, which can be fitted with pulse width limited growth and multiexponential  
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Figure 7.6: Panel A: First excitonic (1Se-1S3/2) bleach recovery decay kinetics of (a) CdS QD 

(418 nm), (b) CdSe QD (622nm) and (C) CdS0.7Se0.3 alloy QD (597 nm) after exciting at 400 nm 

laser light in chloroform solution. Panel B: 1P bleach recovery dynamics of (d) CdSe QD (524 

nm) and (e) CdS0.7Se0.3 (500 nm) alloy QD.  
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recovery with time constants 1=25 ps (-26%), 2 =130ps (-38%) and3=>1.8 ns (-36%) (Table 

7.1). However, 1S excitonic bleach at 622 nm for CdSe QD (Figure 7.6 trace b) can be fitted 

with biexponential growth components with time constants of 100 fs (94%) and 600 fs (6%). 

Recovery kinetics of 1S bleach for CdSe QD can fitted with multi-exponential time constants of 

1= 5 ps (-26%), 2=50 ps (-40%), 3=250 ps (-15%) and 4=>1.8 ns (-19%). On the other hand 

the first excitonic (1S) bleach CdS0.7Se0.3 alloy QD at 600 nm (figure 7.6 trace c) can also be 

fitted with bi-exponential growth with time constants 1= 150 fs (80%), 2= 8ps (20%). However 

bleach recovery can be fitted multi-exponentially with time constants of 1=50 ps (-35%), 2=300 

ps (-17%) and 3=>1.8 ns (-48%). The reasons of slow electron cooling and detail analysis of  

 

Table 7.1: Emission quantum yield (), radiative life time () and ultrafast charge relaxation 

components (i) of pure CdS, CdSe and CdSxSe1-x alloy quantum dots at different wavelength ().  

System  (ns) (nm) 1g 2g    

CdS 24 9.5 418 <100 fs  25ps 

(-26%) 

130ps 

(-38%) 

>1.8 ns 

(-36%) 

CdS0.9Se0.1 65 23 515 150fs 

(92%) 

1.8 ps 

(8%) 

5ps 

(-12%) 

40ps(-19%),  

250 ps(-21%) 

>1.8 ns 

(-48%) 

CdS0.7Se0.3 70 24 597 150fs 

(80%) 

8ps 

(20%) 

50ps 

(-35%) 

300ps 

(-17%) 

>1.8 ns 

(-48%) 

CdS0.3Se0.7 69.5 23.5 605 150fs 

(75%) 

5ps 

(25%) 

50 ps 

(-38%) 

250ps 

(-14%) 

>1.8ns 

(-47%) 

CdS0.1Se0.9 69.0 23.3 613 150 fs  

(87.5%) 

4 ps 

(12.5%) 

20 ps 

(-30%) 

150 ps 

(-30%) 

>1.8 ns 

(-40%) 

CdSe 34 13.3 622 100 fs 

(94%) 

600 fs 

(6%) 

5 ps 

(-26%) 

50ps (-40%) , 

250 ps(-15%) 

>1.8ns 

(-19%) 

 

transient data are discussed in the next section. In addition to monitoring the bleach kinetics at 

1S excitonic position, bleach dynamics have also been followed at 1P excitonic position for both 
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CdSe QD and CdS0.7Se0.3 alloy QD at 524 nm and 500 nm respectively and are shown in Figure 

7.6B. 1P bleach recovery kinetics of CdSe at 524 nm (Figure 7.6d) can be fitted with pulse width 

limited (<100 fs) growth and multi-exponential recovery with the time constants 1=4 ps (-68%), 

2=25 ps (-20%), 3=180 ps (-5%) and 4>1.8 ns (-7%). On the other  

hand the upper excitonic bleach (1P) kinetics for the CdS0.7Se0.3 alloy QD at 500 nm (Figure 

7.6e) can be fitted with biexponential growth (150 fs and 500 fs) and multi-exponential recovery 

with time constants 1=15 ps (-55%),2 =100ps (-23%) and3=1.8 ns (-22%).  

ii. For CdxZn1-x Se alloy 

To know the carrier cooling and charge separation dynamics of the CdxZn1-xSe alloy NCs it is 

very important to carry out the excited state dynamics of the constituent NCs. As the  
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Figure7.7: TA spectra of (A) CdSe (B) Cd0.75Zn0.25Se (C) Cd0.5Zn0.5Se and (D) Cd0.25Zn0.75Se in 

chloroform after exciting at 400 nm laser excitation.  
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photophysical properties of the CdZnSe is CdSe dominated so we compare the TA spectrum of 

the alloy QDs with CdSe QD not with ZnSe. The TA spectrum of the different composition of 

the CdxZn1-xSe alloy with CdSe QD is plotted in the Figure 7.7. As we have already discussed 

the bleach bands (551 and 462 nm) of CdSe are due to 1S and 1P electronic transition. 

Interestingly, the 1S and 1P bleach band of the CdZnSe alloyed structure appear at red shifted as 

compared to CdSe which is suggested the optical absorption spectra of the different composition 

of the alloy. In addition to the 1S and 1P bleach band, the 2S band is clearly coming in between 

the 1S and 1P bands in the all composition of the CdZnSe alloy which is absent in CdSe QDs. 

The 2S electronic signal is very weak in CdSe QDs which predominantly coming in the alloy 

structure. Hole delocalization due to the low VB off set in the graded structure which increase 

the transition probability of the 2S electronic state. The appearance of the 2S electronic transition 

is one of the evidences for the graded likes structure. As we have already mentioned in the 

earlier section that at 400 nm excitation higher excited state population of the CdS is not possible  
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Figure7.8: First excitonic (1S) bleach recovery dynamics of (a) CdSe (b) Zn0.25Cd0.75Se (c) 

Zn0.5Cd0.5Se and (d) Cd0.25Zn0.75Se in chloroform after exciting at 400 nm laser excitation.  

because the 1S exciton appear at 420 nm. In case of ZnSe higher excited state population can't be 

done by 400 nm laser excitation. Thus the intra band carrier cooling dynamics of the alloy has 
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been determined from the comparison of the 1S bleach dynamics with CdSe QDs. Figure 7.8 

shows the 1S bleach recovery dynamics of the CdZnSe alloy with CdSe. The bleach dynamics 

are fitted biexponential growth and multiexponential recovery. All fitted parameters are 

summarized in the Table 7.2. The slow growth component (~5 ps) in all composition of the 

CdZnSe alloy is due to decoupling of electron from hole. 

 

Table 7.2: Ultrafast 1S Excitonic Bleach Recovery Components of Pure CdSe and CdxZn1-xSe 

Alloy NC at Metal to Chalcogen Ratio (2:1). 

Systems (nm) g1 g2 1 2 3 4 

CdSe 553 <100fs 

(84%) 

0.6ps 

(16%) 

10ps   

(-30%) 

60ps  

(-8%) 

500ps 

(-13%) 

>2ns  

(-49%) 

Zn0.25Cd0.75Se 562 <100fs 

(65%) 

5ps 

(35%) 

40ps   

(-22%) 

>2ns  

(-78%) 

  

Zn0.5Cd0.5Se 572 <100fs 

(64%) 

5ps 

(36%) 

40ps   

(-29%) 

300ps   

(-6%) 

>2ns  

(-65%) 

 

Zn0.75Cd0.25Se 587 <100fs 

(60%) 

5ps 

(40%) 

40ps   

(-31%) 

200ps   

(-2%) 

>2ns  

(-67%) 

 

 

 

However, the charge recombination is different in all the alloy composition. Less charge 

recombination is observed with Cd0.75Zn0.25Se alloy. Although the graded like structure remove 

the inherent surface defect states, however, due to lattice mismatch (~6.5%) the charge carrier 

are trapped into the interfacial trap states. Thus with increasing zinc concentration in the alloy 

structure the charge recombination increases. Details carrier mechanism of these CdZnSe 

structure has been demonstrated in the next section. 

7.2.5. Carrier Cooling Mechanism: 

Main endeavour of the present chapter is to understand the charge carrier dynamics of alloy QDs, 

which can help to improve the optoelectronic properties, photocatalysis and photovoltaic 
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performance of the materials. Recently Rosenthal and co-workers
17

 have reported quasi-type-II 

band alignment in graded alloy CdSxSe1-x nanocrystals through femtosecond fluorescence 

upconversion spectroscopic studies. They have suggested decoupling of electron and hole in the 

QD materials take place due to alloying process. They have discussed the effect of alloying in  

 

 

Scheme 7.1: Comparison hot carrier relaxation processes in CdSe QD and CdSxSe1-x alloy QD 

after exciting at 400 nm laser light in chloroform solution. 

 

carrier trapping dynamics in different composition of alloy QDs. However, effect of alloying on 

carrier cooling dynamics was never discussed in literature. To know the carrier dynamics, both 

growth and recovery kinetics has been monitored at 1S excitonic bleach wavelengths for both 

pure QDs and alloy QDs and are shown in Figure 7.6 and Figure 7.8,. It is very interesting to see 

that growth time in 1S excitonic dynamics of alloy CdSxSe1-x QDs both contribution and growth 

time of the second component changes bleach is single exponential pulse width limited (<100 fs) 

for pure CdS QD (~420 nm), however it is bi-exponential with 100 fs (94%) and 600 fs (6%) 

components for pure CdSe QD (~622nm). In case of CdS QD as the excitonic band appears at 

420 nm, so for 400 nm excitation lower excitonic states (1Se) will be populated as a result pulse-
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width limited growth has been observed. However, on 400 nm excitation of CdSe QD, electrons 

in the VB will be excited to upper excitonic states of CB (Scheme 7.1) as a result cooling of hot 

electrons from upper excitonic state to lower excitonic state of CB take place. So, the 600 fs time 

constant can be attributed to Auger assisted electron cooling process in CdSe QD. Most 

interestingly in case of CdS0.7Se0.3 alloy QD second growth component was observed to be 8 ps 

with contribution of 20% (Table 7.1). This is a significant observation for the cooling time of 

photo-excited charge carriers in any QD materials. The above experimental observation can be 

summarized in Scheme 7.1. In case of photo-excited CdSe QD, both electron and hole are 

localized in the excited quantum confined states of conduction and valence band respectively. 

The photo-excited hole influences electron thermalization which is known as Auger assisted 

electron cooling.[366, 367]
 
The 600 fs component can be attributed to electron cooling time from 

upper excitonic states to 1Se state of the conduction band (scheme 7.1).[87, 89, 93, 94, 218] 

However, in case of CdSxSe1-x alloy QD as we have suggested that alloy QD forms quasi type II 

core-shell structure where the alloy QD core will be CdSe rich due to higher reactivity between 

cadmium and selenium as compared to cadmium and sulphur.[368] So naturally the shell will be 

CdS rich. As core/shell CdSe/CdS nanocrystals have a quasi type-II band alignment we can 

presume that CdSxSe1-x alloy QD also form a quasi type II alignment.[319] Due to larger VB 

offset between the CdSe-rich core and CdS-rich shell the excited holes are confined in the core 

of the NC. On the other hand due to smaller CB offset between CdSe and CdS the electrons will 

be delocalizing through the entire NC. As a result electron and hole decouples quite efficiently in 

CdSxSe1-x alloy QD and maximum decoupling was found in CdS0.7Se0.3 alloy. Due to this 

decoupling the integral value of electron-hole wavefunction <
CB

e|
VB

h> decreases and the 

Auger assisted electron cooling time in alloy QD drastically increases.[82, 94] It has clearly been 
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observed that band gap of CdSxSe1-x alloy QD does not increase much till x =0.7, then drastically 

increases towards CdS. However maximum electron cooling time for the alloy QD is maximum 

at x = 0.7. From this observation we can conclude that with increasing "x" (where "x" is the 

fraction of sulphur composition in the alloy) more and more CdS shell forms around CdSe rich 

core which decouples the electron from the hole, as a result slower electron cooling was 

observed. In addition to that, the charge recombination dynamics was also determined after 

monitoring the bleach recovery kinetics of different QDs and alloy QDs of different 

compositions (Table 7.1 and Table 7.2). It is clearly seen that CR dynamics is the slowest in case 

of CdS0.7Se0.3 alloy QD which follows the trend of luminescence quantum yield and life time 

data. Our experimental results clearly demonstrate the relationship between internal structure and 

the chemical composition of the alloy QDs which eventually determines the fate of the exciton in 

quantum confined nanostructures. From steady state optical absorption and PL measurement it is 

very clear that the CdxZn1-xSe form graded like core shell structure. Due to higher reactivity of  

 

 

Scheme 7.2: Comparison hot carrier relaxation processes in CdSe QD and CdSxSe1-x alloy QD 

after exciting at 400 nm laser light in chloroform solution. 
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the Se towards Cd ion as compared to the Zn ion it is assumed to be in the graded like structure 

where the core of the NC is CdSe rich while shell is ZnSe rich. The band energy levels of the 

constituent in the CdxZn1-xSe alloyed structure is formed where the core is CdSe and shell is 

ZnSe is drawn in Scheme 7.2. Our experiment suggest that the intra band electron cooling time 

for all CdxZn1-xSe alloy is increases from the cooling time of the CdSe QDs. Due to larger CB 

off set between CdSe and ZnSe the electron in the alloyed structure is localized in CdSe rich core 

where the hole is delocalized through the entire NC due to very low VB off set (Scheme 7.2). 

Thus the delocalized hole due to low VB offset energy is decoupled from the CB electron which 

increases the intra band electron cooling time in the CdxZn1-xSe alloy structure. 

 

7.3. Conclusion: 

In this chapter we have demonstrated the carrier mechanism of two alloy QDs, CdSxSe1-x and 

CdxZn1-xSe. Depending on the reactivity of the constituent the alloys formed graded like 

structure where both the cases core is CdSe rich as the reactivity of the Se is much higher with 

Cd ion. The optical absorption and PL of the different composition of CdSSe alloy has been 

observed non-linear behaviour in between the CdS and CdSe QDs. However, both optical 

absorption and PL of the CdZnSe is red shifted as compared to the pure ZnSe and CdSe. The non 

linear optical properties and the red shifted absorption and emission band of the CdSSe and 

CdZnSe respectively suggest the core-shell like structure where in both the cases core is CdSe 

rich. The band energy levels of these two structure suggest quasi type II aligment where electron 

and hole are delocalized in the CB and VB of the CdSSe and CdZnSe alloy respectively. Due to 

quasi type-II alignment electron is decoupled from the hole, as a result we have observed slow 

intra band electron cooling in both cases. The charge charge recombination is also found to be 
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slow in all composition of these two alloy. Higher luminescence quantum yield, longer 

luminescence life time and slower electron cooling dynamics for alloy QDs confirm the reality of 

design and development of higher efficient QD solar cell. 
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8.1. Introduction: 

 Last few years research on QDSC has been increased tremendously because of their 

exciting opto-electronic property such as higher extinction coefficient, optical tunability, slow 

carrier relaxation process, large excited state charge carrier life time, formation of multiple 

exciton generation, extraction of hot electrons which can break the Shockley−Queisser limit 

(32%), easy to characterize and of course low production cost [98, 99, 147, 148, 330, 369-371]. 

Especially, lower band gap II-VI [158, 372-374] and IV-VI [223, 375-378] semiconductor 

materials which absorb light in the visible and near infrared regions are widely used as a light 

harvesters in QDSC. Apart from this, some narrower semiconductor materials like CuInS2 [159, 

379-381], CuInSe2 [39, 382], CuInGaSe2 [383] and of course including organic inorganic 

perovskite[266, 384] have been extensively used a sensitizer in the low-cost third generation 

solar cell. Moreover, the excited state charge carrier life time of the QDs can also be increased 

through doping (usually Mn
2+

) which boost the efficiency of the QDSC [214, 385]. Besides, 

utilizing the band gap engineering concept and depending on light absorbing ability often 

heterostructure core/shell nanocrystals, such as ZnTe/CdSe[386], CdS/CdSe, [115, 308, 387, 

388] CdTe/CdS,[155]
 
CdSeTe/CdS [389], PbS/CdS/ZnS[390], CuInS2/CdS[379] core/shell/quasi 

shell [391] and ternary alloy QDs like, CdSexTe1-x ,[126] PbSxSe1-x, [39] CdSe/CdSxSe1–x/CdS 

[359] are used as a photo anode to generate the photo current. In this ternary alloy QDs, the size 

quantization and the optical tunability not only depend on the size of the QD but it also depends 

on the composition of the constituents. Thus composition plays an extra degree of freedom 

towards the optical and photo physical properties of the QDs. However, to optimize photocurrent 

efficiency it is necessary to optimize all the processes after characterized and measure the 

photovoltaic performance of a working solar cell. 
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 Even though the QD materials have all the exciting properties, the efficiency of the 

QDSC has not reached at double numerical figures; whereas DSSC has crossed 13% PCE using 

a porphyrin based sensitizer molecule and Co (II/III) redox shuttle electrolyte [45]. The poor 

performance of the QDSC is due to lesser charge separation, in most of the QDSC the 

photogenerated electron is trapped into the internal defect states and/or recombines with 

electrolyte QD interface [369, 381, 392, 393]. To generate the photo-current the lower band gap 

sensitizer QDs are deposited on the wide band gap semiconductor such as TiO2, ZnO etc. To 

deposit these sensitizer QD, two major processes are well known; direct growth technique which 

includes chemical bath deposition (CBD) [147, 154-156], successive ion layer absorption and 

reaction (SILAR) [157, 158], another process is post synthesis deposition technique which 

includes direct deposition like, electrophoretic technique [159] or by ligand assisted assembly 

[160]
 

. Though the direct growth technique is beneficial for high coverage, growth and 

nucleation on the TiO2 mesoporus surface, but, through these CBD and SILAR techniques the 

size and the size quantized quantum confinement of the QD can't be controlled. As a result, lot of 

surface defect states will generate which annihilates the charge carrier through non radiative 

trapping process [38, 160]. In the post synthesis deposition process; the size, size quantized 

states, high crystallinity, optical properties, band gap tenability and surface passivation of the 

sensitizer QD can easily be controlled. The direct deposition and electrophoretic techniques is 

not used so far due long chain ligand which prevent the loading of the QD on the TiO2 surface. 

In the ligand assist deposition processes both high quality and very good deposition is 

maintained. Utilizing these post synthesis ligand assisted technique Zhong et al. tremendously 

ameliorate the photocurrent efficiency in QDSC beyond 9% using CdSeTe/CdS alloy QDs [389]. 

Earlier Ma et al. showed both higher short circuit current (JSC) and open circuit voltage (VOC) for 
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PbSxSe1-x alloy QD while PbSe and PbS showed only higher JSC and VOC respectively [39]. In 

alloy QD both band gap tunability and charge carrier cooling dynamics can be monitored 

through changing the composition. Another important type of II-VI ternary alloy QD is CdSxSe1-

x which forms all possible composition because of less than 3.5% crystal mismatched in the 

crystals structure of CdS and CdSe [354]. The CdSxSe1-x alloy QDs show wider absorption 

signature [356, 361, 394], high emission quantum yield,[127] long excited state life,[127] higher 

photostability[357] as compare to their corresponding constituent. Thus CdSxSe1-x alloy can be 

directly used as sensitizer in the QDSC[355].  

 Herein, we have demonstrated the photophysical properties of the CdSxSe1-x alloy QDs 

after ligand exchanged with MPA (from non aqueous to aqueous solvent) and finally perform 

solar cell experiments in terms of IPCE and IV measurements. The water soluble CdSxSe1-x alloy 

QDs were deposited on the sintered TiO2 film which act as photo anode in the QDSC. Four 

monolayer ZnS shell was coated on CdSxSe1-x through SILAR technique to passivate the alloy 

QDs. Using polysulfide electrolyte and Cu2S deposited FTO glass plates as photocathode the 

efficiency of the QD solar cell was measured to be 3.36 (±0.1)% for CdSe and 3.75 (±0.12)% for 

CdSxSe1-x QDs under 1 sun illumination. However, a non-epitaxial CdS quasi shell was coated to 

passivate the TiO2 surface states and followed by passivate through ZnS layer that increased PCE 

to 4.5 (±0.18) % which is the highest reported value for CdSxSe1-x alloy QDs. 

8.2. Results and Discussion: 

8.2.1. Optical properties: UV-Vis and PL study: 

The morphological analysis of the CdSxSe1-x alloy QDs has been demonstrated in our earlier 

publication.[127] The monodispersed high luminescence CdSxSe1-x alloy QDs form zinc blend 

crystals structure. The main aim of the present study is to measure the photocurrent conversion 
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efficiency of the as synthesized CdSxSe1-x alloy QDs and compare with CdS and CdSe QDs. For 

this purpose we have synthesized similar size non-aqueous CdS, CdSe, and CdSxSe1-x alloy QDs 

and finally transfer to the aqueous solution through ligand exchanged with MPA. The steady 

state optical absorption spectra of the CdSxSe1-x alloy QDs before and after ligand exchanged is 

plotted in the Figure 8.1A trace a and trace b respectively. The 1S (1S3/2-1Se) excitonic peak of 

the alloy QDs shifted to 6 nm blue region after ligand exchange which is due small MPA 

capping ligand. Moreover, the emission quantum yield of the alloy QDs is tremendously 
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Figure 8.1: (A) UV-Visible absorption (B) Photoluminescence spectra of CdSxSe1-x alloy QDs 

(a) before and (b) after ligand exchange with MPA. Inset: Time resolved PL decay traces of 

CdSSe alloy QDs (a') before and (b') after ligand exchanged with MPA at 563 nm after exciting 

at 445 nm laser. "L" stands for excitation laser profile. 

 

decreased after ligand exchanged. The PL spectra of the alloy in non-aqueous and aqueous 

medium are plotted in the Figure 8.1B trace a and trace b respectively after 480 nm excitation. 

To reconfirm the decrease of radiative recombination we have measured the time resolved PL 

decay trace and shown in Figure 8.1B inset. The time resolved PL decay trace at 570 nm in 
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chloroform (trace a') shows long excited state life time which can be fitted bi-exponentially with 

the time constants τ1 = 2.26 ns (27%), τ2 = 10.8 ns (51%), and τ3 = 37 ns (22%) with τavg = 14.2 

ns. However, the PL decay trace of the MPA capped CdSxSe1-x alloy QDs at 567 nm (trace b') 

shows faster decay which can be fitted with the time constants τ1 = 2.26 ns (27%), τ2 = 10.8 ns 

(51%), and τ3 = 37 ns (22%) with τavg = 14.2 ns. The faster PL decay of the MPA capped 

CdSxSe1-x alloy QDs which is due to the removal of holes from valence band of photoexcited 

alloy QDs as MPA is the hole quencher. Similar to the alloy QDs the optical properties (steady 

sate optical and PL studies) of the pure CdS and CdSe are also carried out and described in the 

earlier chapter.  

8.2.2. Femtosecond Transient Absorption Measurements: 

Transient absorption is one of the sophisticated techniques to investigate the excited state charge 

carrier relaxation dynamics at ultrafast time scale. As the photoexcited charge carrier is 

responsible for the photocurrent in solar cell so it is very important to know their relaxation and 

recombination dynamics. To optimize the solar cell performance one of the crucial and important 

strategy is to identify the mechanistic pathways. In our earlier report we have demonstrated 

longer excited state life time and slow electron cooling time for the CdSxSe1-x alloy QD as 

compared to both CdS as well as CdSe. In the present investigation we have compared the 

photovoltaic performance of CdSxSe1-x by making similar size CdSe and CdS QDs. However, 

before going to detail in photovoltaic performance it is very important to identify all the 

mechanistic processes. To recognize the carrier cooling and relaxation dynamics we have carried 

femtosecond transient absorption (TA) measurements after exciting the samples at 400 nm laser 

light and probing at UV-vis regions. Figure 8.2 illustrates the TA spectrum of the CdSxSe1-x alloy 

QDs at different time delay before (A) and after (B) ligand exchange with MPA in chloroform 
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and water respectively. The TA spectrum of the CdSxSe1-x alloy QDs shows two separate bleach 

signal at 550 nm and  
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Figure 8.2: Transient absorption spectrum of CdSSe alloy QD (A) in chloroform and (B) in 

water after ligand exchanged with MPA at different time delay after 400 nm laser excitation. 

 

499 nm which can be attributed to 1Se−1S3/2 (1S) and 1Se−2S3/2 (2S) optical transition 

respectively. Interestingly the distinct bleach due to 2S transition is not clear in case of both 

CdSe and CdS. In case of CdSSe alloy QD due to smaller CB band offset in CdS and CdSe, the 

CB of the alloy QDs will have a mixing character. As a result, due to orbital mixing of these two 

constituent QDs the optically weak transition (2S) becomes prominent in the alloy structure 

which is absent in both the pure QDs structure. The excited electron delocalization helps to 

increase the excited state life time of the alloy QDs. To fabricate the solar cell one of the very 

important processes is the properly loading of the QDs on the wider band gap semiconductor 

(such as TiO2). So, it is very important to transfer the synthesized QDs in water phase using 
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some appropriate ligand (like MPA). The TA spectrum of the phase transferred CdSxSe1-x alloy 

QD is plotted in the Figure 2B. The TA spectrum of the water soluble alloy shows a broad at 550 

nm bleach with a hump at 512 nm. The TA bleach signal at 550 nm is due to the 1S electronic 

transition. As MPA is the hole quencher so after photoexcitation the photoexcited hole will be 

captured by the MPA. Thus population of the 2S electronic state has been decreased in presence 

of the MPA. The excited state dynamics of the alloy QDs has been described in the next section.  

8.2.3. Carrier Cooling and Charge Transfer Interaction: 

 To monitor the carrier relaxation and charge transfer dynamics, we compare transient 

kinetic traces at the key wavelength in ultrafast time scale. Figure 8.3 illustrates the normalized 

transient bleach recovery kinetics of the CdSSe alloy QDs in chloroform (trace a), in water (trace 

b), on film (trace c) and on TiO2 film (trace d). In our earlier report [127] we demonstrated the 

slow intraband electron relaxation in CdSSe alloy QD as compare to both the constituents CdS 

and CdSe. The slow electron cooling of the alloy QD is observed due to delocalization of 

electron in the CB of the graded alloy structure which decoupled the electron hole overlap. As a 

result, extend of electron-hole recombination through Auger process is decreased which assist to 

separate the excited electron to the CB of the alloy QDs to the CB of the TiO2. In this chapter we 

focused on the photovoltaic performance of the CdSxSe1-x alloy QDs and the photophysical and 

the interfacial electron transfer has also been discussed. The 1S bleach recovery dynamics of the 

CdSxSe1-x alloy QDs in chloroform and water which can be fitted bi-exponential growth with 

time constant τ1g = 150 fs (56%), τ2g = 4 ps (44%), and τ1g = 150 fs (56%), τ2g = 4 ps (44%) and 

it recovers multi-exponentially τ1 = 20 ps (-32%), τ2 = 100 ps (-4%), and τ3 >1 ns (-64%) (Table 

8.1) and τ1 = 20 ps (-29%), τ2 = 200 ps (-19%), and τ3 >1 ns (-52%) (Table 8.1) respectively. The 
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bleach recovery kinetics of the CdSSe alloy in these solvent is not vary significantly. However, 

fast charge recombination in MPA capped CdSSe alloy is due to 
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Figure 8.3: Normalized bleach recovery kinetics of CdSSe alloy QD at 550 nm in chloroform 

(a), in water after ligand exchanged with MPA (b), on film (c), and with TiO2 on film (d) after 

400 nm laser excitation. 

 

very fast shuttling the hole by the ligand and after receiving the hole MPA facilitates charge 

recombination [325, 345, 395]. The bleach recovery of the CdSSe alloy QD on film which can 

also has bi-exponential growth τ1g = 150 fs (56%), τ2g = 4 ps (44%), and recovers multi-

exponentially with time constant τ1 = 20 ps (-34%), τ2 = 300 ps (-20%), and τ3 >1 ns (-46%) 

(Table 8.1). The faster bleach recovery as compare to solution phase which is due to the non 

radiative energy transfer from smaller size to the bigger size particle [396]. In film the interaction 

between the particles is more due to higher concentration as compare to the solution phase. 

Intriguingly, the bleach dynamics of CdSxSe1-x alloy on TiO2 film has pulse width limited (<100 

fs) growth and recovers very fast which can be fitted similarly with time constant τ1 = 0.65 ps (-

64%), τ2 = 10 ps (-18%), τ3 = 300 ps (-8%) and τ4 >1 ns (-10%) (Table 8.1). The faster bleach 



Chapter 8 

225 | P a g e  
 

recovery of the alloy on TiO2 film which can be attributed due to interfacial electron transfer 

from the CB of the CdSxSe1-x to the CB of the TiO2. The overall charge carrier processes of the 

alloy sensitized solar cell are summarized in the scheme 8.1. In absence of the TiO2 the excited 

state charges carriers relaxed via Auger process. However, on the TiO2 film the excited charge 

carrier are injected to the CB of TiO2 before it's relax through Auger process. To ameliorate the 

 

 

Scheme 8.1: Schematic illustration of step wise improving the PCE in QDSC; starting from CdS 

and CdSe QDs to CdSxSe1-x alloy and finally CdSxSe1-x alloy/quasi CdS shell has been used as 

sensitizer.  

 

photovoltaic performance a quasi CdS shell followed by a layer of ZnS was deposited on the 

CdSSe alloy film via SILAR technique. The wider band CdS not only passivates the core alloy 

QD but it also helps to remove the surface defect states of the TiO2 film. Earlier Bhattacharyya et 

al.[391] reported the 6.41 % PCE utilizing CdTe/CdS/CdS core/shell/quasi shell structure.  
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Table 8.1: Multi-exponential fitting parameters of CdSSe alloy QD in different environment at 

550 nm. The percentages at the parenthesis represent amplitude of the corresponding exponential 

functions.  

System 1g 2g 1 2 3 4 

CdSSe non-aq. 150 fs 

(56%) 

4ps 

(44%) 

20ps 

(-32%) 

100ps 

(-4%) 

>1 ns 

(-64%) 

 

CdSSe aq. 150 fs 

(56%) 

4ps 

(44%) 

20ps 

(-29%) 

200ps 

(-19%) 

>1 ns 

(-52%) 

 

CdSSe_film 150 fs 

(56%) 

4ps 

(44%) 

20ps 

(-34%) 

300ps 

(-20%) 

>1 ns 

(-46%) 

 

CdSSe_TiO2 

film 

<100 fs   0.65ps 

(-64%) 

10ps 

(-18%) 

300ps 

(-8%) 

>1 ns 

(-10%) 

 

 

By forming CdS shell on CdTe core the inherent surface states of the QDs could be managed. On 

additional CdS quasi shell which passivate the surfaces states of the mesoporus TiO2. In the 

present study the inherent suface states of the sensitizer QDs has been controlled through 

alloying process. As the reactivity of the selenium is more as compare to sulfur with the 

cadmium oleate, thus the structure of the alloy will be graded like where the core is CdSe rich 

and the surface will be decorated by wider band gap CdSSe graded shell. As a result the inherent 

surfaces states of the QDs can be optimized. Futhermore, a quasi CdSe shell which improve the 

charge separation through removing the surface defect states of the TiO2. The overall 

impovement of the PCE has been schematically illustrated in the Scheme 8.1. 

8.2.4. Solar Cells Performance: 

 The photovoltaic performance in terms of Incident Photocurrent Conversion Efficiency 

(IPCE) and Current density (JSC) versus voltage (V) of the mesoscopic TiO2 films loaded with 

CdS, CdSe CdSxSe1-xand CdSxSe1-x/CdS nanocrystals were measured with 1 sun illumination 

generated from PEC-L01, Peccell solar simulator. Utilizing polysulfide electrolyte and Cu2S 
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deposited ITO glass plates as photocathode (Scheme8.1) the solar cell performance has been 

measured. Figure 4A shows the I-V characteristics in the form of current density of CdS (trace 

a), CdSe (trace b), CdSxSe1-x (trace c) and CdSxSe1-x /CdS (trace d). The short circuit current 

density (JSC, mA), open circuit voltage (VOC, V), fill-factor (FF, %) and the photo current 

conversion efficiency (, %) of the above mentioned systems are summarized in the Table 8.2. 

The overall efficiency of the CdSxSe1-x alloy QDs (3.75%) is found to be higher as compare to 

both CdS and CdSe. However, upon addition of a CdS quasi layer on the CdSxSe1-x film the 

efficiency increased from 3.75 % to 4.4 %. The CdS quasi layer helps to passivate the surface  

 

0.0 0.2 0.4 0.6
0

5

10

15

CdS
x
Se

1-x

c d
b

a

VOC (V)

J
S

C
(m

A
/c

m
2

)

 

 

CdS

CdSe

CdS
x
Se

1-x
/CdS

A

 

300 400 500 600 700
0.00

0.15

0.30

0.45

0.60 c

b CdS
CdSe

CdSSe

 

 

Q
E

(%
)

Wavelength (nm)

a

B

 

Figure 8.4: Photovoltaic performance in terms of (A) Current density (JSC; mA/cm
2
) vs. Voltage 

(VOC; Volt) and (B) percentage of Incident Photon-to current Conversion Efficiencies (IPCE) vs. 

wavelength for (a) CdS QD, (b) CdSe, and (c) CdSxSe1-x. 

 

defect states of the TiO2 mesoscopic film [391]. Thus electron density in the electrical circuit is 

increased significantly which help to build up more photo current. Figure 4B depicts the IPCE of 

CdS (trace a), CdSe (trace b), CdSxSe1-x (trace c) and CdSxSe1-x /CdS (trace d). In case of CdS 

absorption of the photoanode is restricted up to 550 nm while in case of CdSe and CdSxSe1-x it 
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extends up to 700 nm. But the value of the IPCE for CdSxSe1-x is 66% while for CdS and CdSe is 

53% and 34% respectively at 463 nm. The enhancement of the IPCE for the CdSSe alloy is due 

to slow electron cooling and the higher extinction coefficient. It is interesting to see that in case 

of CdSxSe1-x/CdS system the value of IPCE is not varied significantly though it showed higher 

efficiency. During the QDSC performance the following reactions are take place in the overall 

cell: 

 

 

Table 8.2: QDSC performance in terms of IPCE and IV. 

QD System Jsc (mA/cm
2
) Voc (Volt) FF (%) PCE (%) 

CdS 3.82 0.55 51 1.06 

CdSe 12.94 0.58 45 3.36 

CdSxSe1-x 14.67 0.59 47 3.75 

CdSxSe1-x /CdS 15.49 0.59 48 4.40 

 

8.3. Conclusion: 

 Composition controlled size quantization is one of the striking property for developing 

the third generation QD solar cell. Varying the composition of the constituent, we observe 
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CdSxSe1-x alloy QDs is the superior sensitizer as compare to both CdS as well as CdSe. The slow 

electron cooling of CdSxSe1-x alloy QDs which is helpful for extraction of charge carrier from the 

sensitizer to the CB of the TiO2. Using polysulfide electrolyte and Cu2S deposited ITO glass 

plates as photocathode the efficiency of the QD solar cell was measured to be 1.1(±0.1)% for 

CdS, 3.36 (±0.1)% for CdSe and 3.75 (±0.12)% for CdSxSe1-x QDs under 1 Sun Illumination. 

When an additional non-epitaxial CdS quasi-shell was deposited on top of CdSxSe1-x film quasi-

shell to passivate the TiO2 surface states followed by ZnS passivation (TiO2/ CdSxSe1-x /quasi-

CdS/ZnS) QD solar cell the PCE increased to 4.5 (±0.18)% which is the highest reported value 

for CdSSe alloy QDs. The overall 20% increase of PCE is due to the quasi CdS shell which helps 

to separate more electrons through passivate the surface states of TiO2. 
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9.1. Summary 

The main emphasis of this thesis is ultrafast charge transfer dynamics of the nanocrystals 

quantum dots in absence and in presence of molecular adsorbate. The charge transfer dynamics 

have been investigated utilizing different NCs in terms of colloidal quantum dots, core/shell, 

alloys and the various organic and inorganic molecules. The NCs have been synthesized by us; 

however, the dye molecules are either purchased or synthesized through collaboration. After 

synthesizing the NC quantum dots the morphology has been analyzed by XRD, HRTEM, EDX, 

and optical techniques. The charge carrier dynamics of the composite system have been carried 

out using time resolved PL and femtosecond transient absorption study. The NCs in different 

form are employed gradually depending on their application in QDSC. To alleviate PCE in 

QDSC, the molecular adsorbates have been introduced with the NCs which ameliorate charge 

separation and preclude the exciton annihilation. The experimental conclusions are relevant 

towards QDSC and with these ideas we could able to make working QD sensitized solar cell. 

The chronological results of the chapters 3 to 8 are summarized below.  

The charge transfer interaction of CdS QD in presence of 4′,5′-dibromo fluorescence and 

two BODIPY dyes are explained in chapter 3. Limited absorption cross-section and strong 

exciton annihilation of the CdS QDs have been optimized by introducing DBF and the BODIPY 

molecules respectively. Steady state and time resolved optical absorption and PL studies indicate 

that charge separation in the CdS−DBF composite takes place via three different pathways, 

through hole transfer from the photoexcited CdS QD to DBF (path 1), electron injection from 

photoexcited DBF to the CdS QD (path 2), and finally, direct electron transfer from the ground-

state (HOMO) of DBF to the CB of the QD (path 3) (photoexcitation of the CT complex). The 

electron and hole transfer time of this composite system has been measured to be <100 fs and 
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800 fs respectively. Utilizing more light absorption and better charge separation by the 

composite system we could able to show better PCE (1.1%) as compared to pure CdS (0.43%) 

and DBF (0.23%). In presence of BODIPY molecule we have been observed exciton quenching 

of the CdS QDs through non radiative energy transfer process. The FRET time of the composite 

is calculated to be 450 fs.  

Multiple charge transfer processes in colloidal CsPbBr3 QDs in presence of DBF 

molecule are described in chapter 4. Steady state optical absorption measurement suggests that 

DBF form strong CT complex with the CPB QDs which absorbs more and broad light in the 

solar spectrum. The energy levels of the CPB and DBF are determined on the basic of cyclic 

Voltammetric study which suggest that both CB and VB of the CPB QD lies energetically below 

the HOMO and LUMO of the DBF molecule respectively. The charge carrier transfer dynamics 

have been confirmed from steady state and time resolved PL analysis. The PL quenching of the 

CPB QDs reveals photo-excited hole transfer from CPB QD to DBF molecule which is 

thermodynamically viable. Additionally, a red shifted CT luminescence of the CPB-DBF 

complex has been noticed which increases with CPB concentration. The hole transfer time from 

photo-excited CPB QD to DBF molecule are determined to be 250 fs, where as direct electron 

transfer from HOMO of DBF to the CB of CPB found to be pulse-width limited (< 100 fs).  

Work presented in chapter 5 is the band gap engineering and charge carrier delocalization 

in two different core/shell NCs, CdS/CdSe inverted type I and CdSe/CdS quasi type II, utilizing 

femtosecond transient absorption spectroscopy in absence and presence of different quencher 

molecule. Morphology of these two NCs core/shell has been analyzed from XRD and HRTEM 

studies. The location of charge carriers in the heterostructures has been demonstrated with the 

help of quenching studies with BQ (electron quencher) and Py (hole quencher) using steady-state 
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and time-resolved PL and absorption spectroscopic techniques. The PL studies reveal quenching 

of both electron and hole in CdS/CdSe inverted type I core−shell in presence of both BQ and Py, 

respectively; however, only electron-quenching is observed in CdSe/CdS quasi-type II 

core−shell in the presence of BQ. Experimental observation suggests that in CdS/CdSe inverted 

type I core− shell both electrons and holes are localized in CdSe shell QDs; however, in 

CdSe/CdS quasi-type II, holes are localized in CdSe core QDs and electrons are delocalized in 

the CB of both CdSe core and CdS shell QDs due to the low CB offset. Electron transfer times 

from the core QDs to the BQ quencher through shell QDs in both the above systems are found to 

be pulse-width-limited (<100 fs); however, the hole transfer time from CdS core QDs to Py 

molecule through CdSe shell was found to be ~200 fs. Prior to charge separation in core−shell/ 

quencher composite systems, fast charge recombination occurs between either electron or hole in 

core−shell and Py
+
 or BQ

−
, respectively. This observation clearly suggests that quencher 

molecules initially captured either electron or hole, depending upon thermodynamic feasibility, 

and later on facilitate fast charge recombination. From our studies we can suggest that it is 

possible to design and synthesize core−shell heterostructures through band gap engineering 

where one can selectively localize electron or hole, depending upon application. 

Ultrafast hole- and electron-transfer dynamics in different core/shell NCs sensitized by 

different molecular adsorbates are explained in chapter 6. The synthesized CdS QDs, CdS/CdSe 

and CdS/CdTe core/shell NCs form cubic zinc blende structure with monodispersed size 

distribution. The charge transfer dynamics have been carried out using an organic (Br-PGR) and 

an inorganic ( Re (I) complex) dye molecules by time-resolved emission and ultrafast transient 

absorption techniques which suggest that charge separation in both composite materials takes 

place in multiple pathways. Steady state optical absorption studies suggest that Br-PGR forms 
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strong CT complexes with both the CdS QD and CdS/CdTe core–shell which facilitates a higher 

charge separation in the excited state. Upon photo-excitation of the CdS/Br-PGR composite, 

charge separation takes place in different pathways like photo-excited hole transfer from the CdS 

QD to Br-PGR, photo-excited electron injection from Br-PGR to the CB of the CdS QD and 

direct electron transfer from the HOMO level of Br-PGR to the CB of the CdS QD. However, on 

the photoexcitation of the CdS/CdTe/Br-PGR composite material, photo-excited hole from the 

CdS core QD transfers to Br-PGR through the valence band of the CdTe shell and the 

photoexcited Br-PGR injects an electron into the CB of the CdTe shell QD which finally 

transfers to the CB of the CdS core QD. In addition to that, direct electron transfer from the 

HOMO of Br-PGR to the CB of the CdTe shell QD takes place. Due to cascading nature of the 

energy levels, the better charge separation through different pathways is observed in 

CdS/CdTe_Br-PGR system as compared to CdS_Br-PGR. More charge separation and lesser 

charge recombination is observed in the type-II regime. Similarly, electron and hole transfer is 

also facilitated in CdS/CdSe_Re complex composite system due to inverted type I band structure 

of the CdS/CdSe NCs. However, the restriction of charge delocalization is noticed in 

CdS/CdTe_Re composite system because of higher energy CdTe shell barrier. We have also 

measured the hole and electron transfer time by comparing the kinetic traces. In all the cases the 

electron transfer is measured <100 fs while the hole transfer is varied from 900 fs to 4.5 ps. 

Assistance of charge separation through delocalization of charge carrier in CdS, CdS/CdTe and 

CdS/CdSe sensitized by molecular adsorbate can be used as better photo anode in QDSC. 

Restriction of charge carrier delocalization in CdS/CdTe-Re-complex can't be used in QDSC due 

to less charge separation. 
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Work described in chapter 7 is on the carrier cooling dynamics of CdSxSe1-x and CdxZn1-

xSe alloy QD. Both the alloy are synthesized in a single pot process in a non coordinating solvent 

(ODE) at ~300° C and are characterized using XRD, EDX, and HRTEM techniques. Steady state 

optical absorption and PL measurements of the CdSxSe1-x alloy show the nonlinear behaviour 

with changing chalcogenied composition. In case of CdxZn1-xSe both optical and PL spectra are 

red shifted with respect to the both CdSe and ZnSe. This clearly suggests that both the alloy form 

graded like structure where the core of the alloy is CdSe rich. The reactivity of the selenium 

towards cadmium oleate is more as compare to sulphur, thus the core of the CdSxSe1-x alloy 

structure will have CdSe rich and the graded shell are CdS rich. Similarly, the reactivity of Se is 

more with Cd ion than Zn ion, so like CdSxSe1-x alloy, the CdxZn1-xSe will also have CdSe core 

rich and ZnSe shell rich. Thus, for CdSxSe1-x, CdxZn1-xSe in both cases core is CdSe rich and 

shells are CdS and ZnSe rich respectively. The band alignment of these two systems suggests the 

quasi type-II structure. Due to smaller CB offset of the CdSe and CdS electron will be 

delocalized in the CdSxSe1-x graded like alloy structure. On the other hand due to smaller VB 

offset of the CdSe and ZnSe hole will be delocalized CdxZn1-xSe structure. Because of the 

delocalization of the either electron or hole in the CdSxSe1-x and CdxZn1-xSe alloy structure 

respectively, the intraband electron cooling time and charge separation are increased due to 

decoupling of the e-h in these quasi type-II structures.  

Improving solar cell efficiency utilizing CdSxSe1-x alloy QD is demonstrated in chapter 8. 

Varying the composition of the constituent, we could able to see CdSxSe1-x alloy QDs is the 

superior sensitizer as compare to both CdS as well as CdSe QDs. The slow electron cooling of 

CdSxSe1-x alloy QDs which is helpful for extraction of charge carrier from the sensitizer to the 

CB of the TiO2. The post synthesis deposition technique help to increase the particle quality by 
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reducing the inherent surface defect states. Using polysulfide electrolyte and Cu2S deposited ITO 

glass plates as photocathode the efficiency of the QD solar cell is measured to be 1.1(±0.1)% for 

CdS, 3.36 (±0.1)% for CdSe and 3.75 (±0.12)% for CdSxSe1-x QDs under 1 Sun Illumination. 

Reducing the inherent surface defect states via alloying which ameliorate the separation of 

charge carrier. When an additional non-epitaxial CdS quasi-shell is deposited on top of the 

CdSxSe1-x film the PCE increased to 4.5 (±0.18)% which is the highest reported value for 

CdSxSe1-x alloy QDs. The overall 20% increase of PCE is due to the quasi CdS shell which helps 

to separate more electrons through passivation the surface states of TiO2. 

 

9.2. Outlook 

The investigation of the present thesis work mainly involve on the ultrafast charge transfer 

dynamics of colloidal NC quantum dots in absence and in presence of different organic or 

inorganic or quencher molecules. Changing the nature of the NCs from QDs to different 

heterostructure (like core/shell, alloy) we could successfully able to tune the optical properties in 

the entire visible region. The key conclusion of the present thesis is on improving the 

mechanistic pathways of the QDSC through monitoring charge carrier dynamics. Finally with 

this knowledge of charge carrier dynamics we have developed alloy QDSC with unprecedented 

~4.5 % PCE.  

Ultrafast charge transfer dynamics of CdS QDs with DBF and BODIPY have been shown 

better charge separation in the composite system. There are still scopes to further improve better 

charge separation in the composite systems. Qualitatively measure of electron and hole transfer 

time in the QDs/molecular system is challenging task that need to be explored. There is 
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possibility to do systematic photo physical studies of QDs/molecular species for doing further 

research in this field.  

Multiple charge transfer processes in CsPbBr3 sensitized with DBF successfully 

demonstrate in the chapter 4. The main aim of this study is to improving the charge separation of 

CPB QDs through DBF molecule. Due to higher photo stability of the CPB QDs, it has been 

used successfully in the photovoltaic. However, the maximum PCE of the CPB sensitized QDs 

solar cell has been reported ~6.6%. Less solar light absorption by the CPB QDs is the main 

reason for this low efficiency which can be increase by introducing a suitable sensitizer 

molecule. Future work in this direction can give good results in the third generation solar cell. 

Apart from this, this CPB QDs can be used in different application like bio-imaging, 

photocatalysis, reducing blinking etc. There are multidirectional scopes of research interest on 

this field. In addition to the charge carrier dynamics, the carrier cooling dynamics, charge 

relaxation of different derivatives of these totally inorganic perovskite QDs is not well 

established. More work can be done on these perovskite in this direction.  

The charge carrier delocalization in heterostructure core/shell NCs has been explained in 

this chapter. Study on core-shell NCs exploiting additional degrees of freedom such as core 

diameter, shell thickness and ultimately composition profile of NCs have evolved a novel field in 

the realm of nanosciences coined as wave function engineering. Lots of fundamental work in this 

direction can be looked at in future which will helps to design these materials in proper 

application.  

Charge separation dynamics in different core/shell using organic and inorganic molecule 

has been demonstrated in the chapter 6. These studies show multidirectional charge separation 

and charge recombination dynamics of the composite systems. Charge separation is favourable 
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in cascading nature of band alignment of the core/shell NCs and slow charge recombination is 

found in type-II regime. Finding a suitable molecular adsorbate which as a sensitizer as well as 

hole acceptor can be done in future. Further studies to explore charge separation in a superior 

sensitizer molecule and core/shell composite are necessary.  

Our study on carrier cooling dynamics of two graded alloy QDs (CdSxSe1-x and CdxZn1-

xSe) has illustrated slow intraband electron cooling mediated by electron hole decoupling. The 

experimental results show both the alloy from graded like structure where core is CdSe rich. The 

quasi type-II band alignment help to passivate the surface of the NC, slowing down the intraband 

electron cooling time and increase the charge separation. Carrier cooling dynamics of the NC 

QDs is the fundamental property and endless research can be done using exciting semiconductor 

NC QDs.  

The slow electron cooling and less surface defect states of the CdSxSe1-x alloy are 

beneficial for higher efficient solar cell. Here we demonstrate the photovoltaic performance of 

the CdSxSe1-x alloy which directly correlates with the slow electron cooling time and removal of 

surface detects. Research on photovoltaic performance can be explored utilizing low band gap 

materials with slow electron cooling time and less surface trapped states. To improve solar cell 

performance further studies to explore role of the mechanistic processes involved in the QDSC is 

required. 

In future, the charge transfer dynamics of the narrow band NC QD with suitable molecular 

species which have been used as sensitizer as well as hole capture will be carried out using 

pump-probe techniques. The synthesis of different alloy QDs by changing the composition of the 

constituents will be addressed in future. The size quantization effect of the charge carriers will be 

investigated in terms of cooling dynamics, charge relaxation etc. The carrier dynamics of the 
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different exciting materials (like inorganic/organic perovskite) which is necessary to design a 

suitable photovoltaic solar cell will be addressed in future.  
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