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SYNOPSIS 

Over the last 30 years, nanomaterials have revolutionized the field of chemistry in 

number of fields such as bioimaging, environmental decontamination, solar energy 

conversion, and catalysis. The extremely small size of nanomaterials results in a high 

percentage of atoms at the surface making these nanomaterials more reactive as compared to 

their larger size material. Examples of such engineered nanomaterials include quantum dots 

(QDs) and magnetic nanoparticles (NPs), the two nanomaterials used in the present thesis 

work. QDs are semiconductor nanocrystals having size less than their bohr excitonic radius 

and have different optical and electrical properties depending on their size1. This property 

allows their use in number of applications including drug delivery, energy conversion, 

environmental remediation etc. Magnetic NPs, the other class of nanomaterials show 

superparamagnetic behaviour and high saturation magnetization2. This property makes their 

separation from matrix very easy leading to their use in number of applications. In the present 

thesis work we have studied the use of these two nanomaterials for solar energy conversion 

and environmental remediation. The work carried out in the present thesis is divided into six 

chapters. A brief summary about the content of each chapter is given below: 

CHAPTER 1: General Introduction 

This chapter describes the application of nanomaterials for toxic ions detection, their 

separation from environmental matrices and for solar energy conversion. Nowadays different 

contaminants are present in environment with concentrations more than the permissible 

limits3,4. Therefore, to ensure the protection of environment it is utmost important to detect 

the presence of these contaminants at trace concentrations and to separate them from different 

environmental matrices. Two different nanomaterials, QDs and magnetic NPs have been used 

for this purpose and a brief description about their application as a chemo-sensor and as a 
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scavenger has been discussed. This chapter also covers in detail the application of QDs for 

solar energy conversion and working principle of quantum dot solar cell (QDSC). The basic 

properties and electronic structure of QDs have been discussed utilizing quantum mechanical 

model. Different properties of magnetic NPs such as saturation magnetization, hysteresis loop 

have been described.  

CHAPTER 2: Experimental Techniques 

The present thesis work involves synthesis of QDs and magnetic NPs for energy 

conversion and environmental remediation. Different characterization techniques such as X-

ray diffraction (XRD), high resolution transmission electron microscopy (HRTEM), Fourier 

transform infrared spectroscopy (FTIR), thermogravimetric analysis (TGA), zeta Potential, 

vibrating sample magnetometer (VSM), inductively coupled plasma mass spectrometry (ICP-

MS), steady state optical absorption and emission techniques, time resolved emission 

techniques, femtosecond transient absorption (TA) spectroscopy were used to characterize 

these materials and study their properties. Crystal structure and crystallite size was 

determined using XRD. Particle size was determined using HRTEM measurements. 

Functional group analysis was carried out by FTIR. Amount of organic coating was 

determined by TG measurements. Trace metal concentrations was determined by ICP-MS. 

Optical properties of QDs were determined using steady state optical absorption and emission 

studies. Rate of electron transfer and hole transfer processes were determined by time 

resolved techniques. Charge carrier dynamics in ultrafast time scale was monitored by TA 

spectroscopy. This chapter describes the basic principle and optical layout of above 

techniques. 

CHAPTER 3: Ultrafast Charge Carrier Dynamics in QDs/Molecular Adsorbate 

System: An Implication to High Efficiency Quantum Dot Solar Cell 
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Solar energy is one of the most important and clean sources of energy and a variety of 

materials have been explored to convert and harvest it into electricity. Among them quantum 

dots (QDs) are one of the most probable candidates because of their exciting properties such 

as higher solar radiation absorption coefficient, optical tunability, slow charge carrier 

relaxation, multiple exciton generation and hot charge carrier extraction1,5. Till date the 

highest conversion efficiency achieved in quantum dot solar cell (QDSC) is ~12%6. However 

the theoretical conversion efficiency in any QDSC is ~31%7. This calls for an improvement 

in QDSC efficiency and to understand the reasons for its lower efficiency. Photo-excitation of 

QDs material generates electron and hole pair. To get higher efficient QDSC, it is utmost 

important to extract these charge carriers prior to their recombination. It has been observed 

that electron transfer rate from QDs was much faster and takes place in ultrafast time scale. 

However hole transfer rate was reported to be slow8,9. This slow hole transfer process 

increases the recombination probability between photo-generated electron and hole and 

considered to be the main reasons for lower efficiency of QDSC. This chapter describes the 

ultrafast charge carrier dynamics of QDs/molecular adsorbate systems where different 

molecular adsorbates were chosen that act as hole transporting molecules for QDs. We have 

demonstrated that hole can be extracted at a comparable rate to that of electron. This chapter 

is divided into three parts.  

In the first part of this chapter we have introduced the concept of super sensitization. In 

super sensitization, QDs and molecular adsorbate both absorb solar radiation creating photo-

excited electron and hole. The energetic of the process is such that after photo-excitation one 

of the charge carriers, (either electron or hole) will be localized in QDs while other will be 

localized in molecular adsorbate resulting in grand charge separation. This we have 

demonstrated in a coupled system of CdSe QDs and pyrogallol red (PGR) where both CdSe 

QDs and PGR absorb solar radiation generating electron and hole. Redox energy level 
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suggest that hole transfer from QDs to PGR and electron transfer from PGR to QDs is 

thermodynamically favourable processes. Femtosecond transient absorption spectroscopy has 

been carried out which suggest the formation of PGR cation radical and electrons in QDs 

resulting in grand charge separation. Hole transfer and electron transfer time were observed 

to be ~500 fs and ~150 fs respectively.  

In the second part of this chapter we have described the hot hole extraction processes 

from QDs and core shell quantum dots (CSQDs) to catechols and thiols. It has been 

demonstrated that efficiency of QDSC can reach upto 66%10 if the hot charge carriers can be 

extracted prior to their cooling. Researchers have reported hot electron extraction process 

from QDs11,12 however no study were available on hot hole extraction which is also an 

equally important process to get higher efficient QDSC. In this part, experimental results 

pertaining to hot hole extraction from QDs in a composite system of QDs and catechols/thiols 

were discussed. Experiments were also carried out in presence of type 1 shell over CdSe core 

to find whether hot hole extraction process is still possible or not. Ultrafast transient 

absorption spectroscopy and femtosecond fluorescence upconversion techniques were used to 

monitor different processes in ultrafast time scale. The effect of electron withdrawing and 

electron donating groups on charge carrier dynamics was also studied.  

In the third part of this chapter we have described the effect of interfacial complex on 

charge carrier dynamics of CdX (X=S, Se, Te) QDs sensitized with nitro catechol (NCAT). 

We have chosen a composite system of CdX QDs and NCAT where NCAT serve as a hole 

transporting molecule for CdX QDs. Interestingly a complex formation was observed 

between CdX QDs and NCAT that results because of interaction between Cd2+ ions on QDs 

surface and NCAT. A detailed study were performed to study the effect of this complexation 

on charge carrier dynamics of CdX/NCAT composite system and observed that complex 

formation favours better charge separation.  
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CHAPTER 4: Quantum Dots as a Probe to Detect Uranium and Fluoride Ions 
Uranium, a well known nephrotoxic element has maximum permissible concentration 

of ~35 ppb and 60 ppb in drinking water, as suggested by WHO13 and AERB respectively. A 

large part of the country, for ex. Punjab has high concentration of uranium in potable water. 

Therefore, it is utmost important to detect uranium if the concentration is more than this limit. 

Along with uranium, the design of fluoride ion sensors is also an active area of investigation 

because of its high toxicity and widespread availability in drinking water, toothpaste, and 

osteoporosis drugs. It is considered as one of the major water pollutants with maximum 

concentration in drinking water ~1.5 mg/L14. Therefore, there is a great need to design 

systems which can quickly detect the presence of these contaminants at trace concentrations. 

Several methods, including atomic absorption spectroscopy, inductively coupled plasma 

atomic emission spectrometry, electrochemical sensoring, titration, chromatographic methods 

have been used to measure the toxic ion concentration. However these methods require 

complex instrumentation and trained personals. At the same time these techniques are 

expensive and therefore cannot be carried out in minimal resourced laboratories. To 

overcome these limitations optical sensing approaches3,4 have attracted great attention. 

Different organic molecules with high fluorescence yield and specific binding groups have 

been used for detection of contaminants3. But the synthesis of these organic molecules is a 

challenging task. Also most of the detection require aqueous medium and therefore further 

treatment is required to make these organic molecules water dispersible. For this purpose, 

QDs are attracting a substantial attention because of their high fluorescence quantum yield4 

and high aqueous dispersibility. Recently trace element detection by luminescence quenching 

of different QDs have been reported by many research groups4. However not many reports 

are available on detection of uranium and fluoride ions using QDs. This chapter covers the 
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work carried out to demonstrate QDs as a probe to detect uranium and fluoride ions. This 

chapter is divided into two sections.  

In the first part of this chapter we have discussed the application of QDs as a tool to 

detect uranium and described the complete mechanistic pathways of detection. Uranium 

detection using amine modified CdS QDs has been demonstrated earlier by Dutta and 

Kumar15 where they have observed a detection limit of ~5ppb. However a clear mechanism 

of detection was not given which is extremely important for making efficient detection 

technology. For this purpose we have synthesized high luminescent water dispersible CdSe 

QDs and CdSe/CdS CSQDs with three different thickness of CdS shell. Steady state 

luminescence studies suggest a quenching in QDs luminescence intensity on addition of 

uranium. Redox levels of QDs and uranium suggests that electron transfer process from 

photo-excited QDs to uranium is thermodynamically viable process, which has subsequently 

been confirmed by time resolved studies. Stern-Volmer plot of CSQDs with uranium 

suggests that the detection limit of this method is 74.5 ppb. The method has an advantage 

over other reported methods for being simple, low cost and least sample processing and a 

clear mechanism of detection has been demonstrated which in turn will help in future to 

design more efficient detection systems.  

In the second part of this chapter, we have demonstrated a coupled system of carbon 

quantum dots (CQDs) and Eu3+ where photoluminescence property of CQDs was used for 

fluoride ion sensing. A number of composite of QDs have been used earlier for this 

purpose14. However their applicability in real samples has not been demonstrated. At the 

same time to design and develop better detection probes it is very important to understand the 

working mechanism of the probe which is still lacking in literature. For this purpose we have 

used a composite system of CQDs and Eu3+ and described a complete mechanism of 

detection. On addition of Eu3+ ions luminescence quenching in CQDs emission was observed 
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(switch-off) and is due to both electron transfer from CQDs to Eu3+ and aggregation of CQDs. 

Interestingly luminescence regains after the addition of fluoride ions into the CQDs/Eu3+ 

system (switch-on). This has been assigned to the Eu3+ removal from CQDs surface due to 

the formation of EuF3 and is confirmed by XRD and HRTEM measurements. Experiments 

with other competing ions suggest that the probe is highly selective in nature and can be used 

for real sample analysis. The suggested probe is green, economical, rapid, efficient, and most 

importantly selective and can be used for detection of fluoride ions in real samples.  

CHAPTER 5: Metal Ion Extraction Using Magnetic and Functionalized Magnetic 

Nanoparticles 

Exposure to radioactive environment can lead to serious consequences on both human 

health and environment. Therefore the separation of these ions from the environment, mainly 

from water bodies is necessary to keep the environment protected. The most widely used 

methods for this includes liquid–liquid extraction, solid-phase extraction (SPE), co-

precipitation, floatation and electrochemical deposition16. Among these, SPE has become 

increasingly popular as compared with classical liquid–liquid extraction method because of 

its advantages of high enrichment factor, high recovery, rapid phase separation, low cost and 

low consumption of organic solvents. A variety of materials16 have been explored as solid 

phase extractant however each has its own limitations such as non selectivity and difficult 

separation from the matrix. To overcome these limitations magnetic NPs attain a lot of 

attention in recent years2 and a number of reports are available where their application in 

environmental remediation2 has been demonstrated. In this chapter we have demonstrated the 

use of Fe3O4 NPs for removal of different metal ions. We have also synthesized humic acid 

coated Fe3O4 NPs and explored its use for uranium extraction from sea water matrix. We 

have observed ~90% uranium sorption at ppb concentrations from water samples. A 

theoretical model for ion sorption on NPs surface has been proposed.  
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CHAPTER 6: Summary and Outlook 

In summary, we have synthesized and characterized different nanomaterials and use 

them for solar energy conversion and environmental detoxification. One of the major 

limitations in any QDSC is slow hole transfer rate from QDs materials as compared to 

electron. We have investigated a series of molecular adsorbates which can extract hole from 

QDs materials at a comparable rate to that of electron which in turn will help to increase the 

efficiency of QDSC. We have also described the use of QDs as a probe to detect uranium and 

fluoride ions where CdSe/CdS CSQDs and carbon QDs were used for this purpose. The study 

brings out a clear understanding on the detection mechanism involved which in turn will help 

in future to design and develop better detection technology. Work with magnetic NPs as a 

sorbent suggests that these NPs can trap contaminants from large volume sample.   
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the ET process from photo-excited QDs and CSQDs to uranium leading to luminescence 

quenching.  

Figure 4-6: Redox potential of EDTA with respect to NHE in water. 

Figure 4-7: Steady state luminescence spectra of CdSe QDs and CdSe/CdS CSQDs with (b) 

and without EDTA (a). (A) CdSe QDs (B) CdSe@CdS 2.5 (C) CdSe@CdS 3.5 (D) 

CdSe@CdS 4.5 CSQDs.  

Figure 4-8: Time resolved emission spectra of A: CdSe@CdS 2.5 (em – 600 nm), B: 

CdSe@CdS 3.5 (em – 610 nm) and, C: CdSe@CdS 4.5 (a) Pure CSQDs (b) QDs/100 nM 

uranium (c) QDs/10 M uranium (d) QDs/100 M uranium (L) Lamp profile. ex – 445 nm. 

D: Plot of ET rate as a function of CdS shell thickness. 

Figure 4-9: Emission spectra of CSQDs with different concentrations of UO2
2+ in DI water 

(A) CdSe@CdS 3.5 (B) CdSe@CdS 4.5 CSQDs. Uranium concentration increases from 1M 

to 100 M. Inset: Stern-Volmer plot of (A) CdSe@CdS 3.5 and (B) CdSe@CdS 4.5 CSQDs 

with uranium. 

Figure 4-10A: HRTEM image of CQDs, B: XRD pattern of CQDs, C: FTIR spectrum of 

CQDs, D: Deconvoluted spectrum of C 1s XPS. 
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Figure 4-11A: Steady state excitation spectra of CQDs at two different emission 

wavelengths, λem- 450 nm and 380 nm. Inset: Steady state absorption spectrum of CQDs. B: 

Steady state emission spectra of CQDs at different excitation wavelengths. CQDs 

concentration was 50 ppm. 

Figure 4-12: Steady state absorption spectra of CQDs and CQDs/Eu3+ complex. 

Figure 4-13A and B: Steady state emission spectrum of CQDs in absence and presence of 

different concentration of Eu3+ (A) ex- 280 nm, (B) ex- 340 nm, (a) [Eu3+] = 0 ppm   (b) 

[Eu3+] = 10 ppm, (c) [Eu3+] = 20 ppm, (d) [Eu3+] = 50 ppm, (e) [Eu3+] = 100 ppm, (f) [Eu3+] = 

250 ppm. C: Comparison of emission intensity of CQDs on addition of Eu3+ at two different 

excitation wavelengths, ex- 280 nm and ex- 340 nm. CQDs concentration for all above 

experiments was 50 ppm. 

Figure 4-14A and B: Time resolved emission decay trace of CQDs in presence of Eu3+, (A) 

ex- 292 nm, em- 340 nm, (B) ex- 374 nm, em- 450 nm, (a) pure CQDs, (b) CQDs + 50 ppm 

Eu3+, (c) CQDs + 250 ppm Eu3+. CQDs concentration for all above experiments was 50 ppm. 

C: HRTEM image of CQDs on addition of 2500 ppm of Eu3+. CQDs concentration for 

HRTEM measurements was 500 ppm. 

Figure 4-15A: Photoluminescence spectra of CQDs-Eu3+ with increase in concentration of 

fluoride ion in water. B: Respective graphical relationship of the Photoluminescence intensity 

against concentration of fluoride ion. CQDs and Eu3+ concentration are 50 ppm each. Bottom 

panel shows the mechanism of interaction involved. 

Figure 4-16: Photoluminescence spectra of CQDs with increase in concentration of fluoride 

ion in water. CQDs concentration is 50 ppm.  

Figure 4-17A: XRD pattern of EuF3, B: HRTEM image of EuF3. B inset: TEM image of 

EuF3. 
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Figure 4-18: Bar diagram for the selectivity test results obtained with the addition of 

different anions into the CQDs/Eu3+ system. CQDs and Eu3+ concentration are 50 ppm each. 

Concentrations of anions are 100 ppm each. 

Figure 5-1 (A) XRD pattern of (a) Fe3O4 (b) Fe3O4/HA 1 (c) Fe3O4/HA 2 (d) Fe3O4/HA 3 

NPs after correcting with silicon as a standard. (B) FTIR spectra of (a) Fe3O4 (b) Fe3O4/HA 3 

NPs (c) HA. Inset shows the FTIR spectra of all three compounds in expanded view. (C) TG 

analysis of (a) Fe3O4 (b) Fe3O4/HA 1 (c) Fe3O4/HA 2 (d) Fe3O4/HA 3 NPs. (D) Magnetic 

measurements of (a) Fe3O4 (b) Fe3O4/HA 1 (c) Fe3O4/HA 2 (d) Fe3O4/HA 3 NPs.  

Figure 5-2 (A) TEM image of Fe3O4 NPs. (B) HRTEM image of a single Fe3O4 NPs. (C) 

TEM image of Fe3O4/HA 3 NPs (B) HRTEM images of Fe3O4/HA 3 NPs 

Figure 5-3: % Uranium sorbed on NPs surface at different concentration of uranium. (a) 

Fe3O4 (b) Fe3O4/HA 1 (c) Fe3O4/HA 2 (d) Fe3O4/HA 3. V/m ratio was kept at 200 mL/g. 

Figure 5-4: Equilibrium data for uranium sorption (V/m=1000 mL/g, contact time ~1h, 

initial uranium concentration 5-100 ppm) (A) Fe3O4, (B) Fe3O4/HA 1, (C) Fe3O4/HA 2, (D) 

Fe3O4/HA 3. Red line represents the fitting of data with Langmuir model.   

Figure 5-5: Settlement of NPs in presence and absence of 20 ppb-20 ppm uranium 

concentrations (a) Fe3O4 (b) Fe3O4/HA 1 (c) Fe3O4/HA 2 (d) Fe3O4/HA 3 NPs. Inset: Picture 

of real samples in presence of magnet.  

Figure 5-6: Calibration curve and concentration of uranium after sorption with all four NPs 

in different sea water samples. The initial concentration of added uranium was 10 ppb. Inset 

shows that extraction of uranium from sea water matrix without any addition of uranium 

externally. Black dot (•) shows the intensity corresponding to the natural concentration of 

uranium in each sea water prior to sorption with NPs.   
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1.1. General Background 

The present work demonstrates the application of nanomaterials for solar energy 

conversion and environmental remediation. In this chapter, a brief discussion about 

nanoparticles (NPs), quantum dots (QDs), quantum dot solar cell (QDSC), magnetic NPs, 

theoretical aspect of their structural properties and their application in solar energy 

conversion and environmental remediation has been demonstrated.  

India is one the largest energy consumer in the world and its need for energy supply 

continues to climb as a result of the country's dynamic economic growth and modernization 

over the past several years. Today, fossil fuel accounts for 90% of the energy consumption, 

however, the long-term availability of fossil fuel is limited1. Also, the widespread use of 

fossil fuels is plagued with problems such as emission of greenhouse gases and the related 

climate changes we are witnessing. Therefore, to meet the future energy demand and 

transform the world’s energy systems to combat climate change it is utmost important to 

explore the other alternative sources of energy which are clean and do not have any 

detrimental effect on the environment2. These energy sources include solar energy, nuclear 

energy, tidal energy, wind energy etc. In a country like India where the other sources of 

energy are limited, solar energy is one of the most promising candidates because of its 

widespread availability and clean technology3. There are vast tracts of land suitable for solar 

power in all parts of India exceeding 8% of its total area which is unproductive barren and 

devoid of vegetation. Taking this fact into account, a number of industries have come up to 

produce highly efficient solar cells. However, the conversion of solar energy into electrical 

energy is a challenging task and a lot of modifications are still needed to achieve maximum 

efficiency. In light of this, nanotechnology has played an extremely important role in 

synthesis, and characterization of various novel materials which can be used to harvest solar 
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energy into electricity. In the present thesis, application of semiconductor nanocrystals, 

mainly quantum dots (QDs) as a solar energy harvesting material has been discussed.  

Solar cell technologies have been divided into three generations4. The first generation 

solar cells are based on silicon technology5, 6 and show a record efficiency of ~24.4% under 

ambient condition. This high efficiency is due to the favourable band gap of silicon ~1.1 eV 

which matches well with the solar flux incident on the earth. These types of solar cells 

dominate the market and are mainly seen on rooftops. The benefits of this solar cell 

technology lie in their good performance, as well as high stability. However, silicon is an 

indirect band gap material, therefore, a thick layer of silicon (~100m) is required otherwise 

light would simply pass through without generating any charge carriers. At the same time 

purity of the crystal has to be very high (>99.9999%) so that the photo-generated charge 

carriers can reach the p-n junction. Both of these processes lead to an overall increase in cost 

and are one of the main drawbacks of this solar cell. To avoid these problems polycrystalline 

thin film solar cells, also known as second generation solar cell were evolved7. These solar 

cells were based on amorphous silicon, CIGS (CuInxGa1-xSe2) and CdTe and a record 

efficiency of ~19.6% have been achieved in these solar cells. Since the second generation 

solar cells avoid the use of silicon wafers and have a lower material consumption, the overall 

production cost of these solar cells is less as compared to the first generation. However, the 

production of second generation solar cells includes vacuum processes and high-temperature 

treatments that require large energy consumption. Furthermore, second generation solar cells 

are based on scarce elements such as Cd, Te which increases the overall production cost. At 

the same time, these solar cells require more area to generate the same power as compared to 

the first generation solar cells because of the lower efficiency in former as compared to later. 

To overcome these limitations, third generation solar cells have come up as a promising 

candidate. This solar cell includes organic and polymer solar cell, dye-sensitized solar cell 
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(DSSC), quantum dot solar cell (QDSC) and the very recent one, perovskite solar cell (PSC). 

The main advantages of using these materials as compared to silicon are their absorption 

band tunability, easy charge transport, and solubility. Although, the performance and stability 

of third generation solar cells are still limited as compared to the first and second generation 

solar cells, they have great potential and a lot of work is going on to further improve their 

performance. Among the third generation solar cell materials a lot of work has been carried 

out in DSSC and till date, the maximum efficiency reported to be ~13% in specially designed 

porphyrin molecule endowed with D--A push-pull groups8. However, DSSC has issues such 

as poor stability towards solar radiation and solar radiation absorption tunability. Also, the 

excess energy absorbed by the dye molecule (i.e. excess energy than its HOMO-LUMO gap) 

always lost as heat. To overcome the above limitations, QDSC has come up9. Here the 

advantage of absorption band tunability and large solar energy absorption coefficient are 

present in a single system10, 11. The size of QDs can be tuned easily using different synthetic 

conditions and solar radiation absorption in different solar regime can be realized12. QDSC 

efficiency as a function of band gap was predicted by Schokley Queisser where they 

demonstrated the theoretical conversion efficiency of QDSC is a function of band gap and 

can reach to a highest value of 31% based on thermal charge carrier extraction13 and if hot 

charge carriers can be extracted then this efficiency can increase up to ~66%14. Recently a 

modification to this has also come up where both band gap and film thickness is taken into 

account to determine the efficiency and is known as spectroscopic limited maximum 

efficiency15,16. In the present thesis, composite systems of QDs with different molecules were 

chosen and their charge carrier dynamics were studied with an aim to achieve high-efficiency 

QDSC.  

Along with energy crises, the other major issue is environmental contamination17-20. 

The rapid growth of industrialization results in high demand for metals in various products, 
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such as storage batteries, automobile fuels, photographic films, explosives, coating materials, 

aeronautics, and steel industries. Because of these activities, a number of toxic metals are 

present in the environment with concentrations more than the permissible limits17-20 and 

becomes a potential hazard to human safety and environmental stability21, 22. Transition 

metals such as Fe, Cu, Mn, and Zn, which are essential for a healthy life at low 

concentrations becomes toxic at higher concentrations. These metal ions bind with the 

ligands of biological matter resulting in a change in the structure of proteins, thereby leading 

to the inhibition in enzyme activity23-27. Also, some of the metal ions such as Hg2+, Cd2+, 

Pb2+, UO2
2+, and As3+ are not essential to the human body and even at trace concentrations, 

they are toxic. Accumulation of these metal ions in the human body leads to serious 

debilitating illnesses and known to affect central nervous system, kidney, and liver28, 29. 

These metals are also not biodegradable and therefore, remain in ecological systems and in 

the food chain indefinitely. For these reasons, safe limits or maximum contaminant levels 

have been defined for these metal ions. For example, uranium, a well known nephrotoxic 

element has a maximum permissible limit of ~35 ppb in drinking water, as given by WHO30. 

Therefore, there is a great need to develop systems which can detect the presence of these 

metal ions at such low concentrations. Along with metals ions, selective detection of various 

anions in aqueous solution is also very important because of their high toxicity and 

widespread availability in different environmental matrices22, 31, 32. Fluoride, a commonly 

added anion in toothpaste and drugs cause dental or even skeletal fluorosis33 at high 

concentrations. Because of these harmful effects, it is necessary to develop techniques which 

are highly selective and can detect the presence of these ions at trace concentrations. Several 

methods including atomic absorption spectroscopy, inductively coupled plasma mass 

spectrometry, electrochemical sensing, titration, chromatographic techniques, flow injection 

methods make it possible to detect a trace level of ions34-37. However, these methods require 
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expensive equipment and involve time-consuming and laborious procedures that can be 

carried out only by trained professionals. To overcome these limitations, optical sensing 

approach has attracted great attention because of its low cost, reliability, ease of preparation, 

reproducibility and, accuracy21. Considerable efforts have been made to develop this method 

by exploiting different strategies such as supramolecular recognition38-40, hydrogen bonding38, 

41, Lewis acid−base interactions38, 42, 43. However, in most of the above-stated strategies, 

organic molecules are being utilized40-43 and the synthesis of these molecules is a challenging 

task37. More importantly, most of these molecules are water insoluble39, 42, 43. Hence, the 

detection of ions using these molecules cannot be done directly in water and further treatment 

is required to make them water dispersible. At the same time, interference from other 

competing ions is an issue that has to be resolved. Therefore, there is a need to develop new 

methods for detection that are much simpler and can overcome most of the above-stated 

limitations.  

In light of this, QDs have attracted substantial interest because of their advantageous 

characteristics such as size/shape controlled absorption/luminescence properties, high 

fluorescence quantum yield, and high stability. These properties altogether make them an 

interesting candidate to study their application for optical sensing22. Recently trace element 

detection by luminescence quenching of different QDs have been reported by many research 

groups44-55. However, not many reports are available in the literature on detection of uranium 

metal ion using QDs except the report by Dutta and Kumar51 in amine modified CdS QDs. 

Although they have shown trace level detection of uranium using these QDs, a clear 

mechanism of QDs luminescence quenching by uranium has not been discussed which is 

extremely important for making efficient detection methodology. Along with uranium, the 

design of fluoride ion sensors is also an active area of investigation38-41, 56-63 because of its 

high toxicity64 and widespread availability in drinking water, toothpaste, and osteoporosis 
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drugs43, 56. A number of commercially developed methods are available for fluoride ion 

detection however, most of the methods have limitations such as the requirement of complex 

instrumentation, well-equipped laboratories, and trained personnel. To overcome these 

limitations, QDs based detection methods are emerging as an alternate64-67. A number of 

reports are published64-67 where researchers have demonstrated the application of QDs for 

fluoride ion detection. However, still more improvement is needed. At the same time, to 

design and develop better detection probes it is very important to understand the working 

mechanism of the probe and its applicability in real environmental samples which is still 

lacking in the literature. In the present thesis, the application of QDs as a probe to detect 

uranium and fluoride ions has been discussed and a complete mechanistic pathway involved 

in detection has been described.  

Along with detection, there is also a critical need to find suitable host matrix that can be 

used to trap and separate toxic ions from environmental matrices to ensure the protection of 

the environment. The most widely used techniques for this includes liquid-liquid extraction, 

solid-phase extraction (SPE), co-precipitation, floatation and electrochemical deposition, 

etc68-79. Among these, SPE has become increasingly popular as compared with classical 

liquid-liquid extraction method because of its advantages such as high enrichment factor, 

high recovery, rapid phase separation, low cost, low consumption of organic solvents and the 

ability to combine with different detection techniques in on-line or off-line mode. A variety 

of solid extractants68-79 has been explored nowadays for environmental detoxification 

however, each has its own limitations such as non-selectivity, difficult separation from the 

matrix, low sorption capacity etc. Precipitation is an alternative process that is widely used 

for separating target ions from liquids. It has an advantage of being simple, fast, and low 

operation cost, however, it requires a high concentration of at least one component of the 

precipitates and therefore, cannot be used at trace level concentrations76. Solvent-extraction is 
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another process for radioactive decontamination, however, the process involves the use of 

organic solvents which occupy significant fire hazard and the formation of the third phase is a 

problem80.   

In recent years, new solid nanosized materials have become more important due to their 

special physical and chemical properties. Since the diameter of nanoparticles (NPs) is less 

than 100 nm and most of their atoms are present on the surface. These surface atoms are 

unsaturated and can bind with other atoms that possess high chemical activity. A number of 

NPs have been explored for this purpose that includes TiO2, ZnO, ZrO2, CeO2 etc. The result 

indicates that these materials have a very high adsorptive capacity and give promising results 

when used for trace metal analyses of different types of sample solutions68, 69, 81. However, 

their separation from the matrix is difficult that makes the process tedious. To overcome this 

issue, magnetic NPs attain a lot of attention in recent years. Magnetic NPs show super-

paramagnetic behaviour82, 83 and this property make their separation from the matrix very 

easy. Researchers have demonstrated the application of magnetic NPs in a number of fields 

including biotechnology/biomedicine84, 85, catalysis83, 86, magnetic resonance imaging87, data 

storage88 and environmental remediation89-93, where they have utilized super-paramagnetic 

behaviour of magnetic NPs. In the present thesis work, use of magnetic NPs as a sorbent for 

uranium has also been explored.  

1.2. Nanomaterials 

The word “nano‟ is derived from the Greek word “nanos” which means dwarf. 

Nanomaterials are sized between 1 - 100 nm. At this size scale, a drastic change in physical, 

chemical, optical, electrical, catalytic, magnetic properties of the material is observed. The 

size at which material displays properties different from that of the bulk is material dependent 

as well as property dependent i.e., different nanomaterial show transition from the bulk at 

different size scales. Over the last 30 years, nanomaterials have revolutionized the field of 
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chemistry in a number of fields such as bioimaging, environmental remediation, solar energy 

conversion, and catalysis. Extremely small sizes of nanomaterials result in a high percentage 

of atoms at the surface leading to the high reactivity of these materials as compared to a 

larger size material with the same chemical composition. Also, nanomaterials show size, 

shape and composition-dependent properties, therefore, a single material can show a wide 

range of properties and applications depending on the size11. Depending on the number of 

dimensions which are reduced to the nanometer size range, nanomaterials can be classified as 

zero-dimensional (QDs), one-dimensional (nanowires, nanorods, and nanotubules) and two-

dimensional (quantum well, nanosheet, graphene)11. In zero-dimensional nanomaterials, all 

the three dimensions are reduced to nanometer range. In one-dimensional nanomaterials, two 

dimensions are in the nanometer range and one can remain large. In two-dimensional 

nanomaterials, one dimension is reduced to nanometer range and the other two dimensions 

remain large. The origin of unique physical, chemical, optical, electrical, catalytic, magnetic 

properties of NPs, that are neither similar to bulk nor to individual atoms or molecules, can be 

explained either in terms of surface effect or quantum-size effect owing to quantum-

mechanical rule. 

1.2.1. Surface Effect 

For bulk materials, usually greater than one micron, the percentage of atoms at the 

surface is infinitesimally small compared to the total number of atoms of the material. As the 

size of the material is reduced, the ratio of surface atoms to inner atoms starts increasing. This 

results in low coordination number of the surface atoms as compared to inner atoms and 

because of this, surface atoms are highly chemically reactive, catalytically active and 

polarisable in comparison with the inner atoms. This high proportion of the surface atoms in 

nanomaterials result in some of the interesting and unexpected properties that are different 

from the bulk properties. For example, bulk gold is an inert noble metal, but gold 

file:///E:/Pallavi%20050716/E%20drive/pallavi/my%20thesis/pallavi/my%20thesis/Pallavi%20Thesis%20Part-II%20-%20new%20new.doc%23_ENREF_11
file:///E:/Pallavi%20050716/E%20drive/pallavi/my%20thesis/pallavi/my%20thesis/Pallavi%20Thesis%20Part-II%20-%20new%20new.doc%23_ENREF_11


Chapter 1 

 

9 
 

nanoparticles are an excellent catalyst with size-dependent catalytic ability. Absorption of 

solar radiation in photovoltaic cells is much higher in materials composed of nanomaterials as 

compared to that in thin films of continuous sheets of material, i.e. the smaller the particles, 

greater is the solar radiation absorption. 

1.2.2. Quantum Size Effect: 

An important parameter of a semiconductor material is the width of the energy gap that 

separates the conduction band (CB) from the valence band (VB) (Figure 1.1A). In 

semiconductor of macroscopic sizes, the width of this gap is a fixed parameter which is 

determined by material’s identity. However, the situation changes in the case of 

semiconductor nanomaterials having size <10 nm (Figure 1.1A). This size range corresponds 

to the regime of quantum confinement for which the electronic excitations “feel” the presence 

of particle boundaries and respond to changes in particle size by adjusting their energy  

 

Figure 1.1 (A) Energy level diagram of a bulk semiconductor and quantum dot. (B) A 

schematic representation of the continuous absorption spectrum of a bulk semiconductor 

(curved line), compared to the discrete absorption spectrum of a QD (vertical bars). Adapted 

after modification from ref94 

spectra. This phenomenon is known as “quantum size effect”. Because of this effect, the 

same material will show different optical and electronic properties as the size changes. In 

nanomaterials, since the size of the particle is in nanometer range, therefore, the optical 

properties changes with the change in size.  
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In the present work, quantum dots (QDs), a class of nanomaterials have been used for 

solar energy conversion and environmental applications. The next section will discuss various 

aspects of QDs, their structural and charge carrier transfer properties. 

1.3. Quantum Dot (QDs)  

QDs94-96 are semiconductor nanocrystals which show “quantum confinement effect”. 

Quantum confinement effect occurs when the size of the particle becomes comparable or 

smaller to the natural length scale of electron and hole. This natural length scale is known as 

Bohr radius97 and is given by equation 1.1.  

      (1.1) 

where, is Bohr radius of the particleis the dielectric constant of the material, m* is the 

mass of the particle, m is the rest mass of the electron and  is the Bohr radius of the H-atom 

(~0.52Å). In QDs the fundamental charge carriers are electron and hole. The bound electron 

and hole in a small size regime are called an exciton. Depending upon the size of the particle, 

three confinement region forms98. If the radius (a) of the nanocrystal is smaller than the Bohr 

radii of the electron (ae), hole (ah) and exciton (aexc) i.e. a < ae, ah, aexc, in this situation 

electron and hole are considered to be confined by the potential energy boundary of the 

nanocrystal. This condition is known as a strong confinement regime. On the other hand, 

when the radius, a, is smaller than both electron and hole Bohr radii but larger than the 

exciton Bohr radius (i.e. ae, ah< a <aexc) the situation is referred to as weak confinement 

regime. The intermediate situation arrives when the radius of the nanocrystals is in between 

ae and ah. In the intermediate confinement regime either electron or hole is strongly confined 

while other is not. Therefore, confinement of a particle depends on the size of the 

nanomaterials. For example, Bohr radius of III-V semiconductor InAs99 is 36 nm which is 

much larger than the typical size of nanocrystals (<10 nm). This situation is referred as strong 
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confinement regime. Conversely, Bohr radius of CuCl (0.7 nm) is very small and, therefore 

these nanocrystal are in weak confinement regime. The exciton Bohr radius of II-VI 

semiconductors such as CdS, CdSe and CdTe are in the range of 4-7 nm therefore, these 

materials are either in strong or intermediated confinement regime depending on the size of 

the nanocrystal. Although, QDs is relatively a new term, however, the confinement effect has 

been established since 1960’s when the researchers have observed a spectral shift in the 

absorption of colloidal semiconductor with the change in size100, 101. Later on, this energy size 

relationship was explained using “quantum box model”. According to this model, as the size 

of QDs decreases, energy gap increases leading to solar radiation absorption in the blue 

region of the solar spectrum. For a spherical QD with radius R, the model predicts the size-

dependent contribution to energy gap is simply proportional to 1/R2 and is given by equation 

1.2.  

    (1.2) 
 where is the band gap of the bulk semiconductor,  is the band gap of QDs having 

radius R.  is called as reduced mass and is defined as  

     (1.3) 

where me and mh are the effective masses of electron and hole respectively. 

Equation 1.2 represents the separation between the lowest electron (1Se) and hole state 

(1Sh) of QDs. In addition to an increase in energy gap, quantum confinement leads to a 

collapse of the continuous energy band of bulk material into discrete, “atomic” energy levels. 

These well separated QD states are labeled as (1S, 1P, 1D etc.) as illustrated in Figure 1.1A. 

The discrete energy states of QDs leads to the discrete absorption spectrum as shown in 
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Figure 1.1B, which is in contrast to the absorption band of a bulk semiconductor (Figure 

1.1B). 

QDs bridge the gap between clusters molecules and bulk materials. Now the question 

arises what is the boundary between QDs, clusters and bulk materials. In general ~100 - 

10,000 atoms in a particle are a crude estimate at which nanocrystal regime occurs. The lower 

limit is decided by the stability of the bulk crystalline structure with respect to isomerization 

into molecular structure. The upper limit corresponds to the size range for which the energy 

level spacing is approaching the thermal energy kT, means that particle becomes mobile 

inside the QDs102,103. 

1.3.1. Electronic Structure of the QDs: Theoretical Framework 

1.3.1.1. Particle-in-a-Sphere Model 

In QDs, the size quantization effect occurs because of the quantum confinement effect. 

However, the quantitative description of the size-dependent electronic properties is difficult 

to imagine without considering any model. As the charge carriers are confined in all three 

dimension, QDs can be considered as a particle- in-a- sphere model102, 103. According to this 

model, the energy of a particle having mass "m" confined in a spherical potential of radius 

"a" can be given as: 

                (1.4) 

As the particle-in-a-sphere model consider zero potential energy, the energy term in 

equation 1.4 is the kinetic energy of a free electron and is strongly dependent on the size of 

the particle. The model suggests that the particle inside the sphere is free from any kind of 

perturbation i.e. the sphere is empty. However, in a semiconductor crystal, several atoms are 

present. This limitation can be overcome by considering effective mass approximation104, 105. 
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1.3.1.2. Effective Mass Approximation 

The electronic wavefunctions in a bulk semiconductor crystal can be written according 

to Bloch's theorem as follows 

               (1.5) 
here ‘n’ and ‘k’ are the band index and wave vectors of the wavefunction and unk is a function 

that varies with the periodicity of the crystal lattice. The energy of these wavefunctions is 

typically given by E vs. k band diagram as shown in Figure 1.2. For simplicity in effective 

mass approximation, the bands are assumed to be parabolic. Generally, two types of the 

semiconductor can be classified under this approximation, direct band gap, and indirect band 

gap semiconductor. In direct band gap semiconductor, the minimum of both VB and CB lies 

at k=0 position (Figure 1.2A) whereas in indirect band gap semiconductor CB remains away  

 

Figure 1.2. Band energy diagram of (A) direct and (B) indirect bulk semiconductor. 

from k=0 (Figure 1.2B) as a result, electronic transitions from VB to CB involves absorption 

of photons in order to obey Frank-Condon principle. In effective mass approximation 

approach, the energy of the CB and VB can be given as: 

                (1.6) 
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                (1.7) 

where,  stands for energy difference between the maximum point of the VB and the 

minimum point of the CB. In this approximation, the charge carriers behave as free particles 

with an effective mass,  and  for electron in CB and hole in VB respectively. With 

this effective mass approximation technique, the periodicity of the crystal lattice is 

completely ignored and the charge carriers (electron and hole) are considered as a free 

particle having different masses.  

1.3.1.3. Band Structure 

Theoretical calculations suggest that the bulk CB and VB are parabolic in nature. 

However, the real band structure of II-VI semiconductor is more complicated. In case of 

CdSe the CB obeys the effective mass approximation however, VB does not. The CB of the 

CdSe arises from the cadmium’s 5s orbital which is only 2-fold degenerate at k=0. On the 

other hand, more complicated VB is made from the 4p orbital of the selenium which is 6-fold 

degenerate at k=0106. The VB degeneracy of the two different structural forms (diamond and 

wurtzite) of CdSe is presented in Figure 1.3. In diamond like structure due to strong spin- 

orbit coupling (=0.42 eV)107 the degenerate VB split into two, p3/2 and p1/2, states at k =0 

 

Figure 1.3. Valance band splitting of bulk CdSe in (A) diamond and (B) wurtzite like 

structure at k=0 point. Adapted after modification from ref94 
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point. The subscript (3/2 and 1/2) arises due to spin-orbit coupling and refers as angular 

momentum (J=l+s). For selenium atom, the 4p orbital contains four electrons, the angular 

contribution l= 1 while the spin contribution s=1/2. Away from k=0 point the band p3/2further 

split into two subbands, Jz=±3/2 and Jz=± 1/2, where Jz is the projection of J. These three 

bands are usually referred as heavy-hole (hh, J=3/2 and Jz=± 3/2), light-hole (lh, J=3/2 and 

Jz=± 1/2) and split-off-hole (so, J=1/2). However, in the wurtzite (hexagonal) structure the 

heavy-hole and the light-hole levels are no longer degenerate at k =0 point due to crystal field 

splitting(cf)
106, 108.  

1.3.1.4. Energy Structure of QDs: 

In absence of any band mixing effect, each bulk band gives rise to several independent 

quantized states109-115. Each quantized state can be defined by two quantum numbers, L, an 

angular momentum wave function which describes the carrier motions in the nanocrystals 

and n, which describes the number of states in a series of given symmetry. Generally, the 

notation of electron and hole states are used as nLe and nLh. For L = 0, 1, 2, the typical 

notation for L are S, P, D. Thus the electron states are defined as 1Se, 1Pe, 1De and the hole 

states are as 1Sh, 1Ph, 1Dh corresponds to n=1. The valance band Hamiltonian contains both 

crystal lattice and nanocrystals confinement potential, as a result, the total angular momentum 

can be expressed as F= L+J where J is the sum of Bloch function angular momentum. In 

general, the VB states are denoted by nLF. For CdSe nanocrystals, size dependent hole energy 

calculation by taking into account mixing between heavy hole, light hole and split-off hole 

shows the lowest energy hole states are 1S3/2, 1P3/2, 2S3/2. The lowest energy excitons are thus 

expressed as 1Se-1S3/2 (1S), 1Se-2S3/2 (2S) and 1Pe-1P3/2 (1P). In optical absorption spectra of 

a good quality of colloidal CdSe QDs all these states are well resolved as shown in Figure 

1.4. 
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Figure 1.4. Optical absorption spectrum of CdSe QDs and assignment of different excitonic 

states. In the schematic diagram the lowest energy allowed interband (VB to CB) transitions 

are shown for CdSe QDs.  

1.3.2. Dark Exciton and Stoke Shift 

The excited state charge carrier recombination time of the bulk II-IV semiconductor is 

reported ~1 ns116 while for QDs it extends up to several s. Many researchers have reported 

that this long lifetime is due to the surface state in which electron and hole are trapped. 

However, for high quality QDs this longer excited state lifetime can't be explained using 

surface state phenomenon and was described in terms of dark exciton model. This model 

accounts for the fine structure splitting of band edge exciton produced by e-h exchange 

interaction as well as anisotropy associated with crystal field and shape of a nanocrystal. The 

e-h exchange interaction energy largely depends on the electron-hole wavefunction overlap. 

As a result, this effect is more pronounced in nanocrystal as compared to their bulk 

counterpart. In such strong e-h interaction, lower energy electron and hole states (e.g. 1Se and 

1S3/2) cannot be considered independently and are treated as a combined state of a single 

particle (exciton) having total angular momentum N. With e-h exchange interaction within 

the exciton, the total angular momentum N can split into two states, N=1, a high energy 

optically active bright exciton and N=2, low energy optically passive dark exciton. Again 
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these two states are further split into five substates due to wurtzite nature of the CdSe lattice 

and its non-spherical shape (CdSe has the prolate shape). Two manifold of the upper (U) and 

lower (L) substates are formed which are labelled according to the magnitude of projection of 

total angular momentum of the exciton, Nm along the unique crystal axis. However, the effect 

of additional level splitting does not change the optically passive nature of the lowest energy 

exciton (dark exciton) which is characterized by Nm=2. The bright exciton which is optically 

active can be characterized by Nm=1L (Figure 1.5). The thermal redistribution of excitons 

between these two levels (Nm=2 and 1L) leads to strong dependence of single exciton 

radiative lifetime of CdSe NC with sample temperature. At low temperature (liquid He 

temperature) the radiative recombination primarily occurs from low oscillator strength dark 

exciton which gives lifetime in the range of microsecond. At room temperature, the excitons 

can populate a bright state by thermal excitation which leads to radiative recombination from 

bright state and lifetime in nanosecond timescale was observed. Again, this band edge fine 

structure also responsible for stokes shift observed in such nanocrystal. In most of the CdSe 

QDs the absorption is dominated by superposition of two upper manifold exciton states (i.e.  

1U and 0U). However, the luminescence state always dominated by either bright or dark  

 

Figure 1.5 (A). Fine structure splitting of band edge transition of CdSe QDs (B) Schematic 

of dark and bright state. Blue arrow show absorption and red arrows shows emission from 

bright (bold) and dark (dotted) state. Adapted after modification from ref94. 
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exciton states (1L and 2) both of which are separated from their upper counterpart by energy 

equivalent to ~20 to 80meV (depending on the size of nanocrystal) which is the typical stokes 

shift value observed in most of the nanocrystals. 

1.3.3. Charge Carrier Relaxation in QDs 

Photo-excitation of QDs with energy equal to or more than the band gap energy 

generates hot charge carriers (electron and hole). Afterwards, both hot electron (in the CB) 

and hot hole (in the VB) relaxes to the lowest CB and VB state respectively through different 

pathways. In bulk semiconductor the energy spacing between intraband states are smaller 

than thermal energy as a result, the electron and hole relaxation can occur via phonon 

emission. However, in QDs this separation energy is much higher than thermal energy. 

Therefore, electron and hole relaxation to the lowest energy states occurs via several 

processes as summarized below. 

1.3.3.1. Phonon Bottleneck 

In QDs, hot excitons can relax to the lowest electronic state by a process known as 

phonon bottleneck117, 118. Typically for QDs the confined states for electrons can have energy 

hundreds of meV however, the phonon has energy in the order of 20meV. Therefore, carrier 

relaxation involves emission of multiple phonons. Such multi-phonon relaxation time can be 

estimated by,  

1~ exp( )c
E

KT
  

     (1.8) 

where, c is the hot carrier cooling time, ω is the phonon frequency, T is the temperature, K is 

the Boltzmann constant and ∆E is  the energy separation between quantized levels. However, 

such multi-phonon emission process is hindered due to the restriction imposed by selection 

rules. As a result, electron cooling becomes extremely slow which is known as phonon 
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bottleneck. Although, due to a high surface to volume ratio, scattering from surface plays an 

important role to overcome the selection rules to some extent.  

1.3.3.2. Electron-Hole Energy Transfer 

In the previous section, it has been discussed that VB of II-VI nanocrystals are 

degenerate which leads to a higher density of states in VB as compared to CB. Therefore, 

intraband transitions in VB for holes are much faster as compared to electrons in the CB. In 

such a strongly confined nanocrystal columbic interaction between electron and hole plays an 

important role. Such coulomb interaction can transfer energy from electron to hole leading to 

faster electron cooling119. 

1.3.3.3. Multi-Exciton Generation (MEG) and Auger Recombination 

 When the excitation energy of a photon is at least two times or more than two times the 

band gap of semiconductor (h> 2Eg), the process of MEG can be realized. During 

relaxation of the hot exciton, generated after the photo-excitation of QDs, excess energy can 

generate another exciton within the semiconductor leading to bi-exciton generation (Figure 

1.6 A). Depending on the photon energy and band gap of the materials, it is also possible to 

generate more than two excitons. The MEG process110, 120, 121  is more efficient in low band  

 

Figure 1.6. Schematic of (A) Multi-Exciton Generation and (B) Augur process.  

gap materials such as PbS, PbSe, CdTe etc. Sometimes, this process is also referred to as 

impact ionization. Augur process (AR) is reverse to the MEG process. In this mechanism, the 

semiconductor having more than one exciton can transfer energy to another exciton as a 
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result hot exciton is created (Figure 1.6 B). The hot exciton can undergo relaxation in many 

different pathways. 

1.3.3.4. Involvement of Defect States 

In QDs, the surface to volume ratio is very high which leads to surface defects in their 

structure. Such defects could arise due to dangling bond, capping agent, crystal mismatch etc. 

When this defect has energy within the mid-band gap region of semiconductor (Figure 1.7), 

then charge carrier (either electron or hole) can be trapped which alters their carrier relaxation 

process. Sometimes the defect sites can lie above the VB or CB edge that leads to surface 

resonance which also can influence carrier cooling mechanism. 

 

Figure 1.7. Schematic of (A) electron and (B) hole trapping in surface defects. 

1.3.4. Charge Separation in QDs 

To obtain high efficiency in QDSC, it is very important to separate charge carriers from 

QDs materials before their own recombination. A number of composites are utilized for this 

purpose and described below 

1.3.4.1. Charge Separation in Core-Shell Heterostructure 

When a core-shell heterostructure using two QDs are formed, the newly formed 

structure has different properties such as interfacial charge transfer, charge carrier relaxation, 

surface defects, etc. Depending on the energy level of each semiconductor the core-shell 

structures are generally classified as Type-I and Type-II heterostructure. In a Type-I 
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heterostructure, the smaller band gap materials are confined in the core and the wider band 

gap material is present as a shell122. The reverse band alignment of this heterostructure is 

referred to as inverted Type-I core-shell123. In both of these Type–1 heterostructures, charge 

carriers are localized in one of the semiconductors, either core or shell. The situation is 

reversed in a Type-II core/shell structure, where band alignments are such that one of the 

charge carriers, either electron or hole is localized in the core while other will be localized 

into the shell resulting in charge separation within the material124-126. Apart from this Type-I  

 

Figure 1.8. Illustration of charge carrier distribution in different types of the core-shell 

heterostructure. 

and Type-II heterostructures, another important class of heterostructure is quasi Type-II or 

Type-I1/2core/shell127-130. In quasi Type-II core/shell, the band alignment of the 

heterostructure is like Type-I however, due to less difference in CB or the VB offset energy, 

either of the charge carriers is delocalized in two nanocrystals. This type of heterostructure is 

more useful in terms of quality as well as application. The wider band materials passivate the 

core of the nanocrystals while the charge delocalization increases charge separation. The 

energy level band structures of these core-shell heterostructures are shown in Figure 1.8. 
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1.3.4.2. Metal-Semiconductor Heterostructure 

Generally, metal NPs have Fermi level below the CB of most of the semiconductors 

which allow metal NPs to act as an electron sink. Thus metal-semiconductor offers charge 

separation by decoupling electron and hole leading to a quenching in QDs luminescence. A 

number of reports are available in literature where researchers used this property to detect 

metal ions50-52. A shift in Fermi level of metal is also reported after transferring an electron 

from QDs to metal which increases the charge separation yield. Commonly used metals are 

Au, Ag, Pt metal NP along with TiO2, ZnO, CdSe, CdS etc. semiconductor to form metal-

semiconductor heterostructure. Figure 1.9A demonstrates the energy level alignment of QDs 

and metals. 

1.3.4.3. Dye-Semiconductor Heterostructure 

Another approach for charge separation from QDs is to use a dye molecule which has 

high affinity to extract one of the carriers from the photo-excited QDs. For this, the HOMO-

LUMO level of the dye molecule should matches with the energy levels of QDs in such a 

way so that one of the carriers can be transferred to the dye molecule. Figure 1.9B 

demonstrates the energy level alignment of QDs and dye molecules for charge separation. 

 

Figure 1.9. Band alignment of (A) metal-QDs and (B) Dye-QDs heterostructure. 

In the present thesis, a composite system of CdSe/ZnS core-shell QDs (CSQDs) with 

thiols was studied to monitor the charge carrier dynamics. Coupled systems of CdSe/CdS 
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CSQDs with uranium and carbon QDs with Eu3+ were studied to demonstrate the charge 

separation from QDs to metal. A composite system of CdSe QDs with pyrogallol red dye was 

studied to demonstrate hole transfer process from QDs to dye molecule. 

1.3.5. Synthesis of QDs 

To achieve high luminescence quantum yield and high stability of QDs, different synthetic 

strategies are being employed. Two main methodologies for QDs synthesis are top-down and 

bottom-up approaches. In top-down approach, the synthesis is started with bulk material and 

subsequently the size is reduced to nanoscale by different techniques such as lithography, 

laser ablation, ion beam etching etc131, 132. These methods are costly and require high energy 

input. In bottom-up approach, the miniaturization of materials components (up to atomic 

level) with further self-assembly process leads to the formation of NPs from the colloidal 

dispersion. All chemical synthetic methods e.g. colloidal route, sol-gel, metal organic 

chemical vapour deposition (MOCVD), molecular beam epitaxy (MBE)133 fall under this 

category. In the present thesis, high quality QDs were synthesized using colloidal route134. 

This procedure is the most successful in terms of quality and size distribution where pyrolysis 

of the metal-organic precursor in hot non-coordinating solvent occurs. At T > TN (nucleation 

temperature) and CP (precursor concentration) > CN (threshold concentration for nucleation), 

nucleation event occurs. As CP < CN rapid growth of nanocrystals occurs. Once the monomer 

concentrations are sufficiently reduced, the growth of nuclei proceeds through Ostwald 

ripening process (La Mer model, Figure 1.10). In this stage, smaller particles get dissolved 

which leads to the formation of larger particles. To get narrow size distribution, it is 

necessary to avoid Ostwald ripening process and therefore rapid cooling of the reaction 

mixture after the fast rapid growth is required. A very good size distribution (standard 

deviation, σ<10%) can be achieved by controlling precursor concentration, reaction time and 

temperature of the reaction mixture135. Size distribution can be improved further by carrying 
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out size selective precipitation using a polar non-polar solvent mixture. In case of oleic acid 

capped QDs polar solvent like ethanol, methanol or acetone etc. are used to clean the QDs136, 

137. The precipitate is re-dissolved in chloroform/hexane/toluene and precipitated again in a 

polar solvent for 2-3 times. With this process, a size distribution of ~5% can be achieved. 

 

Figure 1.10. Nucleation and growth stage for the colloidal particle in La Mer growth model. 

Adapted after modification from ref94 

The present work involves the synthesis of II-VI (CdX, X=S, Se, Te) semiconductor 

QDs where CdO was used as cadmium precursor and oleic acid was used as capping agents. 

S, Se, and Te were injected into the reaction mixture at ~300˚C temperature. The detailed 

experimental procedure of the QDs synthesis is described in chapter 3 and 4. Synthesized 

materials were characterized using different characterization techniques. These techniques are 

described in chapter 2.   

1.4. Quantum Dot Solar Cell (QDSC) 

In present work, composite of QDs with different molecular adsorbates were described 

with an aim to achieve higher efficiency in QDSC. Therefore, it is important to understand 

the structure and operating principle of QDSC. The structure of QDSC is shown in Figure 

1.11. Operation of the cell can be described by the following steps and the corresponding 

equations 
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(i)   Excitation process:       QDs + hν → QDs*           (1.9) 

(ii) Exciton dissociation:  QDs* → e-* + h+* (free carriers)          (1.10) 

(iii) Injection process:   QDs* + TiO2 → TiO2 (e
-*) + QDs+          (1.11) 

(iv) Energy generation:  TiO2 (e
−*) + C.E.→TiO2 + e−* (C.E.) + electrical energy (1.12) 

where C.E. stands for counter electrode. The counter electrode is identical to the 

photoelectrode where the nanostructured TiO2 is deposited. QDs are neutralized by a redox 

mediator as shown in process 3 and 4 in Figure 1.11. Most common electrolytes used in 

QDSCs are aqueous polysulfide. Overall, the generation of electric power in this type of cells 

causes no permanent chemical transformation. To get higher efficiency in QDSC, it is very 

important to extract the photo-generated charge carriers, electron and hole. It has been 

reported that the electron extraction rate from QDs is much faster (~ps) however, the hole 

transfer rate is observed to be slow and is one of the main reasons for the low efficiency of 

QDSC. In the present work, we have focused on this issue and suggested different molecular 

adsorbate which can extract hole at a comparable rate to that of an electron. These features 

are discussed in detail in chapter 3.  

 

Figure 1.11: Schematic diagram illustrating the structure and operation of QDSC. Adapted 

with permission from ref256. Copyright 2012 American Chemical Society. 
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1.5. Theory of Electron Transfer 

Electron transfer theory between donor (D) and acceptor (A) pair is based on the 

Marcus electron transfer model138, 139. To describe the model, the harmonic oscillator 

approximation is used where the reactant (D-A) transform to the products (D+-A) via 

transition states (D---A). The rate of electron transfer is expressed by the Arrhenius equation 

    (1.13) 
where,  

    (1.14)                         

  

here  is reorganization energy and can be expressed as the sum of energy involved in 

solvation and vibration, (sv) and G0 is change in free energy. Equation 1.13 suggests 

that the electron transfer rate depends on  as well as G0. Depending on the value of  and 

G0 electron transfer process can be recognized in three different regions and are illustrated 

in Figure 1.12.  

(i) Normal region, -G0
 <here rate of electron transfer increases with increase in -G0. 

(ii) Barrierless region, -G0
 =here rate is maximum. 

(iii) Inverted region, -G0
 >here rate decreases with increase in -G0. Inverted region is 

the most counterintuitive prediction of Marcus theory140, 141. 

 

Figure 1.12. ln (keT) vs. G0 plot shows three different regions of electron transfer reaction. 
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However, Marcus theory is limited to the classical electron transfer theory where all 

reactants are considered to form product (transmission co-efficient =1). Under quantum 

mechanical treatment, transmission coefficient explicitly depends on electron tunnelling 

probability which governs by donor-acceptor overlap function (HAB). For classical electron 

transfer theory, HAB considered being small and the reaction is nonadiabatic. However, for 

adiabatic reaction, HAB has an important role in determining electron transfer reaction. Under 

such circumstances, electron transfer rate can be expressed by Marcus-Hush equation140, 

            (1.15)

           

In the present thesis, composites of QDs with molecular adsorbates having different 

electron withdrawing and electron releasing groups were chosen and their charge transfer rate 

was monitored with the change in G0. Marcus curve has been plotted for these systems and 

described in detail in chapter 3.  

Along with QDs, magnetic NPs are also used in the present work. The next section will 

discuss the various aspects of magnetic NPs and their properties. 

1.6. Magnetic Nanoparticles 

 Magnetic nanoparticles (MNPs) are NPs that show some response to an applied 

magnetic field. The magnetic moment of a material is mainly due to electron motion. An 

atom contains many electrons, each spinning about its own axis and moving in its own orbit. 

The magnetic moment associated with each kind of motion is a vector quantity, parallel to the 

axis of spin and normal to the plane of the orbit, respectively. The magnetic moment of the 

atom is the vector sum of all its electronic moments. Based on the magnetic moment, 

materials can be classified as paramagnetic, diamagnetic, ferromagnetic, ferrimagnetic and 

antiferromagnetic. 
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1.7. Overview and Scope of the Thesis  

The present thesis demonstrates the application of QDs and magnetic NPs for solar 

energy conversion and environmental applications. As mentioned above that one of the major 

limitations in QDSC is slow hole transfer rate. The work carried out in thesis demonstrates 

the composite system of QDs with different molecular adsorbates where a hole can be 

extracted from QDs in sub-picosecond timescale. For this purpose, II-VI semiconductor QDs 

(CdX, X=S, Se, Te) are synthesized using hot injection route and their optical properties are 

monitored by employing steady state absorption and emission measurements. Different 

molecular adsorbates such as pyrogallol red (PGR) dye, catechols and thiols are chosen as 

hole transporting molecules. The systems are designed with an aim to achieve higher solar 

radiation absorption and faster hole transfer rate from QDs materials so that high efficiency 

QDSC can be realized. Time-resolved emission and ultrafast transient absorption study were 

employed to monitor charge transfer processes in ultrafast time scale and hole transfer 

process is demonstrated. While studying these composite systems, different processes such as 

super-sensitization, grand charge separation, hot hole extraction and interfacial metal-ligand 

complexation are observed. Super-sensitization and grand charge separation processes are 

observed in a composite system of CdSe QDs with PGR. These processes have advantages of 

higher solar radiation absorption and charge separation in a single system which ultimately 

can enhance the efficiency of QDSC. Earlier researchers have demonstrated the hot electron 

extraction from QDs however, to achieve high efficiency QDSC, it is also important to 

extract hot hole from the system on which no reports were available till then. In the present 

thesis, hot hole extraction from CdSe QDs to different catechols and thiol derivatives are 

demonstrated. Also, a series of catechols are chosen having different electron withdrawing 

and electron donating group and their effect on hole extraction and hot hole extraction is 

discussed. As mentioned above that core-shell heterostructure enhances the stability and 
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improves the optical properties of QDs. Hole extraction and hot hole extraction are also 

demonstrated in presence of type 1 shell, ZnS over CdSe core. Earlier, few reports were 

available where hole transporting molecule can also form a charge transfer (CT) complex 

with QDs and CT complex formation was observed from VB of QDs to the LUMO of 

adsorbate resulting in solar radiation absorption in the red region of the solar spectrum. 

However, any QDs surface has excess ions (either Cd2+ or X2-) depending on the synthesis 

conditions employed and these excess ions can bind with the molecular adsorbate. This 

binding can change the solar radiation absorption and charge carrier extraction properties. 

This is demonstrated in a coupled system of CdX QDs with nitro catechol (NCAT). NCAT 

forms a complex with excess Cd2+ ions on QDs surface and because of this complexation 

both solar radiation absorption and charge separation becomes significantly better. Such 

complex induced charge separation has not been discussed in the literature and gives a better 

understanding of interface property and its effect on charge carrier dynamics of QDs. 

The second area where the work carried out in present thesis focuses is the detection of 

toxic ions. Application of QDs for detection of uranium and fluoride ions in water samples 

has been demonstrated. For this purpose more sophisticated techniques such as ICP-MS, 

chromatography etc. are used which are costly and require complex instrumentation. In the 

present work, luminescence property of QDs is used to detect trace level of toxic ions. Oleic 

acid capped CdSe/CdS CSQDs are synthesized and characterized. Ligand exchange 

experiment is performed to make these CSQDs water dispersible. Interaction of these CSQDs 

with uranium is monitored. It is observed that these CSQDs can detect trace levels of uranium 

and a detection limit of ~75 ppb has been achieved. Along with detection, mechanism of 

detection is also demonstrated which help in optimizing the shell thickness and to achieve 

better detection limit. An understanding mechanism at a fundamental level will help in future 

to design and develop better detection probe. For fluoride ion detection, a photoluminescent 



Chapter 1 

 

30 
 

on-off-on probe based on carbon QDs (CQDs) and Eu3+ are designed. COOH functionalized, 

high luminescent CQDs are synthesized and characterized. Steady state optical absorption 

and emission studies are carried out to monitor its interaction with Eu3+. CQDs/Eu3+ system is 

used to detect fluoride in water and working mechanism is described using different 

techniques such as X-ray diffraction, high resolution transmission electron microscopy and 

time resolved emission studies. The probe is found to be selective for fluoride ion and used 

for detection of fluoride ions in toothpaste samples.  

The present thesis also describes the application of magnetic NPs as a sorbent for 

uranium. A number of sorbents are reported earlier, however, their separation from the matrix 

is a challenging task. In present work, the advantage of the magnetic property is used to 

separate sorbent from solution. Humic acid coated Fe3O4 NPs are also synthesized and their 

applicability for uranium extraction from sea water matrix has been demonstrated.  

Overall the work carried out in the present thesis improves the knowledge over hole 

transfer from QDs materials which is a major limitation of QDSC. This work also enlightens 

the application of QDs for uranium and fluoride ion detection and demonstrates the 

mechanistic pathways involved in the detection which in turn will help in future to design 

better detection probe. The work also supports magnetic NPs as promising sorbent material 

where their magnetic property is utilized to separate them from samples and tedious 

processes such as centrifugation can be avoided.  
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The main objective of the present thesis is the synthesis of nanomaterials for solar 

energy conversion and environmental applications. For this purpose different nanomaterials 

were synthesized and characterized using different techniques such as X-ray diffraction 

(XRD), transmission electron microscopy (TEM), Fourier transform infrared spectroscopy 

(FTIR), thermogravimetric analysis (TGA), zeta potential, vibrating sample magnetometer 

(VSM), inductively coupled plasma mass spectrometer (ICP-MS), UV-Vis absorption and 

photoluminescence (PL) spectroscopy, time-correlated single photon counting (TCSPC), 

femtosecond fluorescence up-conversion and femtosecond transient absorption spectroscopy. 

A brief discussion about these techniques is described in this chapter.  

2.1. X-Ray Diffraction (XRD) 

X-ray crystallography is the most extensively used technique to identify crystal 

structure and to determine crystallite size of a compound141, 142. Since the wavelength of X-

ray is comparable to atoms, they are used to find the structural arrangement of atoms inside a 

material. In XRD, a beam of X-ray interacts with the electrons of the atoms in the crystal 

which causes the electrons to oscillate with the same frequency as the incident X-ray 

frequency. During this oscillation, they become a new source of electromagnetic radiation 

emission. In certain cases the emission will be in phase and reinforce one another resulting in 

constructive interference while in other cases, emission will be out of phase resulting in 

destructive interference. Diffraction occurs only when Bragg’s Law is satisfied. According to 

Bragg’s law (Figure 2.1) when the scattered waves interfere constructively, the difference 

between the path lengths of the two waves is equal to an integer multiple of the wavelength. 

The path difference between the two waves undergoing interference is given by 2dsinθ, 

where θ is the scattering angle. According to Bragg’s condition for diffraction 

                 (2.1) 
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Where n is an integer and referred as the order of diffraction. For first-order diffraction n=1, 

second order diffraction n=2 and so on.  is the wavelength of X-ray, and dhkl is the 

interplanar spacing in a crystal corresponding to Miller indices hkl. dhkl is related to the 

dimensions of unit cell by equation 2.2 

 (2.2) 

Where a, b, c are the dimensions of unit cell in X, Y, and Z directions respectively. 

For the cubic crystal, a = b = c, therefore, equation 2.2 can be simplified to  

         (2.3) 

 

Figure 2.1. Illustration of Bragg law in a crystal. 

X-ray instrument (Figure 2.2) consists of an X-ray source, a sample chamber and a 

detector to detect the diffracted X-rays. X-ray source is a sealed X-ray tube consisting of a 

metal ion (Cu, Mo usually) as a target. A beam of high energy electrons from a hot filament 

(often tungsten) is bombarded on this metal target. The incident beam will ionize electrons 

from the K-shell (1s) of the target atom and this electron vacancy in K-shell is filled by the 

electrons from subsequent outer shells, L and M. During this transition X-rays are emitted. 

Sharp intense monochromatic X-rays are necessary for performing diffraction experiment 

which is done with the help of suitable filters. For powder X-ray diffraction, the samples are 

taken in powder form on an amorphous substrate (glass window) in presence of a binder. The 
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scattered x rays are detected by a scintillation detector which is scanned over different angles. 

The intensities are plotted with respect to the angle of diffraction of x-ray beam and the peak 

is observed when Bragg’s condition gets satisfied. 

 

Figure 2.2. Schematic presentation of an XRD instrument. 

A typical XRD pattern is a plot of 2 versus intensity. The intensity of the scattered X-

ray beam depends on the angle of scattering and atomic scattering factors which in turn 

depends upon the density of the electrons in the scattering center. Therefore, the higher the 

number of electrons, greater is scattering from that particular atom. Also, the width of the 

lines gives useful information about the nature of the sample, crystalline or nano-crystalline, 

and the crystallite size. For spherical particles, the crystallite size can be calculated from 

XRD pattern using Scherrer’s equation 

                      (2.4) 

Where d is the crystallite size and w is the full width at half maxima (FWHM) of the 

diffraction peak. As can be seen from equation 2.4 that for crystalline samples d will be large 

therefore w will be small and peaks will be the sharp while for nano-crystalline samples, d 

will be small and correspondingly w will be large and peaks will be broader. XRD also gives 

useful information about the crystalline phase. In the present study, synthesis of QDs and NPs 

was done where more than one phase may form depending on synthetic conditions and 

precursors used. A number of properties such as quantum yield (QY), charge carrier 
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relaxation, shell formation depends on the crystal phase. The phase characterization of the 

synthesized materials can be done using XRD by comparing the diffraction pattern obtained 

for samples with that of previously reported patterns given by database from Joint Committee 

on Powder Diffraction Standards (JCPDS, 1969), replaced by International Centre for 

Diffraction Data (ICDD, 1978)143.  

For the present work, Philips X-ray machine, model-PW 1710 with Ni filtered Cu Kα 

radiation (λ=1.54178 Å), using silicon as an external standard was used. Experiments were 

performed in an angle range 10°-70° in a continuous scan mode, with a step width of 0.02°, 

and the scan of 1° per minute. The results were analyzed using the Joint Committee on 

Powder Diffraction Standards (JCPDS, 1969). 

2.2. Transmission Electron Microscopy (TEM) 

As interaction of foreign ions, as well as sorption, depends on particle size and shape, 

in the synthesis of nanomaterials, it is very important to get the information about these 

properties. One of the versatile techniques for this is transmission electron microscopy 

(TEM). Particles size distribution, the presence of different planes, the nature of crystallinity 

can be analyzed using TEM144, 145. In TEM, electrons are used as probes since their 

wavelength can be tuned according to energy. In modern TEMs accelerating voltage of ~100-

1500 keV are used. The wavelength of electrons for these voltages is in Pico meters; 

therefore TEM can in principle image lattice planes. Additionally, one can perform electron 

diffraction and obtain crystallinity and crystal structure146. 

The basic layout of TEM instrument is shown in Figure 2.3. TEM usually consists of an 

electron source, an illumination system, sample specimen, objective lens, projector lens, 

magnification system and detector. An electron gun is used as a source of electron based on 

thermionic emission metal. These electrons are accelerated by the positive potential down the 
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column. After this, a condenser lens is used which focus the stream of the electron beam to a 

single spot size as the emitted electron beams from the metal surface are diverging in nature. 

A condenser aperture is a thin disk or strip of metal with a small circular through-hole. It is  

 

Figure 2.3. Schematic illustration of a typical TEM instrument. 

used to restrict the electron beams and filter out unwanted scattered electrons before image 

formation145, 147-149. After this electron beam interacts with the sample. The sample should be 

thin enough to interact with the electron. The beam from the condenser aperture strikes the 

sample and the electron-sample interaction takes place. The main imaging part of the TEM is 

an objective lens having a very small focal length which results in the high converging ability 

to produce an enlarged image. Such lens also reduces the aberrations of ejecting electrons 

which are scattered at large angles. Objective apertures are used to examine the periodic 

diffraction of an electron by ordered arrangements of atoms in the sample. Projector lens is 

used to expand the beam onto the imaging screen. Imaging systems in a TEM consist of a 

phosphor screen, film, CCD camera, image plate etc. The image strikes the phosphor screen 

and light is generated, allowing the users to see the image. The darker areas of the image 

represent those areas of the sample where fewer electrons are transmitted. The lighter areas of 

the image represent those areas of the sample where more electrons are transmitted. 
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Besides imaging operation, TEM instrument is also used to record selected area 

electron diffraction (SAED) pattern. In a crystalline sample presence of long-range order 

gives rise to rings or spots arising from constructive interference of scattering from different 

planes. The angular position of spots or rings is related to crystalline structure or symmetry. 

Since the magnification parameters of TEM are known, lattice spacing can be obtained.  

For the present work, TEM 2000 FX, JEOL, Japan instrument was used. ~5 mg of 

sample was dispersed in the suitable solvent under ultrasonic vibration for 1 h. A drop of the 

dispersed particles was put over the carbon-coated copper grid and evaporated to dryness at 

room temperature and particle size and SAED pattern were determined. 

2.3. Fourier Transform Infrared Spectroscopy (FTIR) 

Fourier transform infrared spectroscopy (FTIR) is used to obtain an infrared spectrum 

of a solid, liquid or gas. FTIR is a fingerprint technique which gives information about the 

functional groups present in a material. In the present study, different QDs and nanomaterials 

were synthesized and functional groups analysis was carried out using FTIR. 

FTIR is typically based on the Michelson Interferometer experimental setup as shown 

in Figure 2.4. The interferometer consists of a beam splitter, a fixed mirror, and a mirror that 

translates back and forth, very precisely. The beam splitter is made of a special material that 

transmits half of the radiation striking on it and reflects the other half. Radiation from the 

source strikes the beam splitter and separates into two beams. One beam is transmitted 

through the beam splitter to the fixed mirror and the second is reflected off the beam splitter 

to the moving mirror. The fixed and moving mirrors reflect the radiation back to the 

beamsplitter. Again, half of this reflected radiation is transmitted and half is reflected at the 

beam splitter, resulting in one beam passing to the detector and the second back to the source. 

Ideally, 50% of the light is refracted towards the fixed mirror and 50% is transmitted towards 
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the moving mirror. Light is reflected from the two mirrors back to the beam splitter and some 

fraction of the original light passes into the sample compartment. There the light is focused 

on the sample. On leaving the sample compartment the light is refocused on to the detector. 

The difference in optical path length between the two arms to the interferometer is known as 

the retardation or optical path difference (OPD). An interferogram is obtained by varying the 

retardation and recording the signal from the detector for various values of the retardation. 

An interferogram is converted to a spectrum by Fourier transformation. The result of Fourier 

transformation is a spectrum of the signal at a series of discrete wavelengths. 

 

Figure 2.4. The Layout of FTIR Spectrometer 

In the present work, FTIR spectra were recorded using platinum attenuated total 

reflection (ATR) technique. All spectra were obtained using a resolution of 4 cm-1 (wave 

number) and equal measurement conditions (3900–450 cm-1, 40 scans, scans means 16 

repetitions of a single FTIR measurement). 

2.4. Thermogravimetric analysis (TGA) 

Thermogravimetric analysis (TGA) is a method in which changes in physical and 

chemical properties of materials are measured as a function of increasing temperature (with 

constant heating rate) or as a function of time (with constant temperature and/or constant 

mass loss). TGA is commonly used to determine selected characteristics of materials that 

exhibit either mass loss or gain due to decomposition, oxidation, or loss of volatiles.  
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In the present work, TGA analysis was carried out to determine the amount of organic 

coating on the NPs surface. Measurements were carried out using Mettler Thermoanalyzer 

(model: TGA/SDTA851𝑒/MT5/LF/1600) in the air. Around 100 mg of sample was heated 

in an alumina crucible with the gas flow rate of 100 mL min-1 from room temperature to 900 

K at the heating rate of 10 K min-1. All the weight changes were corrected for buoyancy 

correction, obtained under identical experimental conditions. 

2.5. Zeta Potential 

Zeta potential is the potential difference between the dispersion medium and the 

stationary layer of fluid attached to the dispersed particle. It is caused by the net electrical 

charge contained within the region bounded by the slipping plane, and also depends on the 

location of that plane. The magnitude of the zeta potential indicates the degree of electrostatic 

repulsion between adjacent, similarly charged particles in the dispersion. For molecules and 

particles that are small enough, a high zeta potential will confer stability, i.e., the solution or 

dispersion will resist aggregation. When the potential is small, attractive forces may exceed 

this repulsion and the dispersion may break and flocculate. So, colloids with high zeta 

potential (negative or positive) are electrically stabilized while colloids with low zeta 

potentials tend to coagulate or flocculate. Zeta potential can be calculated using 

electrophoretic mobility by Henry equation. 

                 (2.5) 

Where, UE - Electrophoretic mobility, z - Zeta potential, - Dielectric constant,  - Viscosity. 

To measure electrophoretic mobility a cell is used with electrodes at either end to 

which a potential is applied. Particles move towards the electrode of opposite charge and 

their velocity is measured using laser Doppler velocimetry.  
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 In the present work, zeta potential measurements were carried out using a 

PSS/NICOMP 380 ZLS system with a red He–Ne laser diode at 632.8 Å in a fixed angle 90° 

plastic cell. Measurements were performed at 25° C after a temperature homogenization time 

of 5 min. For reproducibility, at least three measurements were conducted. The instrument 

calibration was checked before each experiment using a latex suspension of known zeta 

potential (i.e., 55±5 mV).  

2.6. Vibrating Sample Magnetometer (VSM) 

VSM is a research tool for determining magnetic properties of a variety of 

paramagnetic, ferromagnetic, antiferromagnetic, diamagnetic and ferrimagnetic materials150. 

VSM is based on Faraday's law which states that an electromagnetic force is generated in a 

coil when there is a change in flux linking the coil. VSM uses an induction technique to 

measure the magnetic moment (μ) of the sample. If any material is placed in a uniform 

magnetic field, the induced dipole moment in the sample is proportional to the product of the 

sample susceptibility and the applied magnetic field. If the sample is made to undergo 

sinusoidal motion, the resulting magnetic flux near the sample changes which induces an 

electrical signal in a set of suitably placed stationary coils. The signal generated is 

proportional to the moment, amplitude, and frequency of vibration151.  

In the present work, the magnetic hysteresis measurements were carried out using a 

vibrating sample magnetometer (VSM) (Cryogenic Ltd., UK) at room temperature (300 K) 

over applied magnetic fields of +9 to -9 Tesla. 

2.7. Inductively Coupled Plasma Mass Spectrometer (ICP-MS) 

ICP-MS is a widely accepted powerful technique for elemental analysis152 and provides 

rapid, multi-element analysis with detection limits at ppb or below, for about 60 elements in 

solution with a dynamic range of 104 to 108. A typical ICP-MS combines a high-temperature 
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inductively coupled plasma (ICP) source with a mass spectrometer. A block diagram of the 

same is shown in Figure 2.5. The liquid sample is introduced in ICP plasma in the form of an 

aerosol using a nebulizer. Once the sample aerosol is introduced in the ICP torch, it is 

completely desolvated and the elements in the aerosol are converted first into gaseous atoms 

and then ionized. The ions are then brought into the mass spectrometer via the interface 

 

Figure 2.5. Schematic of an ICP-MS system 

cones. The interface region in the ICP-MS transmit the ions from a region of atmospheric 

pressure (1- 2 torr) to a low-pressure region of the mass spectrometer (<1 x 10-5 torr). This is 

done using two interface cones, the sampler, and the skimmer. In the mass spectrometer, ions 

are separated by their mass to charge ratio with the help of a quadrupole mass filter. The 

quadrupole mass filter is made up of four stainless steel rods which are mounted with 

stringent tolerances as shown in Figure 2.6. Opposing pairs of rods are connected to radio 

frequency (RF) power supply with a direct current (DC) offset. The voltage applied to one 

pair is opposite to the polarity of the other pair. These voltages are then rapidly switched 

along with an RF-field. The result is that at any instant of time only ions of a particular mass-

to-charge ratio (m/e) are allowed to pass through the rods to the detector. The detector used in 

ICP-MS is a channeltron detector. It is a continuous dynode based electron multiplier in 

which a high voltage is applied between the input and output ends of the detector. When an 

ion strikes the detector, secondary electrons are produced and accelerated which in turn strike 

the wall of the dynode, generating more electrons. At the output end, these electrons are 
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collected. Components such as the nebulizer, spray chamber, plasma torch, interface, and 

detector are common to any ICPMS system but can differ significantly in the design of the 

mass spectrometer.  

 

Figure 2.6. Diagram of quadrupole mass filter 

In the present work, quadruple based ICPMS instrument developed by TPD-BARC was 

used. Aqueous solutions were introduced into ICP at an uptake rate of 0.3mL/min by a 

concentric nebulizer and Peltier-cooled spray chamber. The nebulized sample was ionized in 

the high-temperature argon plasma, which was generated in a Fassel type quartz torch by 

coupling a Radio frequency power to argon gas using 2 ½ turn load coil and 1700 W at 27.12 

MHz from an RF generator. 

2.8. UV-Visible Absorption Spectroscopy 

To understand the effect of light on materials, it is very important to know the detailed 

absorption characteristics of the systems under investigation. Different chemical species have 

different electronic energy levels and transition from ground to excited state results in 

absorption of solar radiation in different regions. UV-Vis absorption spectroscopy, being 

dependent on the electronic structure and the environment of the absorbing material allows 

the characterization of different materials and their environment. It relates the absorbance of a 

compound to the wavelength. An absorbance of a sample can be related to the concentration 

and thickness as per Lambert-Beer’s law which states that the absorption of a material is 
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directly proportional to the concentration and thickness of the absorbing molecules and can 

be written as: 

                (2.6) 

Where A - Absorbance of the sample 

I0 - Intensity of the incident radiation, 

I - Intensity of the transmitted radiation, 

 = constant for each absorbing material and known as the molar extinction coefficient having 

unit "mol-1 dm3 cm-1", 

l = the path length of the absorbing solution in "cm" 

c = the concentration of the absorbing species in "mol dm-3" 

The value of "log10 (I0/I)" is known as absorbance of the solution, A (also referred as 

optical density) and can be read directly from the spectrum, often as ‘absorbance units’. The 

Lambert-Beer law is true only for dilute solutions and if the concentration is higher, the 

sample needs to be diluted. It is interesting to observe from equation 2.6 that absorbance 

depends on both concentration and thickness while ε is independent of both and give 

information about the quality of the material for light absorption. However, ε is wavelength 

dependent property and is different at different wavelengths. Another useful parameter is 

λmax, the wavelength at which maximum absorption occurs. This is an important parameter 

for QDs where λmax relate to the size of QDs153. Also, the concentration can be determined by 

finding both absorbance154-157 and at λmax. Therefore, by recoding the UV-vis spectra of 

QDs two most important information, size and concentration can be determined. The scan 

over the entire UV-Vis region gives rise to absorption spectra which forms the basis of this 

technique. Block diagram of a UV-Vis spectrophotometer is depicted in Figure 2.7. Two 
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different excitation sources were used to cover the entire wavelength range required. 

Deuterium lamp covers the ultraviolet range (190-420 nm), and tungsten filament (350-2500 

nm) covers the visible range. A diffraction grating is used to separate each wavelength 

followed by a narrow slit. The slit ensures that the radiation is of a very narrow waveband. 

The light photons interact with the sample and depending upon the concentration and 

“"some amount of light will be absorbed while other will be transmitted.Also, a part of the 

light ispassed through the reference cell containing only solvent to get the I0 value.These 

radiations are detected by a photodiode that converts photons into tiny electrical currents. 

Depending upon the number of photons reaching photodiode, the amount of current will be 

different. Spectrum is produced by comparing the currents generated by the sample and the 

reference beams.  

 

Figure. 2.7. Optical layout of double beam UV-Vis spectrophotometer. 

In the present study, UV-Vis absorption spectra were collected using JASCO-640 

model UV-visible spectrophotometer with a range of 200-900 nm and a resolution of 1 nm. 

2.9. Photoluminescence (PL) Spectroscopy 

Photoluminescence spectroscopy, commonly known as fluorescence spectroscopy is an 

extremely powerful technique to investigate various photochemical processes that occur in 

the excited state157, 158. The intensity of fluorescence emission and emission maximum give 
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useful information about the sample. Luminescence from a material arises from the excited 

state after the absorption of light photons in the ground state. In the excited state, molecules 

undergo a number of processes and finally returns to the ground electronic state either by 

emitting light photon or through non-radiative decay. Depending on these two, fluorescence 

properties of the materials are different. In luminescence measurement, samples are excited at 

a particular wavelength and emission is recorded. Emission spectra are a plot of emission 

intensity versus wavelength159-161. Apart from the PL, it is also possible to record the 

excitation spectra of the samples. Excitation spectra are the mirror image of the absorption 

spectra if the compound is fluorescence and is important to find the states responsible for 

emission. In excitation spectra, the emission wavelength is fixed and the excitation 

wavelength is varied.  

Quantum yield157, 162 (QY) is frequently used to characterize the property of any 

luminescent material. QY of fluorescence (φfluorescence) is defined as the ratio of the number of 

fluorescence photons emitted from the sample to the number of light quanta absorbed by the 

sample. φfluorescence is expressed by the following equation. 

 
Determination of the absolute number of photons absorbed and emitted by the sample 

is very difficult and sophisticated techniques such as intergraded sphere is required for its 

measurement.  QY of an unknown sample is normally determined by a comparative method 

where the integrated emission intensity of the sample is compared with that of an optically 

matched (very close absorbance at the excitation wavelength) reference sample whose QY is 

already known. Thus, keeping the excitation wavelength same for both the sample and the 

reference, QY of the sample (φsample) can be expressed with respect to the QY of the reference 

(φreference) by using equation 2.7 
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                (2.7) 

Where, “OD” is the optical density at the excitation wavelength, and “” is the refractive 

index of the solvent. The subscript “s” and “r” refer to the measured and reference sample, 

respectively. The equation becomes simplify when the experimental and the reference 

samples are taken in the same solvent  

        (2.8) 

To avoid the inner filter effect, the optical density of the measured and reference samples are 

kept below 0.1. 

In the present work, PL and QY of QDs, CSQDs, and the dye molecules were measured 

using Hitachi model 4010 spectrofluorometer. The instrument employed a 75W high-pressure 

xenon lamp as the excitation source, different monochromators for excitation and emission 

wavelengths and photomultiplier tube (PMT) as the detector. The wavelength range covered 

in the present instrument is 250-1150 nm. The schematic of a typical steady-state 

spectrofluorimeter is shown in Figure 2.8. 

 

Figure 2.8. Block diagram of the Spectrofluorimeter 
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2.10. Fluorescence Lifetime Measurements 

One of the major factors that decide the efficiency of any QDSC is the extraction of 

photo-generated charge carriers. Therefore, to enhance the solar cell efficiency it is very 

important to extract these charge carriers before their recombination. A number of processes 

occur when a molecule is excited from ground state to excited state. Time-resolved 

fluorescence measurements are an important tool to derive information on kinetics and 

dynamics of various photochemical processes involved in the deactivation of the excited 

molecules. Excitation of a sample with a very short pulse of light results in an initial 

population (n0) of molecules in the excited state. Since emission from the individual excited 

molecules is a random process, for a given time window following photo-excitation with an 

ultrashort light pulse each of the excited fluorophores should have the same probability to 

emit a fluorescence photon. This condition effectively results in the excited state population 

to decay following a first-order rate equation as157 

                   (2.9) 

where n(t) is the number of excited molecules at time t following the very short pulse 

excitation of the sample, kr is the radiative decay rate constant and knr is the nonradiative 

decay rate constant of the excited fluorophores. In an actual experiment, it is often difficult to 

know the exact number of the excited molecules present in the sample. However, knowing 

the fact that the fluorescence intensity is directly proportional to the number of excited 

molecules present in the solution, equation 2.9 can be expressed in terms of time-dependent 

intensity I(t) and the integration of the resulting equation gives us the expression for the 

fluorescence decay I(t) as 

             (2.10) 
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where I0 is the intensity at time zero and τf is the fluorescence lifetime of the sample. τf is 

related to the radiative and nonradiative decay rate constants as 

               (2.11) 

       

If the width of the excitation pulse is unusually short (δ-pulse) and the response time of 

the detection system is very fast compared to the fluorescence lifetime of the sample, the 

fluorescence lifetime can be obtained from the observed fluorescence decay by using the 

following two procedures. In the first method, τf can be obtained simply by noting the time at 

which the fluorescence intensity decreases to 1/e of its initial value. In the other method, the 

lifetime can be determined from the slope of the plot of log I(t) versus t157. In cases where the 

fluorescence lifetime of the sample is quite short such that the excitation pulse width and/or 

the response time of the detection system distorts the observed decay, it is not possible to 

apply the above two simple analysis procedures to obtain the fluorescence lifetime of the 

sample. In such cases, the observed fluorescence decays are analyzed following a 

deconvolution procedure. This will be described in the later part of this section. Regarding 

the fluorescence decay, however, it is important to mention here that since the excited 

fluorophores emit randomly, different molecules spend the different length of times in the 

excited states. Thus, for an ensemble of excited molecules in the system, some may emit at 

very short times following the excitation but others may emit at times much longer than the 

measured fluorescence lifetime of the sample. It is thus evident that the estimated lifetime 

from the observed fluorescence decay is actually the statistical average of the times that the 

excited molecules spend in the excited state. Different techniques are available to determine 

the lifetime with each having its own limitations. In this section, a brief discussion about the 

fluorescence time-resolved techniques used in the present work is given. 
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2.10.1 Time-Correlated Single Photon Counting (TCSPC) 

TCSPC is one of the sophisticated technique which provides the excited state lifetime 

of a fluorophores163, 164 in the nanosecond to picosecond time scales. The principle of TCSPC 

measurement relies on the fact that the time-dependent probability distribution of single 

photon emission from an excited state molecule following its excitation is equivalent to the 

time-dependent changes in the fluorescence intensity of the sample following its δ-pulse 

excitation. The schematic diagram of a typical TCSPC set up is shown in Figure 2.9. An 

excitation pulse from the pulsed excitation source is split into two parts, one part is used to 

 

Figure 2.9. A layout of a TCSPC instrument. 

excite the sample and the other part of the pulse is directed to a start PMT. The optical signal 

at the start PMT generates an electrical START pulse, which is routed through a constant 

fraction discriminator (CFD) to the START input of the time to amplitude converter (TAC) 

unit to initiate its charging operation. On receiving the start pulse, the TAC continues to 

undergo charging linearly with time. The part of the optical pulse, which excites the sample, 

effectively gives rise to the emission photons. These photons are then detected one by one by 

the stop PMT (at the right angle to the direction of excitation) to generate electrical STOP 

pulses for each of the individual photons received. The STOP pulses thus generated in the 

stop PMT routed through a CFD and serve as a STOP input of the same TAC unit. On 
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receiving the first STOP pulse, the TAC unit stops its charging operation and subsequently 

generates an electrical output pulse (TAC-output), having an amplitude proportional to the 

time difference (Δt) between the START and the STOP pulses reaching the TAC unit. The 

TAC output pulse is then fed to the input of a Multichannel Analyzer (MCA) through an 

Analog-to-Digital Converter (ADC). The ADC generates a numerical value proportional to 

the height of the TAC output pulse and thus selects the corresponding memory address 

(channel) in the MCA, where a single count is added up. The above cycle (from the triggering 

of the pulsed excitation light source to the data storage in the MCA) is repeated for a large 

number of times and thus a histogram of counts is collected in the MCA channels. The 

distribution of the counts against the channel number in the MCA then represents the 

fluorescence decay curve of the sample. One of the main conditions of TCSPC is that the 

collection rate of the emission photons by the stop PMT is kept very low, only about 2% or 

less, compared to the repetition rate of the excitation pulses163-166. This experimental 

condition effectively means that following an excitation pulse, in no circumstances more than 

one emission photon can be detected by the stop PMT. Such a low count rate is essential to 

maintain the time-dependent probability distribution of the photon emission from a single 

excited molecule following its excitation process. Since the success rate in TCSPC is very 

low, it follows poison distribution. From the measured fluorescence decay curves, the 

fluorescence lifetimes of the samples are estimated following a suitable analysis procedure163-

166. The important components of the present TCSPC instrument are given below. 

2.10.1.1. Pulsed Excitation Source 

The different light emitting diodes (LED’s) and diode lasers, having different emission 

wavelengths between 373 nm to 636 nm are used as the excitation sources The repetition rate 

for excitation pulses is usually kept at 1 MHz. 
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2.10.1.2. Constant Fraction Discriminator (CFD) 

In a typical TCSPC instrument, the signals from the two PMTs (START and STOP 

PMTs) are routed through two independent CFDs to achieve the following two goals: (1) To 

improve the signal to noise ratio (S/N) by discarding the signals below a threshold height 

such that the counts recorded by the instrument are genuinely due to the photons detected by 

the PMTs and not due to spurious electrical noises. (2) To provide the correct timing 

information for the START and STOP inputs to the TAC unit such that the timing jitter in the 

detection is minimized. As the simple leading edge discriminators are always associated with 

significant timing errors, the CFDs are recognized to be the best-suited discriminators for the 

TCSPC measurements to obtain accurate timing information for the START and STOP 

events. 

2.10.1.3. Time to Amplitude Converter (TAC) 

In the TCSPC instrument the time-correlation between the START and STOP event is 

carried out by using the TAC unit. TAC is the heart of any TCSPC instrument. On receiving 

the START pulse, a timing capacitor in the TAC start charging linearly with time from a 

constant current source. The capacitor continues to charge until it gets a STOP pulse. Once 

the charging process is stopped, the TAC unit generates an output pulse and the amplitude of 

this pulse is proportional to the charge accumulated on the TAC capacitor which in turn is a 

measure of the time difference (Δt) between the arrivals of the START and STOP pulses to 

the TAC. Following a START pulse, if no STOP pulse is received (i.e. no emission photon 

detected) by the TAC within a predefined time period, called the "TAC range", the capacitor 

charging is automatically discontinued without recording the event and the TAC gets reset 

within a short time span. Start indicates the initiation of the charging process. Stop signal can 

arrive at the TAC unit at any time within the TAC range depending upon the lifetime of the 
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sample. A suitable TAC range is judicially selected for a particular TCSPC measurement 

depending on the expected fluorescence lifetime of the sample. 

2.10.1.4. Multichannel Analyzer (MCA) 

MCA used in TCSPC instrument can be operated either in the pulse height analysis 

(PHA) mode (for measuring fluorescence decays) or in the multichannel scaling (MCS) mode 

(for measuring time-resolved emission spectra). The data stored in the MCA channels are 

transferred to a computer for further analysis and processing. 

2.10.1.5. Start and the Stop PMTs: 

In a typical TCSPC instrument, a nanosecond flash lamp with reasonably low repetition 

rate (~ 30 KHz) is normally used for sample excitation and the start and stop PMTs are used 

to get the respective signals for the TAC unit.  

2.10.1.6. Time Calibration of the MCA channels in a TCSPC Spectrometer 

Time calibration of MCA is done by using a number of accurately calibrated delay lines 

in the path of the STOP pulses. For this purpose, either the stop or the start signal is 

bifurcated into two parts, one is fed to the start input of the TAC and the other is routed 

through the precisely calibrated delay lines and then fed to the stop input of the TAC. For 

different known delays, the counts are thus collected at different channels of the MCA. The 

MCA data thus obtained are then transferred to a computer and the time calibration is 

calculated using a suitable analysis program. 

2.10.1.7. Analysis of the Fluorescence Decay Curves Measured in a TCSPC Instrument 

As the light pulses used for the sample excitation in a TCSPC spectrometer has a 

finite time width and the detection system has also a finite response time, the experimentally 

measured fluorescence decay curve, I(t), is effectively a convolution of the true fluorescence 
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decay, G(t), and the time profile of the excitation pulse, P(t). Imagine the excitation pulse to 

be a combination of large number of δ-pulses, it is possible to express the observed decay, 

I(t), as the convolution integral of G(t) and P(t) as, 

           (2.12) 

Both I(t) and P(t) can be obtained experimentally. During analysis, a decay function G(t) is 

first assumed for the sample and this function is convoluted with the observed P(t) according 

to equation 2.12 to obtain a calculated curve Y(t). This curve is then compared with the 

experimentally observed decay curve I(t). The variables in the function G(t) is iteratively 

changed until a good comparison (best fit) between the Y(t) and I(t) is obtained. The function 

G(t) is usually assumed to be a sum of exponentials, such that, 

             (2.13) 

Where Bi is the pre-exponential factor for the ith component and τi is the corresponding 

fluorescence lifetime. The success of an analysis and accordingly the acceptance of a fit to 

the observed decay curve are determined from the judgment of the following statistical 

parameters. 

2.10.1.7.1. Reduced Chi-square (χr
2) Values 

The reduced chi-square (χr
2) values are defined as, 

                   (2.14)  

Where Y(i) is the count at the ith channel of the calculated curve, I(i) is the count at ith channel 

of the experimentally measured curve, Wi =1/I(i), is the weighting factor of the counts in the 

ith channel, n is the number of channels used for the decay to be analysed and p is the number 
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of degrees of freedom in the decay function considered for the analysis (equals to the number 

of variables in the function G(t)). For a good fit, the χr
2 value should be very close to unity. 

Normally a χr
2 value between 1.00 to 1.20 is considered to represent a good fit. 

2.10.1.7.2. Distribution of Weighted Residuals: 

To judge the success of an analysis of a TCSPC data set, the random distribution of the 

weighted residuals among the data channels is also considered to be an important criterion. 

The weighted residual for the ith channel, ri, is defined by equation 2.15.    

                                                                                 (2.15) 

Where Wi, Y(i) and I(i) are as defined earlier. For a good fit, the weighted residuals should be 

randomly distributed about the zero line for the whole range of the data channels used in the 

decay analysis. 

In the present study, TCSPC spectrometer from Horiba Jobin Yvon IBH, UK (model 

Data Station Hub) was used to measure the fluorescence lifetimes of the samples. Different 

laser sources like 292 nm, 374nm, 406nm, 445nm and 636 nm were used to investigate the 

charge transfer dynamics. Emission polarizer was set at an angle of 54.7° (with respect to 

excitation polarization) known as the magic angle to avoid the effect of anisotropy coming 

from rotational motion of the species. TAC range can be varied from 50 ns to 200μs. Special 

Hamamatsu PMT, used in combination with a TBX4 module provided by IBH, UK is used 

with a Peltier cooling. The detector is having a spectral response from ~300 to 800 nm. Also, 

the measurements were carried out in reverse mode where START pulse is generated by the 

sample and STOP signal will be given by laser pulse. This was adopted especially for faster 

data collection and to avoid unnecessary charging of the TAC unit by the high repetition rate 

excitation pulses. It is important to add here that in the present IBH TCSPC instrument, PMT 

detector was replaced with an MCP-PMT and the instrument response function of the setup 
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was improved to ~100ps (FWHM) using diode lasers as the excitation sources and ~1.2 ns 

(FWHM) with the LED excitation sources. Time-resolved PL decay traces were fitted with 

non-linear least square analysis supported by instrument fitting program of IBH. All the 

decay traces are fitted using the software and by using the equation  

             (2.16) 
where I (t) is the total intensity remaining at time t. i and i are the amplitude and decay time 

of ith component respectively157.  

2.10.2. Fluorescence Up-Conversion Measurements 

TCSPC can provide a time-resolution of about a few tens of picoseconds. However, in 

certain cases, it is required to achieve a better resolution to understand much faster processes 

such as electron and hole cooling or charge carrier extraction. In this context femtosecond 

upconversion is one of the sophisticated techniques that provide a time resolution in sub 100 

fs range167, 168. Block diagram of the femtosecond fluorescence up-conversion instrument is 

shown in Figure 2.10. A mode-locked Ti:sapphire oscillator (from CDP Inc. Russia) is 

optically pumped by a diode pumped solid state laser from Coherent (Verdi, 5W at 532 nm) 

to produce the ultrashort laser pulses at ~800 nm. The output laser beam from the Ti:sapphire 

oscillator is first passed through a BBO crystal to generate 2nd (around 400nm) or the 3rd 

harmonic (around 266 nm) of the laser light. The higher harmonic light thus produced is 

separated from the residual fundamental light of the Ti:sapphire laser by using a dichroic 

mirror and is used for the excitation of the samples. The intensity of the higher harmonic light 

is normally kept reasonably low to ensure that the fluorescence intensity remains linearly 

dependent on the excitation laser intensity. This is also required to minimize the photo-

degradation of the samples during the measurements of the fluorescence decays. In the actual 

experimental arrangement, the sample solution is kept in a rotating quartz cell of 1 mm 
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thickness. The sample cell is rotated continuously during the measurement to prevent 

localized heating of the sample and to minimize its photo-decomposition. A cut-off filter is 

used immediately after the sample cell to prevent the residual excitation light and/or Raman 

light to reach the detection system. The transient fluorescence originating from the sample is 

then focused onto an up-conversion crystal (0.5 mm thick BBO crystal) using two elliptical 

mirrors. The residual fundamental beam used as the gate pulse is first directed to an optical 

 

Figure 2.10: Layout of femtosecond fluorescence upconversion set up. 

delay line and subsequently focused on the up-conversion crystal. A translational stage, 

driven by a stepper motor with a step size of 0.1μm, is used to change the delay of the gate 

pulse. Each step of the translational stage changes the optical path length of the gate pulse by 

0.2μm, thus delaying the pulse by 0.66 fs per step. The gate pulse is focused on the up-

conversion crystal using a lens to mix with the fluorescence signal and thus to generate the 

sum-frequency or the up-converted signal. The upconverted light is focused onto a slit of a 

double monochromator after passing through a UV band pass filter (UG11) that eliminates 

the gate and the unused fluorescence light but transmits the up-converted light. This up-

converted light is finally detected by using a photomultiplier tube connected to a photon 

counting system (CDP Inc. Russia). A variable wave plate (Berek Compensator) in the path 
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of the excitation beam is used to control the polarization direction of the excitation pulses 

relative to the horizontally polarized gate pulses. Fluorescence up-conversion measurements 

are normally carried out under magic angle condition to avoid the rotational depolarization 

effect of the probe molecules on the observed fluorescence decays. The fluorescence decay 

profiles measured for the samples at a given wavelength is a convolution of the sample 

response with that of the instrument response function (IRF). To extract the true sample 

response function or the actual fluorescence decay parameters of the sample, the measured 

fluorescence decay is to be de-convoluted with respect to IRF of the setup. IRF of the 

instrument can be obtained by mixing the residual excitation light that passes through the 

sample with the gate pulse in the up-conversion crystal and measuring the concerned sum-

frequency light.  

In the present thesis, femtosecond optical grating (FOG 100) set up from CDP, Russia 

was used to determine the hole transfer rate from QDs to catechol and thiol derivatives. The 

pulse duration of Ti:sapphire laser system is ~100 fs with a repetition rate of 82 MHz. The 

FWHM of the IRF for the present instrument is ~150 fs. 

2.11. Femtosecond Transient Absorption (TA) Spectroscopy: Pump-Probe Technique 

As mentioned that both TCSPC and femtosecond fluorescence upconversion give 

information about excited state and radiative processes. To monitor both ground state and 

non-radiative processes, femtosecond transient absorption studies were carried out169, 170. In 

TA spectroscopy two pulses are used. One is a pump pulse which is of high intensity and 

used to excite the sample from ground state to excited state. The other is the probe pulse and 

is used to excite both ground state and excited state molecules at different time delay. The 

measured quantity in TA spectroscopy is the change in absorption at different time delay, A 

where A is defined as  
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ΔA = -log ((I
probe /I

ref)pump/(I
probe/I

ref)No pump)   (2.17) 

Where, (I
probe /I

ref)pump is the ratio of the intensity of the transmitted probe pulse to reference 

pulse after pump excitation and (I
probe /I

ref)No pump is that of an unexcited sample. The 

intensity of reference signal is introduced in the expression of ΔA for the correction of 

fluctuations within laser light. Data is recorded at different time delay , at given 

wavelength of the probe beam ( ) where, 

 
L is the optical path length, c is the velocity of light. 

A gives information about both ground state and excited state properties of a material. 

The pump pulse excites the sample from the ground state to excited state as shown as process 

a in Figure 2.11. If the ground state absorption spectrum matches with the probe wavelength 

then the probe pulse also excites the molecules from the ground state to excited state as 

shown as process b in Figure 2.11. Because of pump pulse excitation, the number of  

 

Figure 2.11. Scheme of the states involved in a pump-probe experiment (a) excitation of 

ground state molecules using the pump, (b) excitation of ground state molecules using the 

probe, (c) stimulated emission from excited state molecules, (d) excited state photoinduced 

absorption. 
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molecules available in the ground state for the probe is less as compared to without any pulse 

excitation, therefore, the term (I
probe/I

ref)pump will be more than (I
probe/I

ref)No pump and 

consequently A will be negative. This negative A is referred to as bleach. A similar bleach 

can also arise if the probe wavelength coincides with emission spectrum (thereby, termed as a 

stimulated emission) as shown as process c in Figure 2.11. In this condition also A will be 

negative. Excited state molecules can also absorb probe light if suitable states are available as 

shown as process d in Figure 2.11. In this condition (I
probe/I

ref)pump< (I
probe/I

ref)No pump, 

therefore, A will positive. This positive A is referred to as excited state absorption (ESA). 

Depending on both ground state and excited state properties A value will change and 

information about both ground state and an excited state can be obtained. Since each process 

is characterized by a definite time constant, TA spectroscopy also gives information about the 

time constant of different processes in femtosecond time scale resolution by providing a 

delay between pump and probe pulse following pump pulse excitation.  

Femtosecond transient absorption spectrometer consists of Ti-sapphire oscillator, a 

pulse stretcher, multipass amplifier, pulse compressor and finally pump-probe system. An 

optical layout of the system is shown in Figure 2.12. A brief description of each component is 

given below.  

 

Figure 2.12. Schematic layout of femtosecond transient absorption spectrometer. 
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2.11.1. Ultrashort Pulse Generation: Ti-Sapphire Oscillator 

In our pump-probe setup, ultrashort pulses are generated from Ti-sapphire oscillator which 

consists of sapphire (Al2O3) crystal doped with titanium. Ti-Sapphire is a tunable laser where 

the transition occurs between different levels of Ti3+ and covers a broad region from 650-1050 

nm168. As per Heisenberg uncertainty principle because of this broad range emission, ultrashort 

pulses (<50 fs) can be generated. Ti: Sapphire oscillator is pumped by a diode pump solid state 

(DPSS) laser (CW mode, 532 nm, 3.8 W). At the very high intensity of the pump laser, the 

nonlinear index of refraction of the gain medium changes and given as172 

              (2.18) 

Where the  is the refractive index in normal condition,  is the non-linear 

component which is positive in case of Ti-Sapphire, I is the light intensity. Again, the 

refractive index is the function of distance (r) as the laser cavity works in the TEM00 mode in 

which the intensity of the light beam follow Gaussian distribution 172-174. 

Therefore, the refraction index is not homogeneously distributed in the medium and 

corresponds to a situation as by inserting an additional material in a shape of a Gaussian lens 

into an optical resonator. This is known as "Kerr effect" and the medium is known as "Kerr 

medium" (i.e. Ti-Sapphire) 175. Due to stronger Kerr less focusing in Ti-Sapphire medium the 

higher intense modes is transmitted through the medium while the lower intense modes can't. 

During every round trip process, the lost-amplification is repeated. This power dependent loss 

makes the cavity unstable in CW mode and a slight disturbance of the laser cavity produce a 

laser pulse. This phenomenon is known as Kerr-lens mode-locking (KLM). This is also 

referred as "self mode-locking" as the Kerr-lens medium is the crystal itself176-178. Due to 

higher bandwidth of the gain medium (Ti-Sapphire, >350 nm) the passive mode locking 

(Kerr lens is passive object) can give pulse width as short as ~6fs. Since the refractive index 
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is a function of wavelength, therefore, longer wavelength components travel faster than 

shorter and it results in group velocity dispersion (GVD). Therefore, the pulse becomes 

broader. This can be compensated by introducing a chirped mirror or two prisms inside the 

laser cavity179, 180. In the present thesis the oscillator CDP from Avesta, Russia was used. 

Two prism and high reflector (HR, ~100% of reflection) mirror assembly (for negative GVD) 

generates ~50 fs pulse with 80-90 MHz pulse repetition rate and 4 nJ/pulse energy from 

Ti:Sapphire oscillator named as TISSA50 (Ti:Sapphire 50 fs). The optical layout of this 

oscillator is given in the Figure 2.13. The output from the oscillator is used as a seed pulse for 

amplification which is demonstrated in the next section.  

 

Figure 2.13. Optical scheme of TISSA 50 femtosecond Ti:Sapphire oscillator (CDP, Russia). 

2.11.2. Chirped Pulse Amplification (CPA) 

The seed pulse obtained from Ti:Sapphire oscillator has very low energy ~nJ/pulse 

which is insufficient to carry out a pump-probe measurement. Therefore, it is essential to 

increase the pulse energy181. This is done in three stages. In the first stage, a pulse stretcher is 

used which stretch the seed fs pulse to several ps. This is essential to avoid the chances of 

optics damage, as the seed pulse is of fs nature. During the pulse amplification, peak power 

increases several orders (~GW) which may lead to damage in optics. After stretching, the 

second step is pulse amplification. This is done by using Ti: Sapphire as an active medium. 

After amplification, the pulse energy increases ~mJ/pulse. The third step is to again compress 
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this pulse in fs domain and is done in a pulse compressor. This whole process is known as 

chirped pulse amplification (CPA)175, 182, 183. The output of CPA is fs pulses of mJ/pulse 

energy. The CPA consists of the following segments: 

2.11.2.1. Pulse Stretcher: 

Pulse stretcher works on the principle of group velocity dispersion (GVD). In a pulse 

stretcher, the incoming seed pulse can be stretched from <100 fs to few ps175, 183.  The layout 

of a pulse stretcher is shown in Figure 2.14 which consists of a diffraction grating, a spherical 

and a plane mirror. A diffraction grating is placed between two mirrors in such a way that 

after double pass, the blue frequency has to travel more as compared to red component. As a 

result, the red component exits the stretcher first which stretches the pulse.  

 

Figure 2.14. Illustration of the principle of femtosecond pulse stretcher. 

In the MPA50 pulse stretcher (Figure 2.14) the input pulse is dispersed in the horizontal 

plane. The stretched pulse is directed back to the stretcher with help of vertical retroreflector, 

and four passes through the stretcher are achieved. Four-pass configuration is necessary to 

ensure that the stretched beam is spatially reconstructed. Femtosecond pulses with pulse 

duration ~100 fs are stretched to more than ten ps pulses before amplification. High reflective 

gold coated holographic grating gives stretcher efficiency higher than 50% for specific 

wavelength regimes. 
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2.11.2.2. Pulse Picker: 

After stretching, the stretched seed pulse is passed through a pulse picker which is 

installed for one pulse selection from a train of stretched pulse. As a result, seed pulses are 

qualified for the amplification. The pulse picker utilizes well known electrooptical pockels 

effect. The pulse train having horizontal polarization goes through the pockels cell. Without 

applied voltage pulses do not change polarization and exit pulse picker with help of 

polarizers. When the half wave voltage is applied to the pockels cell, an input pulse changes 

its polarization from horizontal to vertical, goes through a polarizer and is used as a seed 

pulse for the amplifier. The applied voltage is synchronized with femtosecond pulse train and 

Nd:YAG pump pulses. Thus the seed pulses have a pulse repetition rate equal to that of 

Nd:YAG pump (i.e. 1KHz). Synchronization electronics is designed to trig high voltage 

applied to pockel cell and to synchronize this with pump pulse and femtosecond pulse train. 

To select one femtosecond pulse from the train of pulses and to amplify it at maximum pump 

efficiency is the reason for synchronization. 

2.11.2.3. Confocal Multipass Ti:Sapphire Amplifier (MPA): 

The confocal multipass amplifier has been designed for femtosecond pulse 

amplification in different media184. The 1 KHz stretched pulse is passed into an amplifier 

which consists of an optically active heavily doped Ti: Sapphire crystal. The gain medium is 

pumped with another DPSS laser (532 nm) having same repetition rate (1 KHz) and power 

~20W. The schematic of the confocal multipass amplifier is shown in Figure 2.15. 

Ti:Sapphire crystal is placed confocally between two concave mirrors of different radii of 

curvature having central holes. Due to different focal lengths of the mirrors, the beam cross 

section is decreased after each pass and slowly it goes towards the centre of the mirror before 

extraction. To avoid the crystal damage threshold (10 J/cm2) typically 8-10 passes is 

optimized and gain of the order of ~106 was observed. In the present work, MPA-50 setup 
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form CDP, Russia was used in multipass amplification. A Q-switched second harmonic 

Nd:YAG laser (532nm, 1KHz, 5W, ~90s pulse duration) was used for pumping the Ti: 

Sapphire laser. 

  

Figure 2.15. Optical schematic of two-mirror confocal multipass Ti: Sapphire amplifier. The radiation 

pattern on the confocal mirror has shown on the right side. 

2.11.2.3. Pulse Compressor: 

The principle of two grating pulse compressor is shown in Figure 2.16. In contrast to 

the pulse stretcher, red frequency component has to travel more as compared to the blue 

frequency components175, 183, 185. By varying distance between the gratings, the compression 

can compensate the stretching precisely to almost the same pulse duration as obtained from 

the seed laser pulse. In the present work, the stretched ps pulses are amplified by MPA50 

multipass Ti:Sapphire amplifier and compress to pulses as short as 50-100 fs.  

 

Figure 2.16. Illustration of the principle of two grating pulse compressor. 

2.11.3. Second Harmonic Generation (SHG) 

The output pulse after amplification has central wavelength of ~800 nm. In the present 

work, the samples were excited by 400 nm laser pulse. Therefore, to obtain the 400 nm laser 
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excitation source from the 800 nm fundamental output of the Ti:Sapphire, -barium borate 

(BBO) crystal is used. BBO is used to generate a second harmonic generation (SHG)175, 183. 

The second harmonic generation in BBO crystal works on the principle of non-linear 

polarization of the crystal. The induced dielectric polarization of a material in presence of an 

electric field (E) is given by, 

P= 0 (χ
(1)E+ χ(2)E2+ χ(3)E3+….)    (2.19) 

χ(n) is the susceptibility of nth non-linearity. At very high pulse energy the second order 

susceptibility becomes significant which can be represented as, 

P(2)= 0 χ
(2)E     (2.20) 

E for an electromagnetic wave is given by, 

E= E0 cos(ωt-kr)    (2.21) 

P(2)= 0 χ
(2) cos2(ωt-kr) =1/20 χ

(2) E0
2(1+cos2(ωt-kr))  (2.22) 

The second harmonic is generated only when the phases of two waves match i.e. k(ω)= 

k(2ω). This condition is satisfied in a birefringent crystal (e.g. BBO where no(ω)= ne(2,ω)). 

In the present setup, the amplified pulse (800 nm) is divided into two parts and one of the 

parts having 100mJ/pulse energy is passed through the BBO crystal to generate the excitation 

pump laser i.e. 400 nm while other 800 nm light is used to generate white light. 

2.11.4. White Light Generation (WLG) 

To perform the pump-probe experiment, the probe pulse i.e. the white light continuums 

(WLC) are needed for detection of transient species. Third-order non-linear interaction of 

high energy pulse with matter can generate WLC. Self-phase modulation is the phenomenon 

responsible for WLG. A part of 800 nm amplified pulse with time duration <100 fs having 
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energy ~10 μJ is used for WLG since the peak power is very high (~0.1 GW). The intensity 

distribution of a Gaussian pulse is given by 

       I = I0 exp (-t2/τ2)     (2.23) 

An intense pulse of Gaussian profile changes the phase of the electric field of the light 

photon which introduces a frequency chirp and broadens the pulse. The time-dependent 

frequency chirp is related as, 

    δω = δφ(t)/δt    (2.24) 

For a positive non-linear refractive index leading edge of the pulse is downshifted in 

frequency. In the present experimental setup a small portion of the 800 nm pulse (~2 μJ) is 

focused on a sapphire window of 1.5mm thickness for WLG, the bandwidth of which extends 

from 450-1100 nm.  

2.11.5. Pump-probe Transient Absorption Spectrometer 

After generation, the WLC, the probe (350-1000 nm) pulse is divided into two parts by 

a beam splitter. The pump pulse (400 nm) is overlapped on the one of the probe pulses on the 

sample. This probe is treated as a signal. Another probe beam which does not overlap with 

the pump pulse but passing through the sample is providing the reference signal. The 

experimental sample solutions are circulating to avoid the photo-bleaching. The pump pulse 

is passed through a polarizer having an angle of 54.7° to avoid the effect of anisotropy. A 

mechanical chopper operating at 500Hz is placed after the pump pulse but before the sample, 

which blocks every alternate pump pulses so that ratio of transmitted intensities of 

consecutive probe pulses corresponds to transient absorbance. In the present set up we use the 

Exipro transient absorption spectrometer where we use a retroreflector for delay stage and 

CCD (charge coupled device) to detect the signal. The excited state kinetics of the samples 

can be measured in 0.66fs-4 ns time resolution providing the time delay in the probe pulse 
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using retroreflector. Typical temporal resolution of this pump-probe set up is measured by 

bleach signal of meso-tetrakis-(4-sulphanatophenyl) porphyrin dianion (TPPS) at 710 nm 

(pump 400 nm, aqueous solution at pH 1) and found to be ~100fs. Finally, the data are 

analyzed with the help of Lab-view programme. A typical layout of pump-probe set up is 

shown in Figure 2.17.  

 

Figure 2.17. Optical layout of pump-probe set up. 

2.12. Pulse Radiolysis 

Pulse radiolysis technique is a complementary technique for detecting dye cation 

(formed after injecting electron to the semiconductor) in solution phase. Electron pulses of 50 

ns duration from a 7 MeV linear accelerator were used for irradiation. The transients 

produced were detected by kinetic spectrophotometer using 450W pulsed xenon lamp along 

with monochromator, photomultiplier, and digital oscilloscope. A one-electron oxidation 

reaction is carried out in pulse radiolysis experiments of dye solution (10-4 mol dm-3). 

Solution saturated with N2O and NaN3 (5x10-2 mol dm-3) was added. The dyes were oxidized 

to the cation radical by reacting with azide ion in a one-electron oxidation reaction as given 

below:  

H2O  H , OH , eaq
- etc. 
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eaq
- + N2O   N2 + O- 

O- + H2O  OH + OH- 

N3- + OH (O-)  N3
 + OH- (O2-) 

N3
 + Dye  N3- + Dye+ 
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3.1. Introduction 
Quantum dots (QDs) are known to be a good candidate for solar cell application due to 

their exciting properties such as band-gap tunability11, 121, 186-188, multiexciton generation 
(MEG)120, 189-192, larger extinction coefficient and longer exciton lifetime193. In QDs 
materials, absorption of high energy photon creates hot electrons and hot holes which quickly 
gets cooled down to the band edges with sequential emission of phonons (Scheme 3-1). On 
efficient extraction of these band-edge, charge carriers efficiency of QDSC can reach up to 
31%13. However, if hot charge carriers can be extracted prior to cooling then efficiency can 
reach to as high as 66%14 (Scheme 3-1). Till date the highest photoconversion efficiency of 
QDSC is reported to be 13.43%193, which is much lower than conventional DSSC195. This 
clearly shows that QDSC has a lot of potential to increase their efficiency and factors which 
leads to its lower efficiency needs to be understood clearly. One of the main processes which  

 
Scheme 3-1. Basic processes involved in hot carrier quntum dot solar cell: 1) photo-

excitation of QD, 2) hot electron transfer, 3) hot hole transfer, 4) hole cooling, 5) electron 
cooling, 6) thermalized electron transfer and 7) thermalized hole transfer. 

decide the efficiency of any QDSC is the extraction rate of photo-generated charge carriers 
from QDs (Scheme 3-1). It has been widely reported that electron transfer (ET) rate is much 
faster196, 197 ~1010-1012 S-1 and a number of reports are available on the same in different 
QDs/molecular adsorbate and QDs/semiconductor nanoparticle (TiO2, ZnO etc) systems198-

210. However, not many reports are available on hole transfer (HT) dynamics 
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fromphotoexcited QDs to molecule. One of the main reasons is that holes are not 
characterized properly due to featureless weak absorption in near IR region and also nature of 
transition in transient absorption is not well understood121, 211, 212. Also the hole extraction rate 
is slow213, 214 ~ 108-109 s-1 and is one of the main reasons for low efficiency of QDSC as it 
increases the recombination probability between photo-generated electron and hole. 
Therefore, it is very important to extract hole at much faster rate. Also the size of the QDs is 
higher (more than 2-3 nm sometimes larger) as compared to dye molecule (size is less than 1 
nm) as a result QDs loading on TiO2 electrode is much less as compared to dye loading in 
DSSC. Due to lower loading, injected electrons in QDSC are in direct contact with the 
electrolyte which is undesirable and also a reason for lower efficiency of QDSC. The present 
chapter deals with the composite system of QDs with different molecular adsorbate where the 
main focus is to extract hole at a comparable rate as of electron so that a higher efficiency 
QDSC can be realized.  

The first part of this chapter explains the concept of super sensitization in solar cell215-

217. In super sensitization, QDs and molecular adsorbate can exchange charge carriers where 
molecular adsorbate in addition to photosensitizing the QDs material can also act as a hole 
transporting materials, where holes are generated out of photo-excitation of QDs. As a result 
grand charge separation can take place in the QDs-molecular composite material and can be 
used as a super sensitizer. Till now not many reports are available in literature on charge 
transfer (CT) dynamics of super-sensitizer materials in ultrafast time scale, except the work 
reported by Kamat and coworkers215 in CdS QDs sensitized squaraine dye molecules. 
However, the dynamics of hole and electron transfer process in super-sensitizer (QDs-dye 
composite) are not reported precisely in literature. This was demonstrated in a coupled 
system of CdSe QDs and pyrogallol red (PGR). Redox energy level of CdSe QDs and PGR 
molecule suggest that CB of CdSe lies below LUMO level (both S2 and S1 states) of PGR 
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and HOMO level of PGR lies above the VB of CdSe QDs. In this situation, photo-excited 
hole in CdSe QDs can be captured by PGR molecules and photo-excited PGR can inject 
electron in the CB of CdSe QDs. Steady state and time-resolved emission measurements were 
carried out to confirm HT process in the above system. Femtosecond transient absorption 
spectroscopy has been employed to monitor the CT (both electron and hole) dynamics in 
CdSe/PGR composite system in ultrafast time scale and grand charge separation has been 
demonstrated.  

As mentioned above that efficiency of QDSCs can reach to 66%14 if hot charge carriers 
can be extracted prior to their cooling. Also, it is widely reported in the literature while 
exciting QDs materials with energy more than 2Eg (band gap) (Scheme 3-2, Process 1) multi 
exciton generation (MEG) can be realized120 (Scheme 3-2, Process 2). However, the main 
competing process with MEG is the Auger assisted charge recombination process (Scheme 3 
2, Process 3) which leads to the non-radiative recombination of generated exciton. The 

 
Scheme 3-2. Different processes involved after photo-excitation of QD materials with photon 
energy > 2Eg. Process 1. Generation of hot charge carriers, Process 2. Carrier multiplication 

(CM) followed by multiple exciton generation (MEG), Process 3. Non radiative auger 
recombination, Process 4. Charge carrier dissociation in presence of hole accepting 

adsorbate. 
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probability of auger recombination can be reduced if the coupling between electron and hole 
can be reduced. In addition to this, another process can be proposed by which the efficiency 
of QDSC can be increased where advantage of MEG and hot charge carrier extraction can be 
combined together as shown in Scheme 3-2. A suitable hole transporting molecule can be 
used which can extract hot hole at a faster rate before its relaxation to band edge level 
(Scheme 3-2, process 4). Due to this process, both electron – hole recombination probability 
and hence auger recombination can be reduced drastically which will eventually increase the 
carrier multiplication (CM) probability. Researchers have demonstrated the hot electron 
extraction197, 215-218 from QDs materials using different adsorbates however, till date no report 
is available on hot hole extraction.  
The second part of this chapter focus on this issue where hot hole extraction processes from 
QDs and core shell quantum dots (CSQDs) to catechols and newly sysnthesized thiols was 
monitored. Thiols and catechols are known to be good binder for QDs surface and many 
researchers have studied their interaction with different QDs222-224. However very few reports 
are available in literature which demonstrates charge carrier extraction from QDs to catechols 
and thiols in fast and ultrafast time scale. In the present thesis, CT dynamics of CdSe QDs 
with different catechol (Chart 3-1) and thiol derivatives (Chart 3-1) was investigated. Along 
with this, effect of electron withdrawing and electron donating groups on CT dynamics was 
also studied. 

Chart 3-1. Structure of different catechol and thiol derivatives used in the study 
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As described above that it is very important to extract the charge carriers at a much faster 
rate before their recombination. For this, a number of composite systems of QDs have been 
explored with an aim to extract charge carriers at much faster rate and to get a higher efficient 
QDSC225-230. For this purpose, Sykora et al.231 demonstrated hole transfer from photo-excited 
CdSe QDs to Ru-Polypyridine complexes in a time scale of ~5 ps. Huang et al.208 have 
demonstrated multiple exciton dissociation in CdSe QDs through electron transfer to adsorbed 
methylene blue with an average time scale of 2 ps. Jin et al.232 have studied the charge separation 
in zinc porphyrin−QDs complexes where they have shown electron transfer from zinc porphyrin 
to QDs. In all the above stated reports different molecules were chosen that acts as either hole or 
electron trasporting molecules for QDs with an aim to get better charge seperation. Interestingly 
in some of the cases CT complex formation between QDs and molecular adsorbates was also 
observed233-236. Here the advatange is higher solar radiation absorption and faster charge carrier 
extraction can be coupled in a single system This was observed earlier in binary system of CdS 
QDs and dibromofluorescein (DBF)236 where CdS QDs and DBF form a strong CT complex and 
on photo-excitation all the electrons are localized in QDs while hole are localized in DBF 
resulting in grand charge separation. Similar features were also observed by Dworak et al.235 in a 
composite system of CdSe QDs and alizarin where they have observed a CT complex formation 
and electron transfer from alizarin excited state to QDs in a time scale of ~19 ps. In both the 
above reports CT complex formation was observed from HOMO of the adsorbate to the 
conduction band (CB) of QDs resulting in solar radiation absorption in red region of solar 
spectrum. However, in any hybrid system the interface between inorganic semiconductor and the 
organic moiety is very important and controls various processes such as charge trapping, charge 
transfer and recombination pathways235, 237. Therefore, a detailed understanding about the 
interface and its effect on the above processes is important to understand the processes at 
fundamental level. In this context, Peterson et al.237 have used CdS QDs and changed its surface 
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composition from Cd rich to Cd defficient by varying Cd:S ratio and monitored the effect of this 
change on charge transfer dynamics in CdS QDs sensitized methyl viologen (MV). They have 
observed that the interaction between CdS QDs and MV depends on the surface stoichiometry 
and found that interface play an important role in charge transfer processes. In above stated 
reports binding of ligands with metal ions at QDs surface and its effect on charge transfer 
dynamics has been demonstrated however nobody has discussed the complex formation at 
QDs/ligand interface and its effect on charge carrier relaxation and charge transfer dynamics 
within QDs/molecular adsorbates sytem.  

In the third part of this chapter, effect of interface on charge carrier dynamics of CdX 
(X = S, Se, Te) QDs was studied. A composite system of CdX QDs with nitro catechol 
(NCAT) was chosen where both form a complex. Interestingly the complex formation was 
observed due to the interaction between surface Cd2+ ions on QDs surface and NCAT. Steady 
state absorption, luminescence, time resolved lumincesence and femtosecond transient 
absorption techniques were used to monitor different processes and effect of this complex on 
charge carrier dynamics of CdX/NCAT system.  
3.2. Experimental 

3.2.1. Chemicals 

Cadmium oxide (CdO, 99.5%), Zinc acetate (ZnAc2, 99.9%), PGR, cadmium acetate 
dihydrate, selenium (Se, 99.99%), sulpher powder (S, 99.99%), tellurium powder (Te, 
99.99%), oleic acid (90%), tri-octly phosphine (TOP, 90%), octadecene (ODE) (90%), 
catechol, 4-nitro catechol, 3- hydroxy nitro benzene and nitro benzene were purchased from 
Aldrich. All the chemicals used as received without further purification. AR grade 
chloroform and AR methanol were used for precipitation.   
3.2.2. Synthesis of CdX QDs 
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Oleic acid capped CdX (X= S, Se and Te) QDs were synthesized by hot injection route 
with slight modification153. In brief stock cadmium oleate solution was prepared by heating 
0.51 g cadmium oxide (4.0 mmol), 3.4ml oleic acid (10.6 mmol), and 11.6 ml octadecene at 
180C under the flow of Ar gas. Once the solution becomes clear the temperature was 
increased to 260-270 C. A stock solution of X was prepared by mixing 1.1 ml of TOP 
(2.5mmol) with required amount of X (2 mmol) and 4.4 ml octadecene. This TOPX solution 
was quickly injected to the reaction mixture. Rapid color change indicates the formation of 
QDs. Optical absorption spectra was recorded at different time interval to monitor the growth 
of QDs. Once a desired size was obtained the temperature was decreased and the reaction 
mixture was allowed to cool. The solution was dissolved in chloroform and then re-
precipitated with methanol for 3 times. Size of the QDs were determined using sizing 
curve150..  
3.2.3. Synthesis of CdSe/ZnS Type-I CSQDs 

For the preparation of CdSe/ZnS core-shell QD, previously prepared CdSe QDs was used 
as a core. For the preparation of ZnS shell, Zn-oleate was used as Zinc precursor and Sulphur 
powder as Sulphur precursor. Zn-oleate was prepared by taking 0.109g of Zn-acetate (0.5 mmol) 
and 0.425 ml oleic acid (1.3 mmol) in 1.5 ml octadecene. This mixture is refluxed at 180 C into 
a three-neck round bottom flask in inert atmosphere. This Zn-oleate was added to a 5μmole CdSe 
QD solution. To prepare the stock sulphur solution, 0.16 g sulphur powder (2 mmol) was reacted 
with 1.1 ml TOP (2.5mmol) in 4.4 ml octadecene. TOPS was added drop wise to the solution of 
Zn-oleate in CdSe through a syringe at 180C. Different amount of Zn and S precursor were 
added sequentially to get the desired monolayer thickness of ZnS over CdSe core. A colour 
change from yellow to red to dark red colour solution was obtained after addition of TOPS. The 
temperature was allowed to fall below 100C and the solution was dissolved in chloroform. The 
prepared CdSe/ZnS CSQDs was re-precipitated with methanol for 3 times. 
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3.3. Results & Discussions 

3.3.1. Ultrafast Hole/Electron Transfer Dynamics in CdSe QDs Sensitized by PGR: A 
Super-Sensitization System 

Main aim of this investigation is to find the suitability of CdSe/PGR composite 
materials as a super-sensitizer. As a super-sensitizer it is expected that on photo-excitation of 
CdSe/PGR composite materials charge (electron/hole) separation will take place within the 
materials. To understand the CT behavior between PGR and CdSe QDs, it is very important 
to study steady state optical absorption and photoluminescence behavior of the composite 
system. Figure 3-1 shows the steady state absorption spectrum of CdSe QDs after adding 
different concentration of PGR. CdSe QDs used in the present studies has the exciton peak at 
463 nm (Figure 3-1a). Optical absorption spectra of free PGR (Figure 3-1f) at highest 
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Figure 3-1. Optical absorption spectra of CdSe QDs (1 uM) with different concentration of 
PGR. PGR concentrations are (a) 0.0, (b) 1 M, (c) 10 M, (d) 50 M, (e) 100M; (f) 100 
M PGR without CdSe QDs. Inset: Absorption spectra of pure CdSe QDs. 
concentration (100 M) was also recorded which clearly shows two absorption bands, one in 
UV region peaking at 278 nm and another broad absorption band with two humps in the  
visible region (400 – 650 nm). It is reported in the literature238 that many triphenyl methane 
dyes have two absorption bands: one in the UV region is attributed to S0S2 transition and 
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another in the visible region which has been attributed to S0S1 transition. On addition of 
different concentration of PGR in CdSe QDs, it is clearly seen from Figure 3-1 that no CT 
interaction takes place between CdSe QDs and PGR molecule in the ground state. Steady 
state emission and excitation spectra of the composite were also recorded to monitor the CT 
behavior in the excited state and are shown in Figure 3-2. It is clearly seen that pure CdSe  
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Figure 3-2. Emission (right side) and excitation (left side) spectra of CdSe QDs with 

different concentration of PGR. PGR concentrations are (a) 0.0, (b) 1 M, (c) 10 M, (d) 50 
M, (e) 100 M and (f) emission spectra of pure PGR at 100 M concentrations. Both 

emission and excitation spectra of CdSe QDs are shown in the composite system after doing 
OD correction at exciting wavelength (ex = 400nm, em = 620nm,) for CdSe QDs absorption. 

[CdSe] – 2M. 
QDs emit in the wavelength region 500-800 nm region with a peak at 625 nm (Figure 3-2a) 
which can be attributed to emission due to surface state. Figure 3-2 a-e shows the emission 
spectrum of CdSe QDs in presence of various concentration of PGR after exciting the 
samples at 400 nm. The emission spectra are shown by incorporating OD (optical density) 
correction for CdSe QDs at exciting wavelength (ex = 400nm). Interestingly the emission 
intensity increases till the concentration of PGR is 10 M (Figure 3-2c). On further increment 
of PGR concentration the emission intensity of CdSe QDs gradually decreases and 
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completely quenched at 100 M of PGR concentration (Figure 3-2e). Excitation spectra of 
CdSe/PGR system (Figure 3-2, left side) also suggest that on PGR addition at low 
concentrations emmitive state of CdSe QDs improve quite dramatically while at higher 
concentrations they are quenched. Figure 3-2f shows the emission spectrum of PGR at 100 
M concentration in water after exciting at 400 nm light. No emission was observed from 
PGR molecule in water due to presence of pyrogallol moiety (three consecutive OH group) 
that form H-bond with water molecules and thus non-radiative transitions can take place very 
efficiently239. Scheme 3-3 suggests that on photo-excitation of CdSe QDs electron and holes 
are generated and in presence of PGR, HT process from CdSe QDs to PGR is 
thermodynamically favourable. Therefore, in presence of PGR it is expected that emission 
intensity of CdSe QDs will decrease due to HT process. However, an initial increment in 
emission intensity of CdSe QDs on addition of low concentration of PGR suggests surface 

 
Scheme 3-3. Charge transfer processes in CdSe/PGR composite materials are depicted in the 

Scheme. Photoexcitation of CdSe QDs below 550 nm radiation generates electron (e-) and 
hole (h+) pairs where hole (h+) is captured by PGR molecule, on the other hand photoexcited 

PGR by below 650 nm radiation inject electron in the CB of CdSe. Molecular structure of 
PGR is shown in the scheme. 
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modification of CdSe QDs. Here the pyrogallol moiety of PGR might be having the affinity 
to bind with CdSe QDs and thus creating more emitting surface state defect. Earlier Baker 
and Kamat240 reported increment of surface state emission in trioctylphosphineoxide 
/dodecylamine-capped CdSe QDs by addition of MPA as another modifier molecule. Also, 
~10 nm blue shift in surface state emission and ~14 nm shift in excitation spectrum of CdSe 
QDs were observed on addition of 1-10 M of PGR. A similar hypsochromic shift was also 
observed by Hines and Kamat241 in CdSe QDs passivated by β-alanine (β-Ala). According to 
them, excitonic wavefunction of QDs are influenced on binding of β-Ala to the QDs surface. 
On further increment of PGR concentration, HT channel from photoexcited CdSe QDs to 
PGR dominates, as a result decrement in CdSe QDs emission intensity was observed. Since 
the oxidation potential of PGR is 0.478 V vs NHE, it can effectively scavenge the photo-
generated holes from the CdSe surface. Note that VB edge of CdSe QDs is expected to be 
around +1.7 V vs NHE. HT reaction can be expressed by the equations below: 

CdSe + h  CdSe (e- + h+)    (3-1) 

CdSe (e- + h+) + PGR  CdSe (e-) + PGR+   (3-2) 

Time resolved emission studies of CdSe QDs were performed after addition of different 
concentration of PGR to monitor the above processes and are shown in Figure 3-3. The 
emission decay trace of CdSe QDs at 625 nm can be fitted multi-exponentially with time 
constants  = 0.73 ns (38.4%),  = 7.4 ns (41%),  = >30 ns (20.6%) with avg = 6.8 ns 
(where avg = (a11+a22+a33)/(a1+a2+a3) where a1, a2 and a3 are the amplitudes of emission 
decay components corresponding to 1, 2 and 3  respectively). On addition of 50M PGR, 
the emission decay is found to be much faster and can be fitted with time constants of  = 0.2 
ns (63%), = 1.8 ns (30%), >30 ns (7%) with avg = 2.14 ns. On further addition of PGR, 
emission decay becomes extremely fast with pulse-width limited decay (avg~ 0.12 ns). This 
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confirms HT process from QDs to PGR. However, with nanosecond time scale resolution it is 
difficult to determine the HT time correctly.  
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Figure 3-3. Time-resolved emission decay traces of CdSe QDs at 625 nm on addition of a) 

0.0 M, b) 50 M and c) 100 M PGR molecules after exciting the QDs at 406 nm. 
As described in Scheme 3-3 that at 400 nm both QDs and PGR will be excited. On 

photoexcitation of CdSe QDs, hole can be transferred to PGR. At the same time, photo-
excited PGR can also inject electron into the CB of CdSe. Time resolved emission studies 
suggests only HT process from CdSe QDs to PGR and there also HT time was not 
determined correctly. Therefore, to determine HT time in early time scale and to monitor the 
ET dynamics in above system, femtosecond transient absorption spectroscopic measurements 
have been carried out. Figure 3-4A shows the transient absorption spectra of photoexcited 
CdSe QDs in different time delay, which comprises a broad positive absorption band in 500-
900 nm regions. The first exciton position for the CdSe (Figure 3-1a) appears at ~ 463 nm 
however, in the transient spectrum we could show only from 490 nm due to low intensity of 
probe light below 490 nm in our experimental setup. The transient positive absorption beyond 
500 nm region can be attributed to absorption of light by photo-generated charge carriers 
(both electrons and holes) in free or in trapped surface states. Figure 3-4B shows the transient 
absorption spectra of photoexcited PGR at different time delay, which comprises a negative 
absorption band in 500-600 nm regions and a broad positive absorption band in 620-900 nm  
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Figure 3-4. Transient absorption spectra of (A) CdSe (top panel), (B) PGR (middle panel) 

and (C) CdSe/PGR composite materials (bottom panel) in water at different time delay after 
excitation at 400 nm laser light. 

regions. The negative absorption (bleach) appears due to photoexcitation of the ground state 
molecules, where the molecules have optical absorption in the same spectral region (Figure 3-
1f). The transient absorption signal of PGR can be attributed to the excited singlet (S1) state 
absorption. Now to understand the CT dynamics in CdSe/PGR composite system, transient 
absorption spectra was recorded and is shown as Figure 3-4C. Transient absorption spectrum 
of CdSe/PGR comprises small bleach at 510 nm and two broad absorption bands at 600-850 
nm and 850-1000 nm respectively. The broad spectral absorption in 850-1000 nm regions can 
be attributed to the electrons in the CB of CdSe QDs. As already reported that electrons in the 
CB of QDs materials can be detected by visible and near IR absorption band244, 245. The 
transient absorption peak at 600-800 nm can be attributed to PGR cation radical246. The band 
having maximum at 690 nm is assigned to PGR cation radical (PGR.+). Assignment of this 
band has been made on the basis of the results obtained in pulse radiolysis experiments as 
shown as Figure 3-5, where PGR.+ was generated selectively by the reaction of N3. Radical 
with PGR molecule in N2O saturated aqueous solution. It was also reported earlier246 that 
PGR.+ cation radical has transient absorption band at 690 nm.  
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Figure 3-5. Transient absorption spectrum of the cation radical of PGR obtained from one-

electron oxidation in pulse radiolysis. 
Now to understand the CT dynamics in CdSe/PGR composite system kinetics decay 

traces at 690 nm and 900 nm were monitored and are shown in Figure 3-6C. To compare, 
kinetic decay traces of pure CdSe QDs and PGR were also monitored and are shown as 
Figure 3-6A and 3-6B respectively. The kinetic traces for CdSe QDs can be fitted at 690 nm 
with time constants 1 = 0.5 ps (33%), 2 = 2.5 ps (36%) and 3 > 200 ps (31%) (Figure 3-6a) 
and at 900 nm with time constants 1 = 0.3 ps (42%), 2 = 2 ps (44%) and 3 > 200 ps (14%) 
(Figure 3-6b). The shorter components at both the wavelengths can be attributed to trapping 
of charge carriers and the longer component (>200 ps) can be attributed to recombination 
dynamics of photo excited carriers. On the other hand the kinetics for PGR at 690 nm can be 
fitted with 0.5 ps (60%) and 2.5 ps (40%) growth components and with decay of > 200 ps 
(Figure 3-6c) and the kinetic trace at 900 nm can be fitted with 3.6 ps growth and > 200 ps 
decay components (Figure 3-6d).  The growth time constants 2-3 ps can be attributed to 
vibrational relaxation. The kinetic trace at 690 nm can be fitted with bi-exponential growth 
with time constants of 150 fs (85%) and 500 fs (15%) and eventually decays with time 
constants 1 = 4 ps (15%) and 2 = >200 ps (85%) (Figure 3-6e). However, the kinetic trace at 
900 nm can be fitted with ~150 fs growth time and multi-exponential decay with time 
constants of 1 = 600 fs (38%), 2 = 2 ps (26%), 3 = >200 ps (36%) (Figure 3-6f). It’s very 
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interesting to see that growth and decay dynamics is completely different at 690 and 900 nm 
in CdSe/PGR composite system. This observation clearly suggests that generation of electron 
in the CB and formation of PGR cation radical might be taking place through more than one 
process. Scheme 3-3 shows the energy level diagram of CdSe/PGR composite. It is clearly  
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Figure 3-6: Kinetic decay traces at (A) (a) 690 nm and b) 900 nm for CdSe, at (B) (c) 690 
nm and (d) 900 nm for PGR and at (C) (e) 690 nm and f) 900 nm for CdSe/PGR system in 

water after exciting the samples at 400 nm laser light. 
seen that VB and CB of CdSe lies below HOMO and LUMO (both S1 and S2) level of PGR 
respectively. So on photo-excitation of CdSe QDs by radiation below 550 nm (Figure 3-1a) 
light electrons and holes are generated where holes can be transferred to PGR as it is 
thermodynamically viable. On the other hand photo-excitation of PGR molecule below 650 
nm light (Figure 3-1f) can inject electron into the CB of CdSe QDs. As a result on photo-
excitation of either PGR or CdSe QDs lead to charge separation in CdSe/PGR composite 
system, where in both cases electrons are localized in CdSe QDs and holes are localized in 
PGR with the formation of PGR cation radical. In femtosecond time resolved absorption 
studies we can clearly see the appearance of electron at 900 nm (near IR region) in ~ 150 fs 
time scale , however PGR cation radical appears at 690 nm bi-exponentially with time 
constants of 150 fs (85%) and 500 fs (15%). Longer growth time (500 fs) of PGR cation 
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radical is attributed to HT time from CdSe QDs to PGR molecule and shorter growth 
time(150 fs) has been attributed to the electron injection form excited PGR to CdSe. Figure 3-
1 suggests that in CdSe/PGR composite system both CdSe and PGR can absorb 400 nm laser 
light where ~75% light is absorbed by PGR and 25% light is absorbed by CdSe QDs. In the 
present studies major charge separation process in CdSe/PGR composite system take place by 
electron injection from photo-excited PGR to CdSe QDs which is clearly seen from the 
growth kinetics of PGR cation radical. Now it is very interesting to see that in addition to 
difference in growth dynamics of the transients at 690 nm and 900 nm, decay dynamics is 
also different. Decay kinetics at 690 nm can be fitted bi-exponentially with time constant of 
1 = 4 ps (15%) and 2 = >200 ps (85%) and can be attributed to the recombination reaction 
between PGR cation radical and electron in CdSe QDs. The 900 nm transient which has been 
attributed to electron in CdSe QDs decays with time constants 1 = 600 fs (38%), 2 = 2 ps 
(26%) and 3 = >200 ps (36%). The faster components like 600 fs and 2 ps at 900 nm can be 
attributed to electron trapping dynamics in CdSe QDs. However, the long time component 
(>200 ps) can be attributed to recombination dynamics between PGR cation radical and 
electron in CdSe QDs. As already mentioned that CdSe QDs have defect states, so it is quite 
obvious once the electrons are excited from VB or injected into the CB, it will go for trapping 
process. It is interesting to see that early time dynamics in CdSe/PGR composite at 900 nm 
(Figure 3-6f) is quite similar to pure CdSe QDs (Figure 3-6b). However, in longer time scale 
it is clear that the kinetic trace for pure CdSe QDs decay much faster as compared to that of 
CdSe/PGR composite. The most interesting observation in the present investigation is the 
slow recombination dynamics between electron in CdSe QDs and PGR cation radical. Both 
grand charge separation and slow charge recombination in this system promotes its 
application in high efficiency QDSC. 
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3.3.2. Hot Hole Extraction in QDs/Catechol and QDs/Thiol composite System 
3.3.2.1. Hot hole extraction dynamics in CdSe QDs/Catechol composite system 

To monitor intreraction between CdSe QDs and catechols, steady state absorption 
studies have been carried out. Steady state absorption studies shows that the first excitonic 
absorption peak for CdSe QDs appeared at 590 nm corresponding to 1S (1S3/2-1Se) transition 
(Figure 3-7A). The size of these QDs was determined to be 4.5 nm using sizing curve153. For 
this size of quantum dot the other two excitonic absorption peaks appeared at 530 and at 490  
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Figure 3-7 (A). Steady state absorption spectrum of CdSe QDs. (B) Steady state absorption 
spectrum of CdSe QDs with different catechol derivatives. QDs/Catechol concentration is 
1:1000. 
nm which corresponds to 2S (2S3/2- 1Se), and IP (1Ph-1Pe) transitions respectively247 (Figure 
3-7A). To follow CT reaction in the excited state, ground state interaction between CdSe 
QDs and catechols  was monitored using steady state absorption studies and is shown in 
Figure 3-7B. It is clearly seen that CAT, 3-CH3, 4- CH3 and 3-OCH3 do not form any CT 
complex with CdSe QDs (Figure 3-7B). However 4-NO2 and 4-CHO form CT complex with 
CdSe QDs (Figure 3-7B). 

To monitor CT interaction in the excited state, steady state emission spectroscopy of 
CdSe QDs has been carried out in absence and in presence of the catechols. Steady state 
emission spectrum of CdSe QDs shows sharp excitonic emisision at 620 nm with quanyum 
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yield of 16% and is shown in Figure 3-8A, curve a. On addition of catechol derivatives a 
complete quenching in CdSe QDs luminescence has been observed as shown in Figure 3-8A, 
curve b. This quenching in CdSe QDs luminescence could be either due to energy transfer or 
due to CT from photo-excited QDs to the catechols. Energy transfer in these systems is not 
possible because there is no overlap between QDs emission and catechols absorption as the 
all catechols absorb below 400 nm (Figure 3-7B). So the only viable process might be due to 
CT from photo-excited CdSe QDs to the catechols. To determine whether the quenching 
occurs due to ET or HT, redox level of catechols in chloroform were determined using CV by 
taking ferrocene as standard. CV curve of CAT is shown in Figure 3-8B. Redox levels of 
different catechols with respect to NHE are given in Table 3-1. VB (1Sh) level of CdSe QDs 
reported to be 1.63 V196, while CB (1Se) is determined to be -0.47 V after adding band gap 
energy with VB energy (EBG = 2.1 eV). The above experimental results and literature value 
clearly suggest that both HOMO and LUMO levels of the catechols lie above the VB level 
and CB level of CdSe QDs. So, the luminescence quenching of CdSe QDs in presence of 
catechols can be attributed to HT from photo-excited CdSe QDs to the catechols as the 
process is thermodynamically viable. In the present investigation HT reaction can be 
expressed by the equations below: 

CdSe + h CdSe (e- + h+)     (3-3) 
CdSe (e- + h+) + Catechol  CdSe (e-) + Catechol+   (3-4) 

Table 3-1: Redox levels of different catechol derivatives with respect to NHE. Values are 
corrected by taking ferrocene as an internal standard. 

 E0X/NHE 
3-OCH3 0.9 
Cat 0.98 
4-CH3 1.082 
3-CH3 1.087 
4-CHO 1.23 
4-NO2 1.27 



  Chapter 3 

86  

 

Figure 3-8 (A) Steady state emission spectrum of CdSe QDs in absence (a) and in presence 
of CAT (b), QDs/CAT concentration is 1:1000. (B) CV curve of CAT (a) with ferrocene and 

(b) without ferrocene in chloroform. 
To understand the effect of molecular structure on HT reaction, concentration dependent 
emission studies have been carried out for CdSe QDs in presence of different catechols 
derivatives. Figure 3-9A shows change in quantum yield of CdSe QDs in presence of 
different catechols derivatives at different concentration of catechol. It is seen from Figure 3-
9A that at 1:1 concentration ratio of catechols vs CdSe QDs decrement in emission QY found 
to be low and is very close to 16% for all the catechols derivatives. However with increasing 
catechols concentration emission QY gradually decreases and completely quenches at 
catechol to QDs concentration ratio of 1000:1. It is interesting to see that decrement of CdSe 
QY is different for different catechol derivatives at same catechol to QDs ratio. However the 
quenching efficiency is much higher for 4-NO2 and 4-CHO as compared to other catechols 
derivatives. In order to find whether higher luminescence quenching is due to higher 
adsorption of 4- NO2 and 4-CHO on CdSe QDs or due to their higher HT rate, time resolved 
emission studies have been carried out in nanosecond time resolution by exciting the samples 
at 406 nm laser light and monitoring the emission at 620 nm (Figure 3-9B). Interestingly in 
time resolved studies at lower concentration ratio of catechols and CdSe QDs (10:1), different 
emission quenching rate is observed in different catechols derivatives. This observation 
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clearly suggests that HT rate is different in different composite systems and is maximum in 
case of CdSe/3-OCH3 system. It also suggests that although 4-NO2 and 4-CHO derivatives of 
catechol form CT complex with CdSe QDs (Figure 3-7B) still HT rate is higher in CdSe/3-
OCH3 system. This might be due to either higher free energy (-G) for HT reaction or higher 
electron donating ability of 3-OCH3 which facilitates HT reaction. We have also carried out 
luminescence quenching studies at higher catechol concentration (~1000:1) and shown in 
Figure 3-9B, inset. It has been observed that HT process in all the QDs/ catechols composite 
systems are too fast to monitor with nano-second time resolution.  
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Figure 3-9 (A) Change in quantum yield of CdSe QDs in presence of different catechols 
derivatives at different concentration of catechols. Inset: Energy levels of VB and CB of 

CdSe QD and HOMO levels of different catechol derivatives. (B) Time resolved emission 
studies of CdSe QDs with different catechol derivatives (a) CdSe (b) CdSe/4-CH3 (c) CdSe/3-

CH3 (d) CdSe/Cat (e) CdSe/4-CHO (f) CdSe/4-NO2 (g) CdSe /3-OCH3 (CCdSe=0.16 M, 
CCatechols=1.6 M). Inset (a) CdSe (h) CdSe/3-OCH3 (CCdSe=0.16M, CCatechols=0.16 mM). 

As mentioned above that HT process is too fast to monitor with nano-second time scale 
resolution. To determine HT rate correctly and to see the effect of molecular structure on HT 
rate, fluorescence upconversion studies have been carried out by exciting the CdSe QDs at 
400 nm and monitoring its luminescence at 620 nm in absence and presence of catechols 
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derivatives and shown in Figure 3-10. In all QDs/catechols composite system catechols: QDs 
ratio was kept ~1000:1 where no luminescence was observed from the composite systems. It 
is clearly seen that in presence of catechols the emission kinetics decays much faster as 
compared to pure CdSe QDs. Decay trace of pure QDs can be fitted multi-exponentially with 
different time constants and shown in Table 3-2. It is evident from Table 3-2 that the average 
lifetimes of CdSe/catechol composite systems are 20-50 times shorter as compared to that of 
CdSe QDs which confirms HT process in the composite materials as suggested in equation 3-
5. HT rate constants in different composite systems can be determined through the following 
expression:  

kHT =1/CdSe/Catechols – 1/CdSe     (3-5) 

Using the average lifetime values of CdSe QDs and CdSe/catechol composites the HT 
rate constants have been determined and shown in Table 3-2. It is interesting to see that HT 
rate is different for different catechols derivatives depending on their redox energy level. 
Here the free energy of HT reaction is directly proportional to the redox energy level of VB 
of CdSe QDs and ground state potentials of catechol derivatives. In the present situation free 
energy of charge separation can be determined as 

       GHT°= EVBCdSe - ECat/Cat+ – e2/εrDA                   (3-6)  

Where EVBCdSe is the VB energy level of CdSe QDs, ECat/Cat+ is the oxidation potential of 
catechols, and e2/εrDA is the stabilization energy of the product ion pair state in chloroform 
(where e is the charge of an electron, ε is the dielectric constant of the solvent, and rDA is the 
distance between donor-acceptor pair). Since e2/εrDA value will be approximately same for all 
the composite systems of CdSe with catechol derivatives we can write equation 3-6 as  

 GHT° α EVBCdSe - ECat/Cat+ = GHT†             (3-7) 
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Using equation 3-7, GHT† for all the QDs/catechol pairs was calculated and shown in 
Table 3-2. One of the main aim of present investigation is to monitor systematic charge 
separation reaction in CdSe QDs/catechol derivatives with changing molecular structure of 
the adsorbate. Earlier Kathryn et al.248 reviewed charge separation (both electron and hole 
transfer) reaction for different QDs and acceptor systems, where it has been observed CT rate 
increases with free energy for charge separation reaction. Frederick et al.222 have  
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Figure 3-10: Fluoresence upconversion decay traces of CdSe QDs (λex - 400 nm and λem – 
620 nm) with and without catechol derivatives. (a) pure QDs (b) CdSe/3-CH3 (c) CdSe/4-CH3 
(d) CdSe/Cat (e) CdSe/4-CHO (f) CdSe/4-NO2 (g) CdSe/3-OCH3. Inset: Plot of change of 
HT rate with Gibbs free energy of CT reaction.  

Table 3-2: Parameters for multi-exponential fit of emission decay traces for CdSe QDs in 
absence and in presence of different catechol derivatives. em = 620 nm, ex = 400 nm. 

System 1    (ps) 2  (ps) 3  (ps) avg (ps) -GHT† kHT x1011 
CdSe 4.7 (39%) 55 (40%) >500 (21%) 110   
CdSe/Cat 1.5 (36%) 7.42 (63%) >50 (1%) 5.5 0.72 1.85 
CdSe/4-NO2 1.42 (63%) 8.8 (36%) >50 (1%) 3.7 0.43 2.7 
CdSe/3-CH3 2.4 (58%) 18 (41%) >50 (1%) 8.15 0.61 1.23 
CdSe/4-CH3 1.8 (46%) 10.5 (53%) >50 (1%) 6.9 0.62 1.45 
CdSe/3-OCH3 0.8 (89%) 12.8 (10%) >50 (1%) 2.5 0.80 4.0 
CdSe/4-CHO 1.16 (68%) 9.25 (31%) >50 (1%) 4.16 0.47 2.4 
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demonstrated control of hole delocalization in a series of para substituted 
phenyldithiocarbamate (PTC) sensitized CdSe QDs. However in the above reports systematic 
studies of HT dynamics with changing molecular structure and rate of HT was never 
discussed. In the present work, both HT time and free energy of charge separation reaction 
was determined and tried to correlate with Marcus electron transfer theory. It is clear from 
Table 3-2 and Figure 3-10 inset that HT rate increases with free energy of HT reaction except 
for 4-CHO and 4-NO2. It is interesting to see that HT rate for 4-CHO and 4-NO2 is higher as 
compared to other catechols (except 3-OCH3) where free energy of HT reaction is lower for 
both the systems as compared to other QD/catechol derivatives (Table 3-2). In steady state 
absorption studies it was observed that both 4-CHO and 4-NO2 form CT complex (Figure 3-
7B) which suggest that the coupling matrix for CT reaction will be higher for both the 
systems as compared to other composites. As a result, higher HT rate for both 4-CHO and 4-
NO2  sensitized CdSe QDs systems was observed. However the most remarkable observation 
is that the HT rate is much higher in case of CdSe/3-OCH3 system as compared to other 
composite systems. Due to strong electron donating property of 3 methoxy group in 3-OCH3 
hole capturing ability increases, as a result, faster HT reaction was observed as compared to 
other systems.  

In view of the fact that thermalized HT rate is very fast in catechol derivatives, 
possibility to extract hot hole from upper excitonic state (2S3/2) of CdSe QDs was explored. 
To investigate hot hole extraction process it was important to monitor hot exciton 
luminescence from the QDs materials. Luminescence from hot excitonic state is not widely 
reported due to ultrafast excitonic decay and low QY249. However Cho et al.250 and Mondal et 
al.251 have reported hot luminescence from QDs materials. Although, in our present work no 
emission band from hot states was observed still the emission at 560 nm was recorded which 
is expected to be emittive wavelength due to 2S excitonic state of CdSe QDs and are shown 
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in Figure 3-11A. It is clear from Figure 3-11A that emission decay trace of CdSe QDs in 
absence or in presence of different catechol derivatives is almost similar except for 3-OCH3. 
A separate emission decay trace of CdSe QDs and CdSe/3-OCH3 derivative was also plotted 
and shown in Figure 3-11B. Faster decay trace at 2S excitonic position in presence of 3-
OCH3 clearly suggests that 3-OCH3 can be used to extract hot hole from photo-excited CdSe 
QDs. Emission decay trace of CdSe QDs can be fitted multi- exponentially however major 
component can be fitted with 400 fs (60%) time constant, Table 3-3. This faster time constant 
of 400 fs can be attributed to radiative or non-radiative recombination time between hole in 
2S3/2 state and electron in 1Se, or may be non radiative relaxation of hole from 2S3/2 to 1 Ph or 
1S3/2 state (Figure 3-11 and Scheme 3-4). Now it is interesting to see that emission decay 
trace for 2S exciton in presence of 3-OCH3 (Figure 3-11B) decay much faster as compared to 
pure CdSe QDs (Figure 3-11B). This faster decay at 2S exciton position shows the extraction 
of hole from 2S3/2 state to 3-OCH3. This observation clearly suggests that 3-OCH3 can be 
used to extract hot hole as compared to any other catechol derivatives which might be due 
presence of methoxy (electron donating) group in 3-OCH3. As observed in Table 3-3 that 
major component in the emission decay trace of pure CdSe QD at 560 can be fitted with 
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Figure 3-11A: Fluorescence upconversion decay traces of CdSe QDs in absence and in 

presence of catechol derivatives. B: Fluorescence upconversion decay traces of CdSe QDs in 
absence and in presence 3-OCH3. ex- 400 nm, em- 560 nm. C: Mechanistic scheme of HT 

reaction from hot excitonic state of CdSe QDs to 3-OCH3. 



  Chapter 3 

92  

Table 3-3: Parameters for multi-exponential fit of emission decay traces for CdSe QDs in 
absence and in presence of different catechol derivatives monitoring at 560 nm after exciting 

at 400 nm. 

Sample  1  (ps) 2  (ps) 3  (ps) avg (ps) 
CdSe 0.4 (63%) 7 (30%) >20(7%) 3.75 
CdSe/4-NO2 0.35 (60) 5 (38.5%) >20 (1.5%) 2.43 
CdSe/3-CH3  .32 (60%) 6 (38.5%) >20 (1.5%) 2.8 
CdSe/4-CHO 0.32 (63%) 6.5 (35.5%) >20 (1.5%) 2.8 
CdSe/4-CH3 0.32 (63%) 6 (35.5%) >20 (1.5%) 2.63 
CdSe/Cat 0.32 (63%) 6 (35.5%) >20 (1.5%) 2.63 
CdSe/3-OCH3 0.25 (75%) 4 (24.5%) >20 (0.5%) 1.25 

 
400 fs (60%) time constant. However in presence of 3-OCH3 major component can be fitted 
with 250 fs time constant (75%). From this observation, hot hole extraction time from CdSe 
QDs to 3-OCH3 can be attributed to ~ 250 fs. To the best of our knowledge this is first 
experimental observation on hot hole transfer from photo-excited QDs materials to molecular 
adsorbate.  
  To comprehend the above processes and to monitor the charge recombination (CR) 
reaction between electrons in CdSe QDs and holes in the catechols another complimentary 
technique, ultrafast transient absorption spectroscopy was used. Ultrafast transient absorption 
studies were carried out after exciting the samples at 400 nm and monitoring the transients in 
460-700 nm regions. Figure 3-12A shows the transient absorption spectra of pure CdSe QDs 
which show two distinct negative absorption bands peaking at 490 nm (1P) and at 590 nm 
(1S). No positive absorption in the 640-700 nm regions was observed suggesting minimum 
defect states in the QDs materials. Figure 3-12B shows the transient absorption spectra of 
CdSe/3-OCH3 which looks very similar to that of pure CdSe QDs with two negative 
absorption bands peaking at 490 and 590 nm respectively. Interestingly in CdSe/3-OCH3 
system relative bleach intensity at upper excitonic states (470-550 nm region, 2S and 1P 
excitons) is less as compared to that of lower excitonic state (550-630 nm region, 1S exciton). 
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Figure 3-12. Transient absorption spectra of (A) CdSe QDs and (B) CdSe QDs in presence of 
3-OCH3 at different time delay after exciting the samples at 400 nm laser light. (C) Transient 
spectra at 3 ps time delay for CdSe QDs (a) in absence and (b) in presence of 3-OCH3 after 

normalizing the bleach at 590 nm (1S exciton). (D) Steady state optical absorption spectra of 
pure CdSe QDs showing different excitonic position. 

To understand CT behavior in CdSe/3-OCH3 system, transient spectra of CdSe QDs in 
absence and in presence of 3-OCH3 at 3 ps time delay is shown in Figure 3-12C. It is clearly 
seen that in case of CdSe/3-OCH3 system intensity of transient bleach in 470-550 nm region 
is much less as compared to that in CdSe QDs system. As already mentioned in steady state 
optical absorption studies that for CdSe QDs of size ~4.5nm the second excitonic peak comes 
in the region of 520-540 nm and has been marked as 2S exciton in Figure 3-12D. So it is 
clear from transient absorption studies that intensity of 2S excitonic absorption bleach in 
CdSe QDs is much less in presence of CdSe/3-OCH3 system which suggest that hole from 
2S3/2 state is transferred to 3-OCH3 before relaxing to either 1Ph state or to 1S3/2 state (Figure 
3-12C) (Scheme 3-4). Transient absorption spectra of CdSe QDs in presence of other 
catechol derivatives was also recorded however, no indication of hot hole extraction was 
observed. 

 To understand charge carrier relaxation and CT dynamics in CdSe QDs in absence 
and in presence of 3-OCH3, bleach growth and recovery dynamics at two different excitonic 



  Chapter 3 

94  

positions, 490 nm (1P) and at 530 nm (2S) (hot states) was monitored and are shown in 
Figure 3-13. To compare the effect of electron donating group on hot hole extraction, bleach 
recovery dynamics of CdSe QDs with CAT at both the wavelengths was also monitored. 
Bleach kinetics can be fitted multi-exponentially with different time constants and is shown 
in Table 3-4. The growth kinetics of CdSe QDs at 490 nm (1P excitonic bleach) can be fitted 
single exponentially with time constants 200 fs. This 200 fs time constant can be attributed to 
the electron cooling from upper excitonic state to 1Pe state (Scheme 3-4). However at 530 nm 
(2S) bleach growth can be fitted bi-exponentially with time constants of 100 fs and 700-800 
fs. Here the slower time constant of 800 fs can be attributed to electron cooling from 1Pe to 
1Se state (Scheme 3-4). Now it will be interesting to monitor the charge carrier dynamics in 
presence of CAT and 3-OCH3. It is clearly seen that bleach growth and recovery kinetics of 
CdSe QDs in presence of CAT is very similar to that of pure QDs at both the wavelengths. 
However, in presence of 3-OCH3 both growth and recovery time at 490 nm for CdSe QDs 
become faster  (Figure 3-13, Table 3-4) but major changes were observed at 530 nm which 
corresponds to 2S bleach dynamics. Bi-exponential growth at 530 nm for CdSe QDs become 
single exponential with pulse width limited time (<100 fs) and in early time bleach recovers 
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Figure 3-13 (A) Bleach recovery kinetics of (a) CdSe (b) CdSe/3-OCH3 (c) CdSe/Cat at 490 
nm; (B) Bleach recovery kinetics of (d) CdSe (e) CdSe/3-OCH3 (f) CdSe/Cat at 530 nm after 

exciting the sample at 400 nm. (C) Bleach recovery kinetics of CdSe QD at 530 nm 
monitored in absence and in presence of different catechol derivatives. 
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Scheme 3-4. Energy level diagram of CdSe QDs showing different discrete states of both CB 
and VB. HOMO level of 3-OCH3 is also shown. The scheme demonstrate both thermalized 

and hot hole extraction by 3-OCH3 from CdSe QDs. 
with a faster component of 250 fs. This change in bleach recovery kinetics can be attributed 
to hot hole extraction from 2S3/2 state of CdSe QDs to 3-OCH3 (Figure 3-13 and Scheme 3-
4). Bleach dynamics of CdSe QDs at 530 nm was also monitored in presence of CAT (Figure 
3-13B) and with other catechol derivatives (Figure 3-13C) however, bleach recovery kinetics 
almost matched with pure CdSe QDs at 530 nm. This observation clearly suggest that hot 
hole trasfer reaction is only observed in CdSe/3-OCH3 system which is also confirmed in 
fluorescence up-conversion measurements. 

Table 3-4: Multi-exponential fitting parameters for bleach recovery kinetics at different 
excitonic wavelengths (490 nm and 530 nm) of CdSe QDs in absence and in presence of 

catechol (CAT) and 3-OCH3 after exciting the samples at 400 nm. 

Sample/probe 1 (fs) 
(Growth)  

2 (ps) 
(Growth)  

1  (ps) 2  (ps) 3 (ps) 4 (ps) avg (ps) 
CdSe 490 200   2.1 (40%) 8.5 (41%) 120 (15.3%) >1000 

(3.7%) 
59.7 

CdSe/CAT 490 200   2.1 
(25.2%) 

8 (39.4%) 100 (26.8%) >1000 
(8.6%) 

116.2 
CdSe/3-OCH3 490 <100   0.8 (0.3%) 6 (69.5%) 100 (20.3%) >1000 

(9.9%) 
100.9 

CdSe 530 <100 
(46.4%) 

0.7 
(53.6%) 

2.7 
(31.8%) 

11 (65.3%) 100 (2.9%)  10.9 
CdSe/Cat 530 <100 

(61.5%) 
0.7 
(38.5%) 

2.5 
(25.4%) 

11(67.4%) 150 (7.2%)  67.2 
CdSe/3-OCH3 530 <100  0.25 

(30.4%) 
3.5 
(58.2%) 

100 (8.7%) >1000 
(2.7%) 

37.8 
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Now to observe the charge recombination (CR) dynamics, bleach recovery kinetics at 
1S excitonic position (590 nm) of CdSe QDs in presence of different catechol derivatives was 
monitored and is shown in Figure 3-14. The bleach recovery kinetics for CdSe QDs can be 
fitted multi-exponentially with time constants of 1 = 5.8 (21%), 2 = 60 (37.3%), 3 =180 
(21%),  = >1(20.7%) with avg = 268 ps (Table 3-5). This dynamics can be attributed to CR 
between electron in the CB and hole in the VB of CdSe QDs. However in presence of 
catechol derivatives bleach recovery kinetics are different depending on the molecular 
structure of the catechol derivatives and are shown in Table 3-5. It is interesting to see that 
CR dynamics of CdSe/4-CHO and CdSe/4-NO2 is much slower as compared to rest of the 
QDs/catechol derivative composite system. Average time constants (avg) have been 
calculated in all the composite systems and are shown in Table 3-5. CR rate (kCR) for 
different composite systems can be determined as kCR =1/avg. Now it’s important to monitor 
the CR dynamics with free energy of CR reaction. To do so free energy of CR reaction (-
GCR) was calculated after following the equation below.  

     GCR° = ECBCdSe - ECat/Cat+         (3-8) 

where ECBCdSe = EVBCdSe – E00 and E00 is the bang gap of the QDs.  
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 Figure 3-14. Bleach recovery kinetics of CdSe QDs at 590 nm (a) in absence and in presence 
of (b) CAT (c) 3-OCH3 (d) 3-CH3 (e) 4-CH3 (f) 4-NO2 (g) 4-CHO. Inset: Variation of CR 

reaction rate with Gibbs free energy (-GCR) of reaction. 
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Table 3-5: Multi-exponential fitting parameters for the bleach recovery kinetics of CdSe 
QDs/catechol derivatives. Change in CR rate with free energy of CR reaction in different 

CdSe QDs/catechol derivatives composites. 

Sample 1  (ps) 2  (ps) 3 (ps) 4 (ns) avg (ps) -GCR CR x109 
CdSe 5.8 (21%) 60 (37.3%) 180 (21%) >1 (20.7%) 268   
CdSe/-OCH3 5 (2.4%) 27 (59.2%) 150 (19.2%) >1 (19.2%) 237 1.3 4.22 
CdSe/CAT 60 (16.5%) 110 (47.7%) >1000 (35.8%)  420 1.38 2.48 
CdSe/4-CH3 25 (37.5%) 140 (31.7%) 1000 (30.8%)  362 1.48 2.76 
CdSe/3-CH3 6 (12.1%) 40 (28.2%) 200 (24.2%) >1 (35.1%) 412 1.49 2.43 
CdSe/4-CHO 70 (6.9%) 330 (62.2%) 1000 (30.9%)  519 1.63 1.93 
CdSe/4-NO2 50 (1.6%) 130 (42.8%) 1000 (55.6%)  612 1.67 1.63 

Following the above equation (-GCR) was determined and shown in Table 3-5. It is 
interesting to see that rate of CR reaction decreases with increase in free energy of reaction (-
GCR). It clearly indicates that CR reaction in CdSe QDs/Catechol derivatives falls in the 
inverted region of the ET reaction of Marcus theory. 

3.3.2.2. Hot hole extraction dynamics in CdSe QDs/thiols composite system 
As mentioned above that hot hole extraction is possible in a composite system of CdSe 

QDs with 3-methoxy catechol, this possibility was explored further by designing and 
synthesizing three thiol molecules (Chart 3-1) and monitoring their interaction with CdSe 
QDs. It has also been reported that over coating a wide band gap shell (such as ZnS) on bare 
CdSe QDs can greatly enhance photostability of bare QDs252, 253. Therefore experiments were 
also carried out with CdSe/ZnS type I CSQD to understand whether  hot hole extraction is 
still possible in presence of type I shell or not. 
Figure 3-15A shows the optical absorption spectra of CdSe QDs in absence and in presence 
of different concentrations of AAT. Absorption spectra of pure CdSe QDs (Figure 3-15a) 
shows the first excitonic peak at 559 nm corresponding to 1S (1Se-1S3/2) transition and 
another peak at 470 nm corresponding to 1P (1Pe-1Ph) transition244. Optical absorption 
spectra of CdSe QDs in presence of different concentration of AAT shows that no CT 
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complex are formed between them, however interestingly the first excitonic peak (1S) 
position shifts to the red region of the spectrum with increasing AAT concentration (559 to 
564 nm) (Figure 3-15e). On addition of the thiols, ligand exchange process on QDs surface 
takes place (Figure 3-15B) which results in mixing of VB orbital of QDs with the HOMO of 
thiol ligands. Due to this mixing hole can delocalize into the ligand shell and a red shift in 
absorption spectra was observed. To demonstrate exciton delocalization in CdSe/AAT 
system, change in excitonic radius224 (R) with an increase in AAT concentration was also 
plotted and is shown in Figure 3-15A inset. It is clearly seen from Figure 3-15A inset that 
with an increase in AAT concentration an increment in excitonic radius was observed. The 
similar results were found with other two thiols, ADPT and APT also and shown in Figure 3-
15C and Figure 3-15D respectively. Similar exciton delocalization and red shift in absorption 
spectra was also reported earlier by Weiss and coworkers222 where they have shown that 
ligand exchange on CdSe QDs with phenyldithiocarbate (PTC) ligand can delocalize hole 
from QDs to PTC. It is interesting to note that with all three thiols almost similar degree of 
exciton delocalization was observed despite the difference in their molecular structures. It 
suggests that the binding of S- ion of the thiols to the Cd2+ ions on the QDs surface is 
responsible for the exciton delocalization. Since this S- ion is not in conjugation with the 
main molecule therefore the charge carriers will be localized only on S- ion of the thiols. As a 
result similar degree of exciton delocalization was observed in all the systems.  
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Figure 3-15 (A) Steady state optical absorption spectra of CdSe QDs with different 

concentration of (A) AAT (C) ADPT (D) APT, (a) Pure QD, (b) QD:Thiol= 1:10, (c) QD: 
Thiol = 1:100 (d) QD: Thiol = 1:1000, (e) QD: Thiol = 1:5000. Inset: change in R value 
with increase in concentration of Thiol. (B) Schematic diagram of ligand exchange of oleic 

acid with thiols on QD surface in presence of large concentration of thiols. 
Now to monitor the effect of shell on exciton delocalization, steady state absorption 

studies of CdSe/ZnS CSQDs has been carried out in absence and in presence of different 
derivatives of thiol and are shown in Figure 3-16A. Steady state absorption spectra of 
CdSe/ZnS CSQDs (Figure 3-16A) shows the presence of 1S and 1P excitons at 570 and 475 
nm in contrast to 559 and 470 nm (Figure 3-15A) for CdSe QDs. This red shift in absorption 
spectra of CSQDs as compared to pure core QDs has been observed earlier also and assigned  
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Figure 3-16. Steady state optical absorption spectra of CdSe/ZnS CSQD at different time in 

presence of (A) ADPT (B) APT and (C) AAT. (Thiol:CdSe/ZnS=1000:1) (a) Pure CSQD, (b) 
CSQD/Thiol at 4 h, (c) CSQD/Thiol at 16 h, (d) CSQD/Thiol at 24 h. Inset: Steady state 

optical absorption spectra of CSQD after 24 h in presence of thiols (Thiol:QD=10:1). 
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to the leaking of charge carriers from core to shell254. Steady state absorption studies of 
CdSe/ZnS CSQDs in presence of all the three thiols show no red shift in absorption spectra 
(Figure 3-16) as observed for CdSe QDs (Figure 3-15A). However, with time the exciton 
peak becomes broader in case of both ADPT and APT at higher thiol concentration 
(QD:Thiol = 1:1000) (Figure 3-16A and Figure 3-16B respectively) but not in case of AAT 
(Figure 3-16C). At the same time no such features were observed at lower concentration of 
thiols (Figure 3-16, inset). To understand this peculiar behaviour and difference in interaction 
mechanism of AAT as compared to both APT and ADPT, experiments in presence of added 
Zn2+ ions to the CSQDs solution with thiols were carried out. First a solution of QDs with 
thiols was prepared and to this solution 50 L of methanol containing 1.5 mg of Zn2+ ion was 
added. The mixture was sonicated for 1 hr to allow proper mixing of all the constituents. 
Absorption studies were carried out in above system at different time and changes in spectra 
were monitored. Absorption spectra of QDs with three thiols suggests that in case of AAT 
spectra is almost similar at two different times (after 4 hrs and 24 hrs, Figure 3-17A) however 
in case of both ADPT and APT there is an appreciable change in absorption spectra at 
different time (Figure 3-17A). Interestingly the absorption spectra of CSQDs/Thiols in 
presence of added Zn2+ ions at 4 hrs is matching with the spectra of CSQDs with respective 
thiols after one day (Figure 3-17A). This observation suggests the formation of Zn2+/thiol 
complex and its interaction with CSQDs surface is responsible for the change in absorption 
spectra. When extra added Zn2+ ions is present in the system, the formation of Zn2+/thiol 
complex is fast and consequently change in absorption spectra is observed even in 4 hrs. In 
case of pure CSQDs with thiols, some of the Zn2+ ions will be etched from the QDs surface 
but this process is slow and therefore change in absorption spectra is observed after one day 
(Figure 3-17B). This observation was also confirmed by carrying out experiment in presence 
of excess Cd2+ ions where no change in absorption spectra is observed even after one day in 
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case of all three thiols. This suggests that all three thiols has high affinity to bind with Cd2+ 
ions as compared to Zn2+ ions and during the interaction of thiols with CSQDs, thiols try to 
approach Cd2+ ions of CdSe/ZnS CSQDs and in this process some of the Zn2+ ions can be  
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  Figure 3-17A: Steady state absorption spectra of CSQDs in presence and absence of Zn2+ 
ions and thiols. B: Schematic diagram of interaction of thiols with CSQDs. 

etched from the surface forming Zn2+/thiol complex. In case of both APT and ADPT this 
Zn2+/thiol complex is able to interact with the CSQDs surface thereby changing absorption 
spectrum. However in case of AAT, it is not able to interact with the CSQDs surface and no 
change in absorption spectra is observed. This is due to the presence of extra CH2 group in 
both APT and ADPT due to which steric hindrance for the interaction with CSQDs surface 
from the oleic acid molecule present on the surface will be less (Figure 3-17B). Experiment 
were also carried out with low concentration of thiols (QD:Thiol = 1:10) where no such 
features was observed.  

As thiols are known to be good binder as well as good hole transporting molecules, HT 
dynamics in CdSe/thiol and CdSe/ZnS/thiol systems was studied. To verify HT processes, 
steady state emission studies have been carried out for both QDs and CSQDs in absence and 
in presence of the thiols. Figure 3-18A and 3-18B indicate the emission spectra of CdSe QDs 
and CdSe/ZnS CSQDs in absence and in presence of AAT, APT and ADPT at the 
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concentration ratio of thiols:QD = 1000:1. The emission peak for CdSe QDs appears at 580 
nm (f = 20%) and for CdSe/ZnS CSQDs (f = 30%) appears at 590 nm. It is interesting to 
observe that in presence of all the thiols the emission intensity of CdSe QDs is drastically 
reduced (Figure 3-18A). This quenching in CdSe QDs emission cannot be attributed to the 
energy transfer from photo-excited CdSe QDs to the thiols as there is no overlap between 
optical absorption spectra ofthe thiols and emission spectra of CdSe QDs. Now to confirm 
that the quenching of CdSe QDs emission is due to HT, the redox level of the thiols and QDs 
were determined. The VB (1Sh) level of CdSe QDs was reported to be 1.65 V193, whereas the 
CB (1Se) was determined to be -0.56 V after adding the band gap energy to the VB energy 
(EBG=2.21 eV). Redox level of ADPT was determined using differential pulse voltammetry  
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Figure 3-18 (A): Steady state emission spectra of CdSe QDs (a) in absence and in presence 

of the thiols (b) AAT, (c) APT and (d) ADPT. Inset: Time-resolved emission spectra of 
CdSe QDs (a') in absence and in presence of the thiols (b') AAT, (c') APT and (d') ADPT. (B) 
Steady state emission spectra of CdSe/ZnS CSQDs (e) in absence and in presence of thiols (f) 

AAT, (g) APT and (h) ADPT. Inset: Time-resolved emission spectra of CdSe/ZnS CSQDs 
(e') in absence and in presence of the thiols (f') AAT, (g') APT and (h') ADPT. Concentration 

ratio for thiol:QDs  and thiol:CSQDs were 1000:1. 
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(DPV) studies and found to be 1.56 V vs NHE (Figure 3-19). The VB level of QD and 
HOMO of ADPT suggests that the HT from photo-excited CdSe QDs to ADPT is 
thermodynamically favourable process. At this point, it is important to mention that the redox 
level of other two thiols, APT and AAT could not be measured, however keeping in mind 
that the molecular structure of all three thiols are almost similar, it is expected that redox 
level of both APT and AAT will be almost similar as that of ADPT and therefore the  
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Figure 3-19: Differential pulse voltammetry curve of ADPT. 

quenching in emission can be attributed to the HT. Steady state emission studies of CdSe/ZnS 
CSQDs have also been carried out in presence of the thiols and there also an appreciable 
quenching in emission was observed. Earlier255 emission quenching of CdSe/ZnS CSQDs in 
presence of aurin-tricaboxylic acid (ATC) was reported and has been assigned to the HT from 
CSQDs to ATC. Similarly in the present investigation also the quenching in CSQDs emission 
on addition of thiols has been assigned to the HT from CSQDs to thiols  (Scheme 3-5). To 
determine HT dynamics, time resolved emission studies of CdSe QDs and CdSe/ZnS CSQDs 
have been carried out in absence and presence of thiols and are shown in Figure 3-18A and 3-
18B Inset. Emission decay trace of CdSe QDs and CdSe/ZnS CSQDs can be fitted multi- 
exponentially with average life time of ~ 10 ns and ~ 15 ns respectively (Table 3-6). 
However, it is interesting to see that in presence of the thiols the emission trace of QDs 
decays with pulse width limited time constant (< 100 ps). Similarly in case of CSQDs the 
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emission trace decays very fast with the fastest component of ~ 150 ps (Table 3-6). These 
observations again confirm the HT process from QDs and CSQDs to the thiols. 

Table 3-6: Time resolved emission decay parameters in nanosecond time scale resolution 
(ex-400nm, emCdSe-580 nm, emCdSe/ZnS - 590 nm) 

Sample 1(ns) 2(ns) 3(ns) avg(ns) 
CdSe 0.5 (28%) 10 (60%) 40 (12%) 10.9 
CdSe/ZnS 0.6 (22%) 12 (58%) 40 (20%) 15 
CdSe/ZnS/APT 0.15 (50%) 3.5 (40%) 15 (10%) 3 
CdSe/ZnS/ADPT 0.15 (52%) 3.5 (38%) 15 (10%) 2.9 
CdSe/ZnS/AAT 0.15 (60%) 3.5 (32%) 15 (8%) 2.4 

 
By employing steady state absorption, emission and time-resolved emission studies, 

exciton delocalization and HT processes from both QDs and CSQDs was demonstrated. Now 
to further reconfirm HT processes, exciton delocalization and their impact on charge carrier 
dynamics ultrafast transient absorption spectroscopy was carried out after exciting samples at 
400 nm and monitoring the transients in 460-650 nm regions. Transient absorption spectra of 
pure CdSe QDs shows the presence of two distinct negative absorption bands peaking at 470 
nm (1P) and at 558 nm (1S) with a hump at 525nm (2S) (Figure 3-20). Interestingly in 
presence of thiols the transient peak appears at 475 nm and at 564 nm respectively (Figure 3-
21). This red shift (558 nm to 564 nm) in transient absorption spectrum of QDs/thiol confirms 
the exciton delocalization into the ligand shell. Transient absorption spectra of CSQDs also 
show two transient bleach peaks at 575 (1S) and at 480 nm (1P) (Figure 3-20). However, in 
presence of both ADPT and APT the exciton peak becomes broader but not with AAT 
(Figure 3-21). The similar observation was also found in our steady state measurements also. 

To summarize the above mentioned features, transient spectrum at 2 ps time delay 
was plotted for both CdSe QDs and CdSe/AAT along with their absorption spectra and are 
shown in Figure 3-22A and 3-22B respectively. It is interesting to see that in the transient  
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Figure 3-20. Transient absorption spectra of (A) CdSe QDs (B) CdSe/ZnS CSQDs at 
different time delay after exciting at 400 nm. 
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Figure 3-21. Transient absorption spectra CdSe QDs and CdSe/ZnS CSQDs with Thiols at 

different time delay after exciting at 400 nm. 
spectra of CdSe/AAT both 1P and 1S excitonic bleach of CdSe QDs moves to the red region. 
Earlier many authors41, 43 have demonstrated the carrier delocalization using steady state 
absorption and emission studies. However nobody has established the same through transient 
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absorption spectroscopy and to the best of our knowledge, it is confirmed for the first time 
through our studies. Transient spectra of CdSe/ZnS CSQDs in presence of thiols at 2 ps time  
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Figure 3-22 (A). Transient spectra at 2 ps time delay for CdSe QDs (a) in absence and (b) in 

presence of AAT after normalizing the bleach at 558 nm (1S exciton). (B) Steady state 
optical absorption spectra of CdSe QDs (a') in absence and (b') in presence of AAT showing 

different excitonic position. (C) Transient spectra at 2 ps time delay for CdSe/ZnS CSQDs (c) 
in absence and in presence of (d) AAT and (e) APT after normalizing the bleach at 575 nm 

(1S exciton). (D) Steady state optical absorption spectra of CdSe/ZnS CSQDs (c') in absence 
and in presence of (d') AAT and (e') APT showing different excitonic position. 

delay were also plotted. Interestingly transient bleach due to 1S exciton for CSQDs does not 
change in presence of AAT (Figure 3-22d) but become broader in presence of both APT 
(Figure 3-22e). Similar broadening was also observed with ADPT. Another interesting 
observation we madeis that in CdSe/thiol the bleach due to 2S excitonic absorption decreases 
as compared to CdSe QD. This can be attributed to the extraction of hole from 2S state to 
thiols. Similar features were not observed with CSQDs which might be due to the broadening 
of transient spectra in presence of the thiols. 
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To understand hot hole transfer processes, bleach recovery kinetics at 2S excitonic 
position was monitored for both CdSe QDs and CdSe/ZnS CSQDs in absence and in presence 
thiols and are shown in Figure 3-23. All the kinetics can be fitted multi-exponentially and are 
given in Table 3-7. It is interesting to see that the bleach recovery kinetics is faster in 
presence of the thiols. In our earlier section, transient spectra of CdSe QDs in presence of 3-
methoxy catechol (3-OCH3) were shown where a faster bleach recovery at 2S excitonic 
position was observed as compared to pure CdSe QDs. This was attributed to the hot hole 
transfer reaction from 2S3/2 state of photo-excited CdSe QDs to HOMO of 3-OCH3. Similarly 
in the present studies faster bleach recovery kinetics can also be attributed to hot hole transfer 
from photo-excited CdSe QDs and CdSe/ZnS CSQDs to the thiols. 

Table 3-7: Transient absorption fitting parameters (ex-400nm, monitoringCdSe-525 nm, monitoringCdSe/ZnS - 530 nm). 
 1 (growth) (ps) 2 (growth) (ps) 1 (decay) (ps) 2 (decay) (ps) 3 (decay) (ps) 
CdSe 0.15 (57.5%) 0.45 (42.5%) 8 (35%) 17 (15%) >400(50%) 
CdSe/AAT 0.12 (100%)  3 (22.3%) 8 (37.7%) >400(40%) 
CdSe/ADPT 0.18 (100%)  5 (10%) 20 (40%) >400 (50%) 
CdSe/APT 0.15 (100%)  3.4 (15%) 10 (40%)  >400 (45%) 
CdSe/ZnS 0.15 (53.5%) 0.8 (46.5%) 3 (30.3%) 50 (33.3%) >400 (36.4%) 
CdSe/ZnS/AAT 0.3 (100%)  3.5 (50%) 17 (24%) >400 (26%) 
CdSe/ZnS/APT 0.35 (100%)  4 (42.5%) 17 (21.5%) >400 (36%) 
CdSe/ZnS/ADPT 0.3 (100%)  4 (44%) 17 (26%) >400 (30%) 
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Figure 3-23: Bleach recovery kinetics of (A) CdSe QDs and (B) CdSe/ZnS CSQDs in 
absence and in presence of the thiols at 525 nm and 535 nm respectively (2S excitonic 

position). 
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As mentioned above that thiols interact with both QDs and CSQDs leading to hole 
transfer. However the HT rate was too fast to monitor with nanosecond time scale resolution. 
At the same time signature of hot hole extraction was also observed through ultrafast 
transient absorption spectroscopy but time scale of hot hole transfer reaction could not be 
determined due to overlap of different transients in the transient absorption spectra. To 
determine HT rate (both hot and thermalized) precisely in the above systems femtosecond 
fluorescence upconversion studies have been carried out by exciting the samples at 400 nm 
laser light. Figure 3-24 shows the flouresence upconversion decay traces of pure CdSe QDs 
at 580 nm and CdSe/ZnS CSQDs at 590 nm in absence and in presence of the thiols. In all 
QDs/thiols and CSQDs/thiols composite systems, the thiol/QDs concentration ratio was kept 
at approximately 1000:1, where complete quenching of luminescence was observed. It is 
clearly seen that the emission decay traces of QDs/thiols and CSQDs/thiols composite 
systems decay much faster as compared to both pure QDs and CSQDs respectively. For CdSe 
QDs the kinetic decay trace at 580 nm can be fitted multi-exponentially with time constants 
of = 3.2 ps (33%),  = 22.7 ps (45%), and  = > 1ns (22%), with avg = 231.3 ps.  
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Figure 3-24. Fluorescence upconversion decay traces of (a) CdSe QDs (b) CdSe/AAT (c) 

CdSe/ADPT (d) CdSe/APT at 580 nm. Inset: Fluorescence upconversion decay traces of (e) 
CdSe/ZnS (f) CdSe/ZnS/AAT (g) CdSe/ZnS/ADPT (h) CdSe/ZnS/APT at 590. Excitation 
wavelength was kept at 400 nm in all the systems. Concentration ratio for both thiols:QDs  

and thiols:CSQDs were kept 1000:1. 
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Table 3-8: Femtosecond fluorescence upconversion fitting parameters (ex-400nm,emCdSe-
580 nm, emCdSe/ZnS - 590 nm). 

 (ps) (ps)  avg (ps) 
CdSe 3.2 (33%) 22.7 (45%) >1 ns (22%) 231.3 
CdSe/AAT 0.82 (78.3%) 4.8 (16.3%) 105.6 ps (5.4%) 5.75 
CdSe/APT 0.7 (88.2%) 6.6 (7.3%) 100 ps (4.5%) 5.03 
CdSe/ADPT 0.6 (72%) 1.8 (20.3%) 62.6 ps (7.7%) 4.85 
CdSe/ZnS 26.4 (43.2%) 373 (21.2%) >1 ns (35.6%) 385 
CdSe/ZnS/AAT 2 (50.4%) 20.5 (38.4%) >100 ps (11.2%) 19.4 
CdSe/ZnS/APT 3 (58.7%) 32.3 (33.3%) >100 ps (8%) 19.3 
CdSe/ZnS/ADPT 2.5 (47%) 31.45 (44.2%) >100 ps (8.8%) 23.2 

 
However, in presence of ADPT, the kinetic decay trace becomes much faster and can be 
fitted multi-exponentially with time constants of  = 0.6 ps (72%), = 1.8 ps (20.3%), and 
 = 62.6 ps (7.7%), with avg = 4.85 ps. It is interesting to see that in presence of all three 
thiols, the emission decay trace is almost similar with marginal difference in time constants 
(Table 3-8) and the average lifetime of CdSe/thiol system is ~50 times faster as compared to 
that of pure CdSe QDs. Now using equation 3-5 the HT rate constant and HT time has been 
determined to be 2x1011 S-1 and ~5 ps respectively.  

The fluorescence upconversion decay trace of CdSe/ZnS CSQDs is also found to decay 
faster in presence of the thiols suggesting HT reaction from photo-excited CSQDs to the 
thiols. Upconversion decay trace at 590 nm for CdSe/ZnS CSQDs can be fitted multi-
exponentially with time constants of  = 26.3 ps (43.2%),  = 373 ps (21.2%), and  = > 
1ns (35.6%), with avg = 385 ps (Table 3-8). However, in presence of ADPT the kinetic decay 
trace of CdSe/ZnS CSQDs can be fitted multi-exponentially with time constants of  = 2.5 
ps (47%),  = 31.45 ps (44.2%), and  = > 100 ps (8.8%), withavg = 23.2 ps (Table 3-8). 
Using equation 3-5 the HT rate and HT time is determined to be ~ 4.3X1010 S-1 and ~ 23 ps 
respectively. With other two thiols also the HT rate is found to be almost similar. This slow 



  Chapter 3 

110  

HT rate for CdSe/ZnS/thiol composite as compared to CdSe/thiol can be attributed due to the 
presence of ZnS shell over CdSe core. The presence of a wider band gap material (ZnS) over 
CdSe core creates an energetic barrier for HT reaction as a result HT rate is found to be slow. 
It’s noteworthy to mention that in both the CdSe QDs and CdSe/ZnS CSQDs systems HT rate 
does not change appreciably with the change in molecular structure of the adsorbate.  

As observed that HT rate is very fast in case of QDs/thiol system, this leads us to 
explore the possibility of hot hole extraction from photo-excited CdSe QDs to the thiols. At 
the same time in transient absorption studies also signature of hot hole extraction was 
observed however, hot hole extraction time could not be determined. Therefore to explore the 
hot hole extraction possibility and to determine hot hole transfer rate, fluorescence 
upconversion studies have been carried out by exciting the samples at 400 nm and monitoring 
the luminescence at hot excitonic position. Luminescence from hot excitonic state is not 
widely reported due to low QY249 and ultrafast excitonic decay, however Mondal et al.251 and 
Cho et al.250 have reported hot luminescence from QDs materials. Although in the earlier part 
of this chapter, hot hole extraction from CdSe QDs to 3 methoxy catechols after monitoring 
2S luminescence was demonstrated however, effect of type I shell on hot hole extraction 
dynamics was not discussed. As mentioned that it is difficult to get hot exciton luminescence 
from QDs materials, in present study also no emission band corresponding to 2S excitonic 
state from both CdSe QDs and CdSe/ZnS CSQDs was observed. From transient absorption 
spectra of CdSe QDs, 2S excitonic absorption band appears at 525 nm (Figure 3-25A), so 2S 
excitonic luminescence band is expected to appear at ~540 nm. Similarly for CdSe/ZnS 
CSQDs 2S excitonic luminescence band is expected to appear at ~550 nm. Figure 3-25 shows 
the fluorescence upconversion decay trace of both CdSe QDs and CdSe/ZnS CSQDs in 
absence and in presence of different thiols at 540 nm and 550 nm respectively. It is interesting 
to see that the emission decay trace at 2S excitonic position decays much faster as compared 
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to that of at 1S excitonic position (Figure 3-24) for both CdSe QDs and CdSe/ZnS CSQDs. 
Emission decay trace of CdSe QDs can be fitted multi-exponentially with major component 
of 600 fs (60%) time constant (Table 3-9). This faster component can be attributed to 
relaxation of hole from 2S3/2 state to 1S3/2 state or due to radiative and nonradiative 
recombination of electron in 1Se state and hole in 2S3/2 state (Scheme 3-5). In presence of the 
thiols, this decay becomes much faster as compared to pure QD as shown in Figure 3-25A. 
This observation clearly suggests that in presence of thiols additional decay channel is 
available for photo-generated charge carriers, which is much faster as compared to the 
relaxation processes of the pure QDs. This faster relaxation channel can be assigned to the 
hot hole transfer from photo-excited QDs to the thiols (Figure 3-25A, centre scheme). The 
emission decay trace of CdSe QDs in presence of thiols can be fitted multi-exponentially with 
major component as 300 fs (>90%) (Table 3-9). This 300 fs time constant can be attributed to 
hot hole transfer from photo-excited CdSe QDs to the thiols. In the earlier part of this chapter, 
it was observed that hot hole extraction depends on the electron donating and withdrawing 
ability of adsorbates. However, interestingly in the present investigation hot hole transfer rate 
is found to be independent of the molecular structure of the thiols.  

 
Figure 3-25. Fluorescence upconversion decay traces of (A) CdSe QDs (B) CdSe/ZnS 

CSQDs with different thiols at 2S luminescence position (ex- 400 nm,em- 540 nm for CdSe 
QDs and 550 nm for CdSe/ZnS CSQDs). 



  Chapter 3 

112  

One of the most important aim in the present investigation is to find out whether it is 
possible to extract hot hole from CdSe QDs core even in presence of type 1 shell ZnS over it 
or not. To find out this fluorescence upconversion decay trace for CSQDs was monitored at 
2S excitonic position in presence and in absence of the thiols and is shown in Figure 3-25B. 
The emission decay trace of CdSe/ZnS CSQDs can be fitted multi- exponentially with major 
component of 1ps (44%) time constant (Table 3-9). However, interestingly in presence of the 
thiols emission decay traces become faster with the time constant of 500 fs as major 
component with higher contribution (~65%). This 500 fs time constant can be assigned to the 
hot hole extraction time from CdSe/ZnS CSQDs to the thiols. Due to the presence higher 
band gap ZnS shell over CdSe core HT is thermodynamically not viable. As already 
mentioned above that leaking of hole is possible from core to thiols. From our experimental 
observation it is clear that like thermalized hole, hot hole can also leak from CdSe core to the 
thiol molecules through ZnS shell. This might be due to higher coupling of thiols with QDs 
which facilitates hot hole extraction.  

Table 3-9: Femtosecond fluorescence upconversion fitting parameters (ex = 400nm, emCdSe = 

540 nm, emCdSe/ZnS = 550 nm). 
 ps) ps)  (ps) 
CdSe 0.6 (56.1%) 6.6 (28.4%) >100 ps (15.5%) 
CdSe/AAT 0.3 (93.2%) 20.5 (6.8%)  
CdSe/APT 0.3 (92.2%) 20.7 (7%)  
CdSe/ADPT 0.3 (90%) 21.7 (10%)  
CdSe/ZnS 1 (44.3%) 13.1(18.8%) >1 ns (36.9%) 
CdSe/ZnS/AAT 0.5 (62.2%) 6 (26.7%) >100 ps (11.1%) 
CdSe/ZnS/ADPT 0.5 (63%) 6.7 (22.8%) >100 ps (14.2%) 
CdSe/ZnS/APT 0.5 (68.4%) 6.5 (20.5%) >100 ps (11.1%) 

 
Finally to determine the CR dynamics between electrons in QDs and hole in thiols 

(Scheme 3-5), bleach recovery kinetics was monitored at 1S excitonic position (560 nm for 
CdSe QDs and at 570 nm for CdSe/ZnS CSQDs) for CdSe/Thiol and CdSe/ZnS/Thiol 
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systems using ultrafast transient absorption spectroscopy and are shown in Figure 3-26. The 
bleach recovery kinetics for pure CdSe QDs and CdSe/ZnS CSQDs can be fitted multi- 
exponentially with time constants of 1 = 10 ps (39%), 2 = 50 ps (6%), 3 =>400 ps (55%) 
and 1 = 15 ps (33.3%), 2 = 60 ps (10%), 3 =>400 ps (56.7%) respectively (Table 3-10).  
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Figure 3-26. Bleach recovery kinetics of (A) CdSe QDs and (B) CdSe/ZnS CSQDs in 

absence and in presence of the thiols. Bleach kinetics was monitored at 560 nm and at 570 
nm for CdSe QDs and for CdSe/ZnS CSQDs respectively. 

 
Scheme 3-5: Energy level diagram of CdSe/ZnS CSQDs showing different discrete states of 

both CB and VB. HOMO level of ADPT is also shown. The scheme demonstrate both 
thermalized and hot hole extraction by ADPT from CdSe QDs. 
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Table 3-10: Transient absorption fitting parameters (ex-400nm, monitoringCdSe-560 nm, 
monitoringCdSe/ZnS - 570 nm). 

 1 (growth) (ps) 2 (growth) (ps) 1 (decay) (ps) 2 (decay) (ps) 3 (decay) (ps) 
CdSe 0.15 (57.5%) 0.45 (42.5%) 10 (39%) 50 (6%) >400(55%) 
CdSe/AAT 0.12 (60%) 0.4 (40%) 9.5 (40%) 52 (5%) >400(55%) 
CdSe/ADPT 0.12 (60%) 0.4 (40%) 12(25.4%) 60 (7.6%) >400 (67%) 
CdSe/APT 0.12 (60%) 0.4 (40%) 11 (31.3%) 55 (8.7%)  >400 (60%) 
CdSe/ZnS 0.15 (53.5%) 0.9 (46.5%) 15 (33.3%) 60 (10%) >400 (59.7%) 
CdSe/ZnS/AAT 0.15 (53.5%) 0.3(46.5%) 9.5 (36%) 50 (14%) >400(50%) 
CdSe/ZnS/APT 0.15 (53.5%) 0.35 (46.5%) 17(30%) 60 (4.4%) >400 (65.6%) 
CdSe/ZnS/ADPT 0.15 (53.5%) 0.32 (46.5%) 8 (35%) 50 (15%) >400 (50%) 

 
These dynamics can be attributed to CR between electron in the CB and hole in the VB of the 
QDs. Bleach recovery kinetics for both QDs and CSQDs in presence of thiols was also 
monitored and is shown in Figure 3-26. It is interesting to see that although no appreciable 
change was observed on both hot and thermalized HT dynamics, bleach recovery kinetics in 
QDs/thiols and CSQDs/thiols are different for different thiol derivatives depending on the 
molecular structure of the thiol derivatives (Table 3-10). It is clear from Figure 3-26 and 
Table 3-10 that CR dynamics is relatively faster in QDs/AAT as compared to that in 
QDs/ADPT for both QDs and CSQDs. This might be due to the difference in molecular size 
of AAT and ADPT (Chart 3-1). As mentioned above that thiols interact with QDs through S 
atom so after the HT, initially the hole will be localized on the S atom of thiols and then it 
will be delocalized in the benzene ring. Since ADPT have larger molecular structure as 
compared to AAT, the delocalization of hole should be more in ADPT as compared to that in 
AAT. This implies that the CR rate will be slower in QDs/ADPT and CSQDs/ADPT system 
as compared to that in QDs/AAT and CSQDs/AAT as observed also. 
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3.3.3. Metal-Ligand Complex Induced Ultrafast Charge Separation and Electron 
Relaxation Dynamics in CdX (X = S, Se, Te) Quantum Dots Sensitized Nitro Catechol 

It is well reported in literature that HT from QDs is a difficult task252, 253 because of its 
limited wavefunction overlap. To address this issue, a composite system of nitro catechol 
(NCAT) with CdS QDs was chosen where NCAT serve as a hole transporting molecule for 
CdS QDs. Before monitoring the excited state interaction, ground state interaction between 
CdS QDs and NCAT was monitored. Figure 3-27A shows the steady state optical absorption 
spectrum of CdS QDs in absence and presence of NCAT. Absorption spectrum of CdS QDs 
shows the excitonic peak at 460 nm (Figure 3-27A, a). Figure 3-27A, c shows the optical 
absorption spectrum of NCAT that absorbs <400 nm. Now on addition of NCAT in CdS 
QDs, a CT complex formation was observed in blue region of solar spectrum and is shown in 
Figure 3-27A, b. To find the exact position of the complex, spectrum 3-27A, a and 3-27A, c 
were added and shown as Figure 3-27A, d. This spectrum was subtracted (Figure 3-27A, d) 
from Figure 3-27A, b and after subtraction the CT complex spectrum is shown as Figure 3-
27A, e peaking at ~390 nm. Earlier many researchers have reported the CT complex 
formation between QDs and different molecular adsorbates where the CT complex formation 
was observed from HOMO of ligand to the CB of QDs leading to solar radiation absorption 
in red region of solar spectrum 208, 231, 236, 257. But here surprisingly CT complex formation 
was observed in the blue region of solar spectrum that was not observed so far. To investigate 
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Figure 3-27. Steady state absorption spectra of QDs with NCAT. (A) CdS QDs, (B) CdSe 

QDs, (C) CdTe QDs (a) pure QDs (b) QDs/NCAT (c) NCAT (d) QDs+NCAT (e) b-d.  
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this feature further, CdSe and CdTe QDs were also synthesized and their interaction with 
NCAT was monitored and shown in Figure 3-27B and 3-27C respectively. Interestingly with 
both of these QDs also, CT complex formation was observed which appears at almost same 
position as in case of CdS/NCAT system (Figure 3-28). Here it is important to mention that 
during the synthesis of QDs, 2:1 ratio of Cd2+ and X2- (X = S, Se, Te) precursor were used 
thereby, surface of QDs with be rich in Cd2+ ions as compared to X2- ions. Since in all three 
QDs complex formation was observed at almost same position, this observation lead us to 
think that this might be due to the interaction of excess Cd2+ ions on the surface of QDs with 
NCAT. To investigate this, interaction between pure Cd2+ ions and NCAT was monitored. 
Figure 3-29A shows the steady state absorption spectra of pure cadmium acetate dihydrate  
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Figure 3-28: Complex spectrum of CdS QDs, CdSe QDs, CdTe QDs and Cd2+ ion with 

NCAT. 
(CAD) (Figure 3-29A, a), NCAT (Figure 3-29A, c), and CAD/NCAT (Figure 3-29A, b) in 
chloroform. It is clear from Figure 3-29A that both pure Cd2+ ions and NCAT do not show 
any absorption beyond 400 nm however, their composite shows a strong absorption band at ~ 
400 nm (Figure 3-29A, b) that extends till 600 nm. This has also been observed visually by 
strong coloration of the sample on addition of NCAT to CAD (Figure 3-29A, c'). CT complex 
spectrum was determined by subtracting Figure 3-29A, d from Figure 3-29A, b and is shown 
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as Figure 3-29A, e peaking at ~400 nm. From spectrum 3-29A, e it is clear that the 
interaction between pure Cd2+ ion and NCAT leads to the CT complex formation peaking at 
~400 nm and is almost at the similar position as in the composite systems of CdX QDs and 
NCAT. This observation clearly suggests that the complex formation of CdX QDs and NCAT 
is due to the interaction between excess Cd2+ ions on the QDs surface and NCAT ligand. This 
is shown schematically in Figure 3-29B where all three QDs have different VB and CB  

 
Figure 3-29 (A). Steady state absorption spectra of (a) CAD (b) CAD/NCAT (c) NCAT (d) 

CAD+NCAT (e) b-d. Inset: (a') C (b') NCAT (c') CAD/NCAT in CHCl3. (B) Schematic 
diagram for the QDs/NCAT complex formation. 

levels. A black line has been drawn to show the Cd2+ ion level on surface of QDs. The peak 
position of complex in all three QDs/NCAT composite systems suggests the direct transition 
from NCAT to Cd2+ levels leads to complex formation at ~400 nm. Earlier many studies have 
been done where researchers have demonstrated the binding of ligands with metal ions on 
QDs surface222, 258. However, to the best of our knowledge no reports were available where a 
direct CT complex formation between metal ion on QDs surface and ligands has been 
reported as observed in our present study.  

As mentioned that the complex formation between QDs and NCAT is due to metal-
ligand interaction on QDs surface. To understand this behavior further and the reason for 
complex formation, interaction of QDs with CAT was monitored and shown in Figure 3-30. 
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Interestingly no complex formation was observed between QDs and CAT. Similar studies 
were also carried out with CAD (Cd+2 ion) and there also no complex formation was observed 
(Figure 3-30). This observation suggests that the presence of nitro group in NCAT is 
necessary for complex formation. As mentioned above that the QDs surface has excess 
unsaturated Cd2+ ions. In presence of CAT and NCAT these surface metal ions bind 
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Figure 3-30. Steady state absorption spectra of (A) CdSe QDs, (B) CdTe QDs and (C) CAD 

in absence and presence of CAT. 

 
Figure 3-31. Schematic diagram for the interaction of NCAT with QDs surface. Inset: Steady 

state absorption spectra of CdS QDs in absence and presence of CAT. 
with catecholate moiety as reported earlier also196, 257. The formation probability of 
catecholate will be more in NCAT as compared to CAT because of electron withdrawing nitro 
group. This stabilizes catecholate moiety thereby leading to a better interaction of surface 
Cd2+ ions with catecholate (Figure 3-31) in NCAT. 

As discussed above that metal ligand complex formation on QDs surface was 
observed, steady state luminescence studies were carried out to find whether this complex 
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effects the luminescence properties of QDs or not. For this, samples were excited at different 
wavelengths and emission was monitored. Figure 3-32A shows the steady state luminescence 
spectrum of CdS QDs in presence and absence of NCAT by exciting at two different 
wavelengths, 400 and 430 nm. It is clearly shown from Figure 3-32A that in presence of 
NCAT, luminescence intensity of CdS QDs decreases drastically. However, the decrement in 
luminescence intensity is much faster at 400 nm excitation (Figure 3-32A, e, Figure 3-33A,) 
as compared to 430 nm excitation (Figure 3-32A, d, Figure 3-33A). As observed in steady 
state optical absorption studies that on addition of NCAT, a complex formation of CdS QDs 
was observed in blue region of solar spectrum peaking at ~390 nm. A faster decrement in 
luminescence intensity on addition of NCAT at 400 nm as compared to at 430 nm suggests 
the effect of complexation on luminescence quenching where complex formation favors 
faster luminescence quenching. This has been further validated by carrying out experiment on 
addition of CAT, where the extent of quenching is same at both the excitation wavelengths 
(Figure 3-32A, b and 3-32A, c, Figure 3-33A). This clearly indicates that complex formation 
favors faster luminescence quenching. To extent it further, similar studies were carried out 
with CdSe QDs and there also faster luminescence quenching in CdSe/NCAT at 400 nm 
excitation (Figure 3-32B, e') as compared to at 500 nm excitation (Figure 3-32B, d') was 
observed. However, no such features were observed in CdSe/CAT and the extent of 
luminescence quenching was almost same at both the excitation wavelengths (Figure 3-32B, 
b' and 3-32B, c', Figure 3-33B). This observation further shows that complex formation 
favors faster luminescence quenching. Similar studies were also carried out with CdTe QDs 
where interestingly no quenching in luminescence intensity was observed at both 600 nm and 
400 nm excitation however, an increment in luminescence intensity was observed (Figure 3-
32C, b'' and 3-32C, c'' respectively). This might be due to the surface modification of CdTe 
QDs with CAT that might reduce some of the trap states. Similar studies were also carried out 
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with NCAT where interestingly no appreciable luminescence quenching was observed at 600 
nm excitation (Figure 3-32C, d'', Figure 3-33C) however, at 400 nm excitation a quenching in 
luminescence intensity was observed (Figure 3-32C, e''). To understand these peculiar 
behaviors, energetic of the processes were calculated in above systems. In our earlier section 

450 5000
20
40
60
80

100  a
 b
 c
 d
 e  

 

 Wavelength (nm)

Em
. In

ten
sit

y A

550 600

 

 a'
 b'
 c'
 d'
 e'  

 

 Wavelength (nm)

B

650 700 750
 

 a''
 b''
 c''
 d''
 e''

 

 

 Wavelength (nm)

C

 
Figure 3-32. Change in luminescence intensity of (A) CdS QDs (B) CdSe QDs (C) CdTe 

QDs in absence and presence of CAT and NCAT at CAT/NCAT to QDs ratio 100:1. (a) CdS 
QDs, (b) CdS/CAT, ex- 430 nm, (c) CdS/CAT, ex- 400 nm, (d) CdS/NCAT, ex- 430 nm, (e) 

CdS/NCAT, ex- 400 nm, (a') CdSe QDs, (b') CdSe/CAT, ex- 500 nm, (c') CdSe/CAT, ex- 
400 nm, (d') CdSe/NCAT, ex- 500 nm, (e') CdSe/NCAT, ex- 400 nm, (a'') CdTe QDs, (b'') 
CdTe/CAT, ex- 600 nm, (c'') CdTe/CAT, ex- 400 nm, (d'') CdTe/NCAT, ex- 600 nm, (e'') 

CdTe/NCAT, ex- 400 nm. 
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Figure 3-33. Change in luminescence intensity of (A) CdS QDs, (B) CdSe QDs, (C) CdTe 

QDs in presence of CAT and NCAT at two different excitation wavelengths at different 
concentration of CAT/NCAT to QDs ratio. 
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redox levels of both CAT and NCAT was mentioned. Redox levels of CdSe QDs were 
available in literature193. Redox level of CdS and CdTe QDs was calculated by adding the 
difference in VB offset energy of CdSe and CdS QDs to CdSe QDs levels256 and CdSe 
andCdTe QDs to CdSe QDs levels259 respectively (Figure 3-34D). Redox level of both CdS 
and CdSe QDs and CAT and NCAT suggests that HT process from QDs to CAT/NCAT is 
thermodynamically favorable. Free energy of HT process was calculated using equation 3-6  

Table 3-11: GHT† value for QDs/CAT/NCAT pairs. 
System GHT† 
CdS/CAT -1.32 
CdS/NCAT -1.03 
CdSe/CAT -0.72 
CdSe/NCAT -0.43 
CdTe/CAT -0.12 
CdTe/NCAT 0.20 

and is shown in Table 3-11. It is clear from Table 3-11 that although GHT† for HT is less in 
case of QDs/NCAT as compared to QDs/CAT however, luminescence quenching is much 
more in case of former as compared to later when the sample were excited at complex 
position (400 nm excitation). This observation again suggests that the complex formation 
favors faster luminescence quenching even if process is less energetically driven. Now it is 
interesting to observe from Table 3-11 that in case of CdTe QDs the HT process is very less 
energetically favorable with CAT and with NCAT the process is not favorable. However, 
steady state luminescence studies suggests quenching in CdTe QDs luminescence only with 
NCAT at 400 nm excitation (Figure 3-32C, e'') while no luminescence quenching was 
observed in other conditions and with CAT (Figure 3-32C, d'', 3-32C, a'' and 3-32C, b''). This 
particular observation further confirms that because of complex formation charge separation 
occurs in systems that otherwise was not thermodynamically favorable.  

As described that luminescence quenching is maximum in QDs/NCAT composite 
system at 400 nm excitation as compared to at other wavelengths. To investigate this feature 
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further and the effect of metal-ligand complex on charge separation dynamics, time resolved 
emission studies in nanosecond time scale resolution were carried out by exciting the samples 
at different wavelengths and monitor their decay. Figure 3-34A and 3-34B shows the 
luminescence decay trace of CdS and CdSe QDs respectively in presence and absence of 
CAT and NCAT by exciting the samples at 406. It is clear from Figure 3-34A and 3-34B that 
the luminescence decay trace of QDs is much faster with CAT and NCAT as compared to 
pure QDs decay. The faster luminescence decay in presence of CAT and NCAT is due to HT 
process from QDs to CAT and NCAT. Another interesting observation that is clear from 
Figure 3-34A and 3-34B is that the decay dynamics is much faster in QDs/NCAT composite 
system as compared to QDs/CAT composite. As mentioned above that -GHT† value for HT is 
less in case of QDs/NCAT composite system as compared to QDs/CAT however, the faster 
decay dynamics in QDs/NCAT as compared to QDs/CAT again suggest that complex 
formation favors better charge separation. Similar experiments were also carried out by 
exciting the samples at 445 nm and are shown in Figure 3-34A and 3-34B, inset. There also 
faster luminescence decay in QDs/NCAT composite system was observed as compared to 
QDs/CAT. It is interesting to observe from steady state absorption studies that although 
complex formation peaks at ~390 nm however, it extends till 500 nm (Figure 3-27). 
Therefore even at 445 nm excitation the effect of complexation will be there that might lead 
to faster luminescence decay in QDs/NCAT as compared to QDs/CAT. Similar studies were 
also carried out in CdTe/CAT and CdTe/NCAT composite systems by exciting the samples at 
406 nm and 636 nm. Figure 3-34C' shows the luminescence decay trace of CdTe QDs in 
absence and presence of CAT and NCAT after exciting the samples at 636 nm. It is clear from 
Figure 3-34 C' that there is no change in luminescence decay trace of CdTe QDs on addition 
of both CAT and NCAT suggesting very less possibility of HT process. As described above 
that the GHT† value for HT is very less in case of CdTe/CAT (-0.12 eV) therefore the  
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Figure 3-34. Time resolved emission decay traces of QDs in absence and presence of CAT 
and NCAT. (A) CdS QDs, ex- 406 nm, em- 475 nm, (A') CdS QDs, ex- 445 nm, em- 475 
nm, (B) CdSe QDs,ex- 406 nm, em- 575 nm, (B') CdSe QDs,ex- 445 nmem- 575 nm, 
(C) CdTe QDs, ex- 406 nm, em- 735nm. (C') CdTe QDs,ex- 636 nm,em- 735nm. (a, a') 

Pure QDs, (b, b') QDs/CAT, (c, c') QDs/NCAT. 
probability of HT is less and no appreciable change in decay dynamics of CdTe QDs on 
addition of CAT was observed. Similar behaviors have also been observed when the samples 
were excited at 406 nm and there also the decay trace of CdTe QDs on addition of CAT was 
almost similar as that without CAT (Figure 3-34C). Interestingly when the similar studies 
were carried out on addition of NCAT the behaviors were different and faster luminescence 
decay was observed at 406 nm excitation while no changes were observed at 636 nm 
excitation. As per GHT† value, HT from CdTe QDs to NCAT is not thermodynamically 
favorable (GHT† value for HT is 0.20 eV) therefore, no change in decay dynamics of CdTe 
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QDs on addition of NCAT at 636 nm excitation was observed and decay dynamics of 
CdTe/NCAT composite was almost similar to that of pure CdTe QDs. However, at 406 nm a 
strong complexation between CdTe QDs and NCAT (Figure 3-27C) was observed and 
because of this faster luminescence decay trace was observed. This observation clearly  

 
Scheme 3-6: Different processes involved on photo-excitation of QDs with NCAT. 

demonstrates that complex formation favors charge separation even if the process is not 
thermodynamically favorable. As it is clear from steady state optical absorption studies that 
there is no complex formation at 636 nm (Figure 3-27C) therefore, the decay dynamics at 636 
nm excitation will be governed by the interaction of NCAT with pure QDs (Figure 3-27C). 
However at 406 nm excitation a strong CT complex formation occurs (Figure 3-27C) and 
decay dynamics will be affected by this complexation. Our experiment of CdTe QDs with 
NCAT clearly confirms that complex formation favors faster charge separation. This has been 
shown schematically in Scheme 3-6 where at 400 nm both QDs and complex will be excited. 
On excitation of complex, the electron will be excited to Cd2+ levels that further delocalized 
into the CB of QDs as shown in Scheme 3-6. At the same time, QDs excitation will also 
create electron and hole in the CB and VB of QDs. Because of strong coupling between 
NCAT and QDs, the electron in CB of QDs can combine with the NCAT+ before its 
recombination with the hole lying in the valance band (VB) of the QDs (Scheme 3-6). This 
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suggests that electron- hole can be decoupled within the QDs material before their 
recombination and higher efficiency solar cell can be realized.    

To demonstrate the above processes further and to see the effect of complexation on CR 
dynamics, femto-second transient absorption studies has been carried out by exciting the 
samples at 400 nm and monitoring the transients at excitonic position. Figure 3-35A shows 
the transient absorption spectrum of CdS QDs. Transient absorption spectrum of CdS QDs 
shows the excitonic bleach at 460 nm that matches well with the steady state optical 
absorption spectrum of CdS QDs (Figure 3-27A, a). Bleach recovery kinetics of CdS QDs in 
absence and in presence of CAT and NCAT at 460 nm was monitored and are shown in 
Figure 3-35B. It is interesting to observe from Figure 3-35B that bleach recovery kinetics of 
CdS QDs becomes relatively slower on addition of CAT. At 400 nm excitation electron will 
be transferred from VB to CB of QDs leaving hole in VB. As HT from CdS QDs to CAT is 
thermodynamically favorable process, this will leave electron in QDs while hole will be 
transferred to CAT. This results in weak coulomb interaction between electron and hole 
thereby CR is slower in CdS/CAT composite system (Figure 3-35B, b) as compared to CdS 
QDs (Figure 3-35B, a). Similar features have been observed earlier also209, 260. Now in case of 
CdS/NCAT composite system where at 400 nm both QDs and complex will be excited 
(Figure 3-27A, b), CR dynamics is different as compared to pure CdS QDs as shown in 
Figure 3-35B, c. It is interesting to observe from Figure 3-35B, c that the bleach recovery 
dynamics is faster in CdS/NCAT as compared to pure CdS QDs. This might be due to the 
strong coupling between QDs and NCAT that favors faster CR. Similar studies were also 
carried out in CdSe QDs and are shown in Figure 3-35C and 3-35D. Transient absorption 
spectrum of CdSe QDs shows the presence of first excitonic bleach at 550 nm (Figure 3-27) 
that matches well with the steady state absorption spectrum (Figure 3-27B, a). Bleach 
recovery kinetics of CdSe QDs in absence and in presence of CAT and NCAT at first  
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Figure 3-35. Transient absorption spectrum of (A) CdS QDs (C) CdSe QDs (E) CdTe QDs. 
Bleach recovey dynamics of (B) CdS QDs, mon-460 nm (D) CdSe QDs, mon-550 nm (F) 

CdTe QDs, mon-670 nm in presence and absence of CAT and NCAT (a) pure QDs, (b) 
QDs/CAT, (c) QDs/NCAT. 

Table 3-12: Multi-exponential fitting parameters for the bleach recovery kinetics of CdX 
QDs in absence and in presence of CAT and NCAT. 

Sample 1 (Growth) (fs) 2  (Growth) (ps) 1(Recovery) (ps) 2 (Recovery) (ps) 3(Recovery) (ns)
CdS <100 (90%) 0.4 (10%) 22 (18.5%) 300 (20.7%) >1.5 (60.8%) 
CdS/CAT <100 (90%) 0.5 (10%) 22 (18%) 300 (20%) >1.5 (62%) 
CdS/NCAT <100 (90%) 0.35 (10%) 22 (19%) 300 (22%) >1.5 (59%) 
CdSe <100 (80%) 0.8 (20%) 10 (20%) 100 (25%) >1.5 (55%) 
CdSe/CAT <100 (70%) 0.8 (30%) 10 (20%) 100 (18%) >1.5 (62%) 
CdSe/ NCAT <100 (100%)  3.8 (10%) 50 (40%) >1.5 (50%) 
CdTe <100 (60%) 0.8 (40%) 5 (80%) 100 (19%) >1.5 (1%) 
CdTe/CAT <100 (58%) 0.95 (42%) 6.5 (73%) 100 (22%) >1.5 (5%) 
CdTe/ NCAT <100 (65%) 0.4 (35%) 2.8 (80%) 40 (19%) >1.5 (1%) 
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excitonic position was monitored and are shown in Figure 3-35D. It is interesting to observe 
from Figure 3-35D, a that for CdSe QDs bleach growth kinetics can be fitted with two time 
constants (<100 fs and 800 fs) followed by slow bleach recovery (Table 3-12). The two time 
constants have been assigned to the electron cooling from upper states to the CB edge level. 
The similar features were also observed in CdSe/CAT composite system (Figure 3-35D, b) 
but both bleach growth and bleach recovery kinetics are slower as compared to CdSe QDs. 
This is again due to HT from CdSe QDs to CAT as mentioned above. Due to HT process, 
electron and hole decoupled within the QDs material that result in slow electron cooling from 
the upper states as well as slow electron – hole recombination. Now interestingly in case of 
CdSe/NCAT composite system (Figure 3-35D, c), bleach growth is much faster as compared 
to pure QDs material and can be fitted with single life time of <100 fs (Table 3-12). Faster 
bleach growth in CdSe/NCAT composite system suggests faster electron cooling from upper 
states to CB edge. Also the bleach recovery is much faster in CdSe/NCAT composite system 
as compared to pure CdSe QDs that again might be due to higher coupling of CdSe QDs with 
NCAT. Here it is important to mention that at 400 nm both complex and QDs will be excited 
(Scheme 3-6). On complex excitation, electron will be excited from NCAT to Cd2+ levels 
leaving NCAT positively charged. At the same time excitation within the QDs material will 
also create electron in CB and hole in VB (Scheme 3- 6). Since NCAT is already an electron 
deficient moiety because of electron withdrawing nature of nitro group present, it cannot hold 
positive charge. This result in an increase in coulomb interaction between electron in CB and 
NCAT+. Therefore the electron relaxation within the CB will be very fast leading to faster 
bleach growth (Scheme 3-6). At the same time strong coupling between QDs and NCAT 
results in faster recombination of electron in CB and NCAT+ (Scheme 3-6). In case of CdS 
QDs/NCAT composite no appreciable change in bleach growth kinetics was observed as 
observed in CdSe/NCAT composite. In this case the excitonic bleach is at 460 nm and at 400 
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nm excitation electrons are not excited to much upper states as in case of CdSe QDs. 
Therefore no observable change in bleach growth dynamics of CdS/NCAT composite system 
was observed as observed in CdSe/NCAT composite. Similar study was also carried out in 
CdTe QDs and shown in Figure 3-35E. Beach recovery kinetics of CdTe QDs in absence and 
in presence of CAT and NCAT was monitored and are shown in Figure 3-35F. It is interesting 
to observe from Figure 3-35F, b that bleach recovery kinetics of CdTe QDs is slower in 
presence of CAT. This observation suggests HT process from CdTe QDs to CAT. GHT† value 
for HT from CdTe QDs to CAT suggests that the process is thermodynamically favorable. 
Although, no HT process in steady state and time resolved measurements was observed but 
transient absorption studies clearly indicates the signature of HT process. Similar studies 
have also been carried out with NCAT and are shown in Figure 3-35F, c. It is interesting to 
observe from Figure 3-35F. c that on addition of NCAT bleach growth is much faster as 
compared to pure CdTe QDs (Figure 3-35F, a). The similar observation has been observed for 
CdSe/NCAT composite system also and assigned to the faster relaxation of electron from 
upper states to CB edge. Here also similar behaviors were observed and assigned to the faster 
relaxation of electron from upper states to CB edge because of strong interaction between 
electron and NCAT+. Bleach recovery kinetics was also found to be faster in CdTe/NCAT 
composite system as compared to pure CdTe QDs because of strong coupling between QDs 
and NCAT. This observation suggests that the recombination between electron and NCAT+ is 
much faster as compared to recombination between electron and hole lying within QDs 
material. Because of this electron-hole decoupling in QDs material hole can be extracted at a 
much faster rate and a higher efficient solar cell can be realized. The similar observation has 
been observed earlier by Huang et al.208 also where they have observed faster bleach recovery 
on addition of electron transporting molecule.  
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3.4. Conclusions  

In the present chapter, binary system of QDs with different molecular adsorbates were 
demonstrated where the main aim was to extract hole at a comparable rate as that of electron 
so that higher efficient QDSC can be realized. During this study a number of exciting 
observations such as grand charge separation, hot hole extraction and metal-ligand complex 
formation was revealed and their effect on charge carrier dynamics within QDs/molecular 
adsorbate system was studied.  

The first part of this chapter demonstrated a coupled system of CdSe QDs with PGR, 
where energy level diagram suggest that hole can be transferred from photo-excited CdSe 
QDs to PGR molecule and photo-excited PGR can inject electron into the CB of CdSe QDs. 
At lower concentration range (≤10 M) PGR molecule found to modify the CdSe QDs 
surface resulting in increase in photoluminescence of QDs. However, at higher 
concentrations photoluminescence of CdSe QDs gets completely quenched indicating HT 
from photo-excited CdSe QDs to PGR molecule. Femto-second transient absorption studies 
in CdSe/PGR composite shows transient absorption band at 600-850 nm peaking at 690 nm 
due to PGR cation radical and 850-1000 nm region due to electron in the CdSe QDs. The 
formation of PGR cation radical is found to be bi-exponential process with time constants of 
150 fs and 500 fs, where 500 fs component is attributed to the transfer of hole from 
photoexcited CdSe to PGR and 150 fs component is attributed to electron injection time from 
photo-excited PGR to CdSe QD. Charge recombination dynamics found to be extremely slow 
(>>200 ps) confirming grand charge separation in CdSe/PGR composite system. 

In the second part of this chapter, hole transfer and hot hole transfer dynamics from 
CdSe QDs to a series of catechol and thiol derivatives were demonstrated using Femtosecond 
fluorescence upconversion and Femtosecond transient absorption techniques. Experiments 
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were also carried out in presence of ZnS shell to understand the effect of shell on hot hole 
extraction dynamics in CdSe/Thiol composite system. Steady state absorption and ultrafast 
transient absorption studies demonstrate exciton delocalization from CdSe QDs to thiols. 
However similar features were not observed in presence of ZnS layer over CdSe core but a 
broadening in excitonic absorption was observed for ADPT and APT but not for AAT. 
Steady state and time resolved luminescence studies confirm HT process from photo-excited 
CdSe QDs to catechols and thiols. Thermalized HT time from CdSe QDs to catechol 
derivatives is found to be 2-10 ps depending on the molecular structure of the catechols while 
for thiols it is found to be ~5 ps. Thermalized HT rate in presence of ZnS shell suggests that 
HT rate is ~20 ps in CdSe/ZnS/Thiol composite system. Interestingly hot hole transfer from 
the 2S3/2 state of CdSe QDs found to take place only to 3-OCH3 with time scale of ~250 fs. 
Higher electron donating ability of methoxy group in 3-OCH3 facilitate hot hole extraction 
process. Similar features were also observed in CdSe/Thiol and CdSe/ZnS CSQDs composite 
and hot hole extraction time was observed to be ~300 fs and ~500 fs respectively. CR 
reaction was also monitored in photo-excited CdSe/catechol composite systems and found to 
follow rate law of Marcus electron transfer theory. To the best of our knowledge this is the 
first work where hot hole extraction from photo-excited QDs material and type 1 CSQDs 
material has been demonstrated. Result indicates hot hole transfer from QDs even in presence 
of type 1 shell to technologically relevent hole acceptor is possible, minimizing the 
unnecessary heat loss and eventually highly efficient hot-carrier QDSC cell can be realized.  

In the third part of this chapter, an interfacial complex between CdX QDs (X=S, Se and 
Te) and NCAT was observed and was not reported so far. From steady state absorption 
studies, it was observed that the complex is due to interaction of Cd2+ ions on QDs surface 
with NCAT. Steady state luminescence and time resolved emission studies have been carried 
out to understand the effect of this complex on CT dynamics. Interestingly faster 
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luminescence quenching and luminescence decay was observed in QDs/NCAT as compared 
to QDs/CAT even though -GHT† value for HT is less in the former as compared to later. This 
suggests that complex formation favors faster charge separation. This has been subsequently 
validated by carrying out experiment with CdTe QDs where thermodynamically HT 
processes were not favorable in CdTe/NCAT composite system however CT and 
luminescence quenching was observed because of complex formation. This suggests that due 
to complex formation, charge separation can be realized in such systems that otherwise was 
not thermodynamically favorable. Femto-second transient absorption studies have been 
carried out that suggests faster bleach growth and recovery in case of QDs/NCAT composite 
system as compared to pure QDs. This suggests faster electron relaxation from upper states to 
CB edge and faster electron-NCAT+ recombination in QDs/NCAT composite system as 
compared to pure QDs. This results in electron-hole decoupling within the QDs material and 
charge can be extracted before their recombination. Higher solar radiation absorption and 
better charge separation coupled in a single system due to metal-ligand complex formation 
has not been reported in literature and to the best of our knowledge this is the first report. 
Both of these processes can lead to an increase in solar cell efficiency and finally a higher 
efficient QDSC can be realized. 
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4.1. Introduction 

Uranium is one of the most toxic heavy elements261-263 with a maximum permissible 

contamination level in drinking water ~30 ppb30 as per WHO guidelines. +6 is the most stable 

oxidation state for uranium with maximum bioavailability in aerobic environment264-266. With 

this perspective, there is a great need to design systems which can quickly detect uranium at 

trace concentrations and can confine if the concentration is more than the prescribed limit. A 

number of techniques have been developed in past that can measure the trace concentrations 

of uranium in different samples. It includes atomic absorption spectroscopy267, 

electrochemical methods268, 269, total reflection X-ray fluorescence spectrometry270, cold-

vapour atomic spectrometry271 etc. However, all these techniques are expensive and involve 

sophisticated instrumentation. Most of the above techniques need pre-treatment of the 

samples which makes the process tedious and time consuming. Therefore it is essential to 

develop a simple and in-situ method for detection of uranium in environmental samples.  

High luminescent QDs272 find applications in number fields that includes photo-

catalysis273, 274, solar energy conversion275, bio-imaging276, 277 and environmental science258. 

Recently trace element detection by luminescence quenching of different QDs have been 

reported by many research groups44-55. However further work needs to be carried out in this 

direction, as most of the metal ion detection is done in aqueous solution where stability of the 

bare QD materials is one of the major issues. So it’s extremely important to stabilize the QDs 

in aqueous solution and to understand the mechanism behind the detection. QDs interact with 

metal ions by three different pathways54 as shown in Scheme 4-1. The first mechanism of 

interaction is ligand desorption from QDs surface in presence of foreign metal ions and is 

shown in Scheme 4-1A. This is a predominant mechanism on interaction when added metal 

ions have strong binding toward ligands as compared to cations on QDs surface. This leads to 

the generation of trap states on the surface of QDs resulting in luminescence quenching. This 
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mechanism of interaction has been shown earlier by different research groups and applied 

successfully for the detection of trace level of metal ions47, 53. The second process by which 

luminescence of QDs can be quenched is either CT or energy transfer from QDs to metal ion 

as depicted in Scheme 4-1B. Photo-excitation in QDs material generates e-h pair. The 

electron from QDs can be transferred to metal ions resulting in luminescence quenching48. 

Here the distance between QDs and metal ion and energetic of the process are two important  

 

Scheme 4-1: Different processes involved during the interaction of metal ions with QDs 

surface. (A) Ligand desorption from QDs surface. (B) Energy transfer or CT from QDs to a 

metal ion. (C) Cation exchange on QDs surface leading to both luminescence enhancement 

and quenching. 

factors to be considered258. Although many reports available where trace level detection 

following this mechanism has been proposed50-52 but clear evidence and complete 

understanding is still lacking in the literature. The alternative of this is luminescence 

quenching by energy transfer. This mechanism is favourable when the emission spectra of 

QDs overlap with the absorption spectra of metal ions however very few reports are available 

on this mechanism46. The third mechanism of interaction which can lead to both 

luminescence enhancement and quenching is depicted in Scheme 4-1C. Here foreign metal 

ion can displace QDs cation and occupy its position44, 49. This might lead to both 

luminescence enhancement and quenching depending on material properties. This type of 
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interaction mechanism has been reported in the literature and can be used as a tool to detect 

different metal ions44, 49. A number of reports are available where researchers have 

demonstrated the application of QDs for detection of different metal ions44-55. Interestingly 

not many reports are available in the literature on detection of uranium metal ion through 

luminescence quenching of QDs except the report by Dutta and Kumar51 in amine modified 

CdS QDs. Although they have shown trace level detection of uranium using these QDs, 

however clear mechanism of QDs luminescence quenching by uranium ion is not been 

discussed which is extremely important for making efficient detection methodology.  

 The first part of this chapter focus on this issue where high luminescent MPA capped 

CdSe QDs and CdSe/CdS CSQDs with different thickness of CdS shell were synthesized and 

used for detection of uranium. Steady state absorption and luminescence studies were 

performed to monitor ground state interaction. Experiments were also carried out with 

different concentrations of uranium to determine the sensitivity and limit of detection (LOD) 

of the method. Time resolved studies have been carried out to understand the mechanism of 

interaction and based on the experimental results mechanism of uranium interaction with 

QDs has been proposed.  

Along with uranium detection, the design of fluoride ion sensors is also an active area 

of investigation38-41, 56-63 because of its high toxicity64 and widespread availability in drinking 

water, toothpaste, and osteoporosis drugs43, 56. It is considered as one of the major water 

pollutants and excess intake can harm different organs of human body64, 278. It has also been 

realized that the prolonged exposure to fluoride ion can inhibit IQ development in children66, 

279, 280 and as per World Health Organization (WHO) it can permanently damage bones, 

kidney and even leads to death65, 281. Due to its severe health side effects, WHO limits the 

fluoride ion concentration in drinking water ~ 1.5 mg/L64, 65. Hence it is very important to 

develop methods for fluoride ion detection that is highly sensitive, selective, cost-effective, 
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simple and allow real-time detection. A number of commercially developed methods are 

available for this purpose that includes ion selective electrode278, nuclear magnetic resonance 

spectroscopic analysis56 and colorimetric (UV) methods58, 60. Among them, ion selective 

electrode methods are most widely used. However, both ion selective electrode and nuclear 

magnetic resonance spectroscopic methods have the limitations such as requirement of 

complex instrumentation, well-equipped laboratories, and trained personnel. Hence both the 

methods cannot be used in minimally resourced laboratories. To overcome these limitations, 

photoluminescence based detection methods are emerging as an alternate41, 59, 62-66, 278-284. The 

method has advantages such as low cost, high sensitivity, low detection limit, ease of 

handling, and real-time detection. Considerable efforts have been made to develop this 

method by exploiting different strategies such as supramolecular recognition38-40, hydrogen 

bonding38, 41, Lewis acid−base interactions38, 42, 43. However, in most of the above stated 

strategies, organic molecules are being utilized40, 42, 43 and the synthesis of these molecules is 

a challenging task39. More importantly, most of these molecules are water insoluble39, 42, 43. 

Hence, the detection of the fluoride ions using these molecules cannot be done directly in 

water and further treatment is required to make them water dispersible. At the same time 

interference from other competing anions is an issue that has to be resolved. Therefore, there 

is a need to develop new methods for fluoride ion detection that are much simpler and can 

overcome most of the above stated limitations.  

Recently, semiconductor quantum dots (SQDs) are emerging as an alternative to 

organic molecules and attains a lot of attention. However, most of the studied semiconductors 

use cadmium, selenium, and lead as constituent elements and owing to their high toxicity, 

their application in a real environment is a question of debate. It is therefore utmost important 

to find alternate materials that are environmentally more benign and less toxic. In view of 

this, carbon based quantum dots (CQDs) attains a lot of attention285-287. The superior 
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properties of CQDs, such as high aqueous stability, high biocompatibility, and low toxicity 

make them an ideal candidate over cadmium and lead based SQDs to explore their 

applications in a number of fields such as bioimaging65, 288, 289, biosensors288, 290 and drug 

delivery291. Recently CQDs and their composites are also being utilized as chemo-sensors 

and their application to detect a wide range of cations and anions have been demonstrated50, 

64, 66, 292-296. The detection application of CQDs involves a change in its photoluminescence 

intensity on interaction with foreign ions64, 65. Dong et al.50 have utilized the 

photoluminescence property of polyamine functionalized CQDs for selective and sensitive 

detection of copper ions. They have shown that 6 nM copper ions can be detected using these 

CQDs. Xu et al.293 have demonstrated the application of these dots for detection of tartrazine 

in food samples. Gogoi et al.294 have utilized these dots for detection of a number of heavy 

metals such as chromium, copper, iron, lead, and manganese. It shows that a lot of work is 

going on where the application of these dots as a detection probe has been explored. 

However, very few reports are available where its application for fluoride ion detection has 

been demonstrated64-67. Mohapatra et. al.65 have used a composite system of CQDs and 

magnetically separable nickel ethylenediaminetetraacetic acid complex bound-silica coated 

magnetite NPs for fluoride ion detection. The method shows a high selectivity but the 

synthesis of the material involves a number of steps. At the same time, a clear understanding 

of the detection mechanism has not been given which is equally important to design and 

understand better detection methods. Liu et. al.64 have designed a novel fluorescent probe for 

fluoride ion detection based on zirconium complexed CQDs. They have shown the 

application of their materials in real samples however, the experimental condition required a 

little higher temperature that makes the process tedious. Basu et. al.66 have also used CQDs 

for fluoride ion detection. They have demonstrated a ready to use detection device. However, 

they have not shown its applicability in real environmental samples. All the above reports 
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suggest that a number of materials have been developed for fluoride ion detection but still 

more improvement is needed. At the same time to design and develop better detection probes, 

it is very important to understand the working mechanism of the probe and its applicability in 

real environmental samples which is still lacking in the literature. 

In the second part of this chapter, a new method for fluoride ion detection has been 

demonstrated. In spite of difficult synthesis and methodology adopted so far, the method 

chosen is simple, selective, sensitive, green and can be used directly in an aqueous medium. 

A composite system of CQDs and europium were chosen where the photoluminescence 

property of CQDs was used for fluoride ion sensing. A clear mechanism on working on this 

probe has been demonstrated which will help in future to design and develop better detection 

probes. Experiments with other competing ions suggest that the probe is selective in nature 

and can be used for real sample analysis.  

4.2. Experimental 

4.2.1. Materials  

Cadmium oxide (CdO), oleic acid (OA), 1-octadecene (ODE), trioctylphosphine (TOP, 

90%), selenium, sulphur, 3-mercaptopropionic acid (MPA), uranyl nitrate hexahydrate salt, 

Ethylenediaminetetraacetic acid (EDTA), Citric acid, europium (III) nitrate pentahydrate, 

dialysis membranes (1 kDa cut off), ammonium hydrogen fluoride, potassium chloride, 

potassium bromide, potassium iodide, ammonium nitrate, ammonium acetate, ammonium 

carbonate were purchased from Sigma-Aldrich and used without further purification. 

Analytical grade sodium hydroxide was used. Chloroform and methanol (AR grade) were 

used to disperse and precipitate the nanocrystals, respectively. Ultrapure water used in this 

study was obtained from a Milli-Q ion exchange column (Millipore) with a resistivity of 18.2 

MΩcm.  
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4.2.2. Synthesis of CdSe/CdS Quasi Type-II CSQDs 

CdSe/CdS CSQDs were synthesized by following previously reported literature 

method297 with minor modification. To synthesize CdSe/CdS CSQDs, previously prepared 

CdSe QDs was used as a core. Synthesis of OA capped CdSe QDs was mentioned in detail in 

chapter 3. CdS shell growth over CdSe core has been carried out by using Cd-oleate as the 

cadmium precursor and sulphur powder as the S precursor. The desired amount of cadmium 

and sulphur precursors was injected into CdSe core at 180°C in inert Ar gas atmosphere. The 

mixture was heated for 1 h followed by quenching using methanol and finally dispersed in 

chloroform. Three CSQDs with different thickness of CdS shell has been synthesized. These 

particles were abbreviated as CdSe/CdS 1, CdSe/CdS 2, and CdSe/CdS 3 with ascending 

order CdS shell thickness.  

4.2.3. Synthesis of water dispersible MPA capped QDs and CSQDs via ligand exchange 

Water dispersible MPA capped CdSe QDs and CdSe/CdS CSQDs were synthesized by 

replacing initial hydrophobic surfactants, OA with MPA after following reported literature 

method297. Typically, MPA (0.123 g, 0.4 mmol) was dissolved in 0.3 mL of deionized water. 

The solution was then adjusted to pH 12 with 40% NaOH. This solution was then added into 

5.0 mL QDs and CSQDs chloroform solution (0.2 mmol CdSe and CdSe/CdS) containing 1.0 

mL methanol and stirred for 30 min. Then 10.0 mL water was added into the mixture and 

kept the stirring for another 20 minutes. The solution was separated into two phases finally 

and the QDs and CSQDs were transferred into the water phase. The underlying organic phase 

was discarded and the aqueous phase containing the QDs was collected. The free MPA ligand 

in the QDs aqueous solution was isolated by precipitating the QDs with the addition of 

methanol. The supernatant was discarded and the precipitate was then re-dissolved in water 

for the next step use. 
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4.2.4. Synthesis of Carboxylic acid functionalized CQDs. 

Synthesis of CQDs was carried out using a previously reported procedure290. In brief, 6 

g of citric acid in a glass beaker was taken and covered with a lid. It was heated at 205°C 

until the solid completely melt. The solution was maintained at this temperature for another 

15 min. After cooling to room temperature, 50 mL of 0.25 M sodium hydroxide (NaOH) was 

added to the reaction mixture. The resulting solution was then adjusted to pH 6.0 with 0.05 M 

NaOH, followed by dialysis using a 1 kDa cut off membrane for 3 days before subsequent 

use. The colloidal solution of CQD was evaporated by vacuum evaporator at 40°C. The size 

of as-synthesized dots was determined using TEM analysis. 

4.3. Results and Discussions  

4.3.1. CdSe/CdS CSQDs for uranium detection 

XRD patterns of OA capped CdSe QDs and CdSe/CdS CSQDs are shown in Figure 4-

1A. XRD pattern shows that synthesized QDs and CSQDs have zinc blende structure. The 

hump at 20° is because of glass. FTIR studies have been carried out to understand the mode 

of binding of OA with QDs and are shown in Figure 4-1B. FTIR spectrum of the pure oleic 

acid (Figure 4-1B, e) shows two sharp bands at 2924 and 2854 cm-1 and were attributed to the 

asymmetric and symmetric stretch of CH band respectively298. An intense peak at 1710 cm-1 

was observed due to the existence of the C=O stretch of –COOH group and the band at 1285 

cm-1 confirms the presence of the C–O stretch. FTIR spectra of OA coated QDs (Figure 4-1B, 

a) and CSQDs (Figure 4-1B, b, c, d) show that there is no peak at 1710 cm-1 and 1285 cm-1 

which were present in the FTIR spectrum of OA. Also, a new peak appears at 1532 cm-1. This 

observation clearly indicates that OA binds to the Cd2+ ions on the surface of QDs through 

chelation295. XRD and FTIR studies were also carried out after ligand exchange with MPA 

and are shown in Figure 4-1C and 1D respectively. XRD patterns of MPA capped QDs and  
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Figure 4-1A. XRD spectra of OA capped (a) CdSe QDs (b) CdSe@CdS 2.5 (c) CdSe@CdS 

3.5 (d) CdSe@CdS 4.5 CSQDs. B: FTIR spectra of OA capped (a) CdSe QDs (b) 

CdSe@CdS 2.5 (c) CdSe@CdS 3.5 (d) CdSe@CdS 4.5 CSQDs (e) pure OA. C: XRD spectra 

of MPA capped (a) CdSe QDs (b) CdSe@CdS 2.5 (c) CdSe@CdS 3.5 (d) CdSe@CdS 4.5 

CSQDs. D: FTIR spectra of MPA capped (a) CdSe QDs (b) CdSe@CdS 2.5 (c) CdSe@CdS 

3.5 (d) CdSe@CdS 4.5 CSQDs (e) pure MPA. 

CSQDs suggest that the synthesized QDs have a cubic structure. FTIR spectrum of pure 

MPA (Figure 4-1D, e) shows a vibration peak at 1421 cm-1 corresponding to -CH2 wagging 

vibration and two peaks at 2665 cm-1 and 2567 cm-1 which correspond to S-H stretching 

bond47. FTIR spectra of MPA capped QDs and CSQDs did not show any peak corresponding 

to –SH group which suggests the binding of MPA molecule to QDs through sulphur. ICP-

OES analysis in CdSe/CdS 1, CdSe/CdS 2 and CdSe/CdS 3 CSQDs were carried out to find 

the thickness of CdS shell over CdSe core. ICP-OES result indicates that the thickness of CdS 

shell in CdSe/CdS 1, CdSe/CdS 2 and CdSe/CdS 3 are 2.5, 3.5 and 4.5 ML respectively (1 

ML= 0.35 nm). Hereafter these particles will be abbreviated as CdSe@CdS 2.5, CdSe@CdS 

3.5 and CdSe@CdS 4.5 corresponding to 2.5, 3.5 and 4.5 ML of CdS on CdSe core.  
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Steady state absorption and luminescence studies have been carried out in OA capped 

CdSe QDs and are shown as Figure 4-2. These measurements suggest that QDs have a sharp 

excitonic peak and high luminescence QY as given in Table 4-1. As mentioned that the main 

aim of the present investigation is to detect uranium at ultra trace level and to understand the 

mechanism of detection. For this, it is important to make these QDs water dispersible. To do 

this, ligand exchange experiment with MPA was carried out and steady state absorption 

studies of MPA capped QDs with uranium were performed and are shown in Figure 4-3A, 

inset. The first excitonic peak for CdSe QDs appears at 551 nm (Figure 4-3A, a) by which the 

size is calculated to be ~3.3 nm using sizing curve153. Optical absorption spectrum of QDs 

with uranium at 50 M concentrations (Figure 4-3A, g) and pure uranium at 50 M 

concentrations (Figure 4-3A, g) was also recorded. Steady state optical absorption studies 

clearly confirm that there is no complex formation between QDs and uranium in the ground 

state. To determine the applicability of these QDs for uranium detection, steady state optical 

luminescence studies were carried out by adding different concentrations of uranium in QDs 

sample and exciting the samples at 500 nm and are shown in Figure 4-3A. Interestingly on an 

addition of low concentrations of uranium (1 nm -100 nm) an increment in luminescence 

intensity (Figure 4-3A) was observed. This increment in luminescence intensity of QDs on an 

addition of adsorbates has been observed earlier also299, 300 and assigned to the surface 

modification of QDs. At higher concentrations of uranium (>1 m), quenching in QDs 

luminescence intensity was observed and luminescence was found to be completely quenched 

at 50 uM concentrations (Figure 4-3A). 

Table 4-1: QY of OA and MPA capped CdSe QDs and CdSe/CdS CSQDs by taking 

rhodamine 6G as standard. 

Quantum Yield CdSe CdSe@CdS 2.5 CdSe@CdS 3.5 CdSe@CdS 4.5 

OA Capped 32.4% 90.7% 72.67% 65% 

MPA Capped 2% 15.5% 29.5% 10.85% 
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Figure 4-2. Steady state absorption and emission (inset) spectra of OA capped CdSe QDs 

and CdSe/CdS CSQDs. Both the spectra are normalized. 

 

Figure 4-3 (A). Steady state emission spectra of CdSe QDs with and without uranium (VI) 

(a') Pure QDs (b') QDs/1 nM uranium (c') QDs/10 nM uranium (d') QDs/100 nM uranium (e') 

QDs/1 M uranium (f') QDs/10 M uranium (g') QDs/50 M uranium. Inset: Steady state 

absorption spectra of CdSe QDs with and without uranium (a) Pure QDs (g) QDs/50 M 

uranium (h) 50 M uranium. (B) Schematic diagram of energy level of CdSe QDs and uranyl 

depicting electron transfer process from QDs to uranium. C) Time resolved emission spectra 

of (a'') CdSe QDs (d'') QDs/100 nM uranium (g'') QDs/50 M uranium. (L) Lamp profile. ex 

– 445 nm, em – 570 nm. 

Earlier many authors have carried out similar studies where they have used 

luminescence quenching as a probe to detect metal ion. Dutta et. al.51 have used CdS QDs as 

a probe to detect uranyl ions via photoluminescence quenching of CdS QDs. However, they 

have not proposed any mechanism which is extremely important to understand the process 

fundamentally and to design the system more efficiently. In Scheme 4-1 it was mentioned 
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that there are three mechanisms by which metal ion can interact with QDs surface. In the 

present investigation, the possibility of mechanism 4-1A can be ruled out as thiols have a 

much higher binding affinity for Cd2+ ions as compared to uranium222, 223. The third 

mechanism of interaction, i.e. cation exchange at QDs surface is also not favourable because 

UO2
2+ and Cd2+ have different sizes. Therefore, the second mechanism i.e. interaction of 

metal ions with ligands on QDs surface seems to be the most probable mechanism. To 

support it, zeta potential of pure QDs and QDs with uranium was measured and is given in 

Table 4-2. Zeta potential of pure QDs is found to be -14.55 mV. This negative zeta potential 

is due to the presence of carboxylic acid present on the QDs surface which exists as 

carboxylate in solution. On addition of 50 M uranium, zeta potential values decrease and are 

found to be -7.05 mV (Table 4-2). This decrement in zeta potential value indicates the 

interaction of uranium with surface carboxylic groups, which suggests that the interaction 

takes place through mechanism 4-1B. As mentioned in Scheme 4-1B that ligand interaction 

with metal ions can lead to luminescence quenching by two mechanisms, energy transfer or 

CT. Luminescence quenching by energy transfer is not possible in this system, as there is no 

overlap between the emission spectra of CdSe QDs and absorption spectra of uranium 

(Figure 4-3A). The other process i.e. luminescence quenching by CT can occur if one of the 

charge carriers, either electron or hole can be transferred from photo-excited QDs to uranium. 

Now to understand the feasibility of CT, it is important to know the energy levels of QDs and 

uranium. The reduction potential of UO2
2+ is found to be ~ 0.07 eV301. Oxidation potential 

was determined by adding the absorption offset energy to the reduction potential and is found 

to be +2.7 eV. VB and CB level of QDs are found to be +1.65 and -0.64 eV respectively196.  

Table 4-2. Zeta potential of QDs and CSQDs before and after uranium interaction.   

Zeta Potential (mV) CdSe CdSe@CdS 2.5 CdSe@CdS 3.5 CdSe@CdS 4.5 

Without uranium -14.55 -15.37 -13.06 -39.44 

With uranium -7.05 -5.59 -9.75 -10.33 
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Redox level of UO2
2+ and QDs shows that the ET from photo-excited QDs to uranium is a 

thermodynamically favourable process as shown in Figure 4-3B. Therefore the luminescence 

quenching of QDs has been assigned to the ET from QDs to uranium. To corroborate the 

above process and to monitor ET rate, time resolved emission studies were carried out by 

exciting the samples at 445 nm laser light and monitoring the emission at 570 nm and is 

shown in Figure 4-3C. Figure 4-3C, a'' shows the luminescence decay trace of pure CdSe 

QDs which can be fitted multi-exponentially with time constants of 0.2 ns (60%), 0.8 ns 

(30%) and > 4 ns (10%) with an average time constant of 0.76 ns (Table 4-3). The faster time 

constant of 0.2 ns can be assigned to the trapping time of hole into the MPA shell which leads 

to a large reduction in QY of MPA coated QDs258 (32.4% of OA capped CdSe QDs vs 2% of 

MPA capped CdSe QDs, Table 4-1). Now it is interesting to observe that on addition of 100 

nM uranium the decay trace is almost same (Figure 4-3C, d'') as that of pure QDs (Figure 4-

3C, a''). This suggests that at low concentration of uranium surface modification is the major 

process as compared to ET thereby we have not observed any faster decay in QDs 

luminescence trace. The similar observation has also been observed in steady state 

luminescence studies (Figure 4-3A). However, at higher concentration of uranium, 50 M, 

the decay trace of QDs become very fast and found to decay with pulse width limited time  

(Figure 4-3C, g''). Time-resolved emission studies suggest that ET reaction from photo-  

Table 4-3: Time resolved fitting parameters of MPA capped CdSe and CdSe/CdS CSQDs 

with and without uranium (λex – 445 nm).   

Sample 1 (ns) 2  (ns) 3 (ns) avg (ns) kET  (S-1) 

CdSe  0.2 (60%) 0.8 (30%) >4 (10%) 0.76  

CdSe/U <0.1 (100%)     

CdSe/CdS@2.5 0.8 (37.5) 10 (56.5) >30 (6%) 7.75  

CdSe/CdS@2.5/U 0.5 (62.5) 1.5 (31.5) >6 (6) 0.93 9.4×108 

CdSe/CdS@3.5 0.8 (25%) 10 (65%) >30 (10%) 9.7  

CdSe/CdS@3.5/U 0.5 (50.5) 2 (35.5%) >6 (14%) 1.8 4.5×108 

CdSe/CdS@4.5 0.8 (62.5) 10 (35.7) >30 (1.8) 1.67  

CdSe/CdS@4.5/U 0.5 (57.5) 1.5 (31.8) >6 (10.7) 1.2 2.35×108 

mailto:CdSe/CdS@2.5
mailto:CdSe/CdS@2.5/U
mailto:CdSe/CdS@3.5
mailto:CdSe/CdS@3.5/U
mailto:CdSe/CdS@4.5
mailto:CdSe/CdS@4.5/U
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excited CdSe QDs to uranium takes place in sub-nanosecond time scale.  

To understand this process further, CdSe/CdS CSQDs with three different shell 

thicknesses were synthesized and steady state optical absorption and luminescence studies 

were carried out in the absence and in presence of uranium. The as-synthesized CSQDs have 

quasi type II band alignment where an electron can be delocalized into the shell while hole 

will be localized in the CdSe core302-305. Steady state optical absorption studies suggest no 

complex formation between CSQDs and uranium. Steady state luminescence studies have 

been carried out by exciting the samples at 500 nm. Figure 4-4A shows steady state 

luminescence studies of CdSe@CdS 2.5 CSQDs in the absence and in presence of uranium. It 

is interesting to observe from Figure 4-4A that on an addition of uranium at low 

concentrations (100 nM) luminescence intensity increases (Figure 4-4A, b) however, at 

higher concentrations quenching in luminescence was observed (Figure 4-4A, d). Similar 

behaviour was also observed for bare QDs where at low concentrations, an increment in QDs 

luminescence intensity was observed while at high concentrations, quenching in 

luminescence was observed. Similar studies were also carried out with the other two CSQDs, 

CdSe@CdS 3.5 and CdSe@CdS 4.5 and are shown in Figure 4-4B and 4-4C respectively.  

 

Figure 4-4. Steady state emission spectra of A: CdSe@CdS 2.5, B: CdSe@CdS 3.5 and, C: 

CdSe@CdS 4.5 CSQDs in absence and presence of uranium (a) Pure CSQDs (b) CSQDs/100 

nM uranium (c) QDs/10 M uranium (d) QDs/100 M uranium. 
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Interestingly in both the cases, no increment in luminescence intensity was observed at a low 

concentration of uranium, however, a quenching in luminescence was observed at higher 

concentration (>10 M). It indicates that a low concentration of uranium modifies the surface 

of both CdSe QDs and CdSe@CdS 2.5 CSQDs which leads to an increment in luminescence 

intensity. However, no such increment of luminescence intensity was observed with thicker 

CdS shell. These peculiar behaviours are depicted in Figure 4-5. On photo-excitation of QDs 

e-h pairs are generated. Redox level of CdSe QDs and oxidation potential of Cd-MPA306 

suggests that HT from QDs to MPA is a thermodynamically favourable process. This results 

in trapping of the hole into MPA which results in a large reduction of luminescence yield of 

MPA capped QDs and is shown as process a, in Figure 4-5A. Now on the addition of 

uranium, it interacts with the carboxylate group of MPA ligand as shown by zeta potential 

studies, leading to the formation of Cd-MPA-Uranium complex at QDs surface. The 

oxidation potential of newly formed Cd-MPA-uranium complex will be more as compared to 

Cd-MPA complex. This creates a thermodynamic barrier for HT process and hole will be 

localized in CdSe core as shown by process b in Figure 4-5A. This will result in an increment 

in luminescence intensity and has also been observed in steady state luminescence 

measurements (Figure 4-3A). However, as mentioned that ET process from QDs to uranium 

is thermodynamically favourable, at higher concentrations of uranium, ET from QDs to 

uranium is dominating process which leads to a complete quenching in QDs luminescence, as 

depicted by process c in Figure 4-5A. Similar studies were also carried out in CdSe/CdS 

CSQDs with different shell thickness. Here in CdS shell will create a thermodynamic barrier 

for HT process. Earlier many researchers have demonstrated that HT in such systems is still 

possible where the holes can be leaked through the thin shell of CdS307-309. Although, the 

probability of HT process decreases with increases in shell thickness. To demonstrate this, 

experiments were carried out with three different CdS shell thicknesses, 2.5, 3.5 and 4.5 ML. 
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Figure 4-5. Different processes involved on the interaction of uranium in (A) CdSe QDs and 

in (B) CdSe@CdS 3.5 CSQDs. Process a refers to the photo-excitation of QDs and CSQDs to 

generate e-h pair followed by hole delocalization into MPA shell. Process b refers to the hole 

delocalization process on an addition of uranium at 100 nm concentrations. Process c refers 

to the ET process from photo-excited QDs and CSQDs to uranium leading to luminescence 

quenching. 

An increment in luminescence intensity was observed on addition of uranium at low 

concentrations in CdSe@CdS 2.5 CSQDs however, no such behaviours were observed for 

higher shell thickness. This suggests that hole leaking is possible at 2.5 ML of CdS shell 

however, no leaking was observed for higher shell thickness. This is shown schematically in 

Figure 4-5B. For CdSe@CdS 3.5, photo-excitation of QDs generates e-h pair. HT in presence 

of CdS shell is thermodynamically not feasible, therefore, uranium addition will not affect 

HT processes as depicted by process a and b in Figure 4-5B respectively. This has been 

shown in steady state luminescence measurements also where no enhancement in 

luminescence intensity was observed on addition of low concentration of uranium (Figure 4-

4B). At higher concentrations of uranium, ET from QDs to uranium is a dominating process 

(process c, Figure 4-5B) thereby, quenching in QDs luminescence was observed (Figure 4-

4B). To confirm the above processes, a separate experiment of QDs and CSQDs with EDTA 

was carried out. EDTA acts as a hole transporting molecule for QDs (oxidation potential of 
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EDTA with respect to NHE is -0.2 eV, Figure 4-6). Steady state luminescence measurements 

with EDTA suggests luminescence quenching only in CdSe QDs and CdSe@CdS 2.5 CSQDs 

but not in CdSe@CdS 3.5 and CdSe@CdS 4.5 CSQDs (Figure 4-7). This further confirms 

that the HT is possible only in CdSe QDs and CdSe@CdS 2.5 CSQDs but not in CdSe@CdS 

3.5 and CdSe@CdS 4.5 CSQDs. 
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Figure 4-6. Redox potential of EDTA with respect to NHE in water. 

 

Figure 4-7. Steady state luminescence spectra of CdSe QDs and CdSe/CdS CSQDs with (b) 

and without EDTA (a). (A) CdSe QDs (B) CdSe@CdS 2.5 (C) CdSe@CdS 3.5 (D) 

CdSe@CdS 4.5 CSQDs. 

As observed in steady state measurements that ET from QDs and CSQDs to uranium is 

thermodynamically favourable, to confirm this process and to understand the effect of shell 

thickness on ET rate, time resolved studies were carried out by exciting the samples at 445 

nm laser light and monitoring the emission at emission maxima positions (600, 610 and 620 

nm for CdSe@CdS 2.5, CdSe@CdS 3.5 and CdSe@CdS 4.5 respectively) and are shown in 

Figure 4-8. It is clearly seen from Figure 4-8 that luminescence decay trace becomes faster on 

mailto:CdSe@CdS%203.5
mailto:CdSe@CdS%203.5
mailto:CdSe@CdS%203.5
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the addition of uranium at high concentrations, suggesting ET process from QDs to uranium 

(Figure 4-8A, c, d) however, at low concentrations the decay trace is almost similar to that of 

pure CSQDs. A similar observation has also been observed for pure CdSe QDs as shown in 

Figure 4-3C. ET rate from QDs to uranium and CSQDs to uranium was determined using 

equation 4-1.  

 kET =1/QD/uranium – 1/QD = 1/ET    (4-1) 

where kET is ET rate, QD/uranium is the lifetime of QDs/uranium composite and QD is the 

lifetime of pure QDs. Since QD/uranium is pulse width limited, therefore kET could not be 

determined correctly for QDs/uranium composite system. kET in CSQDs/uranium composite 

systems have been determined and is given in Table 4-3. Logarithm of ET rate as a function 

 

Figure 4-8. Time resolved emission spectra of (A) CdSe@CdS 2.5 (em – 600 nm), (B) 

CdSe@CdS 3.5 (em – 610 nm) and, (C) CdSe@CdS 4.5 (a) Pure CSQDs (b) QDs/100 nM 

uranium (c) QDs/10 M uranium (d) QDs/100 M uranium (L) Lamp profile. ex – 445 nm. 

(D) Plot of ET rate as a function of CdS shell thickness. 

of CdS shell thickness was plotted and shown in Figure 4-8D. It was observed that ET rate 

decreases exponentially with the thickness of CdS shell and can be fitted using equation 4-2. 

k(d) = k0e
-d                (4-2) 
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where k0 is the ET rate for bare QDs, k(d) is the ET rate as a function of shell thickness,  is 

the decay constant and d is CdS shell thickness.  and ko value for the present study is 

calculated to be 1.98 nm-1 and 5×109 S-1. Thickness dependence ET dynamics in CdSe/CdS 

CSQDs with methyl viologen was earlier demonstrated by Jia et. al.307. They have also 

observed that ET rate decreases exponentially with increase in CdS shell thickness. 

As the main aim of the present investigation is to detect uranium by fluorescence 

quenching of QDs and CSQDs and to study the mechanism of detection. It is already 

demonstrated that the ET process from QDs and CSQDs to uranium is responsible for 

detection. Now to determine the sensitivity of these QDs and CSQDs for uranium, steady 

state emission studies were performed with the different concentration of uranium. Here it is 

important to mention that the sensitivity was determined only for CdSe@CdS 3.5 and 

CdSe@CdS 4.5 CSQDs but not for CdSe QDs and CdSe@CdS 2.5 CSQDs because in former 

only luminescence quenching was observed, however in later both quenching and surface 

modification was observed which makes the analysis complicated and detection unreliable. 

Figure 4-9A and 4-9B shows the emission spectra of CdSe@CdS 3.5 and CdSe@CdS 4.5 

CSQDs with different concentrations of uranium. It is clear from Figure 4-9A and 4-9B that 

with increase uranium concentration, emission intensity decreases. This decrement has been 

quantified using Stern-Volmer equation as given below  

I0/I = 1+KSV [UO2
2+]              (4-3) 

where Io and I are the photoluminescence intensities of CSQDs in absence and presence of  

UO2
2+ ions, Ksv is the Stern-Volmer luminescence quenching constant and [UO2

2+] is the 

concentration of uranyl ions. Stern-Volmer plot for CdSe@CdS 3.5 and CdSe@CdS 4.5 

CSQDs with uranium is shown in Figure 4-9A and 4-9B inset. A linear relationship between 

UO2
2+ concentrations and IO/I was observed, with sensitivity 0.169, 0.106 l/mg for 

CdSe@CdS 3.5 and CdSe@CdS 4.5 CSQDs respectively. From this, limit of detection (LoD) 
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was calculated as shown below and is found to be 74.5 and 140 ppb for CdSe@CdS 3.5 and 

CdSe@CdS 4.5 CSQDs respectively. 

LoD = 3σ/the slope of the calibration curve 

where σ corresponds to the standard deviation of the photoluminescence peak.  

LoD (for CdSe@CdS 3.5) = 3×4.2×10-3/ 0.169  

       = 74.5 g/l 

Similarly, LoD (for CdSe@CdS 4.5) = 3×4.9×10-3/ 0.105 

= 140 g/l 

Limit of Quantification (LoQ) = 3.3 x LoD, 

LoQ (for CdSe@CdS 3.5) = 3.3 x 74.5 = 245.85 μg/L, 

and LoQ (for CdSe@CdS 4.5) = 3.3 x 140 μg/L = 462 μg/L 

 

Figure 4-9. Emission spectra of CSQDs with different concentrations of UO2
2+ in DI water 

(A) CdSe@CdS 3.5 (B) CdSe@CdS 4.5 CSQDs. Uranium concentration increases from 1M 

to 100 M. Inset: Stern-Volmer plot of (A) CdSe@CdS 3.5 and (B) CdSe@CdS 4.5 CSQDs 

with uranium. 

Table 4-4: Photoluminescence intensities of 5 batches (A1 to A5) of CSQDs 

Sample A1 A2 A3 A4 A5 σ 

CdSe@CdS 3.5 2888531.266 2888531.270 2888531.260 2888531.265 2888531.269 4.2×10-3 

CdSe@CdS 4.5 2994348.311 2994348.305 2994348.315 2994348.317 2994348.308 4.9×10-3 
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4.3.2. CQDs as a probe for fluoride ion detection  

The size and morphology of the CQDs were first characterized by HRTEM. HRTEM 

image indicates that the formed CQDs are spherical in shape with an average diameter of 4 ± 

0.3 nm and are well dispersed from each other as shown in Figure 4-10A. HRTEM 

measurement also reveals the crystalline nature of synthesized dots with a lattice spacing of 

0.33 nm and is consistent with (006) diffraction plane of graphitic carbons (JCPDS 26-1076). 

This observation suggests that the CQDs obtained herein are of graphitic structure310. XRD 

pattern of synthesized dots was recorded and are shown in Figure 4-10B. XRD shows a broad 

diffraction peak at ∼23.7° suggesting nanoparticle formation285. FTIR spectrum was recorded 

to determine the surface functional groups and is shown in Figure 4-10C. FTIR spectrum  

 

Figure 4-10 (A). HRTEM image of CQDs, (B) XRD pattern of CQDs, (C) FTIR spectrum of 

CQDs, (D) Deconvoluted spectrum of C 1s XPS. 

shows a very broad trough in the range of 2500-3300 cm-1 that clearly signifies the presence 

of acid –OH group on the surface of CQDs. FTIR peak at 1680 cm-1 corresponds to the 

carboxylic acid C=O group310, and peak at 1650 cm-1 signifies the presence of C=C graphitic 
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carbon in CQDs285. FTIR data confirms that the formed CQDs are decorated with surface 

COOH functional groups. C 1s XPS spectrum of the synthesized dots was recorded and is 

shown as Figure 7-1D. Deconvoluted XPS spectrum shows three peaks at 284.5 eV, 286.9 eV 

and 288.8 eV corresponding to the sp2 C=C, C-O and C=O respectively311. This again 

confirms that the formed CQDs have a graphitic structure with surface carboxylic acid 

functional groups. 

 To determine the optical properties of these dots steady state optical absorption 

spectrum was recorded and is shown in Figure 4-11A, inset. Steady state optical absorption 

spectrum suggests that CQDs have strong absorption in UV region with a hump at 350 nm. 

The band at 350 nm has been assigned to the n−π* transition corresponding to the carboxyl 

functional groups on the surface and the strong absorption below 300 nm suggests the π-π* 

transition of the conjugated C=C units in the carbon core as reported earlier also285. Steady 

state emission spectrum was recorded by exciting the sample at different wavelengths and is 
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Figure 4-11 (A). Steady state excitation spectra of CQDs at two different emission 

wavelengths, λem- 450 nm and 380 nm. Inset: Steady state absorption spectrum of CQDs. (B) 

Steady state emission spectra of CQDs at different excitation wavelengths. CQDs 

concentration was 50 ppm. 

shown in Figure 4-11B. Steady state emission spectra clearly reveal that on photo-excitation 

at 290-320 nm CQDs exhibit two emission bands peaking at 385 nm and 450 nm. However, 
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the emission band at 385 nm vanishes as the sample was excited at wavelengths greater than 

340 nm. The excitation spectrum of these dots was also recorded to find the states responsible 

for emission and are shown in Figure 4-11A. Excitation spectra indicate the presence of two 

bands peaking at 310 nm and 343 nm that corresponds to the em 385 and 450 nm 

respectively. This suggests that the emission band at 385 nm corresponds to π-π* transition of 

the conjugated C=C units in the carbon core whereas the emission band at 450 nm 

corresponds to the n−π* transition of carboxyl functional groups on the surface of CQDs. It is 

interesting to observe from Figure 4-11B that the emission intensity at 385 nm is much less as 

compared to at 450 nm. It shows that the surface state emission dominates over core emission 

in the synthesized dots. Another feature to be noted from Figure 4-11B is that there is no 

change in the emission peak position as the excitation wavelength is changed. Earlier many 

authors have carried out similar studies where they have shown that the emission spectra of 

CQDs are a function of excitation wavelength and both position as well as intensity changes 

with a change in excitation wavelength285, 286, 292, 293, 312. They have suggested that such a 

change in position is due to the different size of CQDs present in the sample286, 312. However, 

in the present investigation, only emission intensity changes with a change in excitation 

wavelengths while no change in emission position was observed. This observation further 

suggests that the synthesized dots are nearly monodisperse in nature and have a similar type 

of emissive surface defects. 

As mentioned above that the main aim was to use these CQDs for fluoride ion 

detection. For this, the first interaction of CQDs with Eu3+ was monitored. Since Eu3+ is a 

hard acid, it can interact with a hard base, fluoride ion and a fluoride ion sensitive probe can 

be realized. Earlier few reports were available for fluoride ion detection63, 313 based on this 

interaction. Butler63 have used two different complexes of europium for the detection of 

fluoride ion. However, the synthesis of these complexes was a challenging task. Singh et 
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al.313 have proposed CdTe QDs coupled Eu3+ system for selective detection of fluoride ions. 

However, the toxicity of cadmium based QDs are well known and their application in a real 

environment is a question of debate. To overcome these difficulties and realizing a more 

economical and environmental friendly probe, a coupled system of CQDs with Eu3+ was 

chosen and steady state absorption and emission studies were carried out. Steady state 

absorption studies suggest no complex formation between CQDs and Eu3+ as shown in Figure 

4-12. Steady state emission studies were carried out by exciting the samples at two different 

wavelengths and monitoring the emission. Figure 4-13A shows the steady state luminescence 

spectra of CQDs with different concentrations of Eu3+ by exciting the samples at 280 nm 

corresponding to the carbon core excitation and monitoring the emission. It is interesting to 

observe from Figure 4-13A that on an addition of Eu3+ emission intensity decreases. Similar 
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Figure 4-12. Steady state absorption spectra of CQDs and CQDs/Eu3+ complex. 

studies were also carried out by exciting the samples at 340 nm corresponding to the surface 

state excitation and monitoring the emission and is shown in Figure 4-13B. There also 

decrement in emission intensity on an addition of Eu3+ was observed. However, the 

decrement was more in surface state emission as compared to core emission. These results 

were compared and shown in Figure 4-13C. From Figure 4-13C it is clear that the effect of 

Eu3+ addition is more pronounced in surface state emission as compared to core emission. 

Earlier Singh et al.313 have also carried out similar studies where they have monitored a 
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quenching in CdTe QDs emission after interaction with Eu3+ and assigned to the aggregation 

of QDs. In the present study also similar features were observed. Earlier many authors 

demonstrated that CQDs are excellent electron donors and used them in a variety of 

applications292, 314, 315. Das et al.292 have used these dots for degradation of organic pollutants 

where they have shown that ET from CQDs to pollutants is responsible for degradation. Zhou 

et al.296 have used CQDs for detection of Hg2+ ions. They have shown that ET process from 

CQDs to Hg2+ ions leads to luminescence quenching of CQDs. Wang et al.314 have 

demonstrated the application of these dots for detection of different derivatives of toluene and 

for photo-conversion of Ag+ to Ag through ET process from CQDs. In the present study also 

decrement in luminescence intensity of both core and surface state on an addition of Eu3+ was 

observed and might be due to ET process from CQDs to Eu3+.  

 

Figure 4-13 (A) and (B). Steady state emission spectrum of CQDs in absence and presence 

of different concentration of Eu3+ (A) ex- 280 nm, (B) ex- 340 nm, (a) [Eu3+] = 0 ppm   (b) 

[Eu3+] = 10 ppm, (c) [Eu3+] = 20 ppm, (d) [Eu3+] = 50 ppm, (e) [Eu3+] = 100 ppm, (f) [Eu3+] = 

250 ppm. (C) Comparison of emission intensity of CQDs on addition of Eu3+ at two different 

excitation wavelengths, ex- 280 nm and ex- 340 nm. CQDs concentration for all above 

experiments was 50 ppm. 

To demonstrate this, time resolved emission studies were carried out and are shown as Figure 

4-14A and 4-14B. Figure 4-14A shows the time resolved emission decay traces of CQDs in 

the absence and in presence of Eu3+ by exciting the samples at 292 nm and monitoring the 
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emission at 340 nm that corresponds to core state excitation and emission respectively. It is 

interesting to observe from Figure 4-14A that on an addition of Eu3+, emission decay trace 

are faster (Figure 4-14A, b, and 4-14A, c) as compared to pure CQDs (Figure 4-14A, a). This 

observation suggests that ET process from CQDs to Eu3+ is favourable thereby, a faster 

emission decay trace on an addition of Eu3+ was observed. Similar studies were also carried 

out by exciting the samples at 374 nm and monitoring the emission at 450 nm that 

corresponds to surface state excitation and emission respectively and are shown in Figure 4-

14B. Here also faster emission decay trace on an addition of Eu3+ (Figure 4-14B, b and 4-

14B, c) as compared to without Eu3+ addition (Figure 4-14B, a) was observed. This again 

suggests ET process from CQDs to Eu3+. Now it is interesting to observe from Figure 4-14A 

and 4-14B that the luminescence decay trace at the surface state (Figure 4-14B) is much 

faster as compared to at the core state (Figure 4-14A). Similar behaviours were also observed 

in steady state luminescence study where more decrement in surface state luminescence as 

compared to core state luminescence was observed after Eu3+ addition (Figure 4-14C). As 

understood that ET is a distance dependent phenomenon and the rate of ET decreases as 

distance increases307. The faster decay in surface state emission as compared to core state 

might be due to less distance of ET in former as compared to later. Now to check the 

feasibility of another mechanism that is the aggregation of CQDs on an addition of Eu3+, zeta 

potential measurements of CQDs in absence and in the presence of Eu3+ were carried out and 

are given in Table 4-5. Zeta potential value for pure CQDs suggests that the surface charge is 

negative. The negative surface charge is due to the presence of COOH groups present on 

CQDs surface. This negative charge allows CQDs to be well separated from each other and 

chances of aggregation will be minimum as suggested by HRTEM measurements also 

(Figure 4-10A). Now on the addition of Eu3+ surface charge decreases and becomes very less 

as given in Table 4-5. This suggests the interaction of Eu3+ ions with the surface COOH 
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groups. After Eu3+ addition CQDs interact with each other via Eu3+ thereby leading to an 

aggregation of CQDs. This is confirmed by taking HRTEM image of CQDs after Eu3+ 

addition and is shown as Figure 4-14C. HRTEM measurement clearly shows aggregation of 

CQDs after Eu3+ addition. The similar observation was also supported by steady state 

absorption studies where on an addition of Eu3+, the surface absorption peak shape changes 

and becomes less confined suggesting an interaction of Eu3+ with COOH functional groups 

on CQDs surface (Figure 4-12). This observation suggests that the faster luminescence 

quenching of surface state as compared to core state is also due to aggregation of CQDs on an 

addition of Eu3+. Therefore in present investigation, both ET and aggregation are responsible 

for surface state luminescence quenching of CQDs on an addition of Eu3+. These processes 

are shown diagrammatically in Scheme 4-2. On photoexcitation of CQDs both core, as well  

 

Figure 4-14 (A) and (B). Time resolved emission decay trace of CQDs in presence of Eu3+, 

(A) ex- 292 nm, em- 340 nm, (B) ex- 374 nm, em- 450 nm, (a) pure CQDs, (b) CQDs + 50 

ppm Eu3+, (c) CQDs + 250 ppm Eu3+. CQDs concentration for all the above experiments was 

50 ppm. C: HRTEM image of CQDs on an addition of 2500 ppm of Eu3+. CQDs 

concentration for HRTEM measurements was 500 ppm. 

Table 4-5: Zeta potential values of CQDs in presence and absence of Eu3+ and fluoride ions. 

Concentration ratio 

[CQDs:Eu3+] 

Zeta Potential 

(mV) 

Concentration ratio 

[CQDs:Eu3+: F-] 

Zeta Potential (mV) 

No Eu3+ addition -145±15 No Eu3+and F- addition -145±15 

2.5:1 -10±1 2.5:1:1 -70±5 

1:1 9±1 1:1:1 -10±1 

1:2 20±3 1:2 2±3 
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as surface state, will be excited as shown in Scheme 4-2A and 4-2B respectively. Now on 

Eu3+ addition luminescence quenching occurs however only ET from CQDs to Eu3+ is 

responsible for core state luminescence quenching as shown in Scheme 4-2A while both ET 

as well as aggregation are responsible for surface state luminescence quenching as shown in 

Scheme 4-2B. The aggregation induced luminescence quenching effects will be pronounced 

at surface state position but not in the core as Eu3+ binds to the surface COOH groups of 

CQDs as shown in Scheme 4-2B and confirmed by zeta potential and HRTEM studies 

(Figure 4-14C). Earlier many authors have shown the quenching of QDs luminescence in 

presence of foreign ions51, 285, 294, 313 and assigned either to the CT process or aggregation but 

in present investigation it was observed that both the mechanisms are responsible for 

luminescence quenching.   

 

Scheme 4-2. CQDs and its interaction with Eu3+. (A) Photoexcitation of core state of CQDs 

and subsequent electron transfer to Eu3+ (B) Photoexcitation of surface state of CQDs and 

subsequent electron transfer to Eu3+ (a) and aggregation of CQDs on Eu3+ addition (b). 

As demonstrated above that on an addition of Eu3+ ions photoluminescence of CQDs 

quenches (off). This system was used as a photoluminescent on-off-on probe for detection of 

fluoride ions. As already shown that the surface state is more luminescent as compared to 



  Chapter 4 

160 
 

core state (Figure 4-11). Also, the effect of Eu3+ addition is much more pronounced in the 

surface state as compared to core state. Taking into account both of these factors steady state 

photoluminescence experiment of CQDs/Eu3+ system with fluoride ions was carried out by 

exciting the surface state. Here it is important to mention that for fluoride ion detection, 1:1 

concentration ratio of CQDs:Eu3+ was chosen. Although, experiments were carried out with a 

higher concentration of Eu3+ also, satisfactory results were not obtained and change in 

luminescence intensity was marginal on an addition of low concentration of fluoride ion. 

Therefore, a concentration ratio of 1:1 of CQDs and Eu3+ was chosen. Figure 4-15A shows 

the change in photoluminescence intensity of CQDs/Eu3+ system on an addition of fluoride 

ions. It is interesting to observe from Figure 4-15A that the luminescence intensity increases 

with increase in concentrations of fluoride ion. This observation suggests that on an addition 

of fluoride ions CQDs restores its photoluminescence properties (on) and this change in 

luminescence intensity can be used to quantify fluoride ion concentrations. The 

corresponding calibration curve was also plotted and is shown in Figure 4-15B. It is worthy 

to note from Figure 4-15B that the calibration curve shows linearity in the concentration 

range 1-25 ppm of fluoride ion with R2 value of 0.991. Photoluminescence intensity of pure 

CQDs on an addition of fluoride ion was also monitored and is shown in Figure 4-16. From 

Figure 4-16 it is clear that there is no effect of only fluoride ion addition in CQDs emission 

intensity. This observation suggests that the interaction between fluoride ions and Eu3+ is 

involved in using CQDs as a probe for fluoride ion detection. To validate it further, 

experiments were carried out with a higher concentration of fluoride ions (>50 ppm). 

Interestingly a precipitate formation was observed in CQDs/Eu3+ sample after adding higher 

concentrations of fluoride ion. The precipitate was separated and its XRD pattern was 

recorded and are shown as Figure 4-17A. XRD pattern shows the formation of EuF3 in the 

sample. This observation further suggests that fluoride ion interacts with Eu3+ leading to the 
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formation of EuF3 as shown in Figure 4-15 bottom panel. TEM image of CQDs/Eu3+ with 

100 ppm fluoride ion was also taken and are shown as Figure 4-17B, inset. TEM image 

shows the formation of needle shaped crystal of EuF3. HRTEM image of these crystals is 

shown in Figure 4-17B that again confirms the formation of EuF3. These observations clearly 

suggest that fluoride ion interact with the Eu3+ ions bonded with CQDs surface and form  

 

Figure 4-15 (A). Photoluminescence spectra of CQDs-Eu3+ with an increase in the 

concentration of fluoride ion in water. (B) Respective graphical relationship of the 

Photoluminescence intensity against the concentration of fluoride ion. CQDs and Eu3+ 

concentration are 50 ppm each. The bottom panel shows the mechanism of interaction 

involved. 
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Figure 4-16. Photoluminescence spectra of CQDs with increase in the concentration of 

fluoride ion in water. CQDs concentration is 50 ppm. 
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Figure 4-17 (A). XRD pattern of EuF3, (B) HRTEM image of EuF3. (B) Inset: TEM image 

of EuF3. 

EuF3. This leads to the removal of Eu3+ from the surface of CQDs thereby, an increment in 

luminescence intensity of CQDs/Eu3+ after addition of fluoride ion was observed. Elemental 

analysis of the precipitate was also carried out that shows the presence of europium and 

fluoride in the sample. To support it further zeta potential value after fluoride ion addition 

was measured and are given in Table 4-5. Zeta potential value of CQDs/Eu3+ becomes 

negative after fluoride addition that clearly suggests that fluoride ion take away Eu3+ from 

CQDs surface thereby surface charge again becomes negative. Earlier Singh et al.313 have 

also used the similar strategy for fluoride ion detection. However, they have used cadmium 

based QDs and the toxicity of cadmium is well known. Therefore, their application in a real 

environment is a question of debate. Here carbon based QDs were used that are completely 

green and cost effective. Therefore, using CQDs as a probe is both environmentally and 

economically more appreciable as compared to cadmium based QDs.  

As mentioned that CQDs coupled Eu3+ system can be used for the detection of fluoride 

ions, but in any environmental sample lot of other competing ions are also present. Therefore, 

to find the selectivity of the suggested probe for fluoride ion detection, steady state 

luminescence measurements of CQDs/Eu3+ in presence of other major competing ions such 

as Cl-, Br-, I-, NO3
-, CH3COO- and NO3

- were carried out and are shown as Figure 4-18. It is 
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interesting to observe from Figure 4-18 that only in presence of fluoride ion, luminescence 

intensity recovers to its original position while in presence of other ions such changes were 

not observed. This observation suggests that the suggested probe is selective for fluoride ion 

and can be used to detect fluoride ion in environmental samples. This high specificity could 

be attributed to the specific and strong interaction of Eu3+ towards fluoride ion as compared 

to other ions. The probe was also tested for the detection of fluoride ion in toothpaste sample.  
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Figure 4-18. Bar diagram for the selectivity test results obtained with the addition of 

different anions into the CQDs/Eu3+ system. CQDs and Eu3+ concentration are 50 ppm each. 

Concentrations of anions are 100 ppm each. 

For this 1 g toothpaste was accurately weighed and dissolved in 30.0 ml water and stirred at 

70°C for 3 h in a polypropylene vessel. The resulting solution was cooled to room 

temperature and then filtered with a membrane filter (pore size 0.45 mm) to eliminate solids 

in suspension. The insoluble part was washed several times with water, and the resulting 

solution was diluted to 200 ml with water for further use. The concentration of fluoride ion in 

the sample was observed to be ~ 350±20 M that matches well with the result obtained from 

IC ~ 380±10 M. 



  Chapter 4 

164 
 

4.4. Conclusions 

 To conclude, in the first part of this chapter, oleic acid capped CdSe and CdSe/CdS 

CSQDs with three different thicknesses of CdS shell were synthesized and characterized. 

Ligand exchange experiments with MPA were performed to make these QDs and CSQDs 

water dispersible. The as synthesized QDs and CSQDs were tested for uranium detection at 

trace level by fluorescence quenching of QDs and CSQDs. Interestingly on an addition of 

uranium at low concentrations (<1 M), an increment in luminescence intensity was observed 

in both CdSe QDs and CdSe@CdS 2.5 CSQDs however, no such behaviours were observed 

in CdSe@CdS 3.5 and CdSe@CdS 4.5 CSQDs. At high concentration of uranium, 

luminescence quenching was observed in all four QDs and CSQDs. Zeta potential 

measurements were have carried out which confirm the binding of uranium with QDs and 

CSQDs. Time resolved studies confirm that the mechanism of luminescence quenching is ET 

process from QDs and CSQDs to uranium. Stern-Volmer plot suggests that the LoD of this 

method is 74.5 ppb. To the best of our knowledge, this is the first report where an ultra trace 

level detection of uranium using quasi type II CSQDs has been demonstrated and a clear 

mechanism for interaction has been given. This in turn, will help to design more efficient 

systems for detection.  

The second part of this chapter demonstrates a green, economic, rapid, sensitive, and 

specific photoluminescent on−off−on probe for the detection of fluoride ions. The probe is 

based on CQDs and Eu3+ where a clear explanation on the working principle of the probe was 

mentioned. On an addition of Eu3+ ions photoluminescence of CQDs quenched (switch-off). 

This has been assigned to the both ET from CQDs to Eu3+ ions and aggregation of CQDs on 

addition of Eu3+ and is confirmed by the time resolved measurements and HRTEM studies 

respectively. Interestingly on an addition of fluoride ions luminescence intensity again 

increases (switch-on). This has been assigned to the formation of EuF3 that has subsequently 



  Chapter 4 

165 
 

been confirmed by XRD and HRTEM measurements. Furthermore, the probe is found to be 

selective for fluoride ions and was also tested for the real sample. To the best of our 

knowledge, this is the first report where CQDs coupled Eu3+ system is used as a 

photoluminescent probe for speedy and specific sensing of fluoride ions. The suggested probe 

is environmental friendly and cost effective and allows the detection of fluoride ions in real 

environmental samples.  
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5.1. Introduction 
Energy crises is one of the major issue now days, as the major source of energy coal is 

depleting very fast. At the same time use of coal involves the emission of toxic gases which 
leads to the climate change. Therefore, to meet the future energy demand and transform the 
world’s energy systems to combat climate change, it is utmost important to explore the other 
alternative sources of energy which are clean and do not have any detrimental effect on the 
environment2. It includes solar energy, wind energy, tidal energy, nuclear energy, 
hydrothermal energy, etc. and a lot of research is going on to develop these alternative and 
clean sources of energy. Out of these nuclear power plants are one of the economical and 
carbon-free energy sources316. Countries like France and Ukraine produce 76.3 and 56.5% 
respectively317, of their total energy requirement from nuclear energy only. However, the 
sustainability of any nuclear energy programme depends upon the availability of nuclear fuel 
and uranium is one of the key elements for that purpose. Most of the nuclear reactors 
worldwide use uranium as fuel. For this purpose it is extremely important to extract uranium 
from different matrices. Sea water is considered as one of the largest source of uranium. 
Around 4.5 billion metric tons of uranium is present in sea water which is approximately 
1000 times larger than the amount of uranium in terrestrial ores30, 318, 319. Hence the extraction 
of uranium from seawater can be an attractive solution to supply future nuclear fuel feeds. 
However the major problem with this is the presence of other competing ions and low 
concentration of uranium (∼3.3 ppb)319, 320. Both these factors lead to the extraction of 
uranium from sea water matrix highly difficult and challenging and different strategies are 
being employed to accomplish this. Except the use of uranium in nuclear fuel it is also one of 
the most toxic heavy metal261, 321 and its removal from environmental matrix is necessary if 
the concentration is above certain limits30.  
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Now days a number of materials have been developed to extract uranium and from 
different environmental matrices30, 322-332. It includes ion exchangers30, polymers322-324, 326, 330, 

331, composite materials325, 327, 329, 332 etc. However, in most of the cases either the 
experiments were carried out with simulated sea water322, 323, 325-327, 329 or in presence of 
higher (~ppm) concentration of uranium322, 325-327, 332. Both these factors alter the real sea 
water conditions and therefore the potential of such materials to be used directly in sea water 
is uncertain and has to be investigated. Recently a number of ligands containing amidoxime 
binding moiety has been investigated for extraction of uranium from sea water324, 333. It has 
been observed that sorption upto 3.3 g U/kg sorbent is achievable in marine test using these 
ligands but the method is costly as well as high sorption of other seawater cations (e.g., 
vanadium) is a problem333. Manos and Kanatzidis30 have shown the use of layered metal 
sulphides for uranium extraction from sea water but studies are limited and a lot of work is 
still needed in this direction. Ling and Zhang334 have shown the use of Fe nanoparticles (NPs) 
for the extraction of uranium from sea water simulator at a concentration of ~2.3 ppb. All 
these studies suggests that a lot of work is still needed to find an eco-friendly and cost 
effective sorbent with high sorption capacity for uranium from sea water matrix.  

Recently magnetic NPs got a lot of attention because of their low toxicity and super-
paramagnetic properties82, 83. They are used in number of application including catalysis83, 86, 
biotechnology/biomedicine84, 85, magnetic resonance imaging87, data storage88 and 
environmental remediation89-93, etc. These NPs are also being used for the extraction of 
uranium335-344, however limited studies have been done and to the best of our knowledge till 
now no report is available on the extraction of uranium from sea water using magnetic NPs. 
One of the most important properties of magnetic NPs which make them suitable for use as 
compared to other materials is their magnetic behaviour. Bare superparamagnetic NPs such 
as Fe3O4 can be dispersible in water because of the repulsion between particles that possess 
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like charges on surface, small size and non-magnetic at zero magnetic field. Under external 
magnetic field, these supermagnetic NPs tend to agglomerate because of magnetic dipole 
interaction. Also, NPs have high surface area as well as pores. Many metal ions and dyes can 
be sorbed over the NPs surface as well as they can occupy pores or lattice sites of NPs. Such 
incorporated/ adsorbed NPs can be attracted towards the magnetic field and this concept can 
be used for removal of toxic materials from the environment.      

In this chapter, Fe3O4 and humic acid (HA) coated Fe3O4 NPs were synthesized and 
their applicability for uranium extraction from water and sea water matrix was demonstrated. 
Strong complexation ability of HA can change the binding capacity and sorption 
characteristics93, 345, 346 of NPs for uranium. Effect of uranium concentration and HA coating 
on sorption characteristics has been evaluated. Experiments were also conducted with 
different amount of NPs to determine the minimum amount required for maximum sorption. 
Effect of HA coating on particle settlement was also studied. 
5.2. Experimental 

5.2.1. Materials 
Ferric chloride hexahydrate (FeCl3.6H2O), HA were procured from Aldrich. Ferrous 

sulphate heptahydrate (FeSO4.7H2O) was procured from SISCO research laboratories. AR 
grade sodium hydroxide (NaOH), ammonium hydroxide (NH4OH) and sodium chloride 
(NaCl) was used.  All chemicals were used without further purification. Nanopure water was 
used to make samples of different concentrations and pH. 
5.2.2. Synthesis of Fe3O4 NPs.  

Fe3O4 NPs were synthesised by co-precipitation route as reported earlier93 with slight 
modification. In brief 15.2 g of FeCl3.6H2O and 7.7 g of FeSO4.7H2O were added in 300 ml 
of water. The solution was stirred continuously followed by the addition of 25 ml of NH3. An 
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immediate colour change from red to black was observed indicating the formation of Fe3O4 
NPs. The solution was heated to 90 °C for 30 min and then cool down to room temperature. 
The black precipitate of Fe3O4 NPs was collected using a magnet. Supernatant was decanted 
and particle was washed 3 times with Milli-Q water to remove excess ammonia and finally 
with acetone to remove the excess water present.  
5.2.3. Synthesis of HA coated Fe3O4 NPs.  

HA coated Fe3O4 NPs were synthesized using reported procedure with slight 
modification93. Different amount of HA were added to the reaction mixture to synthesize 
Fe3O4 NPs with variable coating of HA. 15.2 g of FeCl3.6H2O and 7.7 g of FeSO4.7H2O were 
added in 300 ml of water. The solution was stirred continuously followed by the addition of 
25 ml of NH3. A solution of HA (0.5, 1 and 1.5 g HA in 125 ml, 1M NaOH) was added to the 
reaction mixture and was heated to 90 °C for 30 min and then cool down to room 
temperature. A black precipitate of HA coated Fe3O4 NPs was obtained which was collected 
using a magnet. Supernatant was decanted and particles were washed 3 times with Milli-Q 
water to remove excess ammonia and finally with acetone to remove excess water present. 
The above particles were abbreviated as Fe3O4/HA 1, Fe3O4/HA 2 and Fe3O4/HA 3 
corresponding to HA amount of 0.5, 1 and 1.5 g respectively. 
5.3. Results and Discussions 
5.3.1. Structural and morphology studies 

XRD pattern of Fe3O4 NPs (Figure 5-1A, a) and HA coated Fe3O4 NPs (Figure 5-1A, b, 
c, d) are shown in Figure 5-1A. The synthesized NPs have cubic structure with lattice 
parameter a = 8.37 Å. Average crystallite size of Fe3O4 NPs and HA coated Fe3O4 NPs was 
found to be ~15 nm and ~12 nm respectively after correcting with silicon as a standard. To 
confirm the coating of HA on NPs, FTIR studies have been carried out. FTIR spectra of 
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Fe3O4, Fe3O4/HA 3 and HA are shown in Figure 5-1B. The FTIR spectrum of HA (Figure 5-
1B,c) shows an intense signal centered at 3395 cm-1 which has been assigned to the N–H/O–
H stretching vibrations, confirming the presence of alcohols/phenols, amines/amides and 
possibly carboxylic acid347. An intense band at 1590 cm-1 can be assigned to the CO 
stretching vibration in the carboxylate function and also to the CC stretching vibration in the 
aromatic ring and alkene groups. The bending vibrations of methyl and methylene groups 
appear at 1370 cm-1 and the stretching vibration of the C–O bond in alcohols, phenols and 
ethers appears as an overlapped bands between 1000 and 1200 cm-1. Pure Fe3O4 NPs does not 
show any peak at 1030 and 1010 cm-1 (Figure 5-1B, a) however on HA coating on NPs, these 
characteristic peak appears in FTIR spectrum of Fe3O4/HA 3 NPs as shown in Figure 5-1B, b 
and Figure 5-1B, inset. This confirms the coating of HA on Fe3O4 NPs. TG analysis has been 
carried out in synthesized NPs and is shown in Figure 5-1C. TG analysis reveals that in 

 
Figure 5-1 (A). XRD pattern of (a) Fe3O4 (b) Fe3O4/HA 1 (c) Fe3O4/HA 2 (d) Fe3O4/HA 3 

NPs after correcting with silicon as a standard. (B) FTIR spectra of (a) Fe3O4 (b) Fe3O4/HA 3 
NPs (c) HA. Inset shows the FTIR spectra of all three compounds in expanded view. (C) TG 

analysis of (a) Fe3O4 (b) Fe3O4/HA 1 (c) Fe3O4/HA 2 (d) Fe3O4/HA 3 NPs. (D) Magnetic 
measurements of (a) Fe3O4 (b) Fe3O4/HA 1 (c) Fe3O4/HA 2 (d) Fe3O4/HA 3 NPs. 
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Fe3O4/HA 1, Fe3O4/HA 2 and Fe3O4/HA 3 an appreciable weight loss occur at ~ 300 - 350 °C 
(Figure 5-1C, b, c, d respectively) as compared in bare Fe3O4 NPs (Figure 5-1C, a). Since HA 
is an organic ligand, it is expected to decompose ~300-400 °C. This indicates a successful 
coating of NPs with HA. At the same time, % weight loss is more in Fe3O4/HA 3 as 
compared to Fe3O4/HA 2 and Fe3O4/HA 1 which suggests that an increase in HA amount 
during synthesis results in higher surface coverage of NPs with HA. Magnetic measurements 
were also performed in bare Fe3O4 and HA coated Fe3O4 NPs. Saturation magnetization value 
for bare Fe3O4 NPs was observed to be ~70 emu/g (Figure 5-1D, a) while for Fe3O4/HA 1, 
Fe3O4/HA 2 and Fe3O4/HA 3 the value was ~66, ~63 and ~60 emu/g respectively (Figure 5-
1D, b, c, d). This suggests that in presence of HA there is a little decrement in saturation 
magnetization value of Fe3O4 NPs which again confirms the HA coating on Fe3O4 NPs. The 
content of HA in Fe3O4/HA 1, Fe3O4/HA 2 and Fe3O4/HA 3 was calculated to be ~ 5.7, 10 
and 14.3% (w/w) respectively. 

CHNS analysis has been done in synthesised samples and in pure HA. CHNS analysis 
reveals that the % C in Fe3O4, Fe3O4/HA 1, Fe3O4/HA 2 and Fe3O4/HA 3 NPs was 0.1, 2.6, 
5.3 and 6.7% respectively while in pure HA it is 48%. The % HA content (w/w) in Fe3O4/HA 
1, Fe3O4/HA 2 and Fe3O4/HA 3 NPs was calculated to be 5.5, 11 and 13.9% respectively. 
From magnetic measurements the % HA content (w/w) in Fe3O4/HA 1, Fe3O4/HA 2 and 
Fe3O4/HA 3 NPs was calculated to be ~5.7, 10 and 14.3% (w/w) respectively and is in close 
agreement with the value obtained from CHNS analysis. BET analysis has been carried out in 
all the samples to determine surface area. BET analysis shows that the surface area of Fe3O4, 
Fe3O4/HA 1, Fe3O4/HA 2, and Fe3O4/HA 3 NPs was 89.5, 102.8, 121.4 and 121.4 m2/g 
respectively. This indicates that upon HA coating surface area increases which might me due 
to a slight decrease in primary size of NPs. It shows that the coating of HA results in particle 
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size decrement. This might be due to its large structure which hinders particle - particle 
interaction due to steric repulsion among HA molecules coat on NPs surface. 

TEM and HRTEM images of Fe3O4 and Fe3O4/HA 3 NPs were taken and are shown in 
Figure 5-2. TEM images suggest formation of spherical NPs with cubic structure. Particle 
size was observed to be ~15 nm. 

 
Figure 5-2 (A). TEM image of Fe3O4 NPs. (B) HRTEM image of a single Fe3O4 NPs. (C) 

TEM image of Fe3O4/HA 3 NPs (B) HRTEM images of Fe3O4/HA 3 NPs 
5.3.2. Sorption Studies of uranium on Fe3O4 and HA coated Fe3O4 NPs  

Sorption studies of uranium on Fe3O4 and HA coated Fe3O4 NPs has been carried out. 
Since sorption is governed by both sorbent and sorbate, it is important to understand the 
properties of both. In present study, Fe3O4 and HA coated Fe3O4 NPs as used as sorbent. As 
surface of Fe3O4 NPs contains hydroxyl groups, these hydroxyl groups can interact with 
uranium thereby leading to its sorption. Experiments were also carried out with HA coated 
Fe3O4 NPs where some of the hydroxyl groups in Fe3O4 NPs were replaced by HA. Since HA 
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has different functional groups associated, coating of HA on bare Fe3O4 NPs can change its 
binding capacity towards uranium. In order to determine this, sorption studies of uranium 
with all four NPs were carried out at different concentration of uranium. Figure 5-3 shows  
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Figure 5-3. % Uranium sorbed on NPs surface at different concentration of uranium. (a) 
Fe3O4 (b) Fe3O4/HA 1 (c) Fe3O4/HA 2 (d) Fe3O4/HA 3. V/m ratio was kept at 200 mL/g. 

the sorption of uranium on all four NPs at 20 ppb-200 ppm concentrations of uranium. V/m 
ratio was kept at 200 mL/g, where V is the volume (mL) of testing solution, and m is the 
amount of NPs (g) used in the experiment. Interestingly 70-99% uranium sorption was 
observed on all four NPs at 20 ppb-20 ppm uranium concentrations. This high sorption of 
uranium might be due to strong interaction of uranium with NPs surface. Recently Singer et 
al.333 have also studied the sorption of uranium on magnetite surface where they have shown 
that the high sorption of uranium over magnetite might be due to the reduction of U(VI) to 
U(IV). Experiments were also carried out with 200 ppm of uranium concentration where no 
sorption was observed. As is well known from the literature348-350 that uranium sorption on 
any surface is highly governed by its species to be sorbed. Therefore, to understand these 
behaviours it was important to understand the speciation of uranium at different concentration 
and on different NPs surface. For this the pH of all solutions was measured after NPs addition 
and are given in Table 5-1. Earlier many authors have studied the speciation of uranium 
under different conditions348-350. It was observed that the major species of uranium at 200 
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ppm concentration under the prevailing pH (Table 5-1) is (UO2)3(OH)5+,350. As mentioned 
above that no sorption of uranium at 200 ppm concentration was observed, it shows that this 
species of uranium was not able to interact with the NPs surface. Since sorption of any 
species on a surface is mainly governed by electrostatic interactions, it was important to 
understand the surface charge on NPs surface. To determine this zeta potential studies of all 
four NPs under different conditions were carried out and are given in Table 5-1. It is clear 
from Table 5-1 that the zeta potential value of bare Fe3O4 NPs without any addition of 
uranium is very less and is close to its point of zero charge however, with increase in HA 
coating zeta potential value becomes more and more negative as reported earlier also346. As 
observed that on addition of 200 ppm uranium the pH of the solution decreases appreciably 
(Table 5-1), zeta potential studies were carried out at this pH without addition of uranium. 
Zeta potential study suggests that the surface charge of all four NPs is positive. This suggests 
that there will be no columbic interaction between NPs surface and (UO2)3(OH)5+ and 
therefore no sorption was observed at 200 ppm concentration. This is also shown 
schematically in Scheme 5-1 where both Fe3O4 and Fe3O4/HA 3 NPs has positive charge on 
the surface (Scheme 5-1a, upper panel and bottom panel) and no interaction of uranium 
species with NPs surface was observed due to columbic repulsion. Now it is interesting to 
observe that at 20 ppb-20 ppm uranium concentrations, a strong sorption of uranium was 
observed on NPs surface. At 20 ppm and lower concentrations, the major species of uranium 
in pH 6-7.8, pH of studied solution (Table 5-1) are (UO2)3(OH)5+, (UO2)4(OH)7+, 
UO2)2(OH)22+, (UO2)3(OH)82-. It shows that these species of uranium interact strongly with 
NPs surface thereby leading to high sorption. Sorption experiments were also performed at 
20-200 ppm uranium concentrations and more than 60% sorption was observed at uranium  
(concentration less than 50 ppm. This might again due to the interaction of different uranium 
species with NPs surface. Now it is interesting to observe that with decrease in concentration 
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of uranium from 20 ppm to 20 ppb, the sorption onto Fe3O4 and Fe3O4/HA 1 surface 
increases while reverse was observed for Fe3O4/HA 3. This might be due to the formation of 
(UO2)3(OH)82- which dominates in higher pH range350. As is evident from Table 5-1 that with 
decrease in uranium concentration the pH of solution increases. At the same time the pH of 
the solution is more for Fe3O4/HA 3 and Fe3O4/HA 2 as compared to Fe3O4/HA 1 and Fe3O4 
NPs (Table 5-1). These two observations suggests that the formation of (UO2)3(OH)82- species 
will be more at lower uranium concentration and in case of Fe3O4/HA 3 as compared to 
Fe3O4/HA 1 and Fe3O4 NPs. Since the surface charge of Fe3O4/HA 3 is negative at prevailing 
pH, this suggests that there will be columbic repulsion between the negatively charged 
surface and (UO2)3(OH)82- species and therefore, sorption decreases with decrease in 
concentration of uranium in case of Fe3O4/HA 3. In case of Fe3O4 and Fe3O4/HA 1 the 
surface charge is very less. As the pH of the solution increases the surface becomes more and 
more negative. It leads to more interaction of positively charged species (UO2)3(OH)5+, 
(UO2)4(OH)7+, (UO2)2(OH)22+ with negatively charged surface therefore the sorption 
increases with decrease in concentration (Scheme 5-1c, upper panel) . Experiments were also 
carried out with 2 ppb uranium concentration where it was observed that the concentration of 
Table 5-1: pH, Zeta potential of NPs in presence and absence of different concentrations of 
uranium. The variation in results is within ±5%.  

Sample pH [U] added Zeta Potential (mV) 
Fe3O4 6.36 0 +5.5 

Fe3O4/HA 1 6.4 0 -6 
Fe3O4/HA 2 7.3 0 -31.7 
Fe3O4/HA 3 7.9 0 -34 

Fe3O4 4.8 0 +0.15 
Fe3O4/HA 1 4.6 0 +0.25 
Fe3O4/HA 2 5 0 -0.05 
Fe3O4/HA 3 5.3 0 -1 

Fe3O4 4.7 200 ppm +.0426 
Fe3O4/HA 1 4.8 200 ppm +0.02 
Fe3O4/HA 2 5.1 200 ppm +3.85 
Fe3O4/HA 3 5.4 200 ppm -4 
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Scheme 5-1. Interaction of Fe3O4 (upper panel) and Fe3O4/HA 3 NPs (lower panel) with 

different species of uranium at different uranium concentrations (a, a') 200 ppm (b, b') 2 ppm 
(c, c') 20 ppb uranium. 

uranium after NPs sorption was <0.4 ppb. The extraction well below 2 ppb suggests that 
these NPs can be effectively using in water treatment if the concentration reaches above the 
limits28.  
 As mentioned above that 70-99% uranium sorption was observed at 20 ppb – 20 ppm 
uranium concentrations, maximum sorption capacity of these NPs for uranium was 
determined. For this, sorption studies of uranium with all four NPs at different initial 
concentration of uranium were carried out. Figure 5-4 shows the sorption experiment of 
uranium with all four NPs. The results were fitted with Langmuir isotherm and maximum 
sorption capacity was observed to be 5.5, 10.5, 18 and 39.4 mg of U/g of NPs on Fe3O4, 
Fe3O4/HA 1, Fe3O4/HA 2 and Fe3O4/HA 3 NPs respectively. These results clearly indicate 
that with increase in HA coating on NPs the sorption capacity of the material increases and 
the sorption capacity was minimum in case of bare Fe3O4 NPs while it is maximum for 
Fe3O4/HA 3 NPs having the maximum amount of HA coating. It clearly shows that presence 
of HA coating increases the amount of uranium sorbed on NPs surface. Earlier Yang and co-



  Chapter 5 

177  

workers346 have studied the sorption of Eu(III) using HA coated Fe3O4 NPs where they have 
also observed ~99% Eu(III) sorption. High sorption of Eu(III) by HA coated Fe3O4 NPs was 
assigned due to the plentiful surface sites provided by the surface-coated HA. Similarly Liu 
et. al.93 have studied the sorption of heavy metals using HA coated Fe3O4 NPs where they 
have observed that 99% of Hg(II) and Pb(II) and over 95% of Cu(II) and Cd(II) can be 
sorbed using these NPs. 
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Figure 5-4. Equilibrium data for uranium sorption (V/m=1000 mL/g, contact time ~1h, initial 

uranium concentration 5-100 ppm) (A) Fe3O4, (B) Fe3O4/HA 1, (C) Fe3O4/HA 2, (D) 
Fe3O4/HA 3. Red line represents the fitting of data with Langmuir model. 

 One of the main advantages of using magnetic NPs for detoxification is its easy 
separation from matrix using magnetic field. As in present study also magnetic NPs were 
used, it was important to study the effect of magnetic field on particle settlement. For this, 
settlement of NPs in presence of magnetic field with and without uranium addition was 
monitored. Interestingly, in presence of magnetic field Fe3O4 and Fe3O4/HA 1 NPs were 
immediately settled (Figure 5-5a, b) however no settlement was observed for Fe3O4/HA 2 and 
Fe3O4/HA 3 NPs (Figure 5-5c, d) and sample needs to be centrifuged at high speed for its 
separation from the matrix. Similar behaviours were also observed on addition of uranium 
and even in absence of magnetic field where for Fe3O4 and Fe3O4/HA 1 NPs particle 
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Figure 5-5. Settlement of NPs in presence and absence of 20 ppb-20 ppm uranium 

concentrations (a) Fe3O4 (b) Fe3O4/HA 1 (c) Fe3O4/HA 2 (d) Fe3O4/HA 3 NPs. Inset: Picture 
of real samples in presence of magnet. 

settlement was observed after ~4 h while no settlement was observed for Fe3O4/HA 2 and 
Fe3O4/HA 3 NPs even if we keep it overnight. Since the settlement of any particle depends 
upon the particle-particle interaction that in turn is governed by their surface charge, it was 
important to understand the surface charge on NPs with and without uranium addition. As we 
have mentioned above that surface charge of NPs is an important parameter as it decides their 
sorption characteristics, it is also an important parameter as it governs particle-particle 
interaction which finally decides the settlement characteristics of NPs. For this, zeta potential 
values of all four NPs under different conditions were measured and are given in Table 5-1.  
It is clear from Table 5-1 that the zeta potential value of pure Fe3O4 NPs is very less and is 
close to its point of zero charge as mentioned earlier also, while with increase in HA coating 
zeta potential value becomes more and more negative. It is interesting to note that in case of 
both Fe3O4 and Fe3O4/HA 1, zeta potential value is very less. This suggests that the columbic 
repulsion between the particles is very less and particles can interact via each other through 
hydrogen bonding thereby gets agglomerated and settle very fast. This is shown pictorially in 
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Figure 5-5a where surface of Fe3O4 NPs contain hydroxyl groups which can interact via each 
other through hydrogen bonding and ultimately gets settled. Similar is the case with 
Fe3O4/HA 1 as shown in Figure 5-5b where some of the hydroxyl groups are replaced by HA 
however hydrogen bonding still dominates over columbic repulsion and particle gets settled. 
However, in case of Fe3O4/HA 2 and Fe3O4/HA 3 an opposite behaviour was observed 
because the negative charge on the surface is very high. Here the columbic repulsion among 
the particles dominates and no settlement of the particles was observed (Figure 5-5c, d). Now 
on addition of uranium, the pH of solution remains almost same as that of parent solution 
without addition of uranium and the similar reasoning can be applied for particle settlement. 
This is also supported by experimental observation where on addition 20 ppb – 20 ppm 
uranium particle settlement was observed to be very fast for Fe3O4 and Fe3O4/HA 1 while it 
was very slow for Fe3O4/HA 2 and Fe3O4/HA 3 and samples needs to be centrifuged at high 
speed for a longer time. This observation is important in terms of application of these NPs in 
real environmental matrix where Fe3O4/HA 1 is better choice among all four NPs as it 
provides higher sorption as well as faster settlement in presence of magnetic field. HA 
coating also helps to increase the stability of bare Fe3O4 NPs as reported earlier91, 342, 343. All 
these properties are very important for simple and efficient use of any sorbent material for 
environmental remediation. 

Since uranium is the key material for nuclear reactors and sea water is known to contain 
a large amount of uranium, experiments were performed with sea water to exploit the use of 
these NPs for the extraction of uranium. Earlier Kim et. al.333 have shown the extraction of 
uranium from sea water matrix using amidoxime based polymeric adsorbent. They have 
shown that 3.3 mg uranium can be extracted /g of sorbent from sea water. However, 
preparation of adsorbent is difficult and requires radiation source and other conditioning 
processes. Similarly Manos and Kanatzidis28 have shown the use of layered metal sulfides 
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for the extraction of uranium from sea water matrix. However, the equilibration time was 
kept ~12 h and particles needs to be centrifuged to separate from sea water matrix. To 
maintain these conditions in any practical application is a difficult task. To overcome above 
difficulties, these NPs were used for extraction of uranium from sea water matrix. For this, 
sorption experiments were carried out in sea water samples. 10 mL of sea water was taken 
and 10 ppb uranium and 20 mg NPs were added to it. The samples were sonicated for 1 h 
followed by separation using a permanent magnet and wherever necessary by centrifuge. The 
concentration of uranium in samples was determined by plotting calibration curve using laser 
fluorimeter. For calibration curve, 2, 4, 6, 8 and 10 ppb of uranium was added in 10 mL of 
sea water and processed as described in experimental section. Sea water blank was also 
prepared in which no uranium was added and this value was subtracted to plot the calibration 
curve as shown in Figure 5-6. Now it was interesting to observe from Figure 5-6 that on 
addition of 20 mg NPs the concentration of uranium in sea water decreases and is less than 10 
ppb. At the same time this decrease is different for different NPs and is more in case of HA  
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Figure 5-6. Calibration curve and concentration of uranium after sorption with all four NPs 
in different sea water samples. The initial concentration of added uranium was 10 ppb. Inset 

shows that extraction of uranium from sea water matrix without any addition of uranium 
externally. Black dot (•) shows the intensity corresponding to the natural concentration of 

uranium in each sea water prior to sorption with NPs. 
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coated Fe3O4 NPs as compared to bare ones. This suggests that HA coating helps in the 
extraction of uranium from sea water.  

As mentioned above that these NPs can be used to extract uranium from sea water at 10 
ppb added concentrations, experiments were performed to check whether it is possible to 
extract uranium directly from sea water without any external addition or not. For this, 
samples were processed in a similar way but without addition of uranium. Here a reagent 
blank was also prepared by taking 5 ml sea water simulator326 and its value was subtracted 
from the sea water blank value. Figure 5-6 inset shows the blank value in each sea water 
which is marked as black dot. The intensity corresponding to this is due to naturally occurring 
concentration of uranium present in sea water. Now it is interesting to observe from Figure 5-
6 inset that in most of the sea water samples on addition of NPs this intensity decreases and 
this decrement is more in case of HA coated Fe3O4 NPs as compared to bare one. This 
suggests that on NPs addition some of uranium was captured by NPs thereby leading to 
decrement in intensity. This observation clearly indicates that Fe3O4 NPs and HA coated 
Fe3O4 NPs can extract uranium directly from sea water matrix and with HA coating the 
extraction is much more effective as compared to bare particles. Although, exact amount of 
uranium that can be extracted cannot be measured but result indicates that these NPs can be 
effectively used to extract uranium from sea water matrix. The result shows the potential of 
these NPs in comparison to other methods developed which has limitations such as difficult 
synthesis, tedious separation from matrix, larger contact time, costly. Herein, an alternative 
method which can overcome most of these limitations and can be effectively used for 
uranium extraction from water and sea water matrix was demonstrated. 
5.4. Conclusions  

To conclude, this chapter demonstrates the application of Fe3O4 and HA coated Fe3O4 
NPs for sorption of uranium. Fe3O4 and HA coated Fe3O4 NPs with different amount of HA 
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coating were synthesized and used for sorption studies of uranium. Experiments were 
conducted at different concentrations of uranium, where no sorption was observed at 200 
ppm while 70-99% sorption was observed at lower concentrations, 20 ppm-20 ppb. These 
results were explained on the basis of interaction of NPs with uranium species that exist in 
solution under prevailing conditions. Maximum sorption capacity of these materials for 
uranium was also evaluated and it was found that with increase in HA content, sorption 
capacity increases. As observed that these NPs can extract uranium even in ppb concentration 
level, their use for uranium extraction from sea water matrix was explored. Interestingly, 
these NPs can be effectively used for uranium extraction from sea water and in presence of 
HA coating the extraction was more. Settlement of these NPs in presence of uranium was 
also monitored where it was observed that only Fe3O4 and Fe3O4/HA 1 NPs gets settled while 
no settlement was observed for Fe3O4/HA 2 and Fe3O4/HA 3 NPs. This observation indicates 
that Fe3O4 and Fe3O4/HA 1 are better materials as compared to other two in terms of their 
ease of separation from the matrix, though sorption studies suggests HA coated Fe3O4 NPs 
are better as compared to bare NPs for extraction. Considering both of these factors, 
Fe3O4/HA 1 are the best choice among all four NPs having high extraction capacity and easy 
separation from the matrix. This material has an advantage over other studied materials of 
being low cost, easy preparation, nontoxic, easily separable and faster extraction where none 
of the other studied material fulfils all these properties. The development of such low cost 
and effective methods for uranium extraction from sea water matrix can leads to the 
sustainment of nuclear energy to a reality.   
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6.1. Summary 

In the present thesis work, application of nanomaterials for solar energy conversion and 

environmental remediation has been demonstrated. Accordingly, the work carried out in the 

present thesis was divided. Chapter 3 demonstrate the application of semiconductor 

nanocrystals, II-VI CdX QDs for QDSC application. Chapter 4 demonstrate the application of 

QDs as a sensor for uranium and fluoride ions. Chapter 5 demonstrate the application of 

magnetic NPs for sorption of uranium. Different characterization techniques such as XRD, 

HRTEM, FTIR, zeta potential, TCSPC, femtosecond fluorescence upconversion and transient 

absorption spectroscopy were used to characterize the sample and to understand their 

properties. The work carried out in different chapters and information obtained is 

summarized below.  

In chapter 3, coupled system of QDs with different molecular adsorbates has been 

demonstrated. It is well known that one of the major limitations in QDSC is the slow hole 

transfer rate. The main emphasis of this chapter was to investigate a series of different 

molecules which can extract hole at a comparable rate to that of an electron from QDs and 

monitor their ultrafast charge transfer dynamics. This chapter was divided into three sections. 

In the first section of this chapter, a coupled system of CdSe QDs with PGR dye was 

demonstrated, where both QDs and dye absorb solar radiation. At the same time the energetic 

of the process suggests that on photo-excitation of QDs, hole transfer from QDs to PGR and 

on photo-excitation of dye, electron transfer from dye to QDs is thermodynamically 

favourable processes. Therefore, a grand charge separation can be realized in this system. 

Transient absorption spectroscopy confirms this mechanism and formation of PGR cation 

radical was detected in the transient absorption spectrum of CdSe/PGR composite system. 

The formation of PGR cation radical was a bi-exponential process with ~150 fs and ~500 fs 

timescale where 150 fs timescale has been assigned to the electron injection time from dye to 
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QDs while 500 fs time has been assigned to the hole transfer time from QDs to PGR. Charge 

recombination between PGR cation radical and electron in CdSe QDs was observed to be 

slow >200 ps suggesting grand charge separation in this system. Higher solar radiation 

absorption, faster charge carrier extraction and slow charge recombination are the main 

requirements to achieve high efficiency QDSC and the system studied have all these 

properties. Therefore using this system a higher efficient QDSC can be realized.  

In the second part of this chapter, hot hole extraction processes from QDs to catechol 

and thiols were demonstrated. It is established that the efficiency of QDSC can reach up to 

66% if hot charge carriers can be extracted prior to their cooling. Earlier few reports were 

available on hot electron extraction from QDs while no report was available on hot hole 

extraction. In this section, a composite system of CdSe QDs with catechols and thiols were 

chosen where hot hole extraction from QDs has been demonstrated. Femtosecond 

fluorescence upconversion technique was used to determine hot hole extraction process and 

hot hole extraction time was observed to be ~250 fs and ~300 fs for catechols and thiols 

respectively. Such fast hot hole extraction from QDs materials can lead to high efficiency in 

QDSC. It is also reported that the stability of bare QDs is an issue and covering QDs with a 

shell improve its stability as well as optical properties. The work carried out in this section 

also demonstrate the hot hole extraction from CdSe QDs to thiol in presence of type 1, ZnS 

shell and hot hole extraction time was determined to be ~500 fs. Higher stability of CdSe/ZnS 

CSQDs as compared to pure CdSe QDs and hot hole extraction promotes its application in 

QDSC.  

In the third part of this chapter, charge carrier dynamics of CdX QDs with nitro 

catechol (NCAT), a hole transporting molecule for QDs was studied. Here also the main aim 

was hole extraction but interestingly an interfacial complex formation between CdX QDs and 

nitro catechol (NCAT) was observed. This complexation results from the interaction between 
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Cd2+ ions on QDs surface and NCAT. Time-resolved emission and femtosecond transient 

measurements were carried out to monitor the effect of this complexation on charge carrier 

dynamics and it was observed that complex formation favours better charge separation. 

Experiment with CdTe/NCAT composite system suggests that on complex formation charge 

separation occurs even if the process is not thermodynamically favourable. This study helps 

in understanding the effect of an interface in charge carrier dynamics of QDs and suggests 

that because of interfacial complex formation charge separation is favoured which can lead to 

a high efficiency in QDSC.  

To summarize, this chapter deals with the hole extraction process from QDs, in search 

of which different molecules were selected and different processes such as super-

sensitization, hot hole extraction, and interfacial complex formation were revealed.      

In chapter 4 of the thesis, QDs as a probe to detect uranium and fluoride ions has been 

demonstrated. Uranium a well known nephrotoxic element has a maximum permissible 

contamination level in drinking water ~35 ppb as suggested by WHO. Therefore it is very 

important to detect uranium at such trace concentrations. A number of techniques were 

available for this purpose but those techniques have limitations such as complex 

instrumentation and costly. In the first section of this chapter, application of CdSe/CdS 

CSQDs for detection of uranium at trace concentrations was demonstrated and a detection 

limit of ~75 ppb was achieved. Along with detection, mechanism of detection was also 

demonstrated which allow selecting the best detection system among the synthesized ones for 

uranium detection. The study suggests the application of QDs for uranium detection and 

demonstrates that understanding detection mechanism at a fundamental level helps to design 

more efficient detection probes. 
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In the second part of this chapter, a green, selective, sensitive and economic probe for 

fluoride ion has been demonstrated. The chosen probe was based on carbon QDs (CQDs) and 

Eu3+, where photoluminescence property of CQDs was used to detect fluoride ions. On an 

addition of Eu3+, the photoluminescence of CQDs quenched (switch-off) and on the addition 

of fluoride ions luminescence regenerated (switch-on). This was assigned to the binding of 

Eu3+ with surface –COOH groups on CQDs surface and subsequent removal on addition of 

fluoride ions. Formation of EuF3 was confirmed by XRD and HRTEM measurements. The 

experiments were also carried out in presence of other competing ions which suggests that the 

probe was selective for fluoride ions. The probe was also tested for analysis of fluoride ions 

in toothpaste sample where result matches well with that obtained from ion chromatography. 

The suggested probe was green, economical, and selective and can be used for detection of 

fluoride in real samples. Also, a mechanism of detection was demonstrated which helps to 

understand the detection probe in a better way. 

 Along with detection, it is also important to find the suitable host matrix to trap toxic 

ions from different environmental matrices. Chapter 5 of the present thesis work focus on this 

issue, where Fe3O4 and humic acid (HA) coated Fe3O4 NPs, with different amount of HA 

coating were synthesized and their application for uranium extraction was demonstrated. It 

was observed that ~90% uranium sorb on NPs surface and sorption increases with increases 

in HA concentrations. Application of these NPs for uranium extraction from sea water matrix 

was also demonstrated which suggests that these NPs can be effectively used for uranium 

extraction from sea water matrix. With an increase in HA coating both sorption as well as the 

stability of NPs increases suggesting that HA coated Fe3O4 NPs are better as compared to 

bare NPs for sorption of uranium.  
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6.2. Outlook 

Present thesis work involves a composite system of QDs and CSQDs with different 

molecules that can extract hole from QDs at a comparable rate to that of electron and a higher 

efficient QDSC can be realized. Work with CdSe QDs and PGR dye as a composite system 

suggests grand charge separation and higher solar radiation absorption in this system. Both of 

these processes are necessary to achieve higher efficiency QDSC. Work with composite 

systems of CdSe QDs with catechols and thiols suggest hot hole extraction from QDs where 

it has been reported that efficiency of QDSC can reach to ~66% if hot charge carriers can be 

extracted. Experiment in presence of ZnS shell suggests that hot hole extraction is still 

possible in presence of type 1 shell over CdSe core. ZnS shell not only passivates trap states 

in CdSe QDs but also provide chemical stability to CdSe QDs. Hot hole extraction time was 

observed to be ~300 fs in case of CdSe/thiol and ~500 fs in CdSe/ZnS/thiol composite 

system. Such hot hole extraction process using catechols and thiols was not reported earlier 

and can provide a further step to enhance QDSC efficiency. Work with CdX/NCAT 

composite system suggests an interfacial complex formation at QDs surface which results 

because of interaction between excess Cd2+ ions on QDs surface and NCAT. Time-resolved 

emission and transient absorption measurement suggests that this complex formation favours 

better charge separation and can change the charge carrier dynamics of pure CdX/NCAT 

composite system where under solar excitation, both QDs and complex will be excited. 

Therefore a proper knowledge of interface in any two coupled system is necessary to 

understand the property of their composite.  

Work with CdSe/CdS CSQDs as a uranium detection probe suggests that electron 

transfer process from QDs to uranium is responsible for its detection. It was also 

demonstrated that electron transfer rate decreases with an increase in shell thickness. 

Therefore, bare CdSe QDs will be better for uranium detection as compared to CSQDs. 



  Chapter 6 

188 

 

However, study suggests that the detection of uranium using CdSe QDs was not reliable and 

therefore, CSQDs with different thickness of CdS shell were synthesized and best system 

among synthesized one was selected for uranium detection. Here understanding detection 

mechanism at a fundamental level helped to tune the system and to obtain a better detection 

probe. This study will help in future to suggest better detection probe for uranium, where 

further tuning within CSQDs structure as well as on surface can be carried out to obtain better 

detection limit. For fluoride ion detection, a composite system of CQDs and Eu3+ was 

demonstrated where Eu3+ binds selectively with fluoride ion and a fluoride detection probe 

has been realized. Here photoluminescence property of CQDs was used for fluoride ion 

detection and applicability of this probe in real toothpaste sample was also demonstrated. 

This method has advantages such as green, sensitive, selective and low cost as compared to 

other reported methods for fluoride ion detection. The suggested method can be used in the 

future to detect fluoride ion in real environmental samples.  

Work with magnetic NPs as a sorbent suggests that these NPs can be effectively used to 

extract uranium from water samples. These NPs has an advantage as compared to other 

reported material of being non-toxic. Also, these NPs can be separated from the matrix by 

application of magnetic field and therefore, their separation is much easier as compared to 

other materials and tedious processes of separation such as high speed centrifugation can be 

avoided.  
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