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Abstract

Metals, which form the significant proportion of the engineering materials, are in general, crys-
talline. Deformation and phase transformation are two principal modes of microstructural con-
trol/evolution in these materials. The crystalline nature of these materials makes ‘how these

crystals are oriented’ influence the material behavior in the deformation and/or phase transfor-
mations. The role of the crystal orientation is even more dominant in case of materials with
low symmetry such as Zirconium, a hcp metal. A thorough understanding of the role of ori-
entation in these phenomena can go a long way in optimization of the fabrication processes of
the Zr based components used in the nuclear reactors. Present thesis is aimed at furthering the
understanding of the phenomena of deformation and phase transformation in these alloys, using
a combination of experimental and modeling techniques with a focus on the role played by the
local crystal orientation.

For studying the β → α phase transformation (one of the most prominent phase transfor-
mation in Zr alloys), an algorithm for automated reconstruction of parent microstructure, from
the microtexture data of product phase, was developed. It uses the microtexture (local crystal
orientation) information of the product phase to reconstruct the high temperature phase orien-
tation information and thus its microstructure. It involves identifying triplets of neighboring
product grains with a common parent variant and linking such neighboring triplets with a gen-
eralized misorientation criterion. The algorithm was successfully applied for quantifying the
variant selection during β → α transformation. The role of variant selection in determining the
grain boundary nature of the transformed product was demonstrated.

Another phase transformation of interest in case of Zr is the formation of hydride phase
(α → δ). Hydride formation in a dual phase microstructure of Zr was studied. Hydrides
were found to have preferentially formed along the α/β interfaces. Microtexture measurements
showed that the orientation relationship between α and δ-hydride phase was {0001}α ‖ {111}δ
and 〈21̄1̄0〉α ‖ 〈110〉β . It was shown that the hydrides have higher preference to form along
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such α/β interfaces which have one of the low index planes of the β phase constituting the
interface.

Another mode of microstructural modification i.e., deformation, was studied in terms of
role of local orientation on the deformation heterogeneity, role of alloying elements and initial
orientation distribution (texture) and microstructure on different modes of deformation (slip and
twinning). Orientation and temperature dependent heterogeneous deformation in Zr was inves-
tigated for plane strain loading. Extensive degree of strain partitioning was observed between
grains of different orientations, particularly in room temperature deformation. Deformation at
higher temperatures, however, had shown significant reduction in deformation heterogeneity.
Discrete dislocation dynamics simulations, incorporating temperature dependent threshold cri-
terion for the activation of various slip systems, has successfully explained these observations.
These simulations have brought out a novel phenomenon whereby dormant slip systems i.e.,
slip systems on which the applied stress is below critical resolved shear stress, are activated due
to interactions with active primary dislocations. It is proposed that this mechanism can play an
important role in reducing orientation dependent deformation heterogeneity in hcp materials at
high temperatures.

Role of Sn and orientation on the deformation mechanisms of Zr was investigated using
in-situ neutron diffraction and complementary electron microscopy techniques. Binary Zr-Sn
alloys having fully recrystallized microstructure and typical rolling texture were subjected to in-

situ loading and diffraction experiments. Critical stress for the twin nucleation and the extent
of twinning were found to be strongly influenced by the Sn content and loading direction (or
orientation). Critical plastic strain for the nucleation of twining, however, was observed to be
weakly dependent on the Sn content. Results indicate significant plastic slip activity to be a
necessary condition for the onset of twinning. Further, the probability of twinning was shown
to be a strong function of the initial orientation.

Using Molecular dynamics simulations, dependence of homogeneous nucleation of dis-
locations on the crystal orientation had been studied. The asymmetry in the critical stress for
nucleation of dislocations in tension Vs compression had been brought out. Using a detailed
analysis of the defect structures, it had been shown that nucleation of defects on prismatic planes
is much more favorable than on the basal or pyramidal planes in case of Zr.

x



SYNOPSIS

Introduction

Metals, which form the significant proportion of the engineering materials, are in general crys-

talline in nature. Their wide spread applicability in the engineering applications stems form

many reasons. The two most important of those include (a) good mechanical properties and

(b) ease of fabrication into the required shape and size [1]. Both these aspects are a result of

excellent control one can exercise on the microstructural parameters using a combination of

‘deformation’ and ‘phase transformations’. The fact that the underlying phases are crystalline

in nature makes ‘how these crystals are oriented’ influence the material behavior in the defor-

mation and/or phase transformations. The role of the crystal orientation is even more dominant

in case of materials with low symmetry such as Zirconium, a hcp metal. Zr is one of the most

crucial structural material in nuclear reactor core. Its applicability is essentially due to a rare

combination of good mechanical properties coupled with compatibility to reactor environment

and low neutron absorption cross section for thermal neutrons [2, 3]. Zr is the material of

choice for a range of critical nuclear core components such as clad tubes, pressure tubes etc.

The integrity and service performance of these components determine the overall safety and

efficiency of reactor. It has long been established that the crystal orientation of the constituent

phases (crystallographic texture) in these Zr based components play a significant role in de-

termining the service performance. There are continuous ongoing efforts to further improve

and optimize the properties of these Zr based components to achieve higher burn up life of

nuclear fuel elements at improved reliability. Such efforts naturally call for stringent control

of as fabricated microstructure and texture of Zr components. This necessitates a more deeper

understanding of the microstructural and textural modifications brought about by ‘deformation’

and ‘phase transformations.

The as fabricated microstructre and texture of a Zr based components is, in general, a cu-

mulative result of changes that take place in a series of Thermo Mechanical Processing (TMP)s
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that a typical Zr based component goes through during its fabrication [4]. Typically the TMPs

used for the fabrication of the Zr based structural components involve, deformation and/or phase

transformation during individual stages of the processing. For instance, β-quenching operation

is one inevitable operation in any of the fabrication flow sheets so also the hot extrusion. While

the former involves a phase transformation, later, is essentially driven by deformation and to

some extent by the phase transformation characteristics (depending on the temperature of ex-

trusion and composition of the alloy). On the other hand, cold pilgering and drawing (used in the

manufacture of clad tubes and pressure tubes) are essentially deformation processes. Thus the

understanding and tailoring of the final microstructure developed after the fabrication, necessar-

ily depends on our ability to understand these individual processes/phenomena of deformation

and phase transformation. In addition to optimizing the fabrication processing, understanding of

the fundamental mechanisms of phase transformation and deformation are crucial for enhanc-

ing service life and mitigating the in service degradation mechanisms. For instance, hydride

formation is an important phase transformation (α → δ) that some times limit the life of the

components [5]. In all these phenomenon/processes the behavior of the material is expected to

be highly influenced by the local crystal orientation.

In this context, the present thesis had been conceptualized to study the role of local crystal

orientation on phase transformation and deformation in Zr based alloys. Specific issues pertain-

ing to these processes were identified for the study, based on the scientific challenge and their

industrial relevance. The objectives of the present study include

1. Variant selection during the β → α transformation has the effect of influencing the result-

ing texture distribution and thus it is beneficial to be able to identify and quantify the the

same in this transformation. It was aimed to develop an algorithm to reconstruct the pre-

transformed phase microstructure using the orientation information of the parent phase

microstructure to achieve this objective.

2. Study the Formation of deleterious hydride phase through α → δ phase transformation

with a focus on role of relative orientations of α and β phases in relation to the hydride

phase.

3. Understand the role of local crystal orientation on deformation of behavior in Zr alloys

with respect to following important issues.
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Figure 1: (a) Schematic show-
ing the product α grains.
Grains belonging to common
parent β are marked with the
same color. Subscripts (Gi) are
the product grain IDs. (b) Al-
gorithm. The triplets formed
by G5 are [5, 1, 2], [5, 2, 8],
[5, 8, 7], [5, 7, 4] and [5, 4, 1].
Triplets either have a common
parent variant, i.e. a ‘poten-
tial’ solution for the parent β,
or ‘no solution’. Next step is
to link the ‘potential’ solutions
through a generalized misori-
entation criterion.

• The orientation sensitive deformation heterogeneity in Zr alloys as a function of

temperature.

• Investigating the role of alloy composition and starting texture (orientation) on the

twinning behavior in Zr to answer the fundamental question of basic criteria gov-

erning the nucleation of deformation twins in hcp systems.

• To understand the orientation dependence of the phenomenon of dislocation nucle-

ation in Zr.

β → α Phase Transformation

This is perhaps the most common phase transformation through which literally every Zr based

component goes through its fabrication cycle and hence was made part of the present thesis.

An automated method for the reconstruction of the high temperature β phase, based on the

measured microtexture data of the product phase (α) was developed. The algorithm is based on

a novel misorientation based weightage factor for arriving at optimized solution for the parent

grain. Fig. 1 illustrates the schematic of the algorithm adopted and Fig. 2 demonstrates the

application of the algorithm for the reconstruction of parent phase in different modes of β → α,

including diffusional and martensitic phase transformations in Zr.

Using the algorithm, it had also been demonstrated that exact identification and hence

quantification of the variant selection during the β → α phase transformation is possible. Us-

ing this aspect of the algorithm variants could be identified and their number frequency could

3



Figure 2: Post-
transformation α-Zr
IPFs and correspond-
ing reconstructed
β-Zr IPFs. α-Zr
structures were ob-
tained by using three
different cooling
rates : 3, 103 and 105

◦C min−1.

be estimated to bring out the degree of variant selection, see Fig. 3. The consequence of such

variant selection was demonstrated by the presence of characteristic misorientation angle dis-

tribution in the transformed microstructure.

Hydride Formation (α→ δ Transformation)

Due to its deleterious effects on the properties of the Zr alloys, this transformation had been

studied extensively in the past using Transmission Electron Microscope (TEM). However,

present study focused on the role of local orientations and interfaces on the formation of hy-

drides using Electron Back Scatter Diffraction (EBSD). For this purpose Zr-2.5%Nb alloy,

which is the pressure tube material for the CANDU type of nuclear reactors, was chosen as

the material. The objective being to asses the role of the presence of β phase on the α → δ

transformation.

The study had conclusively shown that α/β interfaces are the most favorable sites for

the formation of the hydrides in this system (Fig. 4). The study had provided the quantitative

4



Figure 3: (a) EBSD microstructure of beta quenched microstructure of Zircaloy-4 (b) The
reconstructed map of parent phase (β) (c) Microstructure of product phase with each product
grain colored according to its variant identity (d) Frequency distribution of product variants.

measure of strain partitioning during the formation of hydrides at the α/β interfaces. It was

confirmed that the actual strain in the hydrides was rather small when they formed along the

suitable α/β interfaces. It was observed that hydride precipitation depends on the level of hy-

drogen partitioning at the hydrogenation temperature and availability of suitable β interfaces

which are conducive for epitaxial growth of hydride phase in to the adjoining α phase. By ana-

lyzing several tens of hydrides, following orientation relationship had been established between

the α, β and δ phases.

(0001)α ‖ (011)β ‖ (111)δ

[21̄1̄0]α ‖ [100]β ‖ [110]δ.

Deformation Heterogeneity in Zr: Role of Orientation and
Temperature

Probably ‘heterogeneity in plastic deformation’ is one of the most well accepted but least un-

derstood phenomenon in case of crystalline materials in general and more so in case of lower

symmetry materials like hcp Zr. In the present thesis, the heterogeneity in deformation had been

studied with respect to two important variable viz, local crystal orientation and temperature. For

this purpose single phase Zr based alloy (Zircaloy-2) was subjected to plane-strain compression

at different temperatures and was analyzed by detailed EBSD for identifying orientation sensi-

tive deformation behavior. In order to rationalize the experimental observations, a Dislocation

Dynamics (DD) simulation approach had been adopted.
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Figure 4: (a) Optical and (b) EBSD micrographs showing the distribution of the hydrides in
Zr-2.5%Nb alloy charged with 300 ppm (by weight) of hydrogen.

Experimental observations highlighted the orientation and temperature sensitive plastic

deformation in hcp zirconium. The starting microstructure had nearly equiaxed grains of >

3µm size. Deformed microstructures contained below 3µm fragmented grains, and also larger

grains, generically termed as non-fragmented, see Fig. 5. The latter was predominantly ‘basal

oriented’ for all working temperatures. Temperature dependent plastic deformation, in terms

of grain size/shape refinement and in-grain misorientaion developments, showed a remarkable

difference between room temperature and warm (200 ◦ and 400◦C) rolling. Warm rolled mi-

crostructures contained significantly higher signatures of the plastic strain.

DD simulations of room temperature Plane Strain Compression (PSC) successfully cap-

tured the deformation response of basal and prismatic orientations. Both dislocation density

and plastic strain were significantly lower for basal orientations relative to prismatic orienta-

tion. However, simulations for the elevated (400◦C) temperature deformations showed higher

strain accumulation in basal orientation (in comparison to corresponding room temperature de-

formation of basal) through increased pyramidal slip activity. DD simulations also brought

out a novel effect of dislocation-dislocation interactions. Dormant slip systems, slip systems

where the applied stress was below Critical Resolved Shear Stress (CRSS), were activated due

to interactions with active primary dislocations, see Fig. 6. This mechanism was shown to ac-

tivate dormant dislocations in basal orientations, thus contributing to reduction in deformation

heterogeneity during warm rolling.
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Figure 5: IPF maps of Zircaloy 2 at different working temperatures, demosntrating that some
grains/orientations retained (esp. red colored grains representing basal orientated grains) their
shape and size even after considerable deformation.

Role of orientation in Deformation Twinning

Studies on deformation mechanisms in hcp materials are far from complete with out dealing

with the twinning. One of the fundamental questions that remained elusive for understanding

was : Is twin nucleation strain controlled or stress controlled? Present thesis tried to provide

an answer to this long standing question by performing a series of controlled in-situ defor-

mation experiments under neutron diffraction apparatus to look for signatures of twinning and

corresponding stress and strain state of the samples. For this purpose Zr-Sn binary alloys with

systematic variation in their Sn content were used in different crystallographic texture condi-

tions for the deformation studies. In addition, detailed postmortem analysis by EBSD and TEM

was carried out to gain insights into the data provided by the neutron diffraction experiments.

The role of Sn on the deformation mechanisms (twinning in particular) was seen to be

deformation direction dependent, in other words texture dependent. It was observed that defor-

mation along Rolling Direction (RD) was characterized by huge influence of Sn on the extent

of twinning while the deformation along Transverse Direction (TD) was found to be least sen-

sitive to amount of Sn of the alloy for the extent of twinning. In general (for both RD and TD

deformations) it was observed that the critical stress required for the twining increased with the

Sn content while the critical macroscopic strain for the onset of twinning was rather insensitive

to the amount of Sn of the alloy, see Fig. 7. Using the combined evidence of EBSD, TEM (see
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Figure 6: (a) Depiction of nodal forces along burgers vectors of prismatic dislocations in case
of simulation of basal orientation at 700 K at various time steps. The red color arrows indicate
the direction and magnitude of the resolved nodal force along local burgers vector. For the
purpose of clarity, forces on prismatic dislocations only are shown. It can be observed that,
the resolved nodal forces in the initial state are negligibly small rendering red arrows on them
invisible (a reflection of orientation effect). However, as the pyramidal dislocations evolve,
significant forces (due to interaction) are observed on certain prismatic dislocation. Once a
critical force is generated frame (3), a prismatic source is observed to have got activated and
starts to evolve. (b) Evolution of the overall dislocation structure at above time steps. For the
sake of clarity, a zoomed in version of (a) from a different viewing angle, are shown (of the
boxed region) of the region in which an inactive prismatic dislocation has been activated by the
interacting pyramidal dislocations.

Fig. 8) and neutron diffraction it was inferred that there needs to be some critical plastic strain

for the initiation of twinning. The data suggested that once the critical plastic strain required

for the onset of twining is achieved, the extent of the twining is chiefly governed by the crystal

orientation (texture effect) followed by intragranular strain state.

Homogenous Nucleation of Dislocations : Role of Crystal Ori-
entation

The thesis had extended the study on the role of orientation to atomic scale by exploring the

variation brought in by the crystallographic orientation on the critical stress required for the

nucleation of the dislocations: the fundamental defects responsible for the deformation behav-

ior. Simulations have indicated significant asymmetry in the stress required for the nucleation
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Figure 7: Change in integrated intensity of 0002 reflection for all four alloys as a function
of applied (a) strain and (b) stress, recorded during in-situ neutron diffraction/deformation
experiments. Io values included in the plots represent the mean initial intensify of the unloaded
(initial state) samples.

of dislocations in the tension and compression. Simulations have predicted nucleation of <a>

type dislocations on the prismatic planes to be more favorable than the competing <a> type

dislocations on basal planes, see Fig. 9. Under certain crystallographic orientations, formation

of <c> type dislocations had also been noticed. Present simulations, however, did not show

the formation of <c+ a> dislocations. Thus the experimental observation of these dislocations

could be due to the interaction of the existing <a> and <c+a> type dislocations or conditions

other than those imposed in the present simulations are responsible for their formation.
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Figure 8: (a)EBSD images of the RD deformed samples with different Sn contents, show-
ing that as the Sn content increases so does the twinning for a given amount of deformation.
(twin boundaries are marked in white color) (b)TEM bright field image of twin showing high
dislocation density in the parent grain from which twin got nucleated.

Thesis Organization

The thesis has number of chapters. The chapter “Literature Review” presents the overview

of zirconium based alloys, their historical development and applications. The chapter then

delves into review of existing knowledge on various phase transformations (relevant to present

thesis) and deformation mechanisms for these materials. Although focus is on Zr alloys the

descriptions shall be applicable to any hcp materials and thus has wider academic application

range. The chapter then deals with the deformation mechanisms, and various modeling and

simulation techniques being used for the understanding of the phenomenon deformation. The

next chapter “Experimental” presents an overview of various experimental methods followed in

the present thesis with special emphasis on some of the advanced characterization techniques

used for the present work.

Chapter 4 presents the results of the studies on β → α transformation. It starts with

a description of a new algorithm developed as part of the present work, for the automated

reconstruction of the parent phase microstructure from the micro texture data of the product

phase. The application of the algorithm and its efficacy in handling various modes of β →

α transformation has been shown in the subsequent parts of the chapter. The identification and

quantification of the variant selection during the β → α transformation has been demonstrated.

In continuation of important phase transformations in Zr alloys, the next chapter, chapter 5,

10



Figure 9: Dislocation nucleation as captured by the MD simulation of tensile deformation
along [011̄0] direction of the Zr crystal. (a) Snap shot at the beginning of the nucleation event
(corresponding to the peak stress of in a given simulation (a). (b) Snap shot at at an advanced
stage of simulation, corresponding to larger strains, showing growing dislocation loops. For the
purpose of visualization all the ‘good atoms’ i.e., those atoms which have their neighborhood
corresponding the hcp configuration, are omitted from the image. Two views (isotropic and
XY projection) of the same snap shots are presented side by side for gaining insights into the
crystallographic aspects of the planes of the dislocation loops. It can be seen that all of them lie
on the prismatic planes, < 101̄0 > for this case.
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focuses on yet another interesting and phase transformation, i.e., α → δ phase transformation

in the presence of β phase of Zr. The role of the β phase and its interfaces on the formation of

hydride phase has been brought out.

Orientation sensitive deformation behavior, which is one of the most important aspects

of the deformation of hcp materials like Zr, has been dealt with in the chapter 6. The results

of a detailed experimental investigations are presented in this chapter along with the discrete

dislocation dynamics simulations to explain the experimental observations. Chapter 7 presents

the results of the in-situ neutron diffraction and deformation studies that are aimed at bringing

out the role of Sn on the deformation mechanisms in Zr. The chapter brings into light some

novel observations of role of Sn on the twinning behavior in Zr. Lastly, molecular dynamics

simulations of the homogeneous nucleation of dislocations in Zr are described in the chapter 8.

It has been shown that there is considerable asymmetry in the stress required for the nucleation

of dislocations in the compression and tension.
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CHAPTER 1

Introduction

1.1. Introduction

Metals, which form the significant proportion of the engineering materials, are in general crys-

talline in nature. Their wide spread applicability in the engineering applications stems from

many reasons. The two most important of those include (a) good mechanical properties and

(b) ease of fabrication into the required shape and size [1]. Both these aspects are a result of

excellent control one can exercise on the microstructural parameters using a combination of

‘deformation’ and ‘phase transformations’. The fact that the underlying phases are crystalline

in nature makes ‘how these crystals are oriented’ influence the material behavior in the defor-

mation and/or phase transformations. The role of the crystal orientation is even more dominant

in case of materials with low symmetry such as Zirconium, a hcp metal. Zr is one of the most

crucial structural material in nuclear reactor core. Its applicability is essentially due to a rare

combination of good mechanical properties coupled with compatibility to reactor environment

and low neutron absorption cross section for thermal neutrons [2, 3]. Zr is the material of choice

for a range of critical nuclear core components such as clad tubes and pressure tubes. The fact

that these Zr based alloys are used for the critical applications in the core of nuclear reactors,

puts severe demand on their reliable service performance. Zr-2.5%Nb pressure tubes, for in-

stance, are designed to operate under a relatively aggressive environment of nuclear reactor

in which there is a constant interplay of mechanical, thermal and irradiation induced damage

mechanisms, for periods extending up to 30 years [4–6]. Zircaloy based fuel clads on the other

hand, have to sustain severe pellet clad interactions and ensure fuel bundle integrity for avoiding

the leakage of radioactivity into the coolant [2]. It is obvious that such a performance require-

ment mandate stringent requirement on the properties of these components. The integrity and

service performance of these components naturally determine the overall safety and efficiency

of reactor. It has long been established that the crystal orientation of the constituent phases
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(crystallographic texture) in these Zr based components play a significant role in determining

the service performance [7, 8].

The as fabricated microstructure and texture of a Zr based components is, in general, a cu-

mulative result of changes that take place in a series of Thermo Mechanical Processing (TMP)s

that a typical Zr based component goes through during its fabrication [9]. Typically the TMPs

used for the fabrication of the Zr based structural components involve, deformation and/or phase

transformation during individual stages of the processing. For instance, β-quenching operation

is one inevitable operation in any of the fabrication flow sheets so also the hot extrusion. While

the former involves a phase transformation, later, is essentially driven by deformation and to

some extent by the phase transformation characteristics (depending on the temperature of ex-

trusion and composition of the alloy). On the other hand, cold pilgering and drawing (used in the

manufacture of clad tubes and pressure tubes) are essentially deformation processes. Thus, the

understanding and tailoring of the final microstructure developed after the fabrication, necessar-

ily depends on our ability to understand these individual processes/phenomena of deformation

and phase transformation. In addition to optimizing the fabrication processing, understanding of

the fundamental mechanisms of phase transformation and deformation are crucial for enhanc-

ing service life and mitigating the in service degradation mechanisms. For instance, hydride

formation is an important phase transformation (α → δ) that some times limit the life of the

components [10]. In all these phenomenon/processes the behavior of the material is expected

to be highly influenced by the local crystal orientation.

In this context, the present thesis had been conceptualized to study the role of local crystal

orientation on phase transformation and deformation in Zr based alloys. Specific issues pertain-

ing to these processes were identified for the study, based on the scientific challenge and their

industrial relevance. The objectives of the present study include

1. Variant selection during the β → α transformation has the effect of influencing the result-

ing texture distribution and thus it is beneficial to be able to identify and quantify the the

same in this transformation. It was aimed to develop an algorithm to reconstruct the pre

transformed phase microstructure using the orientation information of the parent phase

microstructure to achieve this objective.

2. Study the formation of deleterious hydride phase through α → δ phase transformation

with a focus on role of relative orientations of α and β phases in relation to the hydride

2



1.2. Thesis Overview

(δ) phase.

3. Understand the role of local crystal orientation on deformation of behavior in Zr alloys

with respect to following important issues.

• The orientation sensitive deformation heterogeneity in Zr alloys as a function of

temperature.

• Investigating the role of alloy composition and starting texture (orientation) on the

twinning behavior in Zr to answer the fundamental question of basic criteria gov-

erning the evolution of deformation twins in hcp systems.

• To understand the orientation dependence of the phenomenon of dislocation nucle-

ation in Zr.

1.2. Thesis Overview

Fig. 1.1 depicts the brief outline of the work carried out under the present thesis. Chapter 2

presents the overview of zirconium based alloys, their historical development and applications.

The chapter then delves into review of existing knowledge on various phase transformations

(relevant to present thesis) and deformation mechanisms for these materials. Although focus is

on Zr alloys the descriptions shall be applicable to any hcp materials and thus has wider aca-

demic application range. The chapter then deals with the deformation mechanisms, and various

modeling and simulation techniques being used for the understanding of the phenomenon of de-

formation. The next chapter (chapter 3), presents an overview of various experimental methods

followed in the present thesis with special emphasis on some of the advanced characterization

techniques used for the present work.

Chapter 4 presents the results of the studies on β → α transformation. It starts with a de-

scription of a new algorithm developed as part of the present work, for the automated reconstruc-

tion of the parent phase microstructure from the micro texture data of the product phase. The

application of the algorithm and its efficacy in handling various modes of β → α transformation

has been shown in the subsequent parts of the chapter. The identification and quantification of

the variant selection during the β → α transformation has been demonstrated. In continuation

of important phase transformations in Zr alloys, Chapter 5 focuses on yet another interesting

and phase transformation, i.e., α → δ phase transformation in the presence of β phase of Zr.

3
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The role of the β phase and its interfaces on the formation of hydride phase has been brought

out.

Orientation sensitive deformation behavior, which is one of the most important aspects

of the deformation of hcp materials like Zr, has been dealt with in the chapter 6. The results

of a detailed experimental investigations are presented in this chapter along with the discrete

dislocation dynamics simulations to explain the experimental observations. A novel mechanism

of dislocation activation by active secondary slip systems, that is very specific to hcp materials,

has been brought through the dislocation dynamics simulations. Chapter 7 presents the results of

the in-situ neutron diffraction and deformation studies that are aimed at bringing out the role of

Sn on the deformation mechanisms in Zr. The chapter brings into light some novel observations

of role of Sn on the twinning behavior in Zr. Lastly, molecular dynamics simulations of the

homogeneous nucleation of dislocations in Zr are described in the chapter 8. It has been shown

that there is considerable asymmetry in the stress required for the nucleation of dislocations in

the compression and tension.

Chapter 9 presents the summary of the main observations/findings of the present thesis

followed by the future direction of the work that need to be carried out to gain further insights.

Finally Appendix-I gives the details of the new automated reconstruction algorithm developed

as part of the present work. A complete worked example with actual orientation data of the

product phase is presented to illustrate working of the algorithm.
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CHAPTER 2

Literature Review

2.1. History of Zr Based Alloys

Zirconium alloys are extensively used in various types of fission reactors (both light and heavy

water types) for different applications. These include clad tubes for the fuel elements, grids,

channels in Boiling Water Reactor (BWR)s as well as pressure and calandria tubes in PHWRs

[9]. The development of zirconium alloys is essentially due to the nuclear industry, where these

alloys have been regarded as the proven structural material. The actual application of zirconium

based alloys for nuclear applications started after the realization that the removing the naturally

associated Hf from the Zr greatly reduces the neutron absorption cross section of the Zr. This

had prompted Admiral Rickover to put zirconium to use in their Naval Nuclear Propulsion

program for water cooled reactor for submarine Nautilus [9, 11]. From then onwards there

were several developments in the zirconium based alloys resulting in a series of alloys suited

for various reactor conditions and applications. Fig. 2.1 schematically describes the historical

evolution of the Zr based alloys.

2.2. Properties and Applications of Zr Based Alloys

Table 2.1 illustrates various Zr alloys and their applications (along with the properties that are

crucial for that application). It is very clear that Zr based alloy form the most integral part of

several nuclear reactor materials.

2.3. Thermo Mechanical Processing of Zr Alloys

Various structural components (e.g., clad tubes, pressure tubes etc.) listed in table 2.1 are typ-

ically fabricated through a complex series of TMPs. Fig. 2.2 illustrates two such typical flow

sheets for the fabrication of the clad tube and pressure tube as practiced by NFC, Hyderabad,

6
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Crystal bar (Kroll) Zr free of Hf for neutron economy

Sn, Ta and Nb (in decreasing order of effectiveness) circumvent damag-
ing effect of impurities such as Nitrogen and improve corrosion resistance

=⇒ Sn selected since neutron economy is little effected and
2.5%Sn ⇐= improved corrosion resistance, strength and fabricability

⇓
Zircaloy-1 : Zr 2.5%Sn

Breakaway transition in corrosion (wt gain vs time) was not improved
⇓

Zircaloy-2 was developed as an accidental finding in Bettis lab
New alloy with Fe and Cr and Ni was developed.

Sn content of 1.5% was found to be sufficient to counteract Nitrogen
Zircaloy-2:Sn-1.5% 0.15%Fe 0.05%Ni 0.1%Cr
.Good strength and good corrosion resistance.

Sn is known to be bad for long-time corrosion un-
der Pressurised Water Reactors (PWR) conditions →

reduced Sn to 0.25% and simultaneously increased Fe to 0.25%
lead to the most corrosion resistance alloy in Zircaloy family

⇓
Zircaloy-3: Zr Sn-0.25% 0.25%Fe

.the mechanical strength was not adequate and thus Zry-3 was abandoned.

Hydrogen effects on mechanical properties were just emerging & ZrH2 re-
sulted in reduced impact energy → again, accidentally the effect of Ni on
Hydrogen absorption was noted (during work on eutectic diffusion bonded

plates) → Ni free Zircaloy-2 was developed but with poor corrosion resistance
⇓

Increased Fe to 0.24% with no Ni → almost as good corro-
sion resistance as Zry-2 but with reduced (by 50%) hydrogen
absorption Zircaloy-4: Zr 1.5%Sn 0.24%Fe 0.1%Cr (PWRs)

Barrier cladding → Zry-2 with Zr liner for PCI resistance Zirlo
alloy → Zry+0.5 to 1% Nb → good for long term corrosion

Duplex alloy → low Sn on the surface (but still in ASTM spec) vs bulk

Figure 2.1: Flow chart illustrating the historical development of Zr based alloys, adapted from [9]
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Table 2.1: Usage of Zr based components in various nuclear reactors.

Reactor Component Alloy used Properties Required

PHWR Fuel clad tube Zircaloy-4 Good ductility, Predomi-
nantly radial texture of basal
poles (for mitigating hydride
embitterment)

Pressure tube Zr-2.5%Nb Good strength, Fracture
toughness, low hydrogen
pick up rate, Texture having
circumferential basal poles

Calandria
tubes

Zircaloy-4 Good ductility

BWR Clad tube Zircaloy-2 Good ductility, good nodular
corrosion resistance

PWR Clad tube Zirlo Good ductility, good nodular
corrosion

India. Typically such complex fabrication process flow sheets are necessitated by the strin-

gent dimensional control of the final products and also to achieve the required microstructural

and textural distribution in the final components. The later undergo considerable modifications

during the processing and the process variable such as deformation temperature, extent of defor-

mation, annealing time and temperature etc., are chosen to achieve the desired final properties.

Figs. 2.3 and 2.4 illustrates the extent of microstructrual and textural modifications experienced

by the Zircaly-4 clad tube during the fabrication. Following is the summary of microstructural

and textural changes during the fabrication steps [12]

• Textural developments during fabrications steps were mainly in terms of changes in the

intensity of orientation fibers, viz, <101̄0>and (0001) fibers. In general, deformation

(both hot extrusion, as well as pilgering) strengthen <101̄0>, while annealing enhances

(0001).

• The processing steps also modify microstructure in the following sequence : Widmanstat-

ten structure (β quenched)→ bimodal grain size/shape (Hot Extruded)→ relative grain

growth (1st Annealing)→ heterogeneous deformation (1st Pilgered)→ fully recrystallized

(2nd Annealed) → heterogeneous deformation (2nd Pilgered) → partially recrystallized

(3rd Annealed) → heterogeneous deformation (3rd Pilgered) → partially recrystallized

(Final Annealed).

8
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• The pilgering operations involve heterogeneous deformation - majority of the grains get-

ting fragmented, while some specific grains /orientations remaining relatively unaffected.

Textural developments were observed to be associated with the latter. During annealing,

involving complete or partial recrystallization, larger recrystallized grains had a stronger

contribution to the developments of crystallographic texture.

It may be noted that these clad tubes need to have high degree of basal pole alignment towards

radial direction of the tube for appropriate hydride embrittlement resistance and accordingly the

fabrication flow sheet was designed.

Similarly in case of Zr-2.5%Nb, microstructural and textural evolution during each fabri-

cation stage was characterized by Srivastava et al. [13]. They show that the during extrusion

in the two-phase field, both the α and βI phases undergo dynamic recrystallization and the βII

phase layers get sandwiched between elongated α - phase (stringers). The elongated α units

were essentially made up of a number of nearly equi-axed α-grains. They have demonstrated

that the aspect ratio of the phases is related to the imposed extrusion ratio. A typical microstruc-

ture in radial-axial section is shown in Figure Fig. 2.5(a) which shows elongated α-grains sep-

arated by β-phase. It was observed that the elongated two-phase structure could be retained

only if the intermediate annealing temperature was kept below 575◦C. Annealing at lower tem-

perature, for example, at 500◦C for 6 h resulted in recovery of α-stringers as evidenced by the

presence of sub-grain boundaries. In addition to these, a high density of unrecovered disloca-

tions was also noticed (Fig. 2.5(c)). The tensile strength of the resultant structure was higher

than the as-extruded material. In contrast to this, annealing at higher temperature, e.g., 600◦C,

even for 1 h resulted in complete recrystallization and morphological modifications of both

α- and β-phases (Fig. 2.5(d)). The annealed microstructure comprised essentially of nearly

equiaxed α-grains, and βI-phase was noticed primarily at the boundaries and tri-junctions of

α-grains. Kiran et al. have shown that the majority of the textural changes take place during the

hot extrusion of this alloy while subsequent stages of cold pilgering and annealing have mini-

mall role in defining the final texture [14]. They explained the absence of the textural changes

during the pilgering as due to the presence of continuous film of β phase in between α lamallae.

In summary, these works thus highlight that both textural and microstructural evolution happen

during each stage of the fabrication flow sheet and the extent of the such changes are specific to

alloy system and conditions employed.

9



2.3. Thermo Mechanical Processing of Zr Alloys

As cast ingot

β quenching
1050◦C

Hot extrusion
825◦C, (Extrusion Ratio 14:1)

1st Annealing
760◦C for 4 Hrs

1st Pilgering
80% Reduction (q=1.45)

2nd Annealing
650◦C for 4 Hrs

2nd Pilgering
70% Reduction (q=1.38)

3rd Annealing
575◦C for 3 Hrs

3rd Pilgering
58% Reduction (q=5.13)

Final Annealing
500◦C for 10 Hrs

(a) Flow sheet of Zircaloy-4 clad tubes.

As cast ingot

Hot extrusion
For breaking cast structure

β quenching
1050◦C

Hot extrusion
825◦C, (Extrusion Ratio 7.3:1)

Stress relieve Annealing

1st Pilgering
55% Reduction

Annealing

2nd Pilgering
20% Reduction

Autoclaving
400◦C for 72 Hrs

(b) Flow sheet of Zr-2.5%Nb pressure tubes.

Figure 2.2: Important stages of fabrication flows sheets for the production of Zirconium based
nuclear structural componetns of Indian PHWR as being practiced by NFC, Hyderabad.
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Figure 2.3: EBSD images of (a) As cast (b) β quenched (c) Hot Extruded, (d) 1st Annealed, (e)1st
Pilgered (f) 2nd Annealed (g) 3rd Annealed (h) Final Annealed. Images were plotted using IPF -
grain boundaries being marked for above 15◦ misorientation. Measurement points with confidence
index (an approximate measure of accuracy of indexing) values below 0.03 are marked as black.
RD and TD correspond respectively to axial and circumferential directions of the tube [12].
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Figure 2.4: 3-dimensional ODF plots for (a)β quenched , (b) Hot Extruded, (c) 1st Annealed, (d) 1st

Pilgered, (e)2nd Annealed , (f) 2nd Pilgered, (g) 3rd Annealed, (h) 3rd Pilgered, (i) Final Annealed.
ODF Iso-intensity levels of 3 times or more are marked. The two distinct fibers, <101̄0> and
(0001) fibers, are shown on the ODFs [12].
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Figure 2.5: TEM of Zr-2.5%Nb alloy: (a) as-extruded microstructure showing elongated morphol-
ogy of α-phase separated by β-phase stringers. (b) First pilgered microstructure illustrating the
very high dislocation density. The dislocations are concentrated primarily at the α/β interface.
(c) Incomplete recrystallization of the α-stringers as evidenced by the presence of a substantial
number of dislocations after annealing at 500◦C for 6 h. (d) Coarsening of the α-grains caused
by redistribution and agglomeration of β-phase. The β-phase is located at the triple junctions of
α-grains after annealing at 600◦C for 1 h and (e)completely recrystallized α-lamellae obtained af-
ter annealing at 550◦C for 3 h. The lamellar morphology of the two phases is not altered by this
annealing treatment [10, 13].
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2.4. Phase Transformations in Zr alloys

Zr undergoes allotropic transformation from the high temperature bcc phase β to the low tem-

perature hcp α phase at 862◦C. The addition of alloying elements, called as α or β stabilizers,

respectively may either raise or lower the α to β transus [10, 15, 16]. Examples of typical α

stabilizers are Al, Sn, O and N. On the other hand, elements like Nb, Cu, Fe, Cr, Ni, Mo and

H are classified as β stabilizers. Usually the α stabilizers result in peritectoid reaction and β

stabilizers give rise to a eutectoid system [10]. As discussed earlier, the most important Zr

based alloys used for nuclear applications are Zircaloys (i.e., Zr-Sn alloys) and Zr-Nb alloy.

The binary phase diagrams for these two system are presented in the Fig. 2.6. As can be seen in

these two diagrams there is a quite wide variety of solid state phase transformations possible in

Zr based systems. In fact the excellent monograph by Banerjee et al. [10] shows that the Ti and

Zr based systems have far wider range of the solid state phase transformations than any other

known metallic system including Fe based. Zr exhibits a whole lot of different phase transfor-

mation such as diffusional, displacive, shuffle dominated, mixed mode of transformations, first

order and seconder order, continuous, discontinuous, order-disorder transformations [10, 17].

However in relation to the present thesis, two phase transformations, viz, β → α and α → δ

shall be described here.

2.5. β→α Transformation in Zr

This is one phase transformation that is invariably present in the fabrication flow sheet of prac-

tically every Zr based structural component used in the nuclear reactors. Depending on the

cooling rate from the β phase field, this can happen either by displacive mode (in case of fast

quenching) or by diffusional mode when the imposed cooling rate is low. In all cases the trans-

formation is known to follow strict Orientation Relationship (OR), the crystallography of which

has been a subject matter of several investigations [10, 18, 19].

2.5.1. Crystallography of β→α Transformation

The lattices of the parent (β) and the product phases (α) can be related in a number of ways. The

correct choice of the lattice correspondence is generally made by selecting one which involves

the minimum distortion and rotation of the lattice vectors. One such solution was originally

proposed by Burgers, according to which the basal plane of α is derived from an {011}β type
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Figure 2.6: Equilibriam diagrams of (a) Zr-Nb and (b) Zr-Sn binary systems [10].
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plane and [011̄]β and [100]β directions transform into [011̄0]α and [21̄1̄0]α directions, respec-

tively. The close-packed directions [11̄1]β and [1̄11̄]β lying on the {110}β plane transform

to two close-packed <112̄0>α directions. The other <112̄0>α directions are derived from

<100>β directions. This makes there are six possible crystallographically equivalent lattice

correspondences between the α and β phases which are shown in the Fig. 2.7.

Figure 2.7: The distorted closed-packed hexagonal cell (hcp), derived from the parent bcc lattice
[10].

The lattice distortion associated with this transformation is given by

B =

η1 0 0
0 η2 0
0 0 η3

 . (2.1)

where η1 =
√

3
2
(aα/aβ), η2 = aα/aβ and η3 = 1/2(cα/aβ). The above lattice correspondence

gives rise to the famous Burger’s OR and is described as follows

(0001)α ‖ {110}β

[21̄1̄0]α ‖ [111]β.

For a given orientation of the α phase, the rotation matrix describing this orientation, Pα, can

be transformed to a rotation matrix describing the orientation of the β phase, Bβ ,

DSβkB
β = Sαj P

α, (2.2)

where, Sβk and Sαj are the symmetry operators (shown in Tables 2.2 and 2.3) for the cubic and
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hexagonal systems and the matrix D is a rotation matrix which describes the burgers relation-

ship. If Euler angles notation is employed for the description ofD they turn out to be φ1 = 135◦,

φ = 90◦ and φ2 = 325◦. Further, following commutation relationship between [20, 21] sym-

metry operators of the cubic and hexagonal phases on the rotation matrix D is applicable

Cα
2zD = DCβ

2a (2.3)

upon applying the hexagonal symmetry operator Cα
2z on both sides of the Eq. 2.2

Cα
2zDSβkB

β = Cα
2zS

α
j P

α (2.4)

Eq. 2.4 can now be rewritten using the Eq. 2.3,

DCβ
2aS

β
kB

β = Cα
2zS

α
j P

α (2.5)

since Cβ
2a is a cubic symmetry operator, it turns out that not all 12 variants produced from the

above euqation are distinct when referred to cubic system of reference frame but only 6 variants

are distinguishable. Thus a single product α grain can have originated from any of the 6 possible

parent β orientations. This is the principle used in estimation of the parent phase reconstruction

provided one has access to the product phase orientations [21–27].

2.6. Formation of Hydride Phases in Zr Alloys (α→δ Trans-
formation)

The phase transformation resulting in the formation of hydrides from the matrix Zr phase as-

sumes importance because of the deleterious effects of brittle hydride phase on the mechanical

properties of the Zr. A thorough understanding of this transformation in terms of crystallogra-

phy and kinetics is needed for developing improved structural components with better hydride

embrittlement resistance [28–34]. Fig. 2.8 shows the phase diagram of the Zr-H binary system.

It can be observed that the solubility of the hydrogen in Zr is rather limited at room temperature

(less than few ppm) but increases substantially at higher temperatures (70 ppm at 823 K). The

excess hydrogen precipitates from the matrix in the form of hydride. There are two equilibrium

hydride phases viz, δ and ε forms of hydrides. Further, there is one meta stable γ hydride that

occurs under specific cooling conditions and concentrations of the hydrogen. Table 2.4 shows

the crystallographic details of these phases.

17



2.6. Formation of Hydride Phases in Zr Alloys (α→δ Transformation)

Ta
bl

e
2.

2:
T

he
sy

m
m

et
ry

op
er

at
or

sf
or

th
e

cu
bi

c
sy

st
em

s

E
β

=

 +
1

0
0

0
+

1
0

0
0

+
1 

C
β 2
x

=

 +
1

0
0

0
−

1
0

0
0
−

1 
C
β 2
y

=

 −1
0

0
0

+
1

0
0

0
+

1 
C
β 2
z

=

 −1
0

0
0
−

1
0

0
0

+
1 

C
β 3
1
+

=

 0
0

+
1

+
1

0
0

0
+

1
0

  C
β 3
2
+

=

 0
0
−

1
+

1
0

0
0
−

1
0

  C
β 3
3
+

=

 0
0
−

1
−

1
0

0
0

+
1

0

  C
β 3
4
+

=

 0
0

+
1

−
1

0
0

0
−

1
0

 
C
β 3
1
−

=

 0
+

1
0

0
0

+
1

+
1

0
0

  C
β 3
2
−

=

 0
+

1
0

0
0
−

1
−

1
0

0

  C
β 3
3
−

=

 0
−

1
0

0
0

+
1

−
1

0
0

  C
β 3
4
−

=

 0
−

1
0

0
0
−

1
+

1
0

0

 
C
β 4
x
+

=

 +
1

0
0

0
0
−

1
0

+
1

0

  C
β 4
y
+

=

 0
0

+
1

0
+

1
0

−
1

0
0

  C
β 4
z
+

=

 0
−

1
0

+
1

0
0

0
0

+
1  C

β 4
x
−

=

 +
1

0
0

0
0

+
1

0
−

1
0

 
C
β 4
y
−

=

 0
0
−

1
0

+
1

0
+

1
0

0

  C
β 4
z
−

=

 0
+

1
0

−
1

0
0

0
0

+
1 

C
β 2
a

=

 0
+

1
0

+
1

0
0

0
0
−

1 
C
β 2
b

=

 0
−

1
0

−
1

0
0

0
0
−

1 
C
β 2
c

=

 0
0

+
1

0
−

1
0

+
1

0
0

 
C
β 2
d

=

 −1
0

0
0

0
+

1
0

+
1

0

 
C
β 2
e

=

 0
0
−

1
0
−

1
0

−
1

0
0

 
C
β 2
f

=

 −1
0

0
0

0
−

1
0
−

1
0

 

18



2.6. Formation of Hydride Phases in Zr Alloys (α→δ Transformation)

Ta
bl

e
2.

3:
T

he
sy

m
m

et
ry

op
er

at
or

sf
or

th
e

he
xa

go
na

ls
ys

te
m

s

E
α

=

 +
1

0
0

0
+

1
0

0
0

+
1  C

α 6
z
+

=

 1/
2
−
√

3/
2

0
√

3/
2

1/
2

0
0

0
1 

C
α 3
z
+

=

 −1
/2
−
√

3/
2

0
√

3/
2
−

1/
2

0
0

0
1 

C
α 2
z

=

 −1
0

0
0
−

1
0

0
0
−

1  C
α 6
z
−

=

 1/
2

√
3/

2
0

−
√

3/
2

1/
2

0
0

0
1 

C
α 3
z
−

=

 −1
/2

√
3/

2
0

−
√

3/
2
−

1/
2

0
0

0
1 

C
α 2
1
+

=

 1
0

0
0
−

1
0

0
0
−

1 
C
α 2
2
+

=

 −1
/2
√

3/
2

0
√

3/
2

1/
2

0
0

0
−

1 
C
α 2
3
+

=

 1/
2
√

3/
2

0
√

3/
2
−

1/
2

0
0

0
−

1 
C
α 2
1
−

=

 −1
0

0
0

+
1

0
0

0
−

1  C
α 2
2
−

=

 1/
2

−
√

3/
2

0

−
√

3/
2
−

1/
2

0
0

0
−

1  C
α 2
3
−

=

 −1
/2

−
√

3/
2

0

−
√

3/
2

1/
2

0
0

0
−

1 

19



2.6. Formation of Hydride Phases in Zr Alloys (α→δ Transformation)

Figure 2.8: Zr-H phase diagram [10].

2.6.1. Hydride Morphology, Distribution and Habit Planes

Not only the amount of hydride but also its morphology, orientation with respect to stress,

and its distribution, are all equally important in determining the extent of possible damage to

mechanical properties. Hence a considerable work went into knowing the causes and effects of

different hydride morphologies and orientations [28, 35, 36].

Different Morphologies of Hydrides

Depending upon hydrogen concentration and thermal treatment, following morphologies are

observed: [28]

1. Needles

2. Platelet (its existence can be established from observation of a single hydride on two

planes of crystal)

3. Composite platelets (having single platelets grown end to end), Fig.2.9 (a).

4. In Zr 2.5% Nb, composite platelet can be made of smaller platelets orientated at 45◦ to

the principal direction, Fig. 2.9 (b).
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Table 2.4: The crystallography of different hydrides in Zr-H system [28].

S. No Hydride Crystal Struc-
ture,Lattice
Parameter
(nm)

Location of
Hydrogen atoms

Remarks

1 ZrH (γ) Tetragonal
(Primitive)
a=0.4596,
c=0.4969

Ordered tetrahe-
dral sites in Zr
lattice

a, c depend slightly on composition
and thermal treatment. It is a meta
stable phase

2 ZrH1.5 (δ) FCC c/a=1,
a=0.4773

Some of tetrahe-
dral interstices
of FCC lattice at
1
4
1
4
1
4

and equiva-
lent positions

Equilibrium phase, but forms only
under very slow cooling rates

3 ZrH2 ε Tetragonal
c/a<1,
a=0.4980,
c=0.4445

Interstitial sites
of tetragonal
symmetry at 1

4
1
4
1
4

There is no strain energy when the
site is occupied,by hydrogen, as ra-
dius of site is 0.043nm and that of
hydrogen is 0.004 nm

Factors affecting hydride morphology & Orientation

• Crystallographic factors: It has been generally observed that within grains, a few habit

planes are preferred, notably {101̄0} and {101̄7} [10, 28, 29].

• Prior strains: Hydride platelets tend to form parallel to the direction of drawing of the

wire

• Thermal treatments affect the distribution and size to great extent.

Effect of cooling rate on Hydride distribution

A good example of hydride size versus cooling rate [30] in Zry-2 is given in Fig.2.10. If the

cooling rate is sufficiently low, the preferred sites of nucleation are grain boundaries.

Habit planes for hydride precipitation

One of the chief reasons for the observed strong effect of crystallographic texture on the hydride

morphological orientation is existence of strong habit plane in case of hydride precipitation.

Several studies have focused on this aspect but came up with several possible habit planes
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2.7. Deformation Mechanisms in Zr

Figure 2.9: Illustration of different morphologies of hydrides in Zirconium alloys. (a) Composite
structure of hydride platelet in Zry -4. The colony of platelets and segments are aligned within 12◦
of the principal hydride direction. (b) Composite structure of a hydride of a platelet in Zr-2.5 wt%
Nb alloy. Segments of the platelet appear to be oriented at 45◦ to principal hydride direction [30].

depending on the conditions used in the study [28]. These studies had reported habit planes

which were contradicting each other, but Westlake explained much of the contradictions [37,

38]. It seems likely that the primary habit plane in pure Zr is 101̄0 and in Zry-2 and Zry-4 101̄7.

Westlake raises an interesting question as to the validity of reported habit planes of various

authors. This is due to the possible error in identification of hydride habit plane that arises from

the fact that what appears to be trace of a single hydride may in fact be a disjointed stringer of

platelets with traces not parallel to the stringer. This is demonstrated in Fig.2.11, which shows

hydrided grain at 150 X (2.11(a)). The traces seemed to be attributable to one family of planes

of the 101̄l type but definitely not 101̄7. They would make an angle of 7.5◦ with basal plane.

Inspection at 1500 X (2.11(b)) reveals, however, that the long traces are disjointed stringers of

small platelets on 101̄7 planes.

2.7. Deformation Mechanisms in Zr

The deformation systems in hexagonal-close-packed (hcp) metals are not as symmetrically dis-

tributed as in cubic metals [3]. Furthermore, because the primary slip systems are not as nu-

merous and are not as effective as their cubic counterparts, in addition to being limited to defor-

mations in the <a> direction, twinning competes substantially with slip in plastic deformation

and thus can play an essential role, depending on the deformation conditions. In hcp metals,

the presence of low number of easy slip systems, their asymmetrical distribution, and the strict
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Figure 2.10: Effect of cooling rate on hydride agglomeration in Zry-2. Hydrogen concentration
200 ppm. Specimens cooled from 400◦C (a) Quenched into cold water; (b) Quenched into boiling
water; (c) Cooled in still air; (d) Furnace cooled [30].
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Figure 2.11: (a) Hydride traces of Zry-4 containing 50 ppm Hydrogen, at 150X. (b) Same area as
in (a) at 1500X [30].

crystallographic orientation relationships for twinning result in the formation of a strong defor-

mation texture. (If the material is subsequently heat-treated, a pronounced annealing texture

also develops). For textured materials, on the other hand, the deformation mechanisms are

also responsible for the strong anisotropy of the mechanical properties. The foregoing points

represent three aspects that are mutually interdependent.

2.7.1. Slip Systems in Zr

At temperatures below 850◦C, zirconium and its alloys are dominantly in the α- phase with a

hcp structure. The usually shown hexagonal cell of Zr consists of three elementary cells, one

of which is marked by thicker lines in Fig. 2.12. The elementary cell is defined by the axial

sections <a1>, <a2>, and <c>. Essential planes are the basal plane and the prism planes

of first and second order. Basal and prism planes are perpendicular to each other and have an

<a> direction as the common lattice vector. The planes oriented in-between are pyramidal

planes of different type and order. Besides other factors, e.g., the stacking fault energy and

the dependence of the crystal orientation, the c/a ratio especially has a dominant influence on

the deformation systems to be activated. According to the Peierls-Nabarro model, one expects

that basal slip will be replaced by prism slip as soon as the c/a ratio becomes <
√

3. Then the

inter-planar spacing of the prism planes and their atomic packing density become larger than
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the corresponding values for the basal plane. This is the reason why the dominant mode of slip

in Zr based alloys is slip of dislocations on prismatic planes. In the α-structure of zirconium,

slip takes place (at least at room temperature and higher, up to about 500◦C) usually on the

first-order prism planes {101̄0} along the <a> directions <112̄0> (Fig. 2.13). Slip has also

been observed in the same direction on the basal plane, although to a far lower extent [39, 40].

In regions of high stress concentration, such as grain boundaries, 101̄1 slip traces occur. A slip

system with a component in the <c> direction has been observed only under constraints and

at high deformation temperatures. The corresponding slip mode is slip that occurs on first or

second-order pyramidal planes {101̄1} or {12̄11} in <c+ a> directions <112̄3>.

Figure 2.12: Illustration of important crystallographic directions and planes for deformation sys-
tems of hcp materials.

2.7.2. Twinning Systems in Zr

Because of the limited number of easy slip systems available, Zr undergoes substantial twinning

during the plastic deformation. Under tensile stress along the direction of the c axis, {101̄2}

<101̄1> twins are activated and less commonly, {112̄1} <112̄6> twins. Under compression

in a <c> direction {112̄2} <112̄3> and at elevated temperatures {101̄1} <101̄2> twinning

are observed. Fig. 2.14 shows the commonly observed modes of twins in the deformation of

Zr based alloys. Twinning does not allow high rates of deformation. However, it may play an

important role in deformation, since lattice regions initially unfavorable for slip are reoriented
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Figure 2.13: Schematic of slip systems in α - Zirconium.

by the lattice rotation, thus potentially becoming more favorably oriented for slip and allowing

the possibility of larger strains. Moreover, it should be noted that twinning activates new slip

systems even in regions of local stress concentration, such as twin boundaries or by interac-

tions between dislocation and twinning. This possibility has been discussed especially for slip

systems with <c+ a> Burgers vector.

2.7.3. Microstructural Developments During the Deformation

Unlike high symmetry cubic materials, the substructural developments in hexagonal system can

not be easily generalized [3, 16]. These have a different scheme of formation depending on the

material, alloying additions and the deformation mode and has to be studied separately for indi-

vidual alloys. Unfortunately, not many such studies exist in the domain of published literature.

Some of them are included here. The dislocation arrangements observed in deformed zirconium

depend upon the purity of the metal. In commercial zirconium containing 0.1 wt% of O and N,

the dislocation arrangement is of the type to be expected if slip occurs predominantly on {101̄0}

planes. In relatively pure crystal bar zirconium containing 0.03 wt% of O and N a tangled ar-

rangement of dislocations is observed together with loops and dislocation dipoles, which are

difficult to account for in terms of {101̄0} slip alone. While the slip traces of moving disloca-

tions show that slip occurs on {101̄0} planes, evidence that slip can occur on the basal plane has

been found from studies of the dislocations associated with hydride precipitates. This change in

dislocation structure is associated with a large increase in the flow stress at equivalent strains. It
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Figure 2.14: Schematic of common deformation twin systems in α - Zirconium.

is proposed that the observations can be explained if the stress for dislocation glide on {101̄0}

planes increases and glide on the basal plane becomes more difficult relative to glide on {101̄0}

with increasing impurity. The generation of <c > component dislocations in zirconium alloys

is a much common phenomenon. <c > component dislocations are generated to maintain com-

patibility between crystallites which differ greatly in their ability to accommodate the applied

strain by <a> slip [41]. They are found in abundance near deformation twins, in particularly

oriented, small martensite plates and to a lesser extent, at the grain boundary junctions in large

grained material. Pure <c> and <c + a> type dislocations have been identified in deformed

Zircaloy-2 and Zircaloy-4. Dislocation segments tend to be long, straight and to lie in either the

basal or the pyramidal planes [42]. The typical dislocation substructure in Zircaloy-4 fatigued

under in-phase (IP) biaxial loading [41] is composed of parallel dislocation bands formed by

{101̄0} prismatic slip. As the equivalent strain range increases, dislocation substructure changes

from single slip to multi slip structure accompanied by a tendency to form dislocation tangles

and undefined dislocation cells [41]. Typical substructure in Zircaloy-4 fatigued under biax-

ial loading changes from parallel dislocation walls to well developed dislocation tangles as the
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phase angle increases [43–46].

2.8. Deformation Modeling

Several different modeling techniques are being used for the simulation and prediction of plastic

deformation in metallic materials. Exact mode of model depends on the nature of phenomenon

investigated and length scale of investigation. Fig. 2.15 schematically illustrates various length

and time scales and corresponding modeling techniques being employed for the modeling of

materials deformation [47]. While the first priciple based density functional theory calculations

are good tools for the estimation of the defect characteristics like Stacking Fault Energy (SFE),

dislocation core structure etc. [48], phenomenon like dislocation nucleation, glide, twin nucle-

ation, grain boundary penetration, dislocation nucleation, interaction with precipitates etc, are

better handled by the MD [49–54]. Similarly, phenomenon with length scales in the range of

few microns and time scales of the order of pico to micro seconds such as dislocation inter-

actions, annihilations, junction formations, multiplications etc, fall in the domain of discrete

dislocation dynamics [55–62]. Continuum based finite element based models on the other hand

are best suited for the prediction of phenomena on a much larger length and time scales and are

routinely used for the prediction of flow behavior, textural evolutions, mechanical behavior etc.

These methods now a days are being used in conjunction with crystal plasticity theory to bring

out orientation sensitive deformation behavior in the polycrystalline bulk materials [47, 63, 64].

As far as the present thesis is concerned, two modeling techniques (Dislocation Dynamics and

Molecular Dynamics) are of relevance and hence are described in more details in the following

sections.

2.9. Discrete Dislocation Dynamics

The plastic deformation of the metallic materials is essentially a result of collective behav-

ior of underlying dislocations. Line dislocation dynamics or Discrete Dislocation Dynamics,

an emerging computation field, essentially attempts to capture the evolution of the dislocation

structure in response to imposed conditions of stress, strain rate etc. and helps us to gain insights

into fundamental mechanisms that govern the material behavior at meso-scale [60, 65–67].

Over the past few decades, experimental and theoretical developments have firmly established

the principal role of dislocation mechanisms in defining material strength. It is now understood
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Figure 2.15: Schematic of various modeling techniques and the length and time scales of phenom-
ena studied using them [47].

that macroscopic properties of crystalline materials are derivable, at least in principle, from the

behavior of their constituent defects. However, this fundamental understanding has not been

translated into a continuum theory of crystal plasticity based on dislocation mechanisms. The

major difficulty in developing such a theory is the multiplicity and complexity of the mecha-

nisms of dislocation motion and interactions that make it impossible to develop a quantitative

analytical approach. The problem is further complicated by the need to trace the spatio-temporal

evolution of a very large number of interacting dislocations over very long periods of time, as

required for the calculation of plastic response in a representative volume element. Such practi-

cal intractability of the dislocation-based approaches, on one hand, and the developing needs of

material engineering at the nano and micro length scales on the other, have created the current

situation when equations of crystal plasticity used for continuum modeling are phenomenolog-

ical and largely disconnected from the physics of the underlying dislocation behavior. Bridging

the gap between dislocation physics and continuum crystal plasticity has become possible with

the advancement in computational technology with bigger and faster computers. To this end,

over the past two decades various Discrete Dislocation Dynamics (DDD) models have been

29



2.9. Discrete Dislocation Dynamics

developed.

In these models, dislocation motion and interactions with other defects, particles and

surfaces are explicitly considered. However, complications with respect to dislocation mul-

tiplications, self-interactions and interactions with other defects, and keeping track of complex

mechanisms and reactions have provided a new set of challenges for developing efficient com-

putational algorithms. Essentially these models discretize the dislocations into finite segments

connected by nodes and track the temporal and spacial evolution of the dislocation structure by

computing the interactions among all the dislocation segments and the external stimuli using a

set of physics based mobility rules for the nodal points. In summary, the 3D DD accounts for

the following geometric aspects

• Dislocation topology; 3D geometry, Burgers vector and line sense.

• Identification of all possible slip planes for each dislocation.

• Changes in the dislocation topology when part of it cross-slips and or climbs to another

plane.

• Multiplication and annihilation of dislocation segments.

• Formation of complex connections and intersections such as junctions, jogs and branching

of the dislocation in multiple directions.

2.9.1. Nodal Representation of Dislocation Networks

Fig. 2.16 illustrates a simple nodal representation to describe dislocation networks of arbitrary

topology. The dislocation lines are represented by a set of nodes connected to each other by

straight segments. Each segment has a non-zero Burgers vector. Given the freedom of choice

between two opposite line directions, the usual convention is to define bij with respect to the line

sense pointing from node i to node j. Likewise, bji is the Burgers vector of the same segment

but defined with respect to the opposite line sense, i.e. from node j to node i. Obviously,

bij + bji = 0. Under this convention, the conservation of Burgers vector means that the

Burgers vectors of all segments pointing out from the same node must sum up to zero, i.e.∑
k bij = 0, where the sum is over all nodes k connected to node i. These sum rules provide

useful checks for topological self-consistency during line DD simulations. While there is no

limit on the maximum number of nodes that can be connected to a given node, each node must
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2.9. Discrete Dislocation Dynamics

be connected to at least two other nodes, because dislocation lines cannot terminate inside the

crystal. Also, to avoid redundancy, no two nodes can be connected by more than one segment.

Figure 2.16: Dislocation network is represented by a set of nodes (circles) connected by straight
segments. bij is the Burgers vector of the directed segment connecting node i to node j [67].

2.9.2. Evaluation of Plastic Strains

One of the principal outputs of a typical DD simulation is the plastic strain tensor as a function

of time on account of various dislocation interactions in response to applied external stress

fields. The motion of each dislocation segment gives rise to plastic distortion, which is related

to the macroscopic plastic strain rate tensor ε̇p , and the plastic spin tensor Wp via the relations

ε̇p =
Ns∑
s=1

lsvgs
2V

(ns ⊗ bs + bs ⊗ ns) (2.6)

Wp =
Ns∑
s=1

lsvgs
2V

(ns ⊗ bs − bs ⊗ ns), (2.7)

where ns is a unit normal to the slip plane, vgs is the magnitude of the glide velocity of the

segment, V is the volume of the representative volume element and Ns = Nl × n(l)
s is the total

number of segments. The above relations provide the most rigorous connection between the

dislocation motion (the fundamental mechanism of plastic deformation in crystalline materials)

and the macroscopic plastic strain, with its dependence on strength and applied stress being

explicitly embedded in the calculation of the velocity of each dislocation. Nonlocal effects are

explicitly included into the calculation through long-range interactions. Another microstructure

31
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quantity, the dislocation density tensor α, can also be calculated according to

α =
∑ ls

V
bs ⊗ ξs (2.8)

This quantity provides a direct measure for the net Burgers vector that gives rise to strain gra-

dient relief (bending of crystal).

2.9.3. Evaluation of Energies and Nodal Forces

The most important and time consuming step of any DD simulation is the evaluation of nodal

forces which arise due to interaction of dislocations and also due to the externally applied stress

fields. For this we introduce the total energy of the dislocation network as a function of the

nodal positions and Burgers vectors, i.e. Etot({ri,bij}). The force on node i is then defined as

negative derivative of the total energy with respect to its position ri , i.e.

fi = −∂Etot({ri,bij})
∂ri

(2.9)

The total energy of a dislocation can be partitioned into elastic and a core-energy contributions,

i.e.,

Etot(C) = Eel(C, rc) + Ecore(C, rc), (2.10)

where in, C represent the entire dislocation network, i.e., C ≡ {ri,bij}, and rc is the cut-off

distance for the core of the dislocation and serves the purpose of eliminating singularity in the

stress field computed using linear elastic theory. Thus the nodal forces can also be expressed as

sum of elastic and core components as below

fi = f eli + f corei (2.11)

Using the non-singular formulation for the stress field of the dislocation, WeiCai[68] et al. have

come up with following expression for the elastic energy of dislocation

Eel(C, rc) = µ
16π

∮
C

∮
C
bib
′
j∂k∂kRa dxi dx

′
i

− µ
8π

∮
C

∮
C
εijqεmnqbib

′
j∂k∂kRa dxm dx′n

+ µ
8π(1−ν)

∮
C

∮
C
εiklεjmnbkb

′
m∂i∂jRa dxl dx

′
n,

(2.12)

where in Ra =
√
R2 + r2c . Another contribution to the forces on the nodes is from the core

of the dislocations. The above formulations are all derived from the theory of linear elasticity,

which, unfortunately does not hold near the core of the dislocation. One way to account for
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2.9. Discrete Dislocation Dynamics

this is to derive the energy of the core from alternate means (e.g. firs principle based MD) as a

function of orientational angles of dislocation segments (θi−j and φi−j)

Ecore(C, rc) =
∑
(i−j)

Ec(θi−j, φi−j; rc) ‖ ri − rj ‖ (2.13)

where the summation is over all of the connected components of the dislocation segments.

2.9.4. Nodal Mobility Functions

Having computed the nodal forces as per the previous listed formulations, next step is to es-

timate by how much the nodes move in response to the above forces. Although, in principle,

the nodal forces are related linearly to acceleration experienced by the nodes (as per the New-

ton’s laws), in the over damped conditions of the dislocation motion typical of majority of the

practical situations, nodal velocity can be taken to be liner related to nodal forces [69].

Further, the mobility is the actual part of the DD simulations, which is material specific.

For example, the mobility law should reflect the fact that nodal movement is mostly constrained

to be along the specific slip planes, and out of the slip planes motion is rather difficult. In addi-

tion, nodal movement along the local line vector (in spite of having significant force component

in that direction) is to be ignored because of the basic discretization scheme, making the motion

of nodes along the line vector irrelevant.

2.9.5. Time Integration

Taken together, the nodal forces and the mobility model comprise the equations of motion for

the nodes:

vi =
d ri
d t

= gi(rj), (2.14)

where function gi subsumes both the nodal force and the mobility model. This is a first-order

ordinary differential equation (ODE), for which the simplest numerical integrator is the so-

called Euler forward method:

ri(t+ ∆t) = ri + gi(rj(t))∆t. (2.15)

In some cases of unsuitable values of ∆t, Euler forward method can encounter stability issues,

and can lead to inaccurate results. A better alternative is the trapezoindintegrator which can be
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expressed as

ri(t+ ∆t) = ri +
gi(rj(t) + gi(rj(t+ ∆t)

2
∆t (2.16)

Since the above equation contains unknown term (gi(rj(t)) on either side, its an implicit formu-

lation and is thus computationally cumbersome. The computationally efficient strategy would

be to combine the above two methodologies in what is known as predictor-corrector as shown

below

rPi (t+ ∆t) = ri + gi(rj(t))∆t. (2.17)

ri(t+ ∆t) = ri +
gi(rj(t) + gi(r

P
i (t+ ∆t)

2
∆t (2.18)

While the Eq. 2.17 serves as predictor, Eq. 2.18 serves as corrector. If the difference between

these two is too large, ∆t is suitably reduced.

2.9.6. Topological Operations

The next most essential step of the DD simulation is to incorporate the topological changes in

the dislocation networks. These include creation and deletion of nodes, formation of junctions,

cross slip etc.

2.9.7. Typical Fields of Applications of DD

Over the past decade, the discrete dislocation dynamics has been utilized by a number of re-

searchers to investigation many complicated small-scale crystal plasticity phenomena that occur

under a wide range of loading and boundary conditions and covering a wide spectrum of strain

rates. Some of the major phenomena that have been addressed include:

• The role of dislocation mechanisms in strain hardening [55–57].

• Dislocation pattern formation during monotonic and cyclic loading.

• Dislocation-defect interaction problems, including dislocation-void interaction [58], dislocation-

stacking fault/void-clusters interaction in irradiated materials and the role of dislocation

mechanisms on the formation of localized shear bands [59].

• Effect of particle size on hardening in metal-matrix composites [60].

• Crack tip plasticity and dislocation-crack interaction [61, 62].
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• The role of various dislocation patterns such as geometrically necessary boundaries (GNBs)

in hardening phenomena [70].

• Plastic zone and hardening in Nano-indentation tests [71, 72].

• The role of dislocation mechanisms in increased strength in nano-layered structures.

• High Strain Rate Phenomena and shock wave interaction with dislocations.

2.10. Molecular Dynamics

MD simulation is a technique for computing the equilibrium and transport properties of a clas-

sical many-body system. This is one of the important simulation techniques that is being used

for studying the fundamental properties of dislocations and their role in plasticity of materials.

MD simulations are carried out for understanding the properties of assemblies of molecules in

terms of their structure and the microscopic interactions between them. We provide a guess

at the interactions between molecules, and obtain predictions of bulk properties [67, 73, 74].

Essentially these simulations act as a bridge between theory and experiment.

MD simulation consists of the numerical, step-by-step, solution of the classical equations

of motion, which for a simple atomic system may be written as

mi×
→
ri= fi (2.19)

fi = − ∂

∂ri
U (2.20)

For this, calculations have to be done for the forces fi acting on the atoms, and these

are usually derived from a potential energy U
(
rN
)
, where rN = (r1, r2, ...rN) represents the

complete set of 3N atomic coordinates [74].

2.10.1. Molecular Interactions

The part of the potential energy Unon−bonded representing non-bonded interactions between

atoms is traditionally split into 1-body, 2-body, 3-body . . . terms

Unon bounded(r
N) =

∑
i

u (ri) +
∑
i

∑
j>i

v (ri, rj) (2.21)
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The u (r) term represents an externally applied potential field or the effects of the container

walls; it is usually dropped for fully periodic simulations of bulk systems. Also, it is usual to

concentrate on the pair potential v (ri, rj) = v (vij) and neglect three-body (and higher order)

interactions.

2.10.2. Methodology of MD

MD simulations are in many respects very similar to real experiments. In real experiment, we

prepare a sample, connect this sample to a measuring instrument, and measure the property

of interest during a certain time interval. If measurements are subject to statistical noise then

longer we average the more accurate is our measurement becomes. In a MD simulation, we

follow exactly the same approach. First, we prepare a sample, select a model system consisting

of N particles and solve Newton’s equation of motion for this system until the properties of

the system no longer change with time. After equilibration, we perform actual measurement.

In fact, some of the most common mistakes that can be made when performing a computer

experiment are very similar to the mistakes that can be made in real experiments. These include,

sample being not prepared correctly, measurement being too short, or not measuring what we

think to measure.

The simple MD program is constructed as follows:

1. Read in the parameters that specify the condition of the run (e.g. initial temperature,

number of particle, density, time step).

2. Initialize the system (i.e., we select the initial positions and velocities).

3. Compute the forces on all particles.

4. Integrate Newton’s equations of motion. This step and the previous one make up the core

of the simulation. They are repeated until one has computed the time evolution of the

system for the desired length of time.

5. Compute and print the averages of the measured quantities, and stop.

2.10.3. Initialization

Positions and velocities to all the particles in the system should be assigned to start the sim-

ulation. The particle position should be chosen compatible with the structure to simulate.The
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Initialize coordinates, tem-
perature, velocity etc.

Calcualte system’s Potential Energy
and forces between particles

Integrate Newton’s equations
of motion and calculate new

positions and velocities of particles.

Test if the
system had

reached
equilibrium

Production run
Measurement of properties.

Figure 2.17: Flow chart for MD simulation
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velocities are shifted such that the total momentum is zero and the velocities are scaled to adjust

the mean kinetic energy to the desired value. In thermal equilibrium, the following relation

should hold:

〈
v2α
〉

=
kB
m

(2.22)

where vα is the α component of the velocity of a given particle. The instantaneous temperature

at time t (T (t)) can be defined as

kBT (t) ≡
N∑
i=1

mv2α,i (t)

Nf

(2.23)

2.10.4. Force Calculation

The calculation of forces on every particle is the most time consuming part of MD simulation.

If we consider a model system with pair wise additive interactions we have to consider the

contribution to the force on particle i due to all its neighbors. If we consider only interaction

between a particle and the nearest image of another particle, this implies that, for a system of N

particles, we must evaluate N × (N − 1) /2 pair distances.This implies that time needed for the

evaluation of the forces scales asN2. There exist different techniques to speed up the evaluation

of both short range and long-range forces in such a way that computing time scales as N , rather

than N2 [73].

2.10.5. Integrating the Equations of Motion

After computing all forces between the particles, we integrate Newton’s equations of motion.

Algorithms have been designed to do this. Verlet algorithm is usually the best.

r (t+ ∆t) + r (t−∆t) = 2r (t) +
f (t)

2m
∆t2 +O

(
∆t4
)

(2.24)

r (t+ ∆t) ≈ 2r (t)− r (t−∆t) +
f (t)

2m
∆t2 (2.25)

The estimate of the new position contains an error that is of the order ∆t4, where ∆t is the

time step of our MD scheme.The velocity can be derived from the knowledge of the trajectory,

using
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v (t) =
r (t+ ∆t) + r (t−∆t)

2∆t
+O

(
∆t2
)

(2.26)

It is possible to cast Verlet algorithm in a form that uses positions and velocities com-

puted at equal times. This velocity Verlet algorithm looks like a Taylor series expansion for the

coordinates:

r (t+ ∆t) = r (t) + v (t) ∆t+
f (t)

2m
∆t2 (2.27)

where the update of the velocities is given by

v (t+ ∆t) = v (t) +
f (t+ ∆t) + f (t)

2m
∆t (2.28)

In this algorithm, we can compute the new velocities only after we have computed the

new positions and, from these the new forces. Now that we have computed the new positions,

we discard the positions at time (t−∆t). The current positions become the old positions and

the new positions become the current positions. After each time step we compute the current

temperature, the current potential energy and the total energy. The total energy should be con-

served.

2.10.6. Boundary Conditions

Small sample size means that, unless surface effects are of particular interest, periodic boundary

conditions need to be used. Consider 1000 atoms arranged in a 10× 10× 10 cube. Nearly half

the atoms are on the outer faces, and these will have a large effect on the measured properties.

Even for 1003, the surface atoms amount to 6 percent of the total, which is still nontrivial.

Surrounding the cube with replicas of itself takes care of this problem. Provided the potential

range is not too long, we can adopt the minimum image convention that each atom interacts

with the nearest atom or image in the periodic array. In the course of the simulation, if an atom

leaves the basic simulation box, attention can be switched to the incoming image. This is shown

in Figure

That is, if atoms in the computational cell have positions ri, the periodic boundary con-

dition also produces mirror images of the atoms at the positions defined as
→
r
image

i =
→
ri +la +

mb + nc, where a, b, c are vectors that correspond to the edges of the box, l, m, n are any

integers from −∞ to +∞. Each particle in the computational cell is interacting not only with
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Figure 2.18: Periodic boundary conditions - As a particle moves out of the simulation box, an
image particle movesin to replace it.

other particles in the computational box, but also with their images in the adjacent boxes.

The size of the computational cell should be larger than 2Rcut, where Rcut is the cutoff

distance of the integration potential. In this case any atom i interacts with only one image of

any atom j. It does not interact with its own image. This condition is called “minimum image

criterion”.

2.10.7. Ensembles

Ensemble is a set of all states, which a system can acquire with keeping some macroscopic

parameter constants.

In the micro canonical, or NVE ensemble, the system is isolated from changes in moles

(N ), volume (V) and energy (E). It corresponds to an adiabatic process with no heat exchange.

A micro canonical MD trajectory may be seen as an exchange of potential and kinetic energy,

with total energy being conserved.

In the canonical, or NVT ensemble, moles (N ), volume (V ) and temperature (T ) are con-

served. It is also sometimes called constant temperature MD (CTMD). In NVT, the energy of

endothermic and exothermic processes is exchanged with a thermostat. A variety of thermo-

stat methods is available to add and remove energy from the boundaries of an MD system in a

more or less realistic way, approximating the canonical ensemble. Popular techniques to control

temperature include velocity rescaling, the Nose-Hoover thermostat, Nose-Hoover chains, the

Berendsen thermostat and Langevin dynamics. In the isothermal-isobaric, or NPT ensemble,

moles (N ), pressure (P ) and temperature (T ) are conserved. In addition to a thermostat, a baro-
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stat is needed. It corresponds most closely to laboratory conditions with a flask open to ambient

temperature and pressure.

2.10.8. Limitations of MD

MD like every other computational methods comes with some limitations and restrictions.The

major limitations of MD are

• Need for sufficiently realistic interatomic potential functions to start with. Potentials used

reflect what we really know fundamentally about the chemical bonding of the system we

want to study. MD is very much dependent and quite sensitive to the interatomic potential

used.

• Time scale constraints. The major challenge in MD simulations is in the time scale,

because most of the processes of interest and experimental observations are at or longer

than the time scale of a milli-second.In order to resolve atomic level vibrations MD time

step is required to be of the order of one-hundredth of a pico second.Such higher time

scales requires robust system requirements which are not always feasible.

• The algorithm is entirely classical entirely based on Newtonian mechanics. As such, it

misses relativistic and quantum effects. Below the Debye temperature, quantum effects

become important. For quantum dynamical properties outside of thermal equilibrium, or

even for evaluating equilibrium time-correlation functions, the treatment based on MD

algorithm becomes very complex.
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CHAPTER 3

Experimental Methods

3.1. Materials

Essentially Zr based alloys (Zircaloy-2, Zircaloy-4, and Zr-2.5%Nb) were employed in different

parts of the present work. The chemical composition, pre treatment, processing etc. of the

samples have been given in detail in the context where they appear in the thesis. In general,

majority of these samples were received from the various stages of the fabrication flow sheets

of the Zr components from NFC, Hyderabad. Depending on the requirement these have been

subjected to further TMPs such as cold/hot deformation and recrystallization, or grain growth

annealing details of which are given in appropriate places of the thesis.

3.2. Hydriding

Gaseous hydrogen charging system with constant volume was used for charging the samples.

The system consisted of a quartz tubes to hold the specimen, a uranium trap for oxygen, a

vacuum pumping system (turbo molecular pump with a backing rotary pump), a capacitance

based manometer and a resistance heated furnace to heat the specimen to desired temperature,

see Fig. 3.1 for more details. It is to be noted that entire gas line for hydrogen charging was

made up of quartz to ensure minimum contamination from the system. A high purity hydrogen

gas from a cylinder was connected to the system after achieving required vacuum (of the order of

1× 10−7 torr). Unlike electrolytic charging and LiOH autoclaving, this is a contamination free

process and ensures uniform hydrogen absorption [34]. Hydriding was carried out at 380◦C.

The purpose of choosing this temperature had been to prevent any significant microstructural

changes in the sample during the process of hydrogen charging. The apparatus was purged with

the hydrogen before starting the heating of sample. This helps removing of any traces of oxygen

etc. present in the specimen chamber and thus minimizes the chances of unintentional oxidation

of the sample. The drop in the pressure of hydrogen (∆P ), was taken as measure of hydrogen
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absorbed the sample and the process was stopped when predetermined amount of pressure drop

was achieved. The actual concentration of hydrogen in the sample (CH) with a mass (Ms) can

be calculated as

CH =
Z(∆P )V

MsRT
, (3.1)

in which V represents volume of the specimen chamber, R universal gas constant, T the absolute

temprature at which hydrogen charging was done.

Figure 3.1: Schematic of hydrogen charging setup used in the present study.

3.3. Deformation

The present investigations have used different modes of deformations viz rolling, uni-axial com-

pression for the purpose of investigating the orientation sensitive deformation behavior and

twin nucleation criteria respectively. Deformation by rolling was performed using a laboratory

rolling mill. In case of hot rolling of samples the samples were jacketed using mild steel pipes

to prevent oxidation. For the purpose of determining the flow properties, as a precursor to the

in-situ neutron diffraction and deformation studies (described in subsequent sections) Instron

mechanical testing system was employed.

43



3.4. Microtexture (EBSD)

3.4. Microtexture (EBSD)

The samples were prepared by standard metallographic technique followed by electro polishing

to remove the superficial deformed layer (to improve the quality of Kikuchi Pattern). Electro

Polishing was done at 5◦C with an operating voltage of 21 V in an electrolyte of 90% methanol

and 10% perchloric acid for about 60 seconds for each sample. The polishing was performed

using a commercial electro-polisher LectroPol®. An Scanning Electron Microscope (SEM)

based EBSD was used for micro texture study. FEI- Quanta 3D microscope with TSL-OIM

system mounted on it was used for EBSD measurements. A tilt of 70◦ was used for the sample

with respect to electron beam axis to capture the Kikuchi Patterns by the CCD camera. A

working distance of 10mm was employed for the recording of the EBSD maps. For the analysis

of the EBSD data, grain identification was done using a grain tolerance angle of 5◦. The remnant

plastic strains inside the deformed grains was indirectly correlated with GAM. GAM for each

grain is estimated by finding out the misorientation between all of the neighboring pixels of

that grain. The average of these all misorientations represents the GAM for that grain. The

mean GAM for the selected area of the EBSD map then is estimated by taking either area

based average or number based average of individual grains’ GAM values. For the purposes

of analysis, all the raw measured data sets were subjected to clean up based on the confidence

index (CI). Only those data points which exceeded a CI cutoff value of 0.1 were included in the

analysis.

3.5. TEM studies

Thin slices of samples were cut and small discs of 3mm were punched. Punched samples

were further thinned by jet polishing at −40◦C, using a solution of 20% perchloric acid and

80% methanol as electrolyte. This made the sample electron transparent. JOEL 2000Fx, FEI-

Technai, TEMs were used for TEM studies.

3.6. In-situ Neutron Diffraction and Deformation Studies

A dedicated Time of Flight neutron transmission diffraction instrument, ENGINE-X of ISIS,

based on spallation source was employed for the in-situ neutron diffraction studies. Table 3.1

gives some of the technical details of the instrument. Simultaneous loading and recording of the

diffraction spectra from the sample allowed evaluation of the evolution of intragranular strains
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as a function of applied load on the samples. The measurement of the strains by this instrument

is based on the following principle.

• The spallation source of the instrument produces short pulse of neutrons of various energy

levels.

• The generated neutrons are made to impinge onto the sample and undergo diffraction with

the crystallographic planes of the sample.

• The diffracted neutrons then arrive at a detector positioned at a distance and scattering an-

gle from the sample. The time at which a neutron is detected by the detector corresponds

to the energy (or equivalently velocity) of the neutrons. Thus the arrival time of the neu-

tron (t) is indication of the energy of the neutron which in turn determines its wavelength

from which one can arrive at the d-spacing of the diffracting plane using Bragg’ law.

t = L/v = λ(mnL/h), (3.2)

where mn is the neutron mass (1.67× 10−27 kg) and h is Plank’s constant (6.63× 10−34 J) and

L is the total length of neutron’s flight path from the pulse source to detector (typically 10 to

100m). The detector at a fixed scattering angle of 2θ thus counts neutrons as function of time.

Diffraction peaks occur when Bragg’s conditions is satisfied

λ = 2dhkl sin(θ). (3.3)

Hence the relation between the inter-planar spacing dhkl and the peak with position T is

dhkl =
th

2mnL sin(θ)
. (3.4)

Eq. 3.4 forms the basis of the measurement of intragranular strains using this technique. The

measured values of dhkl of specimen can be compared with the strain free reference values of

d∗hkl to arrive at the lattice strains as below.

εhkl =
dhkl − d∗hkl

d∗hkl
. (3.5)

In order to accurately estimate the peak parameters (position, FWHM, Integrated intensity etc.)

reitveild refinement procedure was followed. The analysis of the diffraction data was performed

by ‘open genie software’, an open source Reitveild refinement software developed by ISIS for

the neutron diffraction data analysis [75].
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Table 3.1: Technical details of the ISIS- Engine X instrument

Description Details

Primary flight path 50m
Secondary flight path 1.5m
Choppers Disc choppers at 6.4m and 9.6m
Detectors ± 90◦ diffraction banks, ZnS scintillators, 3mm horizon-

tal resolution. 10 × 10 pixel transmission detector (2.5mm
square pixel pitch)

Detector Coverage 2q = 76◦ to 104◦

Vertical coverage ±21◦

Wavelength Range 0.5-6 Å
Incoming collimation - vertical 0.2 − 20mm
Incoming collimation - horizontal 0.2 − 10mm
Outgoing collimation - horizontal 0.5, 1, 2, 3 or 4mm

3.7. X-ray Florescence Spectroscopy (XRF)

For characterizing the composition of the Zr-Sn binary alloys which were synthesized for the

in-situ neutron diffraction studies, XRF was used. This technique is a preferred way of com-

positional analysis due to the fact that elemental identification is done by the wave length of

the characteristic X-rays and signal is obtained from a larger area of the sample (typically few

square centimeters). These two characteristics make this technique ideal for getting accurate

average composition in a relatively short time.
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CHAPTER 4

Identification and Quantification of Variant
Selection During β→α Phase Transformation

4.1. Introduction

One of the important stages of fabrication of any Zr based components is beta quenching treat-

ment [3, 12]. This operation is yet another crucial operation that has bearing on the final mi-

crostructure and texture of the Zr based components. This treatment is normally applied for

ensuring homogeneous composition and randomizing the texture, after breaking of the cast

structure of the ingots [76]. The texture randomization requires formation of as many α phase

variants as possible from the parent β grains and also as small β grains at the soaking tempera-

ture as possible. Thus β quenching process optimization and its tailoring to achieve the desired

goals requires knowledge/understanding of the prior β grains size and extent of variant selection

during the actual β → α phase transformation in the quenching operation. This is the reason

for such a wide range of studies on this phase transformation in Zr [10].

The subject of phase transformation, in general, and more specifically the topic of variant

selection have been areas of active research for past several decades [10]. Phase transforma-

tions are expected to obey certain orientation relationships (ORs) [17]. For a variety of rea-

sons, all the variants corresponding to such ORs may not be observed with equal probability

[10, 20, 21, 77, 77–80]. This brings us to the topic of variant selection - a topic which can be

used effectively to bring out underlying mechanisms of phase transformations [10, 20, 21, 80–

82]. The biggest limitation of any research on microstructural developments through phase

transformation is in experimental difficulties of viewing both pre and post transformed struc-

tures [83]. An appropriate heating-cooling stage can provide an alternative [83]. However,

measurements are never instantaneous and are mostly restricted to the surface. Volumetric

measurements using synchrotron and neutron are relatively cumbersome and can’t be carried

out on a routine basis [84]. Another alternative is to preserve or decorate the high temperature
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structures [77]. Such an alternative is specific to a system and is possible only in specific metal-

lic materials. In this context it is highly useful to have a generalized scheme/methodology by

which one can reconstruct the pre-transformed microstructure along with its local orientation

information (i.e.) microtexture. Such a parent phase reconstruction methods in fact do exist

and they exploit the measured local crystal orientation/micro texture of the product phase. Fol-

lowing is the brief review of the existing methods based on which a new algorithm has been

developed in the present work.

4.2. Existing Methods of Parent Phase Reconstruction

There have been two different methods: (i) neighbor-to-neighbor [20, 21] and (ii) groupoid

[26, 27, 85, 86]. Though the approaches can be used/adopted for any phase transformation,

subsequent description is tailored more towards β → α (bcc → hcp) transformations typi-

cal of Zirconium (Zr) and Titanium (Ti). The OR for such transformation is Burgers, where

{0001}α ‖ {110}β and 〈110〉α ‖ 〈111〉β [20, 21, 87]. As per this OR, a single β grain can

transform into twelve crystallographic variants of α, while the inverse transformation of α→ β

has six α variants [20, 22]. If one expresses the crystallographic orientation and Burgers trans-

formation in terms of respective rotation matrices, the effect of inverse transformation on the α

orientation is mathematically equivalent to multiplication of its orientation matrix by suitable

transformation matrix or operator. Since there are six equivalent transformation matrices or

operators, each product α grain can have six possible β orientations. Both (i) and (ii) are based

on this general principle, though subsequent reconstruction algorithm differs. In (i) clusters of

neighboring α grains are identified based on their probability to have a common parent β. The

probability is decided firstly by a local (neighbor-to-neighbor) minimization of misorientation

of the calculated β variant. Subsequently, the solution is refined by the minimization of global

misorientation through iterative Monte-Carlo approach [20]. This was historically the first, and

relatively simple conceptually, and was tested with reasonable success in Ti [20, 21]. The ap-

proach can, however, lead to erroneous reunification of grains belonging to different parents at

higher angular tolerances [26, 27, 85, 86]. Arguably in the diffusional transformations the mis-

orientation developments may not approach such higher tolerances, but this may not be the case

for displacive phase transformations. To circumvent this problem, the second or the groupoid

approach was proposed [26, 27, 85, 86]. The groupoid structure is formed by the variants and

their operators. The method consists of searching a triplet of neighboring product grains, which
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satisfies groupoid composition with a very low (≤3°) tolerance angle. Then the triplet is made

‘nucleus’ and is grown by considering its neighbors obeying certain conditions of coherence.

The process is repeated until no new nucleus can be found. This is an iterative process and

expected to be ‘time consuming’. With such a background, the need for a faster and accurate

method of automated reconstruction appears warranted. This was the motivation behind the

present work. The computational speed would depend on the appropriate conceptualization -

simplification without compromising the actual physics. The new algorithm developed as part

of the present thesis is described in the next few paragraphs.

4.3. New Algorithm for Automated Reconstruction of Parent
Phase

The first step is to process the EBSD data of the product (e.g. hcp α) phase. Following are the

necessary steps:

• Raw data needs to be free from wrongly indexed points. If such points exist, appropriate

clean-up(s) needs to be conducted. The orientation data representation is reduced to the

minimum Euler space required by the symmetry of the product phase to avoid redundancy

in orientation description [20].

• A data set is created from the refined EBSD data, containing unique grain IDs Gi =

1, 2, 3, ... average grain orientation and grain IDs of all neighboring grains. A grain,

in a standard EBSD program, is identified from the continuous presence of a boundary

exceeding a specified misorientation - which was taken in this work as 5°.

Rest of the proposed algorithm (also shown in Fig. 4.1) can be described in the following steps:

1. Consider a product grain Gi (where i = 1, 2, 3, ...) has Gi+1,Gi+2, ...Gi+N as its neigh-

bors - see Fig. 4.1a. Fig. 4.1b shows possible triplets containing Gi and its neighbors

with the condition that each grain of the triplet is neighbor to other two. In the limiting

case of all the neighbors of theGi being neighbors to each other, NC2 number of triplets

are formed. In general, however, the number of triplets will be much smaller.

2. For grains in a given triplet find all possible parent orientations

Bβ
li = T α→β

l Gα
i (4.1)
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Figure 4.1: (a) Schematic showing the product α grains. Grains belonging to common parent β
are marked with the same color. Subscripts (Gi) indicate the product grain IDs. (b) Adopted
algorithm. Let Gi = 5. Neighbors of G5 are G1, G2, G4,G7 & G8. The triplets formed by G5

are [5, 1, 2], [5, 2, 8], [5, 8, 7], [5, 7, 4] and [5, 4, 1]. Note that all the three grains of these triplets are
neighbors to each other. Triplets either have a common parent variant, i.e., a ‘potential’ solution
for the parent β, or ‘no solution’. Next step is to link the ‘potential’ solutions through a generalized
misorientation criterion.
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where,

T α→β
l = D−1Sα1...6 (4.2)

in which Sα1...6 = (Eα, C6z+, C3Z+, C21+, C22+, C23+) are six of the hexagonal symmetry

operators, see Table 2.3, D is the matrix representing Burgers OR for α→ β and i =

1..3 are the grain IDs in the selected triplet, Bli is the parent orientation for the product

orientation ofGi.

3. The common solution to all the three grains in a triplet is selected as a potential solution.

In case of no such common solution, it is inferred that the grains of the triplet are not

from a common parent.

4. These steps are repeated for all triplets of Gi, yielding, say n, potential solutions for

Gi. In the ideal case, all the potential solutions of Gi should be identical. However, due

to transformation strains and measurement uncertainties there could be misorientations

among the potential solutions. In order to assign an ‘optimum’ solution to Gi, the com-

puter program finds the mean solution (Smk,l) and mis-orientation(∆Sk,l) between each

pair of the potential solutions: Sk, and Sl where k and l run from 1 to n.

Smk,l = mean(Sk,Sl), ∀ k 6= l (4.3)

∆Sk,l = cos−1

(
Trace

(
SkS

−1
l

)
− 1

2

)
,∀ k 6= l (4.4)

Reject any Smk,l for which ∆Sk,l is more than user specified maximum misorientation

tolerance (δmax) . Final solution (Sfinal) for Gi is the mean of all Smk,l weighted by Wk,l

(weightage factor for Smk,l).

Sfinal =
n−1∑
k=1

n∑
k=l+1

(
Wk,lS

m
k,l

)
, ∀Smk,l < δmax (4.5)

in which,

Wk,l =
(δmax −∆Sk,l)

n−1∑
k=1

n∑
k=l+1

(δmax −∆Sk,l)

(4.6)

As can be seen, the weightage factor (Wk,l) formulation ensures higher weightage to those
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potential solutions (Sk and Sl) which are closer to each other (with increased probability

of being the correct solution). In case of failure to find the solution to any grain in the

above step (for example, a grain is embedded inside a larger grain), the solution(s) ob-

tained from its neighboring grains is/are used. Similar weightage factor approach is used

to ascertain the parent grain orientation in such case(s).

It is to be noted that in the above formulation, all the orientations are expressed in their rota-

tional matrices notation. However, in general, the EBSD measurements are stored in the form

of more popular Euler angle [88] notation. Following is the conversion of Euler angles into

corresponding rotational matrix notation.

g11 = (+ cosφ1 cosφ2 − sinφ1 sinφ2 cosφ)

g12 = (+ sinφ1 cosφ2 + cosφ1 sinφ2 cosφ)

g13 = (+ sinφ2 sinφ)

g21 = (− cosφ1 sinφ2 − sinφ1 cosφ2 cosφ)

g22 = (− sinφ1 sinφ2 + cosφ1 cosφ2 cosφ)

g23 = (+ cosφ2 sinφ)

g31 = (+ sinφ1 sinφ)

g32 = (− cosφ1 sinφ)

g33 = (+ cosφ)

(4.7)

For automated reconstruction, the algorithm described above was implemented in MATLAB®.

The program uses post-transformation EBSD data and appropriate OR along with δmax as in-

puts. As shown in Fig. 4.2, the program could successfully compute the expected (based on

the IQ map) pre-transformation microstructure. A worked example of the algorithm has been

presented in Appendix-I in which main parts of the algorithm have been explained in more

detail.

4.4. Application of Algorithm for Reconstruction in Case of
Zr

The present algorithm was tested for different β → α transformations in a commercial Zircaloy

4 (1.32 wt% Sn, 0.20 wt% Fe, 0.1 wt% Cr, Hf < 50 ppm, balance Zr). The alloy samples were

processed in three different ways in the β phase field: (a) furnace cooling, (b) water quenching,
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Figure 4.2: (a) IPF representation of α-Zr (post-transformation) microtexture. (b) IQ map of
(a). IQ map, in this case, delineated the prior β structure. (c) IPF of α-Zr (pre-transformation)
microtexture - reconstructed using an angular tolerance (δmax) of 3°. Notice the similarity between
b and c. (d) Misorientation in a single reconstructed β grain - along the line shown in b & c.
Relatively minor misorientations indicate the success of the present automated reconstruction.
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and (c) solidification from liquid state. The latter was achieved in a water cooled electric arc

furnace. Different transformation mechanisms, from reconstructive to displacive [10, 17], and

correspondingly different microstructures were obtained, see Fig. 4.3. As shown in Fig. 4.3,

in all three cases the algorithm of reconstruction was quite successful. This is confirmed by the

correct sequence of β grain sizes (expected from the thermal history of the samples) shown in

reconstructed maps. Sample (c) having its β structure inherited directly from liquid shows the

largest β grains. Sample (a), having spent considerably higher time in β phase field due to slow

cooling, shows comparatively larger β grains than the sample (b). The three cases, however, had

clear differences in misorientation developments of the reconstructed β microstructures. This

is easily represented by the Kernal Average Misorientation (KAM) values, which is a measure

of average local misorientation, relative to immediate neighbors [89]. KAM values increased

systematically, in the reconstructed β, with increased cooling rates: 0.32°, 0.51° and 0.81°. A

KAM value of 0.4° is observed in fully recrystallized samples, using the same beam and video

conditions, and hence can be taken as measurement uncertainty. In other words, the automated

reconstruction was not only successful for different β → α transformations/microstructures in

Zr (Fig. 4.3), but also could bring out clear developments in KAM at higher cooling rates.

Higher cooling rates and displacive nature of phase transformations may lead to the formation

of variants misoriented from their ideal orientations. By solving independently the product

grain triplets to ‘optimum’ parent grain orientation(s), the present approach appears to capture

possible effects of transformation strains.

4.5. Advantages of the Present Method

Significant improvements in quality, and in scope, of parent structure predictions, over the pre-

vious methods, are achieved. These can be summarized as:

• weighing each potential solution by its misorientation effectively neutralizes the devia-

tions caused by transformation strains,

• internal consistency check of the predicted parent solutions by comparing different po-

tential solutions,

• higher tolerance to experimental errors as potential solutions are linked together by the

respective weightage factors
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Figure 4.3: Post-transformation α-Zr IPFs, IQ maps and corresponding reconstructed β-Zr IPFs.
α-Zr structures were obtained by using three different cooling rates : 3, 103 and 105 °C min−1. An
angular tolerance or δmax = 3◦ was used for the reconstruction.

55



4.5. Advantages of the Present Method

• less sensitivity to user defined maximum misorientation tolerance (δmax) on the quality

of reconstruction as illustrated in Fig 4.4.

Figure 4.4: Role of the user defined tolerance angle (δmax) on the reconstructed maps. It is evident
that tolerance agle effect is rather low. (a), (b) and (c) correspond to δmax of 3°, 5° and 10° respec-
tively. The circled region (a) represents the unsolved portion of the microstructure due to too low
value of δmax.

Another main advantage of the present algorithm is its computational efficiency. One

needs to evaluate the possible parent variants for each product grain only once. Then the com-

mon solution is selected for each triplet. Using 1000 Zrα grains as input, the present method of

reconstruction of the Zrβ microstructure took 10 minutes on a desktop computer having a 3.2

GHz processor and 1 Gb RAM. This is definitely faster than the earlier [20, 26] methods. In the

present method both computation time and memory requirement scales linearly with the number

of product grains (N ). Memory requirement of the computationally efficient [20] neighbor-to-

neighbor method scales with N2. Though memory requirement, with appropriate connectivity

tables, can be reduced; still it will be significantly higher than the present algorithm.

The earlier models [20] were based on the identification of the possible parent(s) and then

subsequent optimization for the probable solution. In contrast, the present approach solves each

product grain to its ‘optimum’ parent orientation pseudo independently of others, see Fig. 4.1.

This solution is obtained through ‘grouping’ certain number of neighboring product (α − Zr)
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grains. Considering triplets is adequate for the α → β transformation in Zr which involves

only 6 variants. For transformations involving more variants, e.g. ferrite to austenite trans-

formation in steel, groupings of neighbor product grains might have to be extended beyond

3. Pseudo-independent solutions for parent orientation(s) also brings in clear possibilities of

massive parallelization.

The fact, that a solution is obtained by solving multiple neighboring product grains in

conjunction, virtually eliminates the possibility of artificial reunification of grains belonging to

different parents. The estimated [26] probability of two randomly oriented grains having an

accidental misorientation equal to one of the Burgers operators is, approximately, 10% at 5°

tolerance. In a triplet this probability is reduced further to 0.1%. This can, arguably, be reduced

further by extending the triplets to quadruplets. This was, however, considered unnecessary in

the present study. The present method thus combines the merits of the previous algorithms:

simplicity of neighbor to neighbor correlation [20] with the accuracy of triplets based solution

of the groupoid method [26] with a novel misorientation based criterion to arrive at ‘optimum’

reconstruction of the pre-transformation microtexture.

4.6. Variant Selection in β → α Transformation

As explained in the previous section, 12 possible α variants can form from a single β grain

while reverse transformation of α → β involves 6 possible β variants. Once the parent phase

orientations were identified, using the just mentioned approach, it is easy to identify the type of

α variants produced during the phase transformation from the β field. This can be achieved by

following methodology.

• For each of the product grain, Gα apply a rotation by the inverse of its corresponding

parent orientation Gβ .

GRotated
α = G−1β Gα. (4.8)

• Find which of the 12 possible variants of the Burgers operator (T β→α
i=1..12) matches with the

GRotated
α . This is the identity of the α variant.

Fig. 4.5(c) shows the various variants formed during the transformation (identified by just

mentioned methodology) of the β phase during the water quenching from β phase field. Also
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shown in the figure is the frequency distribution of the variants (4.5(d)). It is clear that the distri-

bution points towards high degree of variant selection during the phase transformation. It may

be pointed out that this work brought out the direct evidence of the variant selection (previous

studies have shown the indirect evidences of the variant selection by bulk textural measure-

ments of high temperature and room temperature phases and calculating the transformation

texture [90, 91]).

The direct consequence of this variant selection is of course on the misorientation distri-

bution profile or grain boundary texture distribution. Fig. 4.6 shows the actual mis orienta-

tion profile along with expected misorientation profile for a random distribution of the crystals

(Mackenzie distribution for hexagonal system [92, 93]). As can be observed from the figure,

there are some specific misorientations (highlighted with circles in the figure) which exist in a

proportion far more than what is expected from a corresponding random distribution. Partly this

is due to the fact that only few mis orientations are possible among different product variants

generated from the product phase. In addition, occurrence of the variant selection introduces

further deviation of the misorientation profile from the ideal expected distribution. Some of the

possible reasons for the observed variant selection include (a) Local stresses generated due to

the influence of the neighboring grains (b) Grain size of the parent phase (c) Distribution and

interaction of the dislocations. Understanding which of these mechanisms is the controlling fac-

tor in the present case requires further study. In case of martensitic transformation of Ni-Ti and

Zr alloys it has been shown that the martensite variants form in a self accommodating morphol-

ogy [10]. It has been shown that the stress/strain fields of the variants interact with each other

and result in a net drop of the elastic energy of the system. In such circumstances, the number

of possible variants gets reduced because of requirement of stress accommodation leading to

the observed variant selection. Further increase in the variant selection tendency can happen

if there are externally imposed stress fields. This can happen in case of samples undergoing

simultaneous plastic deformation as well as transformation.

4.7. Conclusions

1. An efficient algorithm for the reconstruction of high temperature β phase from the micro-

texture data of the room temperature α phase of Zr had been developed and shown to be

working in different modes of β → α phase transformations.
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Figure 4.5: (a) EBSD microstructure of beta quenched microstructure of Zircaloy-4 showing α
grains. (b) The reconstructed map of parent phase (β) (c) Microstructure of product (α) phase
with each product grain colored according to its variant identity (d) Frequency distribution of
product variants.
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Figure 4.6: Misorientation distribution profile for the Zircaloy -4 sample subjected to β quenching.
Also shown is the misorientation distribution for a random textured sample of hexagonal crystal
system. The circles mark the specific misorientations which far exceed random distribution values.

2. The algorithm uses a novel weightage factor for arriving at an optimized solution for the

parent phase orientation by considering the misorientation among the potential solutions

obtained using various triplets of the neighboring product grains.

3. Using the algorithm, it had also been demonstrated that exact identification and hence

quantification of the variant selection during the β → α phase transformation is possible.
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CHAPTER 5

Role of Orientation in Hydride Formation (α→δ
Transformation) in Dual Phase Zr alloy

5.1. Introduction

Hydride phase formation is of interest both academically and industrially in case of zirconium

based alloys. Its academic interest stems from the fact that it is a result of behavior of two widely

different elements Zr and H. While former is of high atomic weight, the latter is a highly mobile

low atomic weight species. Consequenctly their behavior is expected to be widely differnt dur-

ing the phase transforamtion [10]. Its industrial importance arises due to the deleterious effects

of hydride phase on the mechanical properties of the Zr based structural components used in

nuclear reactors [28, 94]. In order to minimize such hydride induced degradation, it is desir-

able to develop optimized microstructures which can mitigate the problem of damage due to

hydride formation to a reasonable extent [33]. Development of ‘hydride embrittlement’ resis-

tant microstructures, requires an understanding of the effect of microstructural parameters such

as phase distribution, morphology etc., on the formation of hydrides. In particular, knowledge

of the role of second phase (β) on the precipitation behavior of the brittle hydrides is of much

practical and scientific interest. Thorough understanding of the changes in hydride formation

mechanism because of the presence of the second phase can help tailor the microstructures for

a better ‘hydride embrittlement’ resistance.

Earlier studies have shown the grain boundaries to be preferential sites for the hydride

formation, particularly under conditions of slow cooling relevant to nuclear reactors [29]. How-

ever, most of these observations are valid in case of hydride precipitation in the single phase Zr

alloys such as Zircaloy-2 and Zircaloy-4 [29, 95–103]. Some limited studies have shown that

the α/β interfaces act as preferential sites for the precipitation of the hydrides in case of the two

phase Zr alloys such as Zr-2.5%Nb alloy [104–106]. However, such studies largely depended

on the TEM and/or optical microscopic examinations for the characterization of the hydrides
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Table 5.1: Composition of the alloy used in the present study.

Element Nb O H N Zr

Amount by weight 2.5% 1100 ppm <5 ppm 30 ppm Balance

and matrix microstructures. It was shown that OR (orientation relationship) derived from opti-

cal microscopy is different from what is observed at a higher resolution in TEM [28, 107]. On

the other hand, observations from TEM have the limitations of statistical validity. In order to

address these issues (of accurate determination of OR with improved statistics) and bring out

the role of interfaces on the hydride precipitation, SEM based EBSD technique is employed in

the present study for the characterization of the hydrides. Following important issues are being

addressed in this present work.

• The role of orientation and interfaces of the α and β phases on the formation and growth

of the hydrides,

• The reasons, if any, for the preference of hydrides for specific boundaries/interfaces.

Zr-2.5%Nb alloy (two phase alloy containing hcp-α and bcc-β) has been selected as can-

didate material to meet the above objectives. A detailed characterization of the hydrided mi-

crostructures was carried out using the conventional techniques of optical and TEM along with

extensive EBSD.

5.2. Experimental

The composition of the Zr-2.5%Nb alloy used in the present study is shown in table 5.1. The

alloy samples were subjected to 58% cold deformation by pilgering, followed by annealing at

700°C for 14 days. The objective was to get equiaxed microstructure of the constituent phases,

with beta grains at the tri-junctions of the alpha grains. Such microstructure is expected to have

significant amount of special interfaces (interfaces with specific misorientations) whose role on

hydride formation is interesting to study. The details of the hydriding scheme can be found in

Chapter 3. Samples were charged to nominal hydrogen levels of 200 and 300 ppm (by weight).
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5.3. Results

5.3.1. Distribution and Nature of Hydrides

Fig. 5.1 shows the distribution of the hydride phase in the Zr-2.5%Nb alloy sample with 300

ppm of hydrogen. The matrix microstructure essentially consisted of equiaxed grains of α phase

with relatively large β grains at the tri-junctions of the α grains. Such a structure was a result of

prolonged annealing at 700°C for a period of 14 days following cold deformation. Grain sizes

of the α phase were in the range of 5-10µm. β phase grain size ranged from 3 to 7µm. The

relative volume fractions of the α and β phases in the samples were 0.83 and 0.17 respectively.

The hydrides in these samples were observed to be predominantly located along the interface

boundaries of the α and β grains. The size of the hydrides was of the order of 5 to 10µm along

the length.

Figure 5.1: (a) Optical and (b) EBSD micrographs showing the distribution of the hydrides in
Zr-2.5%Nb alloy charged with 300 ppm (by weight) of hydrogen.

The thickness of the hydrides on the other hand, ranged from 0.5 to 2µm. Some minor

fraction of the hydrides were observed to have formed inside the α grains (intra-granular hy-

drides) and along the α/α grain boundaries as well. Morphology of the interface hydrides was

evidently very different from that of the intra-granular hydrides. While the former followed the

contours of the α/β interface, latter have formed in sharp and straight needle like fashion along

specific crystallographic planes. Though the formation of the hydrides was predominately along

the α/β interface, their growth was always into adjacent α grain only. Interestingly, even though

there are a considerable number of α/α grain boundaries present in these two phase samples,
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Figure 5.2: TEM micrograph showing the presence of the hydride (marked as 2) along the α/β
interface. β and α are marked as 1 and 3 respectively. Diffraction patterns from the different
regions (marked with the numbers) are superimposed.

a majority of the hydrides have formed along the α/β interfaces only. No major differences in

the crystallographic or morphological features of hydrides in samples with 200 and 300 ppm

hydrogen were observed. Hence results from only 300 ppm samples are presented and are valid

for samples with 200 ppm hydrogen as well.

EBSD had confirmed that the hydrides formed in these samples were of “δ” type which

is an equilibrium hydride phase in the Zr-H system with a composition ZrH1.5. Since the

δ-hydride is the dominant hydride formed under reactor operation conditions (relatively slow

cooling), the observations of the present study bear more practical significance. TEM char-

acterization of the hydrided samples had further confirmed that the α/β interface is the most

preferred site for the hydride formation in these samples, see Fig. 5.2. TEM also had shown

that, though hydrides had formed along the α/β interface, they had grown into adjoining α

grains only. Further, the δ and β interface was more sharper and showed relatively less strain

contrast in comparison to the corresponding δ/α interface as can be observed from Fig. 5.2.

The diffraction patterns recorded in the TEM also had confirmed the hydrides to be equilibrium

δ-hydride. Super imposition of the diffraction patterns from α, β and δ-hydride phases indicated

that they are having OR with each other.
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5.3.2. Microtexture of the Hydrides

EBSD measurements of the orientations inside the hydride phase have indicated that even the

largest hydrides (observed in this study) which were of nearly 10µm in length were having

single orientation with an orientation spread not exceeding 2°. This is in contrast to the previ-

ous studies which have reported that most of the large hydrides which are visible under optical

microscope were actually stacks of several hydride plates in succession [107, 108]. The nature

of the α/δ and β/δ interfaces are shown in terms of the respective misorientation distribution

function (MODF) plots in the Fig. 5.3. An MODF plot is a graphical representation of the pres-

ence (or lack) of preference of grain/interface boundaries with reference to what is expected

from a random distribution of boundaries [88]. The nature of a boundary can suitably be repre-

sented by the misorientation of the grains forming the boundary (expressed by angle/axis pair).

As can be seen from the Fig. 5.3(a), there is a strong OR between the α-Zr and δ-hydride, as

indicated by the maximum intensity value of 21 times to the random distribution. The observed

OR corresponds to

{0001}α ‖ {111}δ

< 21̄1̄0 >α ‖< 110 >δ .

It may be emphasized that this OR was arrived at by analyzing a number of hydrides in a two

phase zirconium alloy using the EBSD information (with higher statistical validity), and is in

agreement with the previous studies based on TEM observations [28, 105, 106] and other EBSD

based studies of single phase zirconium alloys [100–102]. The OR between the β phase and

δ-hydride, on the other hand, is not as strong, see Fig. 5.3(b), maximum MODF intensity being

close to 8 times to the random distribution. Analysis of individual interface hydrides had shown

the presence of following OR (with considerable scatter of 20°) between the β and δ-hydride.

{011}β ‖ {111}δ

< 100 >β ‖< 110 >δ

Since TEM as well as EBSD results have shown conclusively, that the hydride phase was

growing only into the adjoining α grains but not into the β phase, existence of the OR between

the δ-hydride and β phase is somewhat surprising and shall be discussed in detail in the next

section.
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Figure 5.3: (a) Misorienation distribution function plot (MODF) for the α and δ - hydride bound-
aries.(b) MODF for the β and δ - hydride boundaries.

The three phases i.e., α, β and δ-hydride had clear difference in their in-grain misoriean-

tion profiles. This is clearly shown in Fig. 5.4, which is a plot of grain average misorientation

(GAM) distribution in the different phases. GAM is a measure of extent of remnant plastic

strain in the grains. Under the measurement conditions of the EBSD used in the present study,

0.3° of error in orientation measurement is to be expected, which can be taken as the cut off for

the presence or absence of remnant plastic strain. The plot clearly shows that the GAM distribu-

tion of β phase is lowest and is close to machine error, indicating virtually strain free β grains.

In contrast δ-hydride shows highest development in GAM suggesting towards accumulation of

considerable plastic strain inside it. α phase on the other hand, showed GAM distribution inter-

mediate to the former two phases. Present study, thus, provides a quantitative measure of strain

partitioning between the various phases arising out of transformation strain caused by hydride

precipitation. The observed strain partitioning could be attributed to selective partitioning of

hydride transformation strains to α phase in preference to β phase. Since the formation of the

ZrH1.5 involves a volume expansion of 17%, considerable plastic strain is expected both in the

hydride as well as the α grains into which it was growing. These observations, are in line with

the TEM observations which indicated absence of any significant strain at the β/δ interface,

Fig. 5.2.
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Figure 5.4: Grain average misorientation (GAM) distribution in α, β and δ - hydride phases.

5.3.3. Preference of Hydrides for Specific α/β Interfaces

The results presented so far have unequivocally confirmed the formation of the hydrides prefer-

entially along the α/β interfaces. However, in order to investigate if all of the α/β boundaries

(characterized by their misorientation expressed in angle/axis pair) have equal probability of

hydride formation, specific boundaries are superimposed on the EBSD-phase map as shown in

the Fig. 5.5. The blue lines in the figure indicate Burger’s boundaries, i.e., those α/β inter-

faces which have a misorientation corresponding to Burger’s OR (45°@[21̄1̄0]α or 45°@[001]β)

within a tolerance of 10°. EBSD analysis of the, grain boundaries showed that the length frac-

tion of such Burger’s boundaries was 10% of the total boundary length which includes all of the

α/β and α/α boundaries. If the hydrides have no specific preference to these Burger’s bound-

aries, only 10% of the hydrides are expected along these interfaces. However, as shown in the

Fig. 5.5, nearly all of the hydrides are located along the Burger’s boundaries only, indicating a

strong preference of the hydrides to form along the α/β interfaces which follow Burger’s OR. It

is also interesting to note that not all the interfaces, which are found to be following Burger’s OR

are having hydrides forming along them. This suggests that apart from misorientation between

the α and β some additional factors govern the feasibility of hydride formation.

Boundary trace analysis was performed on the interface hydrides to determine the interface
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Figure 5.5: Phase map showing the interface hydrides along with the α/β interfaces following the
Burgers OR within a tolerance of 10° from the ideal Burgers OR (in blue). The color scheme used
for the representation of the phases is identical with that used in Fig. 5.1(b)

plane on which δ-hydride was forming. In doing this analysis it was assumed that the observed

interface plane was perpendicular to the plane of measurement, i.e., interface plane normal lied

in the plane of the measurement. This assumption was necessitated because of 2-D nature of

the EBSD measurement which does not allow knowing the tilt and twist nature of the boundary

[88]. Even then, the information gained using such assumption can be useful in differentiating

the hydride forming and non forming boundaries to some qualitative extent. The results of the

analysis, indicated that the hydrides were growing parallel to one of the low index planes of the

β phase. (100)β, (110)β were found to be the most commonly observed β planes onto which

δ-hydrides were growing. The interface plane between the α and δ-hydride, on the other hand,

was found to be some what arbitrary.

5.4. Discussion

Studies aiming at the understanding of the formation of the hydrides in Zirconium alloys have

largely been driven by their immense practical relevance in controlling the damage due to the

hydride embrittlement. Most of such previous studies, however, have depended mainly on the

optical and/or TEM techniques for the characterization of the hydrides [103–106]. With the

advent of modern tool of EBSD, it is possible to revisit some of the previous observations to
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gain new insights in to the phenomena governing the formation of hydrides [29, 100–102]. In

a recent study, extensive use of microtexture data obtained from EBSD, has been shown to

give invaluable information on the role played by the special boundaries on the formation of the

hydrides in case of single phase recrystallized Zicaloy-2 [29]. Investigation of the role played by

the interfaces, if any, in case of two phase alloy systems on the formation of hydrides, naturally

is a logical extension of such studies and thus becomes the motivation for the present study.

The main observations of the present study can be summarized as :

• Hydrides in the two phase Zr-2.5%Nb alloy in a completely recrystallized condition have

formed primarily along α/β interfaces, with only a minor fraction of hydrides being along

α/α grain boundaries.

• Though hydrides had a strong OR with the α phase into which they were growing, there

was some apparent OR between the hydrides and β phase too.

• Majority of the hydrides were along those α/β interfaces which had a misorientation

corresponding to Burger’s OR. However, not all the α/β interface which are related by

the Burger’s OR are having the hydrides along them.

• Hydrides have grown on one of the low index planes of the β phase while their interface

plane with the α phase appeared to be arbitrary.

Grain and/or phase boundaries are known to be some of the most potential sites for the

heterogeneous nucleation of product phases [1, 17]. Hence the observation of the α/β interfaces

to be the preferred sites for the hydride formation is not surprising. However, formation of

the hydrides along α/β interfaces in preference to α/α boundaries (which are also present in

significant proportion) needs to be explained. The main reason attributed for the effectiveness

of the grain boundaries as potential nucleation sites is their relatively higher energy. However,

in the present study, experimental evidence shows the formation of hydrides along the α/β

interfaces which are related by Burger’s OR. Such interfaces are expected to be low energy

interfaces, due to relatively higher atomic matching across the interface [13, 109, 110]. Hence

the governing factors for the selection of α/β interfaces as preferred hydride nucleation sites

have to be more than mere boundary/interface energy.

In general, precipitation of a secondary phase in a two phase system depends on relative

concentration, amount and solid solubilities of constituent phases in addition to nature and num-

ber of nucleation sites available for precipitation [17, 111]. In this context, spatial distribution
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of the hydrogen in the sample can have an important role in determining the preferred sites of

hydride formation. The hydrogen charging temperature used in the present study was 300°C,

which incidentally is also the operating temperature of the PHWR (pressurized heavy water

reactor) reactors. At this temperature, the solid solubilities of hydrogen in β and α phases are

considerably different, hydrogen being more soluble in the β phase [112, 113]. A hydrogen

solubility ratio of 9 between β − Zr(20%Nb) and α − Zr was reported [114]. Such a large

variation in hydrogen solubility in the constituent phases leads to considerable hydrogen par-

titioning between the two phases at the hydrogenation temperature. In other words, selective

accumulation of the hydrogen in β phase takes place. Considering the nominal level of 300

ppm of hydrogen used in the present study, and taking the solubility of hydrogen in α − Zr as

60 ppm (at 300°C) [112, 114], it can be shown that only 17% of the total hydrogen will be in

α − Zr at the hydrogenation temperature. In contrast, as high as 83% of total hydrogen will

be in β − Zr which constituted only 17% of the volume fraction of the microstructure used

in the present study. When the sample is cooled, during which the hydride precipitation takes

place, diffusion of hydrogen to the nearest potential nucleation site is expected to be the critical

step [115]. Naturally, α/β interfaces happen to be the nearest interfaces for a majority of the

hydrogen atoms due to higher concentration of the hydrogen in β grains. Further, diffusivity

of the hydrogen in β phase is much higher than that in the α phase [116]. The potency of the

α/β interfaces for aiding the nucleation of hydride phase is further enhanced by the fact that

the β grains observed in the present study are primarily located at tri-junctions of the α grains.

It is a well known fact that the tri-junctions are one of the strongest heterogeneous nucleation

sites for solid state phase transformations, like precipitation [17, 111]. Since α phase does have

some hydrogen dissolved in it at the temperature of hydrogenation, precipitation of hydrides

along α/α grain boundaries is possible in a condition where there is no suitable α/β interface

is present in the vicinity of the hydrogen atoms. This can explain the observation of a relatively

small fraction of hydrides along α/α grain boundaries.

Present study had also shown that, though nucleation of the hydride takes place along the

α/β interface, its growth happened only into the adjoining α grain. This can be attributed to

stronger thermodynamic driving force arising out of the α → ZrH1.5 transformation than the

driving force available for β → ZrH1.5 transformation. This is a consequence of much higher

affinity of hydrogen to α − Zr than to Nb present in β phase [112]. This implies, presence of

OR between the β and δ-hydride, can’t be due to β → ZrH1.5 transformation. The observed

70



5.5. Conclusions

δ/β OR can, however, be attributed to epitaxial growth of ZrH1.5 on one of the low index

planes of the β phase into the adjoining α phase. It is interesting to note that the observed

β(bcc)/δ(fcc) OR of this study, is similar to the one reported in case of epitaxial growth of Fe

(bcc) on Ag (fcc) substrate [117]. Such epitaxial growth of hydride phase on one of the low

index planes of the β grains explains sharp and virtually strain free β/δ interfaces, see Fig. 5.2.

This also explains why not all of the α/β interfaces have hydrides along them. It appears that

only those interfaces are favorable which have one of the low index planes of the β constituting

the interface. The observed OR between the interface δ-hydride and β was also a consequence

of the fact that most of the α/β interfaces have Burger’s OR and δ has stronger OR with the α

phase.

5.5. Conclusions

In summary, present study brought out the important role played by the crystal orientation,

which in turn determined the nature of interfaces, on the precipitation of hydrides making use

of microtextural information obtained from EBSD. Following are the major observations

1. The study had provided the quantitative measure of strain partitioning during the for-

mation of hydrides at the α/β interfaces. it was confirmed that the actual strain in the

hydrides was rather small when they formed along the suitable α/β interfaces.

2. It was observed that hydride precipitation depends on the level of hydrogen partition-

ing at the hydrogenation temperature and availability of suitable β interfaces which are

conducive for epitaxial growth of hydride phase in to the adjoining α phase.
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CHAPTER 6

Deformation Heterogeneity in Zr : Understanding
Through Discrete Dislocation Dynamics

6.1. Introduction

Plastic deformation in metallic materials is often heterogeneous [1, 118, 119]. The hetero-

geneity, in general, is correlated with crystallographic orientations and/or working tempera-

tures. Temperature is known to affect slip-twin activation and in turn may influence defor-

mation heterogeneity. Even in cubic aluminum [120], elevated temperature activation of non-

octahedral slip was stipulated. For hexagonal Zirconium such activations are far more signifi-

cant [39, 40, 121–123, 123, 124]. For elevated temperature deformations, further complications

may arise through dynamic softening mechanisms. For example, even dynamic recovery and

concurrent strain induced boundary migration were shown [125] to remarkably affect deformed

microstructure developments. The effect of orientation on heterogeneous plastic deformation is

also well documented. Kallend and Huang [126] had shown, in high purity copper, that X-ray

peak broadening scales with Taylor factor. This was confirmed by Sam and Adams [127], and

extended to low carbon steel by Rajmohan et al. [128]. More direct evidences from microtex-

ture measurements were also provided by different research groups [129, 130]. It is believed

that Taylor factor can provide a rough guide-line for stored energy of cold work. Orientations

with high Taylor factor, in general, contain more stored energy.

Though Taylor factors of individual crystallites may offer a generalization [126–128] for

the orientation dependence of stored energy, the practical picture is often more complex [118].

The deformed microstructures are expected to have mesoscale formation of near boundary gra-

dient zones (NBGZ) [89] and various features of dislocation substructures [131]. Near neighbor

incompatibilities in Taylor factors were shown [89] to influence the developments of NBGZ,

while textural softening or change in Taylor factor offered explanations on the orientation and

morphological angles of the microscopic shear bands.
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6.2. Experimental & Simulation details

Developments in deformed microstructures must originate from the dislocations and their

dynamics. However, application of dislocation theory to the understanding of experimental ob-

servations has been relatively ‘limited’. This is in spite of the large developments [61, 62, 65,

65, 67, 68, 71, 72, 132–140] in continuum based DD simulations over the past few decades.

The evolving subject of DD simulations still has limitations on model assumptions and nec-

essary computational resources. Ridha and Hutchinson’s [141] study on deformed near cube

orientation (100) <001> is a notable example of the application of dislocation theory for the

explanation of deformed microstructures. This work had shown that lower stored energy of near

cube orientations was a consequence of non-interactions of orthogonal edge dislocations with

Burgers vectors perpendicular to each other. Such examples are however, largely confined to

cubic systems [65, 67, 135] with limited studies on hexagonal materials [142–144].

Hexagonal metallic materials have limited number of easy slip systems [3, 9, 39, 40, 44,

121, 123, 145, 146]. This is expected to make plastic deformation highly orientation sensitive

[147]. Existence of secondary slip systems, and their temperature dependent activation, on the

other hand, has the potential to reduce such orientation sensitivity. Predominantly single phase

Zirconium, even in the absence of noticeable twinning, was reported [148] to show extreme het-

erogeneity in plastic deformation. This was shown under laboratory rolling or near PSC at room

temperature. Near ‘basal’ oriented grains were observed to have minimal grain fragmentation

and in-grain misorientation developments. They were also the orientations with negligible strain

partitioning, as indicated by change in grain aspect ratio. The present study further enhances the

scope of that investigation by considering: (i) possible temperature dependence and (ii) seeking

explanation for the phenomenological observations through DD simulations.

6.2. Experimental & Simulation details

6.2.1. Material and Processing

Zircaloy 2, composition given in table 6.1, was used in the present study. Cast and forged

Zircaloy 2 samples were subjected to 50% cold rolling. This was followed by annealing at

750◦C for 6h, to obtain a fully recrystallized microstructure. This was the starting material

for 30% reduction in thickness in a laboratory rolling mill. Respective working temperatures

of 25◦, 200◦ and 400◦C (approximately 300, 500 and 700 K) were used. The samples were

immediately quenched after warm rolling and no signatures of recrystallization were noted.
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Table 6.1: Composition of the Zircaloy-2 used in the present study.

Element Sn Fe Cr Ni O H N Zr

Amount by weight 1.54% 0.15 0.12 0.2 1100 ppm <5 ppm 30 ppm Balance

6.2.2. DD Simulations
Dislocation structures

In creating the starting dislocation structure for the purpose of simulations, following experi-

mental facts have been kept in mind.

• The deformation of Zr occurs primarily by dislocation activity on prismatic slip system

({101̄0}〈21̄1̄0〉).

• At elevated deformation temperatures, pyramidal ({101̄1}〈21̄1̄3〉) and basal ({0001}〈21̄1̄0〉)

slip systems also take part in dislocation activity [39, 40, 121, 123, 149].

In order to model deformation behavior in relevant temperature regimes (25◦ to 400◦C),

dislocations on all three slip systems were created inside a simulation volume of approximately

10 X 10 X 10 µm3. Though basal slip is expected to be insignificant in the temperature regime,

basal dislocations were incorporated to study their effect, if any, on other mobile dislocations.

Finite segments of screw dislocations, of both −→a type and −−−→c+ a type, were created in the

simulation volume. The initial dislocation configuration(s) (see Fig. 6.1) had an approximate

dislocation density of 1010m/m3. The end points of dislocation segments (Fig. 6.1) were made

immobile and hence these could act as potential Frank-Read sources. Both the location and

length of these starting dislocation segments were randomly assigned. The initial density of−→a

type dislocations was kept twice that of−−−→c+ a type. Rationale behind this exercise was based on

reported[150] higher densities of −→a type dislocations. Initial dislocation densities on all three

planes (basal, prismatic and pyramidal planes) were, otherwise, kept similar. Periodic boundary

conditions were used. Simulations with three random initial configurations were carried out.

Fig. 6.1 shows these three configurations. Subsequently, sensitivity assessments (of DD simu-

lation) were made with respect to all the three initial configurations.Considerable modifications

were made to the DD simulation programme Paradis [132], for enabling simulations for hexag-

onal materials like Zr. These include, incorporating hexagonal specific slip systems, hexagonal

specific mobility laws (explained in the next section). The incorporation of the slip systems was

achieved by converting the usual hexagonal index systems to corresponding cartesian frame of
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reference. Table 6.2 illustrates various slip systems used in the present work and their actual

cartesian values of Burger’s vectors and slip planes.

Figure 6.1: Three starting dislocation configurations (a), (b) and (c) used in the present study.
Dislocations are colored according to their glide planes. Same color scheme is used throughout the
manuscript.

Table 6.2: Various slip systems in their hexagonal and Cartesian notations, incorporated in the DD
model of the present study.

Hexagonal reference frame Cartesian reference frame

Plane Normal
−→n

Burger’s Vector
−→
b

Plane Normal (Cartesian)
−→n cart

Burger’s Vector (Cartesian)
−→
b cart

S.No. [h k i l]hex [u v t w]hex [h k l ]Cartesian [u v w]Cartesian

(1) [0 0 0 1] [1 1 2̄ 0] [−0.00 − 0.00 + 1.00] [+1.615 + 2.797 + 0.000]
(2) [0 0 0 1] [2 1̄ 1̄ 0] [−0.00 − 0.00 + 1.00] [+3.230 + 0.000 + 0.000]
(3) [0 0 0 1] [1 2̄ 1 0] [−0.00 − 0.00 + 1.00] [+1.615 − 2.797 + 0.000]
(4) [1 0 1̄ 0] [1̄ 2 1̄ 0] [+0.87 + 0.50 + 0.00] [−1.615 + 2.797 + 0.000]
(5) [1 1̄ 0 0] [1 1 2̄ 0] [+0.87 − 0.50 + 0.00] [+1.615 + 2.797 + 0.000]
(6) [0 1̄ 1 0] [2 1̄ 1̄ 0] [+0.00 − 1.00 + 0.00] [+3.230 + 0.000 + 0.000]
(7) [1 0 1̄ 1] [1 1 2̄ 3̄] [+0.76 + 0.44 + 0.48] [+0.859 + 1.487 − 2.736]
(8) [0 1 1̄ 1] [1̄ 1̄ 2 3] [−0.00 + 0.88 + 0.48] [−0.859 − 1.487 + 2.736]
(9) [1 1̄ 0 1] [2 1̄ 1̄ 3̄] [+0.76 − 0.44 + 0.48] [+1.717 + 0.000 − 2.736]

Mobility Law

In order to capture the dislocation evolution behavior in Zr, recourse was made to phenomeno-

logical description of the dislocation motion. This was necessary as no data is available for

mobility of various dislocations in Zr.

The mobility law (6.1) was framed to account for the experimental observations [39, 40,

121, 123, 149] on slip activation.
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τi = Ai exp

(
− T
Bi

)
, (6.1)

where τi is the critical resolved shear stress of the ith slip system, where i refers to pris-

matic, pyramidal or basal as the case may be, and T is the absolute temperature. The parameters

Ai, and Bi refer to the athermal component of Critical Resolved Shear Stress (CRSS) and the

activation barrier for slip respectively, for the ith slip system. Dislocation segments were al-

lowed to move only if the local resolved shear stress on the segment exceeded the respective

τi of the segment. Fig. 6.2 shows the values of these parameters and the respective plots of

CRSS vs temperature for the three slip systems considered in the present study. The param-

eters for pyramidal and prismatic systems were taken from literature [39, 40, 121, 123]. No

such data was available for basal slip. Since no significant basal slip in Zr was reported in the

temperatures of interest to present study (i.e. from 25°C to 400°C), parameters for basal slip

system were kept high enough to make basal slip virtually insignificant. In addition, dislocation

climb is also not expected to be significant in this temperature domain, and hence dislocation

nodal movement was restricted to be only along its slip plane. Based on the previous obser-

vations of the relatively higher mobility of the edge dislocations [116, 142] in comparison to

screw components in hcp materials, mobility of edge components of dislocations was kept 2

orders of magnitude higher than screw components [142]. For a dislocation segment having a

Burger’s vector
−→
b inclined at an angle θ to its line vector (

−→
ξ ), the mobility (M)) was interpo-

lated smoothly from the computed mobility values of pure screw Ms to pure edge Mesegments

as shown in Equation 6.2 [67].

M =

(
cos2 (θ)

Ms

)
+

(
sin2 (θ)

Me

)
(I− ξ ⊗ ξ) , (6.2)

Once stress on a particular segment exceeds the CRSS, its velocity is determined by the

mobility parameter (Mi) of the respective slip systems. These mobility parameters were deter-

mined by performing a series of simulations under uni-axial loading. Parameters resulting in

reasonable yield stress values (200 MPa at 25◦C) were used. Eq. 6.3 accounted for the drop in

dislocation mobility, through thermal damping, at elevated temperatures.

Mi = αMob
i exp

(
−T × βMob

i

)
, (6.3)

whereMi the dislocation mobility in the ith type of slip system. αMob
i and βMob

i were fitted from
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Figure 6.2: CRSS values as a function of temperature for different slip systems used in the present
study. The values for basal slip were taken to be high enough to effectively make basal slip insignif-
icant. The values for prismatic and pyramidal slip were taken from [39, 40, 121, 123]

Table 6.3: Moblity parameters for different slip systems, see Eq. 6.3

Slip system α (Pa−1s−1) β

Basal ({0001}〈21̄1̄0〉) 2.77× 102 −0.3655× 10−3

Prismatic({101̄0}〈21̄1̄0〉) 2.18× 102 −0.3513× 10−3

Pyramidal({101̄1}〈21̄1̄3〉) 0.50× 102 −0.3500× 10−3

appropriate data [151] for prismatic slip. Such data were not available for basal and pyramidal

slip. αMob
i and βMob

i parameters for basal and pyramidal slip (table 6.3) were chosen considering

their lower mobilities with respect to prismatic dislocations. It may be noted that while the αmobi

represents the athermal mobility of the dislocations in the lattice, βMob
i represents temperature

effect on the mobility of the dislocations. Our trial simulations, as well as simulations conducted

by others [152], showed that absolute values of mobility parameters had very little effect on the

orientation and/or temperature sensitivity of simulation results. For the latter, CRSS appeared

to have a stronger effect than the imposed mobility parameters.

6.3. Experimental Results

Fig. 6.3 shows temperature dependent microstructure developments. The starting structure

consisted of near-equiaxed grains of greater than 3µm in size. Deformation brought relatively

fine (< 3µm) fragmented grains. This refined the average grain size (Fig. 6.4(a)): from original

17 µm to 14, 10 and 8 after rolling at 300 K, 500 K and 700 K respectively. It is striking

that the grain size refinement, and correspondingly the relative fragmentation, was more after
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the warm rolling. It needs to be noted, as also pointed out in ref. [148], the so-called non-

fragmented (> 3µm) grains were near-basal oriented. The second important observation is

from grain shape. As in Fig. 6.4(b), the non-fragmented grains remained largely equiaxed after

room temperature deformation. The geometry of the plane strain compression [153] demands

that the AR of an originally equiaxed grain to be changed to 1.3 after a 30% deformation.

For the non-fragmented grains, experimental aspect ratio values were quite different from this

ideal/expected values, see ‘expected’ values in Fig. 6.4(c). Interestingly, warm rolling (500 and

700 K PSC) caused more grain size refinement (Fig. 6.4(a) and (b)) and shift in grain aspect

ratio: than rolling at room temperature (300 K).

Figure 6.3: IPF maps of Zircaloy 2 at different working temperatures, demonstrating that some
grains/orientations retained (esp. red colored grains representing basal orientated grains) their
shape and size even after considerable deformation.

Heterogeneity in plastic deformation was also seen in TEM. This is shown for 10% cold

rolled sample in Fig. 6.5 . Deformed microstructures were clearly distinguishable as regions

containing extensive strain localizations (Fig. 6.5a) and with random dislocation arrays (Fig.

6.5b). The latter, referred in the literature [118] as Taylor lattice, had limited misorientations

associated. Fig. 6.6 summarizes information on misorientation developments. In-grain misori-

entation developments were collated as GAM values. A relatively minor GAM development

by room temperature rolling, while a substantial increase in GAM was achieved through warm

rolling. This was true for the entire microstructure (Fig. 6.6a), and to a lesser extent for the

grains above 3µm in size (Fig. 6.6b). In essence, all aspects of temperature dependent plastic

deformation appeared to distinguish between room temperature and warm rolling. Deformation,
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Figure 6.4: (a) Grain size distribution corresponding each working temperature and (c) The aver-
age grain sizes for the distribution shown in (a). (b) Grain aspect ratio distribution of the grains
with size more than 3µm for each working temperature. The original aspect ratio distribution
was modified, considering the imposed PSC of 30% reduction by rolling. This is included in (c) as
‘expected’ distribution. The ‘expected’ AR values considered length changes along RD and ND to
be 1.3 and 0.7 times respectively from their original values.
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represented in terms of grain size refinement, change in aspect ratio and in-grain misorientation

developments, was more significant after warm rolling. This appears counter-intuitive.

Figure 6.5: Bright field TEM micrograph showing the heterogeneous deformation in a zircaloy-2
sample subjected to 10% deformation. (a) Grain showing extensive strain localizations. (b) Grain
with random dislocation array: the Taylor lattice [154].

Elevated temperature plastic deformation is expected to offer lesser signatures of plastic

deformation. This can be attributed to possible dynamic recovery [1]. This study, thus, brings

an interesting set of data on temperature dependent heterogeneous plastic deformation in Zirco-

nium. The heterogeneity was in terms of fragmented and non-fragmented grains [148], and their

different patterns of in-grain misorientation. Though the non-fragmented grains were found to

be near-basal at all working temperatures, they had more GAM and changes in aspect ratio after

warm rolling. It is clear that the so-called non-fragmented grains were more amenable to plastic

deformation during warm (500 and 700 K) working.

6.4. Possible Explanation Through DD

At temperatures below 0.5 times to melting temperature, plastic deformation or slip is governed

by dislocation dynamics [155, 156]. The observed temperature or orientation dependent plas-

tic deformation is thus expected to have its origin in DD. In this section, results of the DD

simulations are presented, with an emphasis on linking such results with microstructural ob-
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Figure 6.6: (a) GAM distribution of deformed Zircaloy 2 subjected to 30% deformation at dif-
ferent temperatures (b) GAM distribution of the non-deforming/non-fragmenting grains of (a).
The grains greater than 3µm were considered as non-fragmenting. GAM distribution for original
recrystallized sample is incorporated in (a) which indicates the measurement uncertainty.

servations made earlier (section 6.3). The aim of the present DD simulations was to elucidate

the underlying mechanisms, and not to seek quantitative comparisons with experiments. DD

is largely restricted to low plastic strains (due to computational constraints) and mostly single

crystals. Even with such limitations, past DD studies brought out valuable insights into the

effects of orientations [133], sample sizes [157], and cyclic loading [158]. However, most of

these studies were carried out for cubic (fcc and bcc) materials [159–161]. The present study

uses DD simulations to gain insights into the relatively less studied hcp-Zr system. Specifically,

explanation(s) for the following experimental observations were sought:

1. Origin of orientation dependent fragmentation: the observation that non-fragmented grains

were near-basal oriented.

2. Temperature dependence of grain fragmentation: 500 K and 700 K rolling led to more

fragmentation (and signatures of plastic deformation) than room temperature rolling.

In order to explain the observed differences between the ‘basal’ oriented and ‘non-basal’

oriented grains, DD simulations were performed for the respective orientations. Prismatic ori-

entation, due to its favorable Schmidt factor (under the loading conditions of the present study),

has been chosen for the ‘non-basal’ orientation. Fig. 6.7 represents schematic of how the local

crystal unit cell is oriented with respect to the sample reference frame for these two ideal orien-

tations. A constant external stress resulting in plane strain deformation was applied to simulate
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the rolling experiments. The external stress was taken as,

Figure 6.7: Schematic illustrating the (a) Basal and (b) Prismatic Orientations used for the DD
simualtions.

σglobal = σ ×

1 0 0
0 0 0
0 0 −1

 , (6.4)

where σ is a constant, set at 500 × 106Pa, which is reasonably larger than the macroscopic

yield stress of Zr. The effect of orientation was incorporated by rotating the global stress tensor,

σglobal, to local crystal frame by the following tensor transformation,

σlocal = [R][σglobal][R
−1], (6.5)

where σlocal is the local stress tensor and R is the orientation matrix of the crystal. The orien-

tation matrices and corresponding ‘Euler angle’ notations for the two ideal orientations used in

this study are tabulated in table 6.4.

Fig. 6.8 shows the results of the DD simulations for the ‘basal’ and ‘prismatic’ orienta-

tions at room temperature. Identical initial dislocation configuration (Fig. 6.1) was used for both

orientations. It is clear that the ‘basal oriented’ simulation volume did not show appreciable dis-

location activities (movement, multiplication etc.). In contrast, the ‘prismatic oriented’ simula-

tion volume had significant modifications in dislocation configuration. This difference between

the orientations is further quantified in Fig. 6.8c and d. The total plastic strain and dislocation

density was one order of magnitude higher for ‘prismatic orientation’. This is in agreement

with experimental observations that basal grains were the non-fragmented ones. After room

temperature rolling, they had insignificant changes in GAM and AR. In DD simulations, the
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Table 6.4: Rotation matrices corresponding to different ideal orientations used in the DD simuala-
tions.

Orientation R Euler Angle Notation
(φ1 φφ2)

Basal

+1 0 0
0 +0 0
0 0 +1

 [0 0 0]

Prismatic

+1 0 0
0 0 +1
0 −1 0

 [0 90 0]

‘basal orientation’ showed insignificant activity of the prismatic slip. This was further verified

for various in-plane rotations and starting dislocation configurations. In contrast, plastic strain

in ‘prismatic orientation’ came primarily from prismatic slip which is the primary slip system

for this orientation. The pyramidal slip system was the primary slip system in ‘basal orienta-

tion’ due to favorable resolved shear stresses. However, their high CRSS at room temperature

resulted in limited plastic strain.

Even without the DD simulations, the lower plastic strain for ‘basal orientation’ can be

explained by comparing resolved shear stresses (for various slip systems) with corresponding

CRSS values. Prismatic dislocations have low CRSS but experience low resolved shear stress.

Pyramidal dislocations, on the other hand, experience high resolved shear stress, but also have

very high CRSS values. As a result negligible plastic deformation is expected at room tempera-

ture near-basal oriented grains. However a CRSS based model does not account for dislocation-

dislocation interactions and hence is not suited to explaining deformation behavior involving

complex dislocation configurations.

Fig. 6.9 shows results from DD simulations for 700 K PSC for ‘basal’ and ‘prismatic’

orientations. Dislocation activities for ‘basal’ after 700 K was clearly higher than the room

temperature deformation: see Fig. 6.8 versus Fig. 6.9. Higher dislocation activities were

for dislocations on pyramidal planes (−−−→c+ a type dislocations). This was the most remarkable

difference between DD simulations performed at 300 (Fig. 6.8) and 700 K (Fig. 6.9). In the

former, almost no movement of prismatic dislocations was observed for ‘basal orientation’.

The effects of orientation and temperature dependencies are further collated in Fig. 6.10.

DD simulations showed increased dislocation densities (dρ) with strain increment (dε). At a

given temperature, dρ/dε was higher for prismatic orientation than basal. This points towards
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Figure 6.8: Dislocation structure evolution as computed by the DD simulations of deformation at
room temperature in (a) basal and (b) prismatic oriented crystals. The dislocation structures cor-
respond to similar simulation times. Dislocation segments are color coded according to Fig. 6.1.
It is clear that basal oriented crystal showed relatively minor dislocation evolution while the pris-
matic oriented crystal witnessed considerable dislocation evolution and thus strain accumulation.
(c) Evolution of total dislocation density and (d) plastic strain with time for ‘basal’ and ‘prismatic’
orientations.
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Figure 6.9: Dislocation structure evolution as computed by the DD simulations, in (a) basal, and
(b) prismatic, oriented crystals at 700K (corresponding to 400◦C). The dislocation structures snap
shots correspond to similar simulation times. Similar color coding as that of the Fig.6.1 is used for
the dislocation segments (c) Evolution of total dislocation density and (d) plastic strain with time
for ‘basal’ and ‘prismatic’ orientations. Refer text for the explanation of the circled region.

85



6.4. Possible Explanation Through DD

lower tendency of junction formation in case of ‘basal orientation’. Immobilization of some dis-

location segments in junctions, forces the remaining segments to bow out. A greater increase

in dislocation density thus results from increased tendency of junction formation. In ‘prismatic

orientation’ both prismatic and pyramidal slip systems had significantly high resolved shear

stresses and several mobile segments on both planes. This increased the probability for dis-

locations on the two planes to intersect and form junctions. In contrast, in ‘basal orientation’

under room temperature PSC had limited activation of the pyramidal slip system. Thus there

was almost no junction formation in ‘basal orientation’ under room temperature PSC, and cor-

respondingly very low dρ/dε (Fig. 6.10).

Figure 6.10: Computed evolution of dislocation density as a function of plastic strain for basal and
prismatic orientations at different simulation temperatures.

DD simulations showed higher: (i) strain accumulation and (ii) dρ/dε in ‘basal orienta-

tion’ at 700 K compared to Room Temperature (RT). While (i) can be attributed to increased

pyramidal slip activity (arising out of reduced CRSS) at 700 K, (ii) hints at the possible ac-
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tivation of other slip systems. DD simulations (700K PSC) on basal orientation brought out

a novel observation of the activation of dislocations on “dormant” slip systems: slip systems

having resolved shear stress lower than the respective CRSS. The activation of a dormant slip

system (in this case prismatic) due to the higher activity of a primary slip system (in this case

pyramidal) is shown in Fig. 6.11. The figure shows the resolved forces along the local burg-

ers vector on each node of the prismatic dislocations. The initial state demonstrated negligibly

small nodal resolved forces on all the prismatic dislocations for this ‘basal orientation’. Sub-

sequent snapshots (Fig. 6.11, frames 2 to 5) depict the time evolution of dislocations under

constant external applied stress. Since pyramidal dislocations had high resolved stresses and

low CRSS at 700 K, their density increased considerably. Such density increases brought ac-

tive pyramidal dislocations in close proximity of the inactive prismatic dislocations. This led to

significant interaction forces on the dormant prismatic dislocations. Prismatic system being an

inherently easy slip system (having low CRSS), resolved forces due to dislocation-dislocation

interaction activated some of the dormant prismatic dislocations. This mechanism seems quite

important for hcp crystals (Zr in particular) with limited number of easy slip systems. In a

non-favorably oriented grain, such as basal, activation of dormant slip systems could provide a

hitherto unexplored mode of plastic deformation. This is clearly reflected in Fig.s 6.9c and d.

Respective increases in dislocation density and strain, beyond the point highlighted by a circle,

are due to the activation of prismatic slip system due to interactions with the pyramidal dislo-

cations. This can reduce the orientation sensitivity of deformation (Fig. 6.3,6.4,6.5, and 6.6) at

700 K. The proposed mechanism is in stark contrast to classical work hardening. In work hard-

ening, dislocation interactions are expected to contribute towards strain hardening. Whereas the

mechanism illustrated by DD simulations involved activation of dormant slip systems due to

the stress field of a neighboring active dislocation.

Fig. 6.10 shows a comparison of results for ‘basal orientation’ at 700 K with those at 300

K. An obvious question is on the lack of similar activation of dormant dislocations at the lower

working temperature. The CRSS of pyramidal dislocations is very high at 300 K. This resulted

in significantly lower densities of pyramidal dislocations. Close interactions of the kind shown

in Fig. 6.11 were rather improbable. For the indirectly activated slip systems to contribute

towards appreciable plastic strain, sufficient density of primary slip system dislocations is nec-

essary. The CRSS of the secondary slip systems also needs to be comparable to the interaction

stresses of the dislocations. Present simulations show that these two conditions were satisfied
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Figure 6.11: (a) Depiction of nodal forces along burgers vectors of prismatic dislocations in case of
simulation of basal orientation at 700 K at various time steps. The red color arrows indicate the
direction and magnitude of the resolved nodal force along local burgers vector. For the purpose of
clarity, forces on prismatic dislocations only are shown. It can be observed that, the resolved nodal
forces in the initial state are negligibly small rendering red arrows on them invisible (a reflection
of orientation effect). However, as the pyramidal dislocations evolve, significant forces (due to
interaction) are observed on certain prismatic dislocation. Once a critical force is generated frame
(3), a prismatic source is observed to have got activated and starts to evolve. (b) Evolution of the
overall dislocation structure at above time steps. For the sake of clarity, a zoomed in version of (a)
from a different viewing angle, are shown (of the boxed region) of the region in which an inactive
prismatic dislocation has been activated by the interacting pyramidal dislocations.
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in case of ‘basal orientation’ at 700 K PSC, the end of plateau of Fig. 6.9c. This plateau cor-

responded to the build-up of “critical dislocation density” while the subsequent rapid increase

occurred through interaction stresses exceeding CRSS value for prismatic dislocations. Since

basal dislocations had very high CRSS values at both temperatures, they were not activated even

at very high dislocation densities.

6.5. Conclusions

1. Experimental observations revealed orientation and temperature sensitive plastic defor-

mation in hexagonal Zirconium. The starting microstructure had nearly equiaxed grains

of > 3µm size. Deformed microstructures contained below 3µm fragmented grains, and

also larger grains generically termed as non-fragmented. The latter was predominantly

‘basal oriented’ for all working temperatures. Temperature dependent plastic deforma-

tion, in terms of grain size/shape refinement and in-grain misorientation developments,

showed a remarkable difference between room temperature and warm (200 ◦ and 400◦C)

rolling. Warm rolled microstructures contained significantly higher signatures of the plas-

tic strain.

2. DD simulations of room temperature PSC successfully captured the deformation response

of basal and prismatic orientations. Both dislocation density and plastic strain were signif-

icantly lower for basal orientations relative to prismatic orientation. However simulations

for the elevated (700 K) temperature deformations showed higher strain accumulation

in basal orientation (in comparison to corresponding room temperature deformation of

basal) through increased pyramidal slip activity.

3. DD simulations also brought out a novel effect of dislocation-dislocation interactions.

Dormant slip systems, slip systems where the applied stress was below CRSS, were ac-

tivated due to interactions with active primary dislocations. This mechanism was shown

to activate dormant dislocations in basal orientations, thus contributing to reduction in

deformation heterogeneity during warm rolling.
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CHAPTER 7

Deformation Twining in Zr : Role of Orientation
and Composition

7.1. Introduction

Slip and twining are two principal modes of plastic deformation in metallic materials [3, 162].

It is well known that slip by dislocations contributes to the majority of observed deformation.

Twinning on the other hand, results in significant changes in the crystal orientation and conse-

quent crystallographic texture evolution [163–167]. Decades of research on plastic deformation

had accumulated a rich body of knowledge on the deformation due to slip. This had helped

development of accurate predictive models of textural evolution where slip is the dominant

deformation mechanism as in the case of cubic materials [47, 63, 64, 168–170]. Hexagonal

materials, on the other hand, due to limited number of easy slip systems, undergo considerable

twinning [3, 39, 40, 121, 164, 171]. Twinning in these materials plays a crucial role in textural

evolution and low temperature ductility. Our ability to develop predictive deformation models

for hcp materials, thus critically depends on the ability for the prediction of twin nucleation and

evolution during the deformation [167]. By far, the mechanism and criteria under which twins

form and grow has been a subject on which the available knowledge is far from satisfactory.

Several of the previous works on deformation modelling thus could not include the contribution

from twinning [168, 172].

Zr being a hcp material is highly prone to deformation by twinning due to limited number

of easy slip systems available [3, 39, 40, 121, 164, 171]. Further, alloy composition is expected

to play a vital role on the relative activation of the available deformation modes. In this context,

it becomes pertinent to develop understanding of the role of alloying elements on the deforma-

tion behavior of Zr in general and on twinning in particular. One of the key alloying elements

in many commercial Zr-alloys, such as Zircaloy-2, Zircaloy-4, E635 and ZIRLO, is Tin (Sn).

Thus Sn has been considered for the present study as a candidate element to bring out the role
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of alloying element on the twining behavior in Zr. Further, a highly textured microstucture was

generated and samples were made along different directions to produce samples with widely

different starting orientations. Such samples thus can bring out the effects of Sn as well as start-

ing texture (orientation) on the twinning behavior. The study aimed to bring in some insights

to answer long standing question of weather twin nucleation is actually governed by the stress

state or strain state of the parent grain.

Due to the experimental difficulties of intercepting the nucleation event of twining, a ma-

jority of the studies have focused on indirect methods for finding out the nucleation criteria for

twins. These include theoretical predictions using models based on various assumptions for

twin nucleation. Comparison of model predictions with experimental results served as the va-

lidity of the model’s assumptions on twin nucleation criteria. Even then inferences were never

conclusive and a lot of ambiguity still remains. A majority of these models considered twin nu-

cleation to be primarily stress driven [165, 166, 173–176]. As a complimentary to such indirect

methods of understanding the twin nucleation, it is desirable to have an experimental under-

standing of the phenomenon as well. Presently there is no concrete experimental evidence of

the governing criteria for the twin nucleation and the past studies relied chiefly on the assump-

tions/speculations regarding the same. Some studies indicate that twin nucleation is governed

by the density and type of dislocation structure. For instance, there is considerable evidence

to show that the twining dislocations are a result of non planar dissociation reactions from −→a ,
−−−→
c+ a and−→c type dislocations [177–181]. Since dislocation structure and distribution is mainly

influenced by the plastic strain in the grains, twinning must necessarily depend on the strain un-

dergone by the potential parent grains as well. This raises the fundamental question of whether

twining is stress controlled or strain controlled and/or what the relative role of stress and strain

is in twining.

Present study aimed to answer this question through an extensive in-situ neutron diffrac-

tion/deformation investigation on Zr-Sn binary alloys. Using a systematic variation of the sam-

ple composition and deformation direction, we can activate different slip modes and monitor

the sample behaviour in terms of twin formation and evolution using in-situ deformation and

diffraction. Due to the in-situ nature of the experiments, we have simultaneous access to ap-

plied stress, strain along with intragranular strain states of the grain families. In addition, change

in intensity of specific reflections, provides a mechanism to detect nucleation and subsequent

evolution of the twinning. A comprehensive analysis of such data is presented in this chapter
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to gain insights into the controlling factors for the twining in the Zr. Although Zr has been

considered for the study, the results are general enough to apply for any of the hcp material in

general.

7.2. Experimental

Four model Zr-Sn binary alloys with nominal compositions of 0.15%, 0.23%, 0.33%, and 1.20%

Sn (amounts are in weight percentage), were used in the present study (see Table 7.1, for de-

tailed composition). Deliberately more compositions have been chosen towards lower Sn con-

tent, instead of using equal steps of Sn variation. The reasons for the same shall be explained

in the later sections. All alloys were prepared using single batch of Zr sponge to minimize

variation in trace elements. In the light of the expected role of the interstitial elements on the

twinning behaviour, total interstitial content variation was kept to a narrow range in these four

alloys (see table 7.1 for the actual composition). The ingots were prepared by quadruple elec-

tron beam melting. The cast structure of the ingots was broken by hot extrusion at 800◦C.

Blocks of 35mm × 22mm × 15mm were cut from the extruded material and β heat treated at

1050◦C for 20 minutes followed by water quenching. The purpose of the heat treatment was

to reduce any potential micro segregation of Sn and generate a similar starting microstructure

with no preferred crystallographic texture. After β quenching, the blocks were stress relieved at

500◦C for 24 hours followed by 1◦C/min cooling. Prior to hot rolling, the blocks were homog-

enized at 550◦C for 40min and subsequently rolled at 550◦C to a reduction of 65% followed by

annealing treatment at 550◦C for 24 hours. The purpose of this thermomechanical process was

to generate a fully recrystallized microstructure and a typical crystallographic texture with the

majority of basal poles aligned along ND with some spread along TD. The purpose of creat-

ing this microstructure was to enable compression tests with the majority of the 〈c〉 axis either

aligned perpendicular (compression along RD) or nearly parallel (compression along ND) to

the loading direction during the in-situ neutron diffraction studies.

Compression samples along three principal directions (RD, TD, and ND) have been ex-

tracted from the aforementioned TMP processed samples. These were cylindrical samples of

12mm in length and 8mm in diameter in case of deformation tests along RD and TD. Due to

thickness limitation of the rolled samples, sample dimensions for the tests along the ND were

restricted to 8mm in length and 6mm in diameter.
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Table 7.1: Composition of the Zr-Sn binary alloys used in the present study.

Alloy Designation Elements

Sn
(wt%)

O
(ppm)

C
(ppm)

N
(ppm)

Zr

Alloy 1 0.15 % Sn 0.15 530 80 48 Balance
Alloy 2 0.23 % Sn 0.23 880 80 45 Balance
Alloy 3 0.33 % Sn 0.33 830 30 49 Balance
Alloy 4 1.20 % Sn 1.20 930 120 34 Balance

7.2.1. In-situ Loading and Neutron Diffraction Experiments

The time of flight neutron diffraction beam line ENGIN-X, at ISIS, Rutherford Appleton lab-

oratory, UK, was used for the in-situ compression loading and diffraction experiments of the

present study. The schematic of the experimental set up (Fig. 7.1), shows that the location

of the detectors allows the capturing of diffraction data along two principle directions of the

sample, e.g., along the rolling direction (longitudinal detector) and normal direction (transverse

detector). The diffraction peaks carry information regarding the lattice strain evolutions, and

deformation mechanisms through the changes in their peak positions (for intragranular elastic

lattice strains), intensity (for twinning) and FWHM. For instance, onset of twinning can be

detected by the sudden change in the lattice strain evolutions of the grain family undergoing

twinning (as shall be demonstrated in the following section). Similarly, significant changes

in the FWHM of the diffraction spectra indicate high slip assisted plastic deformation activity

from the grain families corresponding to the respective diffraction peaks.

In-situ compression loading experiments were carried out using a 100 kN Instron com-

pression rig. The samples were compressed along the chosen direction and the data points in

the elastic regime (up to 50MPa below the macroscopic yield point) were captured in constant

stress state. This is followed by a continuous strain controlled loading up to 0.18 true strain.

In order to make effective use of beam time, the data points in the plastic regime were cap-

tured at two different strain rates: a slower rate of 7 × 10−6/s until 0.025 strain followed by

2.8× 10−5/s until 0.18 strain. The frequency of measurement points was increased around the

yield point by the deliberate selection of low strain rate, as the onset of plasticity is a key area of

interest in understanding deformation mechanisms. In order to obtain a reasonably good signal

to noise ratio of the diffraction peaks, acquisition time for the diffraction spectra at each of the

measurement points was kept to around 5 min. Due to the very slow strain rate, the sample
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temperature was constant throughout the loading experiment. Further, the energy range of the

neutron spectrum at ISIS is rather low to cause any radiation damage to the sample during the

in-situ experiments. Thus the effects seen in the present study do not have any contribution

from the radiation damage related phenomena.

Figure 7.1: Schematic illustrating (a) in-situ neutron diffraction experimental set up. (b) and (c)
show the orientation of the crystallographic planes sensed by the two neutron detectors that are
mounted on either side of the incident beam. Essentially, crystallographic planes of the sample,
because of diffraction, act like mirrors to the incident neutron beam and deflect the incident beam
on to the detectors. Depending on the location of the detectors, the response of either plane can be
captured in the longitudinal (b) and transverse (c) direction in respect to the loading direction. RD
and ND in (a) indicate the orientation of the sample’s “Rolling” and “Normal” directions, as used
in the present study in case of deformation along the RD.

7.3. Results

Fig. 7.2 depicts the typical microstructure and texture of the recrystallized material (here Zr-

1.2%Sn) prior to in-situ loading and diffraction experiments. No significant microstructural dif-

ferences were observed in the four alloys considered for the present work. As it can be observed

from the grain orientation map (inverse pole figure colour code), the starting microstructure is

completely recrystallized with an average grain size of 4.5µm (based on EBSD measurements).

Grain size analysis of the other three alloys gave 5.5µm for Zr-0.15%Sn, 4.5µm for Zr-0.23%Sn

and 5µm for Zr-0.33%Sn. TEM micrographs (Fig. 7.2.b) also show grains with low disloca-

tion density and well defined high angle grain boundaries, typical of recrystallized material. As

illustrated in Fig. 7.2c, the starting texture is predominantly basal poles aligned towards ND

of the sample, with a ±30◦ spread along TD. Further, there is also a slight tendency of the
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< 112̄0 > poles being preferentially aligned towards RD.

Figure 7.2: Typical starting microstructure, (a) EBSD and (b) TEM, and (c) texture of the samples
subjected to in-situ loading in neutron diffraction studies. In the present case the results were
recorded on the Zr-1.2% Sn alloy. It may be noted that the starting microstructure of the other
alloys was rather similar to this and hence avoided for the sake of brevity.

7.3.1. Flow Behaviour as a Function of Composition and Deformation Di-
rection at Room Temperature

Fig. 7.3 depicts flow behaviour of the Zr-Sn alloy samples as a function of Sn content and

deformation direction. These curves are from the data collected during in-situ deformation and

diffraction experiments. Following key observations can be made from the figure.

1. There was a systematic increase in the flow stress with increase in Sn in case of deforma-

tion along all directions (RD, TD and ND). This confirmed the expected solid solution
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strengthening effect of Sn. However, the increase in flow stress appeared to be non linear

with Sn content. The flow data, table 7.2, suggested that strengthening effect of Sn got

saturated for higher Sn alloys. This can be ascertained from the fact that relative increase

in the yield stress (σy) of alloys for a given change in Sn (∆(%Sn)) was more at lower Sn

values. This was the reason for choosing a more number of alloy compositions at lower

Sn levels in this study, as the effect of Sn is more prominent in lower range of Sn content.

2. The flow stress for a given Sn content, increased in the order of deformation along RD,

TD and ND, signifying strong effect of texture on the deformation, see Fig 7.3 and Table

7.2.

3. The flow curves in case of deformation along RD, exhibited a comparatively low strain

hardening (referred hereafter as ‘flat response’) regime during the initial stage of plastic

deformation. Further, such a flat response became more pronounced with increasing Sn

content of the alloy, see Fig. 7.3a. A zoomed in version of this regime is included in the

figure to bring out this effect more clearly. This observation indicated that, although the

onset of plasticity was delayed by the increased Sn (i.e., increase in yield point with Sn),

once plasticity sets in, there was increased extent of strain burst with increased Sn, in RD

deformation.

4. There was a conspicuous absence of such a flat response regime in case of compression

tests along ND and to some extent along TD.

5. Flow curves in case of RD show a systematic trend of increased strain hardening as a

function of both Sn and plastic strain (at larger strains). TD and ND deformation, how-

ever, did not show such trend.

Table 7.2: Macroscopic yield points for Zr-Sn alloys as determined in the present study.

Alloy Yeild stress (MPa)

RD TD ND

0.15 % Sn 260 270 400
0.23 % Sn 281 300 420
0.33 % Sn 303 350 450
1.20 % Sn 352 360 500
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In summary, role of Sn on the flow behaviour was seen to be highly dependent on defor-

mation direction.

7.3.2. Evolution of Intragranular Elastic Strains as a Function of Com-
position and Deformation Direction

Fig. 7.4 presents the evolution of the intragranular elastic strains for three principal families of

grains, viz to 0002, 101̄0 and 101̄1. The data represents relative change in the elastic strains

from the unloaded (or initial) state of the sample and corresponds to compressive strain along

the loading direction. As expected, all the curves show initial linear response corresponding to

elastic deformation at low stress levels. The onset of plasticity was marked by deviation from

such linearity and can be seen to be clearly a function of alloy Sn content. An observation of

particular interest for the present study was the behaviour of 0002 reflection, for RD, TD and

ND deformations. As can be seen, RD and TD deformations showed, a regime of increased

elastic strain at constant applied stress, followed by an abrupt relaxation of significant amount

of strain. This is a clear signature of twining. Thus intragranular strain evolutions of 0002

reflection confirmed significant twin activity for loading along RD and TD. Similarly based on

the behaviour of 0002 reflection for ND loading tests, one can infer that there was no detectable

twinning. The unloading of elastic strains exhibited by the grain families 101̄0 and 101̄1 indicate

the micro plasticity and consequent relaxation in elastic strains in theses grain families. Here

also one can notice increased unloading effect with increased Sn content. Fig. 7.5 shows a more

detailed picture of intragranular strain evolutions in case of RD deformed samples for all of the

compositions used in the present study. Following inferences can be drawn from this figure.

1. The 101̄0 grain family showed the highest degree of unloading (i.e. reduction in elas-

tic strain despite a further increase of applied stress) around the onset of plastic yield

and twinning, which is a signature of extensive plasticity in this grain family. It is also

noticeable that the initial degree of unloading increases with increasing Sn content.

2. The 101̄1 grain family did not display a sharp unload at the early stage of plastic yield

but with increasing level of plasticity, this grain family takes up less and less additional

elastic strain despite a further increase of applied stress. With increasing Sn content the

101̄1 and 101̄0 elastic strain responses become less distinguishable.

3. The 0002 grain family exhibits significant build up of the lattice strain before a sudden

97



7.3. Results

Figure 7.3: (a) Flow curves of the Zr-Sn alloys subjected to compression experiments along three
different directions, i.e., RD, TD, and ND. (b) Zoomed in version of the circled parts of (a), i.e., low
plastic strain regime.
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Figure 7.4: Evolution of compressive intragranular strains of grain families corresponding to 0002,
101̄0 and 101̄1 reflections for Zr-0.15%Sn and Zr-1.2%Sn during deformation along RD, TD and
ND. For the purpose of clarity only two alloys (representing extremes of composition) are shown
in the figure. The behaviour of the excluded alloys lied in between these two alloys. The data is
computed from the peak shift of the respective reflections as recorded by the longitudinal detector.
Thus the strains correspond to those along the loading direction of the sample.
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unload followed by a continued increase in build up of lattice strain. As discussed in the

next section, this unloading can be related to twinning type characterized by the orienta-

tion relationship 101̄2 < 101̄1 > commonly known as ”tensile twinning”. This twinning

mode rotates the 〈c〉 axis by about 85◦ from a tensile (here transverse loading direction,

tensile stress is the result of Poisson effect) towards a compression direction (here loading

direction). Therefore, after the onset of twinning, the 0002 grain family detected along

RD is made up of both pre existing 0002 grains and the reoriented 0002 twinned vol-

umes. The observed unloading is a result of relatively lower elastic strain of the twinned

volumes (as twinning is essentially a stress relaxation mechanism).

4. The stress at which the onset of twinning was observed, now after referred to as critical

stress for twin nucleation, (indicated with a horizontal line in the Fig. 7.5 was found to

increase with increasing Sn content.

7.3.3. Nucleation and Evolution of Twinning

In hcp materials like Zr, most common twin mode is the 85◦ tensile twin under the uni-axial

compressive deformation. Under the measurement conditions used in the present study, see sec-

tion 7.2, formation and evolution of such twins shall result in appreciable change in measured

intensity of 0002 reflection from one detector to another. This is because of the 85◦ rotation

involved in the formation of this kind of twins. Thus we employ change in the integrated inten-

sity of 0002 reflection as a function of applied stress and strain (during in-situ experiments) to

determine the critical stress and strains needed for the onset of twinning and monitor evolution

of the twinning during the deformation. Fig. 7.6 collates data of change in integrated intensity

of 0002 reflection as seen by longitudinal detector (i.e., along deformation direction) for all RD,

TD and ND deformations. Following inferences can be drawn from the figure.

1. Extent of twinning (as measured by change in integrated intensity) was highest for defor-

mation along RD, followed by deformation along TD. ND deformation, however, did not

show any detectable change in intensity indicating no twinning occurred in this case.

2. In case of deformation along RD, there was a clear and strong effect of Sn. Higher Sn

corresponded to higher extent of twinning. In contrast, the extent of twinning for TD

deformation was practically independent of Sn content. While the lowest Sn alloy had
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Figure 7.5: Evolution of elastic lattice strains, along the loading direction for RD deformation
samples, for the three families of orientations (0002, 101̄0 and 101̄1) during in-situ compressive
loading and neutron diffraction experiment for all the four Zr-Sn alloys used in the present study.
The horizontal dotted lines in the plots represent the macroscopic applied stress at which onset of
twinning was observed. Circled regions highlight the fact that with increasing Sn content, the dif-
ferences between the 101̄0 and 101̄1 responses (i.e., separation of the respective curves) decreases.
Increased extent of unloading of the 101̄0 family of grains with increasing Sn content can also be
observed (marked with the arrows).
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experienced a change of 1500% in 0002 intensity (nominal values) for a macroscopic true

strain of 0.15, sample with 1.2%Sn had seen 3200% change in the 0002 intensity for the

same strain for deformation along RD. In case of deformation along TD, however, these

two samples had seen a similar change of only 300% in the intensity of 0002 reflection,

signifying near independence of extent of twinning on the Sn content for deformation

along TD. It may be emphasized that although extent of twinning in TD is lower than

RD, it was nevertheless quite significant in TD unlike ND.

3. The critical strain needed for the onset of twinning in both RD and TD deformations was

fairly independent of the Sn content. On the other hand, critical stress required for the

same was seen to scale with the alloy’s Sn content in both RD and TD deformation.

The in-situ loading/diffraction experiments have also thrown light on the actual intragran-

ular strains (and conversely stress state) of the parent grains which underwent twinning, Fig

7.7. This was achieved by monitoring the peak shifts of the 0002 reflection using transverse

detector. For the sake of clarity, only the results of two extreme compositions for RD and TD

deformations were included in the plots. The onset of twinning had been marked on the plots

using arrows. As can be seen, the relative difference in the intragranular strains of the twining

grains of alloys with different Sn contents is similar for both RD and TD deformations. This

suggests that the relative difference in stress state of the grains undergoing twinning in case of

high Sn content alloy was fairly similar in both RD and TD with respect to their corresponding

low Sn alloys. However, Fig 7.6, shows that alloy with high Sn had far higher twinning vol-

ume fraction when deformed along RD than in case when it was compressed along TD. This

observation thus implies that although stress state was similar, RD and TD deformation gave

rise to wide differences in extent of twining in high Sn alloy. This suggests that stress alone is

insufficient to determine the twining behaviour.

Although change in integrated intensity of 0002 reflection did point towards the onset and

evolution of twins during evolution, such an observation was still an indirect observation. A di-

rect and conclusive evidence for the twin formation and type of twins would be microstructural

characterization by EBSD and TEM. In order to corroborate the in-situ loading and diffrac-

tion experiments, a detailed microstructural characterization using EBSD was undertaken on

the deformed samples.
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Figure 7.6: Change in integrated intensity of 0002 reflection for all four alloys as a function of
applied (a) strain and (b) stress. Io values included in the plots represent the mean initial intensify
of the unloaded (initial state) samples.
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Figure 7.7: Intragranular lattice strain evolution of 0002 family of grains recorded from transverse
detector. The inflections in the curves represent the onset of twining and thus the strain state and
corresponding stress state at the time of twin nucleation of the parent grains of twins.

7.3.4. Microstructural Characterization of the Deformed Structures

Fig. 7.8 shows the microstructure of the four compositions used in the present study after 10%

compressive plastic strain along RD. These deformed microstructures showed that twins were

indeed of 85◦ tensile type, as expected. Further, these microstructures were in full agreement

with the in-situ loading and diffraction results presented in Fig 7.6, in terms of twin volume

fraction. These maps confirmed that volume fraction of twining increased with Sn content, for

the RD deformation. Another important observation from these micrographs was the fact that

increase in volume fraction of twins in case of higher Sn alloys was due to larger number of

twins than due to bigger twins. TEM examination was also carried out for the characterization

of the twins, but on samples deformed to a plastic strain of 2-3%, with an objective of under-

standing the nucleation stage of twins. This strain, as can be seen in the Fig. 7.6, is just sufficient

to nucleate the twins in different alloys. As shown in the Fig 7.9, twins of approximately 200nm

width were formed at this level of deformation. More interestingly, it was observed that, the

grains in which twins could be observed have shown comparatively high dislocation density,

indicating significant plasticity by slip.

7.4. Discussion

Three key points emerged from the present study. They are

1. While the extent of twinning strongly depended on Sn content of the alloy in case of

compression along RD, the same was virtually independent of Sn content in case of TD
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Figure 7.8: IPF color coded EBSD maps showing the twinning behaviour as a function of Sn
content for RD deformed samples. These microstructures were recorded from samples subjected to
a compressive strain of 10%. The gray scale maps show the twin boundaries (with misorientation
corresponding to 85◦ tensile twins) demarcated with white lines for better visualization of twins.
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Figure 7.9: TEM analysis with (a) bright field micrograph showing the formation of a twin in
the early stage of deformation. The image is from a sample subjected to only 3% compressive
deformation, and (b) composite diffraction pattern from the twin and matrix region recorded along
[2̄42̄3] zone axis of the matrix grain. Misorientation between the matrix and twin is 140◦@[2̄42̄3]
which is symmetrically equivalent to 85◦@[21̄1̄0] tensile twins.

deformation.

2. The critical macroscopic strain for the onset of twining was found to be fairly independent

of Sn content and deformation direction in both RD and TD. On the other hand, stress

required for the onset of twining was observed to be strongly influenced by Sn in both

directions of deformation.

3. Increase in Sn content had resulted in increased flat regime of the flow curve in case of

RD compression samples. Such effect was distinctly absent in case of compression along

ND and TD.

While (1) and (2) are directly concerned with the twining behaviour in the present system,

(3) does not, prima facie, seem to be directly related with (1) and (2). However, it will be shown

that there exists a strong correlation of (1) and (2) with (3). Before showing this correlation it is

worthwhile to discuss a bit more on (1). The observed lack of dependence of extent of twinning

on Sn for deformation along TD (in stark contrast to deformation along RD, where Sn was seen

to influence the extent of twinning to a remarkable degree) might of course arise even if the

overall extent of twining is far too low to be detected by the diffraction. In such a situation
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subtle changes brought by the Sn might be masked by the poor statistics arising out of low twin

volume fractions. However, the effect observed here is real and indeed there is no role of Sn

in TD deformation as far as extent of twining is considered. Following are the reasons for this

assertion.

• Both initial intensity and change in the same for 0002 reflection for the TD deformation

were significant, rendering confidence in statistics of the diffraction data, see Fig 7.6.

• The volume of the sample probed by in-situ neutron diffraction was close to 96mm3,

containing close to 2 million crystals (assuming a mean size of 10µm of grains). Thus

issues of under sampling are not expected to arise.

• Microstructural observations also supported the diffraction results and showed relative

lack of Sn effect on the twin volume fraction for TD deformation.

• Even the macroscopic flow behaviour had signatures of lack of Sn effect on the twining.

As can be seen in Fig. 7.3, RD deformation had shown increased strain hardening (slope

of the curves) with Sn at larger strains. This can be attributed to hardening arising out of

twinning at larger strains. On the other hand, flow curves determined using compression

along TD, did not show any change in the strain hardening at larger strains as a function of

Sn content. This signifies that the extent of twinning was rather similar in all Sn bearing

alloys for this deformation direction.

Thus we infer that role of Sn in terms of extent of twinning was indeed less significant in TD

deformation when compared to RD compression. The anomalous ‘flat response’ in the stress-

strain behaviour of the alloys (observation (3)) was earlier attributed to the possible presence

of the residual stresses in the undeformed samples. Wide differences in the thermal expansion

coefficients along the 〈a〉 and 〈c〉 axis of the unit cell of the hcp crystal was the rationale behind

such an argument. Present study clearly brought out that ‘flat response’ increased with Sn

content and thus the argument of residual stresses in the alloy can’t be used in the present

case. On the contrary, present results exemplify a specific slip mode getting more affected due

to Sn than the others. The initial texture of the samples subjected to compression along RD

was such that a majority of the grains had favorable orientation for the prismatic slip, i.e.,〈a〉

type slip on prismatic planes. Previous works have shown that the 〈a〉 type dislocations in

hcp Zr undergo dissociation into partials creating a stacking fault. Addition of Sn to Zr is
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known to dramatically decrease the stacking fault energy of the system. Fig. 7.10, depicts the

experimental information obtained from Ref [182] on the change in SFE as a function of the

Sn content in Zr. It is amply clear that addition of Sn results in significant drop in SFE of Zr.

Further it is also apparent that drop is more prominent at lower Sn additions and saturates for

higher Sn contents. This explains the observed non linear effect of Sn on the change in flow

stress, see Fig. 7.3. The drop in SFE should, in principle, increase the stacking fault width and

thus inhibit non-planar slip (cross slip). Thus increased Sn content, apart from increasing the

initial barrier for dislocation motion, is likely to increase the planarity of the slip. This has the

effect of decreasing the potential strain hardening, thus explaining the observed flat response

regime in case of RD compression tests. The absence of such a marked flat response in case of

ND compression tests further substantiates above argument. In case of the ND compression, a

majority of the grains have orientation not conducive for the prismatic 〈a〉 slip, but are amenable

for the relatively harder pyramidal 〈c + a〉 slip. This explains the observed higher flow stress

for ND compression tests. Since the 〈c + a〉 dislocations have a non planar core structure,

they are expected to only show higher yield stress with higher Sn content but are not supposed

to get influenced by the change in SFE due to the addition of Sn. Thus we did not see any

flat response in ND compression tests. Thus the experimental evidence of the present study

suggests 〈a〉 type slip getting more affected and becoming increasingly planar with increased

Sn content and leading to high strain accumulation at relatively lower stress values. This can

have an important bearing on the twinning behaviour of the samples as a function of Sn content.

As far as twinning is concerned, present results show that RD compression had highest

extent of twinning followed by TD and virtually absent in case of ND compression. The fact

that 85◦ tensile twin requires tensile stress along 〈c〉 axis can explain this observation, as the

initial texture of the material renders such stress state to exist more in case of RD than in

TD for a majority of grains. However, the remarkable point to be noted here is this. In case

of RD deformed samples, both low Sn and high Sn alloy had similar starting texture but had

wide differences in their extent of twining. Fig. 7.7 shows that higher Sn alloy had higher

operating stress (macroscopic) at the time of twin onset. One might attribute the higher twinning

volume fraction in case of high Sn alloy to this high stress. If this argument were true, TD

deformed samples must also show differences in their twining extent as a function of Sn content.

As Fig. 7.6 amply illustrated, extent of twining was fairly independent of Sn content for TD

deformation. It may be recalled that the ‘difference in the stress’ state of the low and high Sn
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Figure 7.10: Change in stacking fault energy of Zr with Sn. Plotted using the data from [182]

alloys at the onset of twining was indeed same for RD and TD deformation, Fig 7.7. In fact,

the absolute value of the stress was higher in case of TD samples. Thus stress state alone can’t

explain the observed strong effect of Sn on twinning in RD and absolute lack of it in TD case.

To probe if the alloys with different Sn contents in RD and TD, had any other differ-

ences that might help us explain the observed behaviour, we resort to analysis of peak broad-

ening. Peak broadening during the plastic deformation is an indication of the dislocations den-

sity/activity in the grains contributing to the peak and thus serve as finger prints of the plastic

flow activity [183, 184]. Since the macroscopic stress-strain behaviour, by way of changing flat

response, has given indications of wide differences in 〈a〉 slip between the alloys with different

Sn contents, 112̄0 reflection was chosen for the analysis, as this reflection gets most influenced

by the 〈a〉 type dislocations. The results are illustrated in Fig. 7.11. It is clear that in case

of RD deformation, there was clear distinction between lowest and highest Sn alloy. No such

distinction could be made in case of TD deformation. This result corroborates well with the

observed flat regime in RD and lack of it in TD. The FWHM evolution of 112̄0 confirms the

higher activity and build up of the 〈a〉 type dislocation before onset of twinning in case of sam-

ple with higher Sn for RD deformation. Thus, though the macroscopic strain observed before

the onset of the twinning was seen to be same for all samples with different Sn contents, mi-

croscopically, the orientations which had undergone twining, must have had very high strains

and consequently dislocations, built up before the onset of twining, particularly the higher Sn

109



7.4. Discussion

content samples in case of RD. Further, the fact that only a set of favorable orientations can

take part in initial deformation signifies that the actual strain by the twining orientations is

much more than the what was observed macroscopically. In addition, relatively higher dislo-

cation density observed in the parent grains of the twins at the nucleation stage also supports

this conjecture (see Fig. 7.9.a). Thus a possible sequence of events could be : (a) activation of

prismatic 〈a〉 slip in the favorably oriented grains and the build up of sufficient density of 〈a〉

dislocations and their consequent interaction with the twining dislocations (b) once the thresh-

old stress was available, nucleation and growth of the twins. Thus for the higher Sn samples

that were deformed along the RD, the increased planarity of the slip caused by the increased

Sn content must have resulted in higher build up of dislocation density (through activation of

existing frank read sources [17, 155]) before the critical stress for twin nucleation had reached.

This must cause higher number of twins to nucleate and consequently get reflected as increased

extent of twining with Sn content. TD deformation on the other hand, must have significant

contribution from the pyramidal slip as well and thus the change in the contribution from the

prismatic 〈a〉 slip with Sn, becomes insignificant. This got reflected in undetectable differences

in the samples with different Sn contents of their FWHM before the twinning.

Figure 7.11: Change in the FWHM for 112̄0 reflection as recorded by the longitudinal detector
during the in-situ neutron diffraction experiments. The vertical lines in the figure represent the
strains at which onset of twining was detected. It is clear that in case of RD deformation high Sn
alloy had much higher stored energy (correlated by high FWHM) compared to the low Sn alloy.
TD deformation on the other hand does not show such distinction between low Sn and high Sn
alloy.

Thus we may draw a conclusion that the available dislocation density (or pre existing

strain) at the time of the available critical stress determines the density of the twin nuclei and

consequent twin evolution. In case of RD deformation, higher Sn alloy had higher plastic strain
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in the potential twinning grains, making more nucleation sites available. These contributed to

observed higher extent of twining (through larger number of twins rather than smaller number of

bigger twins) in case of high Sn alloy for RD deformation. On the other hand, TD deformation

did not show appreciable differences in the high and low Sn containing alloys in terms of their

dislocation densities of the potential twining grains, making both of them behave similarly in

terms of twinning extent, even though high Sn alloy was stronger and had higher stress available

for twin formation. Thus results indicate that the extent of twinning is nucleation controlled

than growth controlled. In summary present study clearly brings out that although stress state

is important for the formation of twins, twining behaviour is (in terms of extent) is governed by

the pre strain (dislocation density, particularly 〈a〉 type) in the potential twining grains. Thus the

deformation models incorporating twining should consider the local plastic strain in addition to

the stress state for inducing twining.

7.5. Conclusions

Present investigation using in-situ neutron diffraction cum deformation on Zr-Sn binary alloys

had tried to bring out the role of Sn on deformation mechanisms in general and and on twinning

in particular. Following are the major conclusions that could be drawn

1. The role of Sn on the deformation mechanisms (twinning in particular) was seen to be

deformation direction (or orientation) dependent. It was observed that deformation along

RD was characterized by huge influence of Sn on the extent of twinning while the de-

formation along TD was found to be least sensitive to amount of Sn of the alloy for the

extent of twinning.

2. In general (for both RD and TD deformations) it was observed that the critical stress

required for the twining increased with the Sn content while the critical macroscopic

strain for the onset of twinning was rather insensitive to the amount of Sn of the alloy.

3. Using the combined evidence of EBSD, TEM and neutron diffraction it was inferred that

there needs to be some critical plastic strain for the initiation of twinning. Thus it is sug-

gested that the modeling efforts aimed at capturing the twining behavior must necessarily

account for the local strain in addition to local stress state of the grains undergoing the

twinning.
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CHAPTER 8

Effect of Crystal Orientation on Homogeneous
Nucleation of Dislocations in Zr

8.1. Introduction

Having seen the effects of crystallographic orientation on the plastic deformation behavior of

the hcp Zr (in other words on the behavior of dislocations) in the previous chapter, it is natural

to look into more fundamental issue of “if such effects exist at much more fundamental level

of homogeneous nucleation of dislocations”. While the motion of the dislocations was well

understood to be chiefly governed by the available resolved shear stress via Schimd’s law [155,

185, 186], the very formation of such dislocations has however, been not so well understood.

Some pioneering studies on this issue have been reported in the recent past in case of fcc systems

which gave rise to some interesting insights into the nucleation phenomenon of the dislocations

[185, 186]. However, these were limited to cubic crystal symmetry [135, 187, 188] and the

situation in case of hcp is expected to be very different from these because of the following

considerations.

1. Because of lower symmetry of the hcp crystal compared to its fcc counterpart, the role of

the orientation (or deformation direction) is expected to be more prominent [3, 9].

2. Unlike in fcc crystals where, unique slip systems (of {111}<110> [1, 155]) are found

experimentally, there exists several alternate slip systems in hcp crystals (e.g. basal, pris-

matic and pyramidal [39, 40, 121, 123]).

Thus in the present part of the thesis it was aimed to investigate the fundamental disloca-

tion nucleation event in case of hcp Zr and its dependence on the loading direction as a function

of deformation temperature and directionality of loading (i.e. tensile vs compressive deforma-

tion). Essentially same simulation approach as that of the [185] had been followed in this work
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as well. However, simulation of hcp crystals differs from that of their fcc counterparts particu-

larly in terms of crystal generation and analysis of the dislocation networks that get generated

during the simulation. These have been explained in the next section followed by the results

and discussion.

8.2. Simulation Setup and Methodology

8.2.1. Generation of hcp Crystal Orientations

In order to capture the homogeneous nucleation of the dislocations, we need to have a defect

free ideal crystal. Further, to study the effect of crystal orientation (alternately, loading direc-

tion) we need to generate the model crystals in different crystallographic orientations. In case

of materials with cubic symmetry (e.g. bcc and fcc) creating model crystals in arbitrary orienta-

tions is a trivial task. However, the same is not the case in case of hcp crystals. This arises from

the fact that we need to generate a crystal of appropriate dimensions along the three orthogo-

nal directions of the simulation box to maintain periodicity (for simulating the infinite crystal)

which requires that the each dimension of the box be an integral multiple of the lattice vector in

that direction. For hcp materials like Zr which have non-rational c/a ratio, this condition can’t

be satisfied. In order to circumvent this problem, we relax the condition of strict orthogonality

of the three basis vectors, and instead chose three such vectors which are perpendicular to each

other within a tolerance of 1◦. Even then not all orientations can be practically handled due to

extremely large lattice vectors and correspondingly large simulation boxes for many of the ori-

entations (especially for those orientations in which c axis of the hcp unit cell makes a non zero

angle with all of the unit vectors of the simulation box. Attention must also be paid to overall

shape of the simulation box. For avoiding the artifacts in the simulation results, simulation box

should be as far as possible equal in dimensions along all three principle directions. Thus only

few set of orientations can satisfy these conditions. In order to chose an appropriate dimen-

sion of the simulation box that is small enough to facilitate faster computation but large enough

to eliminate size effects on the results, a series of trial simulations with different simulation

boxes (accordingly different number of atoms or system sizes) have been performed. These had

shown that a minimum 150 Å is needed to get converged values of stress needed for disloca-

tion nucleation in this system. Accordingly all the orientations have been generated keeping the

box dimension to be smallest ‘integral multiple of the lattice vector’ beyond 150 Å along that
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direction of the box. For each orientation, the uni-axial deformation has been simulated along

three directions. Fig. 8.1 shows these directions in the crystallographic reference frame.

Figure 8.1: Representation of crystallographic directions along which uni-axial tensile and com-
pressive deformations have been simulated to bring out the effect of orientation.

8.2.2. Simulation Details

A parallel molecular dynamics code (LAMMPS) is used to deform the single crystal atomistic

models [73]. EAM potentials [189] presented in [190] were used for the inter atomic potentials.

Thes potentials have been succesfully used in the past for the modeling of dislocation core

structures in the Zr[151, 191]. First, the configuration is equilibrated using MD in the isobaric-

isothermal (Normal Pressure and Temperature (NPT)) ensemble at a pressure of 0 bar and a

temperature of either 10 or 300K for 10 ps [192]. This step has the effect of relaxing any internal

strains/stresses (arising due to use of non-ideal lattice parameters) and also due to relaxation of

orthogonality of the basis vectors used for the generation of the crystal (see section 8.2.1).

Next, the configuration is deformed in uni-axial tension/compression at a constant strain rate of

109 s−1 with a stress-free condition for the other two boundaries. The system stress is calculated

using the virial definition without the kinetic portion [193], i.e.,

σαβ =
1

V

N∗∑
i

N∑
j 6=i

f ijα r
ij
β , (8.1)

where f ijα is the force vector between atoms i and j in the direction α, rijβ is the distance vector

in direction β, N is the number of neighbor atoms for atom i, N∗ is the total number of atoms

in the simulation cell, and V is the simulation cell volume. The volume averaged stress tensor

σαβ is the same as the global stress used in previous works. Similar to the previous works in this

field, the stress required for dislocation nucleation is defined as the maximum uni-axial stress
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reached during the simulation.

Simulations were preformed for both tensile and compressive deformations to bring out

the tension/compression asymmetry. A typical simulation involved, generation of crystal with

given orientation and dimensions ensuring periodicity along all three directions followed by

energy minimization. This step ensures relaxing the atomic positions to the optimum positions

for further equilibration and consequent thermal equilibration. The minimized atomic configu-

ration is then subject to equilibration at the desired temperature followed by actual deformation

simulation along the chosen direction (X, Y orZ). In order to save computation time, a given

orientation is equilibrated for a given time and the same equilibrated configuration was saved

and used for all of the deformations along the three principal directions. During the deformation

step both the atomic configurations and the system’s properties such as volume, energy etc. are

periodically dumped and monitored for the capturing of the dislocation nucleation event. Nu-

cleation was identified initially by monitoring the sudden drop in the applied stress during the

simulation. This stress, i.e. the maximum stress of a given simulation was taken as the critical

stress for nucleation of the dislocations for that particular deformation direction.

8.2.3. Analysis of Atomic Configurations for Identification of Dislocations

In addition to capturing the critical stresses and strains for the nucleation of the dislocations, it

is also important to characterize the basic properties of the dislocations such as their Burger’s

vector, slip plane etc. For this purpose algorithm proposed by Stukowski et al. was employed

[194–196]. Following were the steps followed for the analysis of the atomic configurations

resulting from a typical MD simulation.

1. Identification and isolation of the atomic clusters (defect clusters) not belonging to model

hcp configuration. This was done by using the Common Neighbor Analysis (CNA) anal-

ysis available in the LAMMPS software.

2. Selection of those defect clusters which satisfy certain criteria of having a minimum num-

ber of atoms beyond a threshold value and be sufficiently away from the simulation box

boundaries (to avoid artifacts to due to clusters present at boundaries). This had elimi-

nated tiny clusters of defect atoms which arose due to thermal noise and retained only the

potential dislocation loops for the further analysis.

3. Determination of the slip plane of the dislocation loops
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(a) Identified the bounding box of the all of the defect atoms of a given cluster.

(b) Found out the rotation R needed to be applied on to the defect cluster to make the

volume of its bounding box minimum. The standard optimization algorithms avail-

able in the field of mathematics which can minimize any arbitrary objective function

were employed for this purpose. Here the objective function was the volume of the

bounding box for a given rotation applied to it.

(c) The plane normal
−−→
nlocal of the largest face of the resulting bounding box was ass-

gined to be the slip plane of the dislocation loop concerned.

(d) This was followed by rotating back the plane normal
−−→
nlocal by the inverse of the

rotation R−1 to get the actual plane normal in the global frame of reference
−−−→
nglobal.

(e) Further the cartesian vector so obtained (nglobal) was converted into the equivalent

crystallographic frame nCrystallographic by applying the transformation

−−−−−−−−−−→
nCrystallographic =

−−−→
nglobal ×Rcrystal, (8.2)

in which the Rcrystal is the orientation matrix expressing the orientation of the sim-

ulated crystal.

4. Determining the Burger’s vector
−→
b . 1

(a) Isolated part of the crystal volume containing the defect cluster to be analyzed along

with some finite thickness of the ‘good atoms’ for the analysis.

(b) Constructed a plane perpendicular to the dislocation loop’s plane.

(c) Made a complete circuit (Burger’s circuit) of atoms lying in the plane using atomic

positions from the ideal (undeformed) crystal. The size of the circuit should be

sufficiently large to encompass the dislocation loop to be characterized, but small

enough to be as close to the boundary of the loop being investigated as possible.

Ensure one of the arms of the loop actually passes through the defect cluster when

translated to the defect crystal to be analyzed.

1This is a simplification of a more sophisticated algorithm of the Stuoski et al. The original algorithm had been
modified in the present work to enable extraction of Burger’s vector even in the absence of the so called ‘good
atoms’ at the center of the dislocation loop. Hence the algorithm is explained in very brief and the details can be
found at [194–196]

116



8.3. Results and Discussion

(d) Start with an arbitrary atom with position vector
−−−→
P ideal
i in the selected Burger’s

circuit and proceed to next atom
−−−→
P ideal
j to find the atomic translation vector

−−→
tideali→j =

−−−→
P ideal
j −

−−−→
P ideal
i connecting the two in the ideal crystal.

(e) Apply the same translation vector on to the selected atom of the defect crystal. In

the case of presence of a dislocation, the translation
−−→
tideali→j applied shall not result

in the position of the next atom but instead results in position offset by an error

εi =
−−−−→
P defect
j − (

−−−−→
P defect
i +

−−→
tideali→j )

(f) The Burger’s of the dislocation loop is then the summation of all of the errors when

the initial position is reached.
−→
b =

n∑
i=1

εi (8.3)

8.3. Results and Discussion

Fig. 8.2 shows typical stress-strain response during tensile deformation along three different

crystallographic directions. The differences among the three curves clearly brought out the role

of the crystallographic orientation on the stress strain behavior of the Zr in general, and the crit-

ical stress for the nucleation of the dislocations in particular. Apart from the differences in the

maximum stress reached (which corresponds to the critical stress for homogeneous nucleation,

the curves also differed in the manner in which the stress dropped from the peak stress. On the

other hand the critical strain at which the dislocation nucleation event was observed was found

to be not too sensitive to the deformation direction (in other words the crystal orientation). Fig.

8.3 depicts the time evolution of the dislocations during the simulation.

Fig. 8.4 summarizes the results of the simulations for the dependence of the critical stress

on the deformation direction. Following are key results that points emerged from the study.

• There is a considerable asymmetry in the extent of stress required for the homogeneous

nucleation of the dislocations in compression and tension. The critical stress required

for the nucleation of dislocations was in general was more in case of compressive de-

formation. Such a behavior is expected because of the fundamental nature of the atomic

interactions. The nature of the atomic interactions is such that the potential energy change

in the system is much more rapid (steep) when two interacting atoms are brought closer

than their equilibrium distance (in other words compressed towards each other) than when
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Figure 8.2: The simulated stress-strain response of the single crystal Zr deformed along three
different crystallographic directions (a)[011̄0], (b) [21̄1̄7] and (c) [42̄2̄1]. The circled regions corre-
spond the critical stress for the dislocation nucleation. The results correspond to temperature of
300K.

they are pulled apart. This asymmetry arises due to the nature of the nuclear-nuclear re-

pulsion being stronger than the nuclear-electronic attraction forces at shorter inter atomic

distances. Thus the present simulations do show the expected compression/tension asym-

metry in the critical stress for dislocation nucleation.

• The critical stress for nucleation was also found to be decreasing with increasing defor-

mation temperature. Such an effect can be attributed to the higher concentration of the

defects generated due to random thermal oscillations of atoms aiding to the applied stress

in the nucleation of the dislocations.

• The simulations reveal that the [21̄1̄0] direction happens to be the strongest direction

for compressive deformation while the direction [0001] offered highest resistance for the

nucleation of dislocation during tensile deformation. Again this is a consequence of the

above mentioned fact. [21̄1̄0] being a close packed direction of the hcp crystal does offer

high resistance in compression to let the defects nucleate and grow into dislocations.

Similarly, the nucleation of the dislocations, becomes difficult due to lack of sufficient

resolved stress on the primary slip systems (i.e. prismatic planes of the hcp) when loading

direction is [0001] during the tensile loading making this one of the hardest directions for

the nucleation of the dislocations.

• The detailed analysis of the slip planes of the dislocation loops (using the methodology
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8.3. Results and Discussion

Figure 8.3: Dislocation nucleation as captured by the MD simulation of tensile deformation along
[011̄0] direction of the Zr crystal. (a) Snap shot at the beginning of the nucleation event (corre-
sponding to the peak stress of the Fig.8.2 (a). (b) Snap shot at at an advanced stage of simulation,
corresponding to larger strains, showing growing dislocation loops. For the purpose of visualiza-
tion all the ‘good atoms’ i.e., those atoms which have their neighborhood corresponding the hcp
configuration, are omitted from the image. Two views (isotropic and XY projection) of the same
snap shots are presented side by side for gaining insights into the crystallographic aspects of the
planes of the dislocation loops. It can be seen that all of them lie on the prismatic planes < 101̄0 >
for this case.
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8.3. Results and Discussion

Table 8.1: Number of dislocations found for a particular slip plane for deformation at 10 K

Basal Type of dislocations 606
Prismatic Type of dislocation 819
Pyramidal type of dislocations 869

Table 8.2: Number of dislocations found for a particular slip plane for deformation at 300 K

Basal Type of dislocations 326
Prismatic Type of dislocation 1164
Pyramidal type of dislocations 1239

described in the section 8.2.3) from the simulation snapshots for all of the individual

simulation runs is summarized in the tables 8.1 and 8.2. These are the summarized results

from a different snap shots of MD simulation runs corresponding to different loading

directions. This analysis suggested that the population of the dislocation loops, in general

was higher in prismatic planes. The experimental evidence presented by other studies

also indicate higher concentration of the dislocations −→a which are usually expected to

move on the prismatic planes in case of Zr. Thus the results of the present study are in

agreement with the available experimental information.

• In addition to energetically favorable −→a type dislocation loops, nucleation of −→c type of

dislocations was also observed. It may be noted that there exists considerable TEM ev-

idence for existence of such dislocations. Thus the present simulations, did predict the

formation of the energetically non favorable Burger’s vectors in this system in accordance

with the experimental evidence. Fig. 8.5 shows the distribution of Burger’s vector mag-

nitude, for a particular simulation run showing the presence of the dislocations with non
−→a type Burger’s vectors. Presence of the −−−→c+ a type dislocations, however, was not de-

tected. Thus it appears, based on the present simulations, that homogeneous nucleation

of −−−→c+ a is not easy. But the fact that significant amount of −−−→c+ a type dislocations are

seen in practice suggests that these could be due to the interaction of the −→a and −→c type

dislocations or form heterogeneously under conditions which could not be simulated in

the present set of simulations.
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8.3. Results and Discussion

Figure 8.4: Pictorial representation of the critical stress for homogeneous nucleation of the dislo-
cations in Zr as a function of deformation direction, temperature in compression and tension. (a)
Compression at 10 K, (b) Compression at 300 K, (c) Tension at 10 K, (d) Tension at 300 K.
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8.3. Results and Discussion

Figure 8.5: Snap shot showing the dislocation networks that got nucleated along with their
Burger’s vectors (as per color coding shown).
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8.4. Conclusions

8.4. Conclusions

Present study made an attempt to quantify the role of crystal orientation on the critical stress

needed for the nucleation of dislocations in the hcp crystal taking Zr as the model material.

Following important observations have come out of the study

1. Simulations have indicated significant asymmetry in the stress required for the nucleation

of dislocations in the tension and compression

2. Simulations have predicted nucleation of −→a type dislocations on the prismatic planes to

be more favorable than the competing −→a type dislocations on basal planes.

3. Under certain crystallographic orientations, formation of −→c type dislocations had also

been noticed.

4. Present simulations, however, did not show the formation of −−−→c+ a dislocations.
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CHAPTER 9

Summary

The thesis was conceptualized to further the existing understanding in the microstructural de-

velopments of Zr based alloys, with a focus on employing the local orientation information for

deciphering the microstructural evolutions and to asses its role in (a) phase transformation and

(b) deformation in case of hcp Zr alloys. Towards this end a range of experimental and model-

ing methods were employed. Some interesting finding and contributions that have come out of

the present thesis are summarized as below.

9.1. β → α Phase Transformation

This is perhaps the most common phase transformation through which literally every Zr based

component goes through its fabrication cycle and hence was made part of the present thesis.

Following are the main contributions of the present work.

• An automated method for reconstruction of the high temperature β phase based on the

measured microtexture (i.e local orientation) data of the product phase (α) was developed.

The algorithm is based on the novel misorientation based weightage factor for arriving at

optimized solution for the parent grain.

• Using the algorithm, it had also been demonstrated that exact identification and hence

quantification of the variant selection during the β → α phase transformation is possible.

• The applicability of the algorithm for the reconstruction of high temperature phase had

been demonstrated in case of several different modes of β → α transformations including

Widmnstatten and martensitic transformations.
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9.2. Hydride Formation (α→ δ Transformation)

9.2. Hydride Formation (α→ δ Transformation)

Due to its deleterious effects on the properties of the Zr alloys, this transformation had been

studied extensively in the past using TEM. However, present study focused on the role of local

orientations and interfaces on the formation of hydrides using EBSD. For this purpose Zr-

2.5%Nb alloy, which is the pressure tube material for the CANDU type of nuclear reactors, was

chosen as the material. The objective being to asses the role of the presence of β phase on the

α→ δ transformation. Following are the main conclusions.

• The study had provided the quantitative measure of strain partitioning during the for-

mation of hydrides at the α/β interfaces. it was confirmed that the actual strain in the

hydrides was rather small when they formed along the suitable α/β interfaces.

• It was observed that hydride precipitation depends on the level of hydrogen partition-

ing at the hydrogenation temperature and availability of suitable β interfaces which are

conducive for epitaxial growth of hydride phase in to the adjoining α phase.

• By analysing several tens of hydrides, following orientation relationship had been estab-

lished between the α β and δ phases.

{0001}α ‖ {111}δ

< 21̄1̄0 >α ‖< 110 >δ .

{011}β ‖ {111}δ

< 100 >β ‖< 110 >δ

9.3. Deformation Heterogeneity in Zr: Role of Orientation
and Temperature

Probably ‘heterogeneity in plastic deformation’ is one of the most well accepted but least un-

derstood phenomenon in case of crystalline materials in general and more so in case of lower

symmetry materials like hcp Zr. In the present thesis, the heterogeneity in deformation had

been studied with respect to two important variable viz, local crystal orientation and tempera-

ture. For this purpose single phase Zr based alloy (Zircaloy-2) was subjected to plane-strain

compression at different temperatures and was analyzed by detailed EBSD for identifying ori-

entation sensitive deformation behavior. In order to rationalize the experimental observations, a
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9.4. Criteria for Deformation Twinning

DD simulation approach had been adopted and following important findings have come out of

the investigation.

• Experimental observations highlighted the orientation and temperature sensitive plastic

deformation in hcp zirconium. The starting microstructure had nearly equiaxed grains of

> 3µm size. Deformed microstructures contained below 3µm fragmented grains, and

also larger grains generically termed as non-fragmented. The latter was predominantly

‘basal oriented’ for all working temperatures. Temperature dependent plastic deforma-

tion, in terms of grain size/shape refinement and in-grain misorientation developments,

showed a remarkable difference between room temperature and warm (200 ◦ and 400◦C)

rolling. Warm rolled microstructures contained significantly higher signatures of the plas-

tic strain.

• DD simulations of room temperature PSC successfully captured the deformation response

of basal and prismatic orientations. Both dislocation density and plastic strain were signif-

icantly lower for basal orientations relative to prismatic orientation. However simulations

for the elevated (700 K) temperature deformations showed higher strain accumulation

in basal orientation (in comparison to corresponding room temperature deformation of

basal) through increased pyramidal slip activity.

• DD simulations also brought out a novel effect of dislocation-dislocation interactions.

Dormant slip systems, slip systems where the applied stress was below CRSS, were ac-

tivated due to interactions with active primary dislocations. This mechanism was shown

to activate dormant dislocations in basal orientations, thus contributing to reduction in

deformation heterogeneity during warm rolling.

9.4. Criteria for Deformation Twinning

Studies on deformation mechanisms in hcp materials are far from complete with out dealing

with the twinning. One of the fundamental questions that remained elusive for understanding

was : Is twin nucleation strain controlled or stress controlled?. Present thesis tried to provide

an answer to this long standing question by performing a series of controlled in-situ defor-

mation experiments under neutron diffraction apparatus to look for signatures of twinning and

corresponding stress and strain state of the samples. For this a purpose Zr-Sn binary alloys with
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9.5. Homogeneous Nucleation of Dislocations : Role of Crystal Orientation

systematic variation in their Sn content were used in different crystallographic texture condi-

tions for the deformation studies. In addition, detailed postmortem analysis by EBSD and TEM

was carried out to gain insights into the data provided by the neutron diffraction experiments.

Following are the major conclusions.

• The role of Sn on the deformation mechanisms (twinning in particular) was seen to be

deformation direction dependent, in other words texture dependent. It was observed that

deformation along RD was characterized by huge influence of Sn on the extent of twin-

ning while the deformation along TD was found to be least sensitive to amount of Sn of

the alloy for the extent of twinning.

• In general (for both RD and TD deformations) it was observed that the critical stress

required for the twining increased with the Sn content while the critical macroscopic

strain for the onset of twinning was rather insensitive to the amount of Sn of the alloy.

• Using the combined evidence of EBSD, TEM and neutron diffraction it was inferred that

there needs to be some critical plastic strain for the initiation of twinning. Thus it is sug-

gested that the modeling efforts aimed at capturing the twining behavior must necessarily

account for the local strain in addition to local stress state of the grains undergoing the

twinning.

9.5. Homogeneous Nucleation of Dislocations : Role of Crys-
tal Orientation

The thesis had extended the study on the role of orientation to atomic scale by exploring the

variation brought in by the crystallographic orientation on the critical stress required for the

nucleation of the dislocations: the fundamental defects responsible for the deformation behav-

ior. This is first such study in case of hcp materials and had brought out following interesting

observations.

• Simulations have indicated significant asymmetry in the stress required for the nucleation

of dislocations in the tension and compression.

• Simulations have predicted nucleation of −→a type dislocations on the prismatic planes to

be more favorable than the competing −→a type dislocations on basal planes.
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9.6. Scope for Further Research

• Under certain crystallographic orientations, formation of −→c type dislocations had also

been noticed.

• Present simulations, however, did not show the formation of −−−→c+ a dislocations. Thus

the experimental observation of these dislocations could be due to the interaction of the

existing−→a and−→c type dislocations or conditions other than those imposed in the present

simulations are responsible for their formation.

9.6. Scope for Further Research

Present thesis essentially used crystallographic orientation information for understanding the

phase transformation and deformation behavior. While some answers have been provided to

certain fundamental questions on these aspects present work had also opened up new ques-

tions/possibilities for further work as summarized below.

• High temperature microstructure reconstruction algorithm can be extended to handle the

retained second phase (parent phase) which can then be used in the case of dual phase

microstructures.

• The quantification of variant section under different conditions of applied stress, defor-

mation etc will be of great interest to pursue.

• In the case of deformation behavior, DD model can be extended to include cross slip to

make more realistic predictions.

• Application of crystal plasticity based FEM models for the modeling intragranular strain

behavior observed during the in-situ deformation and neutron diffraction studies will

be a great way of furthering our understanding on the deformation mechanism and their

relative role in these hcp materials.

• It will be of great interest to develop the understanding on the combined role of phase

transformation and deformation. In particular hot deformation processes such as hot ex-

trusion involve this kind of scenario and developing models for prediction of texture and

microstructure evolution should be a useful future work.
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APPENDIX I

Worked Example of Reconstruction by New
Algorithm

Here is the worked example of the crux of the ‘Reconstruction Algorithm’ developed as a part

of the present thesis. For the purpose of clarity, only the most important parts of the algorithm

are presented here. It may be noted that the actual automated code that was developed as part of

this work handles several more operations than what are listed here. These include file handling

operations, input and output operations, Euler angle to rotation matrix conversions and vice

versa, methods to compare different solutions to find the common solutions etc. As these are

operations which only act as auxiliary operations and reasonably straight forward, they are

excluded from the description. Focus is on giving sufficient details for the reader so that they

can grasp the core idea of the new algorithm with a working example and use it for their own

code in case they wish. The values used here represent actual values based on the Burger’s OR

and hence can be used for cross checking any code. It is emphasized here that the orientation

data given here are not mere schematic numbers but represent the actual β → α transformation.

Let the transformation involved be β → α as observed in Zr. Let us assume that we have

the orientation information of the product grains in terms of average euler angles (in Bunge

notation) of each grain available from a typical EBSD scan. Such data is shown in Table I.1 and

corresponding microstructure is schematically represented in Fig. I.1.

We first illustrate how to find the parent orientation for one product grain. The same

procedure can be applied to each of the measured product grains in a loop for achieving the

automation.

Following are the steps for solving one grain. Let us concentrate on G1 for this purpose.

Rest of the description shall be around this product grain only.

1. Construct the triplets (Gi,i+1,i+2
i ): Table I.2 lists all the possible triplets of the neighbors

for the grain G1 with the condition that each grain of the triplet be neighbor to each other.
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Table I.1: Orientation and neighbor grain ID data of product grains as measured by EBSD. All
the angles are in degrees and represent Bunge Euler Angles of orientation.

Grain ID Orientation Neighbor List
Gi [φ1 φφ2] (Gi+1 . . . Gi+n)

G1 [1.00 45.00 4.63 ] G2, G5, G3, G4

G2 [44.90 90.00 24.94] G4,G1, G5

G3 [135.03 90.00 24.94] G5,G1,G4

G4 [270.28 45.00 4.60] G2,G1,G3

G5 [30.00 80.00 24.00] G2, G1,G3

G6 [0.00 47.0 55.0] G1, G4

Figure I.1: Schematic microstructure used for the illustration of the ‘Misorientation based recon-
struction’ algorithm. Each product (α) grain is colored uniquely.

2. Find all β orientations for each triplet (Bβ
li): Using equation 4.1 find out all of the

parent variants (6 each for each grain of the triplet making a total of 18 β variants for

each triplet) that can give rise to the measured orientations of the triplet under question.

The value of the Burger’s operator ( Tα→βl ) is [215 90 45] in Bunge Euler angle notation.

Table I.3 lists all of the variants for all the triplets formed by G1. Note that these angles

represent equivalent symmetric orientations of the orientation computed by Eq. 4.1 and

fall in fundamental zone of the parent phase symmetry. Only then we can make numer-

ical comparison of different variants of β belonging to different grains of each triplet to

identify common parent variants, if any. In order to facilitate the reader the common β

variants from each triplet have been highlighted in Table I.3.
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Table I.2: Triplets list for G1.

Gi,i+1,i+2
i Triplets

G1,5,2
1 [G1 G5 G2]

G1,5,3
1 [G1 G5 G3]

G1,3,4
1 [G1 G3 G4]

G1,4,2
1 [G1 G4 G2]

G1,4,6
1 [G1 G4 G6]

3. Extract potential solutions (Sk) from successful triplets: Table I.4 lists the potential

solutions as observed from the Table I.2. Note that potential solution is the mean of β

variants of all the three grains of a given triplet.

4. Find out the mean orientations (Smk,l) and misorientations (∆Smk,l) among the poten-

tial solutions and corresponding weighing factors (Wm
k,l): Table I.5 lists all of the com-

puted values of (Smk,l), (∆Smk,l) and (Wm
k,l). Note that the user defined parameter δmax was

taken to be 3° for these estimations.

5. Estimate optimized solution using weighatge factors: Apply Eq. 4.5 for the values

listed in table I.5 to get the following optimized solution for G1.

Sfinal = [0.29 0.28 0.00]

These steps shall be repeated for each and every product grain. Exceptions also need to be

accounted for. These include those grains for which less than two neighbors exist, for e.g. G7

in Fig. I.1. This can happen in case of grains which are totally embedded inside other grains.

In such cases, the solution of the outer grain can be assigned to the embedded grains.
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Table I.4: List of potential solutions (Sk) for grain G1.

Sk [φ1 φφ2]

S1 [0.27 0.00 0.00]
S2 [0.37 0.00 0.00]
S3 [0.25 1.00 0.00]

Table I.5: Potential mean solutions (Smk,l) and their weightage factors (Wm
k,l) for grain G1.

Smk,l [φ1 φφ2] ∆Smk,l Wm
k,l

Sm1,2 [0.32 0.00 0.00] 0.1 0.42
Sm1,3 [0.26 0.00 0.00] 1.002 0.29
Sm2,3 [0.30 0.50 0.00] 1.007 0.29
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