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ABSTRACT

This thesis starts with the literature survey of various existing time interval
measurement techniques along with their merits and limitations, which paved a
way to design innovative TDCs with specifications provided by INO group. In the
first endeavor, a low power 4-channel Vernier TDC ASIC with SPI based readout
and in-built digital calibrator is designed and fabricated using AMS 0.35 µm CMOS
technology. The developed ASIC is functionally characterized and the achieved
resolution (LSB) is 127 ps over 1.4 µs range. It is demonstrated to be a low power
(43 mW @ 3.3V) as compared to earlier reported one (150 mW) in the same tech-
nology. This ASIC was subsequently interfaced with RPC detector FE electronics
providing timing resolution (∼ 2.6 ns) similar to that of commercial HPTDC.

The Vernier TDC ASIC design is further enhanced with multi-hit capability
and incorporation of four operating modes (time interval,common start, common
stop and calibration) to achieve its utilization in INO experiment for multi-hit re-
quirements as well as in other HEP experiments. It is carried out by conceptual-
izing a novel architecture of Vernier multi-hit TDC and successfully analyzing the
scope of Vernier technique in negative time interval measurement. This 8-channel
multi-hit Vernier TDC ASIC is designed for resolution of 100 ps over user selectable
dynamic range one from 10 µs/20µs/30µs/60 µs. It can measure the minimum
pulse width ∼ 1 ns of multi-hit signal.

Moreover, for high event rate HEP experiments, a Flash technique based
multi-hit TDC using a novel current balanced logic (CBL) delay element with the
aim of improved resolution (<200 ps) in 0.35µm CMOS technology is designed.
This four channel TDC is designed in time interval and common stop mode for
resolution 150 ps over selectable dynamic range of 10 µs to 40 µs in steps of 10 µs
and multi-hit pulse width measurement of ∼ 1 ns. The impact of PVT variations
over the resolution is circumvented with the help of CBL delay element based de-
lay lock loop. The scope of multi-hit Vernier and Flash TDC ASIC designs in this
thesis is limited to their performance validation with the help of simulation results.
The work carried out is discussed in eight chapters.

Chapter-1 consists of a brief history of fundamental neutrino particle along
with its existence in the Standard Model of particle physics. The major experiments
that have been carried out to study this particle are reviewed. To answer the un-
explained queries pertaining to neutrino and further precise study of its oscillation
parameters, the physics potential of iron calorimeter detector (ICAL) to be used
in the proposed India based Neutrino Observatory (INO) experiment is discussed.
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Also, the requirement and precipitated specifications of time interval measurement
for this experiment are discussed.

Chapter-2 contains the review of various time interval measurement tech-
niques used for design and implementation of TDC. It also highlights their merits,
demerits, and limitations. In addition, the scope of TDC in other (medical, indus-
trial, and consumer) applications is included. This chapter summarizes with the
chronological reporting of these techniques since 1960′s with the help of time line
flow diagram.

Chapter-3 discusses about the suitability of CMOS technology for meeting
the TDC specifications, provided by INO group. Thereafter, in CMOS technology,
various factors impacting the resolution and precision of TDC are discussed. Fur-
ther, to compensate for CMOS process variations, need of delay lock loop (DLL)
with the help of its operating principle in the development of TDC is discussed.
The key design blocks of DLL are also described in this chapter. This chapter sum-
marizes with the CMOS ASIC design steps, followed for TDC developments.

Chapter-4 presents a low power design and implementation of 4-channel
CMOS standard cell based Vernier TDC ASIC with SPI. The key design blocks
such as ring oscillators, leading edge phase detector and in-built digital calibra-
tor to meet the low power and area requirements are described. Further, layout
methods to avoid noise coupling and to achieve the requisite performance for TDC
are included. This chapter ends with the performance validation of this conceptu-
alized Vernier TDC ASIC design using simulation results.

Chapter-5 presents the requirement of multi-hit TDC. In this aspect, a design
of novel architecture for 8-channel multi-hit TDC with pulse width measurement
of ∼ 1 ns using Vernier technique is conceptualized and designed. The proposed
ASIC is designed to work in different modes (trigger and calibration) with op-
tional (serial or parallel) readout to enhance its usability. This chapter ends with
the performance validation of this conceptualized Vernier multi-hit TDC design
using simulation results.

Chapter-6 presents 4-channel multi-hit TDC ASIC based on time stamping
(Flash technique) using a novel current balanced logic (CBL) based delay element
with improved performance in terms of resolution (∼ 150 ps) and pulse width mea-
surement (∼ 1 ns) in 0.35 µm CMOS technology. The objective of this prototype de-
sign is of academic interest for future performance comparison with Vernier TDC
in terms of measurement rate and linearity. The performance validation of this
CBL based time stamper using simulation results concludes this chapter.

Chapter-7 presents the design and implementation of analog delay lock loop

x



(DLL) using novel CBL delay element. The objective of this design is to circum-
vent the impact of CMOS process induced variation on resolution of time stamp-
ing based TDC, which is discussed in chapter-6. The mathematical analysis for key
design blocks such as CBL delay element and bias circuit is also included. The
performance validation of DLL across various process corners and operating con-
ditions concludes this chapter.

Chapter-8 presents the performance of our developed 4-channel Vernier ASIC
with the help of test results. It also presents the salient features of the ASIC along
with the achieved specifications, which sufficiently match with those required in
HEP INO experiment.

The work is finally summarized and discussed along with the future scope
in chapter-9.The answers to the questions asked by the referees are discussed in
Appendix-B. The publications produced as the outcome of this work, which in-
clude peer-reviewed research articles and conference proceedings are listed in page
no-V.
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Chapter 1

Study of Neutrino:INO Experiment

1.1 The Neutrino

Neutrino physics dates back to early years of the twentieth century when in 1914,
‘James Chadwick’ demonstrated the continuous energy spectrum of nuclear beta
(β) decay [1]. This perplexed the scientific community as continuous energy spec-
trum was in contradiction to the discrete one involved in other radioactive (alpha
and gamma) decays, thereby appeared to break the law of energy conservation.
There were two possible ways to justify the observed continuous energy spectrum:
(i) energy conservation does not hold in the nucleus, speculated by ‘Niels Bohr’[2]
or, alternatively, (ii) an unobserved neutral particle that carries missing energy, is
also emitted together with beta particles. The second view point was postulated by
‘Pauli’ in December 1930 through a public letter [3] in his desperate attempt to save
the law of energy conservation in nuclear β-decay process. He addressed this un-
known particle as ‘neutron’ and assumed it as a constituent of nucleus with mass
smaller than 0.01 of the proton mass. In 1934, James Chadwick discovered a new
particle with its mass equals to that of proton and named it as ‘neutron’ [4]. How-
ever, this particle was not matching the Pauli’s predicted particle due to its heavy
mass.

The next fundamental contribution to the development of neutrino’s idea
was made by ‘E. Fermi’ in 1934 [5]. Fermi built the first theory of the β-decay of
nuclei [6, 7]. This theory was based on the Pauli’s assumption of emission of un-
observed neutral particle. Subsequently, to address the Pauli’s predicted particle,
Fermi coined a new name ‘neutrino’ (from Italian-a neutral little one) and assumed
that electron-neutrino is produced in β decay by conversion of a neutron into a
proton.
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Fermi’s theory of nuclear beta decay was remarkably successful. However,
the experimental observation of neutrino seemed impossible due to its weak in-
teraction nature as calculated by ‘Hans Bethe’ and ‘Rudolf Peierls’ in 1934 [8]. Ac-
cording to their prediction, the neutrino interaction cross section (≈ 10−43cm2) with
matter is much smaller than typical electromagnetic cross sections (10−27cm2). So,
it was deduced that there is practically no feasible way of observing the neutrinos.
However, in 1956, a pioneering experiment [9][10], headed by Frederick Reines
and Clyde Cowan showed the existence of neutrino through the process of inverse
β-decay , as shown in equation (1.1). Here, an electron type anti-neutrino created
in a nuclear reactor is captured by a proton giving rise to a positron and a neutron.

Inverse beta decay: ν̄e + 1H
1 → +1β

0 + 0n
1 (1.1)

Apart from electron type neutrino ‘νe’, the interesting question for the physi-
cists in 1960s was whether the neutrino produced by the decay of charged pions
(Π±) are identical to that of produced by β-decay. This problem was solved exper-
imentally in 1962 by ‘Leon Lederman’ et al. by first detecting interaction of moun
(νµ) neutrino [11]. they performed this experiment with accelerator neutrino and
studied the interaction of type: νµ + N −→ µ− + X or νµ + N −→ e− + X . Only
the first type of interactions were observed, demonstrating that electron and muon
neutrinos are two different particles. Subsequently, in 2000 the first evidence of a
third type of neutrino ‘tau’(ντ ) was found by the DONUT collaboration [12]. These
discoveries lead to the interpretation that there exists three flavors of neutrinos
called electron ‘ν ′e, muon ‘ν ′µ and tau ‘ν ′τ with their respective anti-particles in na-
ture. The LEP experiment [13, 14, 15] showed that there is no further generation
of neutrinos (with mass less than about 45 GeV) apart from the three types. Since
then, after decades of painstaking experimental and theoretical work, neutrinos
have become an essential part of the quantum description of the fundamental par-
ticles and forces, namely, the Standard Model (SM) of particle physics.
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1.2 Neutrino in standard model (SM)

Figure 1.1: Particle spectrum in standard model

The SM, a theoretical model developed in 1970’s [16, 17], describes the most
fundamental particles of matter and their interactions with each other. These par-
ticles are defined as point-like, without internal structure and excited state. They
are divided into fermions (half integral spin) and bosons (integral spin) as shown
in Fig.1.1. The fermions are the building blocks of matter and are further sub-
classified into six leptons [{electron, electron neutrino}, {muon, muon neutrino},
{tau, tau neutrino}] and six quarks [{up, down}, {charm, strange}, {top, bottom}].

Out of six leptons, three (electron, muon and tau) are negatively charged par-
ticles. The other three particles are neutral known as ‘neutrinos’. The electron is
the stable particle and contributes in the formation of an atom. Muon and Tau are
more massive and less stable as compared to electron and further decays to light
particles.

Quarks have a tendency to clump together to form a colorless particle called
Hadron. They are further sub-classified into mesons and baryons as per the con-
stituent type of quark. Meson is a combination of one quark and anti-quark while
baryon is the combination of three quarks. The up (u) and down (d) quarks con-
tribute in the formation of baryons like proton (uud) and neutron (udd).
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The gluons (8 in total), photon, Z and W± are the SM bosons. They are the
mediators of fundamental forces: ‘strong’, ‘weak’ and ‘electromagnetic’, through
which matter particles interact with each other. Each fundamental force has its own
corresponding boson; the strong force is carried by the ‘gluon’, the electromagnetic
force is carried by the ‘photon’, and the ‘W and Z’ bosons are responsible for the
weak force. These forces work over different range and have different strength as
given in Table1.1. The weak and strong forces are effective over a short range and
dominate only at the level of subatomic particles.

The strong interaction force is responsible to bind the quarks to form baryons
(proton and neutron) and mesons (pions and kaons). As, this force is 100 times
stronger than the electromagnetic force (exerted between two protons), so it helps
to form the nucleus by binding the protons along with the neutrons.

The weak force is responsible for both the radioactive decay and nuclear fu-
sion of subatomic particles. The neutrinos interact with the medium by the weak
nuclear force. The electromagnetic force is responsible to bind the electron in atom.
Also, the charged leptons interact with the medium electromagnetically.

The fundamental force gravity stays beyond the grasp of the SM till date.
The corresponding force carrier, if exists, is named graviton. Although all matter
interact through gravity, its effect is negligible in the microscopic domain because
of its extremely low strength.

Table 1.1: Types of fundamental forces and interaction properties

Interaction Electroweak Strong

Property Weak Electromagnetic

Acts on Flavor Electric charge Color
charge

Affected particles Quarks,
Leptons

All charged parti-
cles

Quarks,
Gluons

Exchange particles W+, W−, Z γ Gluons

Range ≈ 10−3 fm Infinite ≈ 1 fm

Relative strength 10−5 10−2 1

Example β decay Atomic binding Nuclear
binding
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The fermions as well as W and Z gauge bosons acquire mass through inter-
actions with the ‘Higgs’ field. The associated particle being referred to as the Higgs
boson, predicted to be a massive and scalar particle. The existence of all the parti-
cles (except Higgs boson) has been proved experimentally and on 4 July 2012 the
results from the LHC experiments at CERN [18] strongly indicate the discovery of
a Higgs-like boson.

The Standard Model predicts the neutrinos to be massless, electrically neutral
and having a spin of h̄/2, where h̄ is Planck’s constant divided by 2Π. Also, neu-
trinos and anti-neutrinos are considered to have left-handed and right-handed he-
licity respectively. The interactions of neutrinos with matter is described by weak
interactions, which proceeds through the exchange of bosons. The neutral current
(NC) weak interaction involves the exchange of a Z boson and charged current
(CC) involves the exchange of a W± boson. Here, neutrinos emit W+ and anti-
neutrinos emit W−. In the NC interaction, the neutrino transfers some of its energy
and momentum to a target particle. If the target particle is charged and sufficiently
light (e.g. electron), it can be accelerated to a relativistic speed and consequently
emit Cherenkov radiation as a signature of neutrino detection. On the other hand,
if target is neutral then detection signature is produced through the radiation, emit-
ted by secondary charged particle.

In the CC interaction, the neutrino transforms into its respective partner
charged lepton (electron or muon or tau) with the characteristic change in target
particle. However, if the neutrino does not have sufficient energy to create its heav-
ier partner’s mass, the CC interaction is not feasible. Solar, atmospheric, reactor
and accelerator neutrinos have enough energy to undergo the CC interaction with
the target.

The SM advocates the lepton flavor conservation [19], where a unique con-
served number (electron number, muon number and tau number) is assigned to
each lapton family. For instance, electron and the corresponding neutrino have
electron number +1, positron and the anti-neutrino have electron number -1, and
all other particles have electron number 0. Muon number and tau number apply
analogously with the other two lepton families. The lepton number is conserved
when a massive lepton decays into smaller ones and implies that neutrinos cannot
undergo flavor transformation. This leads to the rejection of neutrino mass (flavor)
oscillation [Appendix A.1], in which ‘it changes from one flavor to other while passing
through the medium’.This phenomenon was proposed by ‘B. Pontecorvo’ [20, 21] in
the late 1950′s and is true for neutrino if it has mass and its flavor eigenstates (νe, νµ
and ντ ), which participate in the weak interactions are mixtures of mass eigenstates
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(v1, v2, v3) with different masses (m1,m2,m3). This is parameterized by mixing an-
gles (θ12, θ23 and θ13), which defines the extant of difference in flavor and mass
eigenstate. For instance, for θij =0, both eigenstates are identical which leads to no
flavor oscillation. However, θij = Π/4, defines the maximum probability of flavor
oscillation.

Further, for flavor oscillation to occur the mass eigenstates should be dif-
ferent and at least one should be non-zero. Thus, this oscillation phenomenon is
attributed by the mass square difference ∆ m2

ij = m2
i −m2

j =δij instead of absolute
masses.

The neutrino mass and oscillation supported by several experimental obser-
vation, discussed in the following section, turned out to be a fundamental issue in
neutrino physics and thereby paved a way to search for new physics beyond the
Standard Model.

1.3 Neutrino mass oscillation experiments

A series of experiments, aimed at studying neutrino oscillations using various neu-
trino sources [A.2], with their corresponding energy ranges, have been conducted.
The 1956 reactor neutrino experiment by ‘Reines and Cowan’ found evidence for
electron anti-neutrino. Subsequently, in 1960’s, ‘Raymond Davis’ first detected and
counted the solar neutrinos at energy threshold of 5.8 MeV through the Homes-
take Experiment [22]. In this experiment, a radiochemical detection technique is
used, which involves the separation of 37Ar from C2Cl4 containing 37Cl to measure
neutrinos,produced by nuclear reaction and β decays in the hot core of sun. Solar
electron neutrino ‘νe’ interacts with the 37Cl through reaction given in equation(1.2)
and produces radioactive 37Ar atoms, which decays back to 37Cl via electron cap-
ture with the emission of X-rays and Auger electrons. The 37Ar atoms were ex-
tracted from the tank and counted using proportional counters, where 2.82 KeV
auger electronics indicated the presence of 37Ar atoms. The results of this experi-
ment observed only a third of the neutrino flux against predicted using standard
solar model (SSM)[23].

νe + 37Cl→ e− + 37Ar (1.2)

To explain this shortfall in the number of νe, in 1999, the gallium radiochem-
ical detector with small energy threshold of 233 KeV was deployed in GALLEX in
Gran Sasso, Italy [24, 25] and SAGE in Baksan, Russia [26, 27] experiments. How-
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ever, the solar neutrino flux measured by these experiments was about half of that
predicted by the SSM [28, 29]. This discrepancy in the count of solar neutrinos
created a solar neutrino problem (SNP) [30]. In 2001, the issue of SNP was first re-
solved in a definitive manner by Sudbury Neutrino Observatory (SNO) in Canada.
The aim of the experiment was to test the neutrino mass oscillation phenomenon;
where electron neutrino ‘νe’ produced in solar interior changes into another flavor,
which is not measurable by the radiochemical detectors.

The SNO detector used a 1000 ton heavy-water detector. Here, the target
medium (heavy water) was sensitive to ‘νe’ through CC interaction and to all fla-
vors through the flavor independent NC interactions.

CC process: νe + d→ e− + p+ p. (1.3)

NC process: να + d→ p+ n+ να. (α = e, µ, τ) (1.4)

Elastic scattering (ES): να + e− → να + e− (α = e, µ, τ) (1.5)

The CC and the ES processes were observed through the detection of the
Cherenkov light produced by the electrons in heavy water. The NC process was
observed by detecting the γ-rays emitted as a result of neutron capture. The NC
reaction helps to determine the total flux of all active neutrino flavors from the
Sun whereas the CC reaction provides the υe flux alone. The ES reaction offers an
additional measurement of neutrino interaction. The total neutrino flux thus ob-
tained was in agreement with the SSM. This agreement was attributed by flavor
change of around 2/3 flux of electron neutrino into other flavors during their jour-
ney from sun to earth. The best fit experimental results are- δ21 = 7.910−5eV 2 and
sin2

12 = 0.31 [30].
An equally intriguing problem cropped up during measurement of atmo-

spheric neutrinos in Super-Kamiokande experiment [31, 32, 33, 34, 35, 36]. It uti-
lized 50 Kilotons of ultra pure water-Cherenkov detector for neutrinos in a wide
range of energies from about 100 MeV to about 10 TeV. The neutrino undergoes
CC interaction with the hydrogen and oxygen nuclei to produce the correspond-
ing charged lepton as per equation(1.6). This interaction was observed through the
detection of the Cherenkov radiation in the form of rings on the surface of PMT.
The shape of the rings was different as muons being much heavier than electrons
follow a straight track in water. On the other hand, electrons undergo scattering
repeatedly and also produce electromagnetic shower, which result in the formation
of a diffused ring. This difference was attributed to discriminate the initial type of
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neutrino interaction.

νe + n→ e− + p.

ν̄e + p→ e+ + n.

νµ + n→ µ− + p.

ν̄µ + p→ µ+ + n.

(1.6)

The mechanism of atmospheric neutrino production as illustrated in equa-
tions(1.7) implies that at low energies (E < 1 GeV) most of the muons decay be-
fore reaching the Earth surface, the neutrino fluxes satisfy the ratio given in equa-
tion(1.8)

Π+ → µ+ + νµ.

Π− → µ− + ν̄µ

µ+ → +1β
0 + νe + ν̄µ

µ− → −1β
0 + νµ + ν̄e

(1.7)

r =
φνµ + φν̄µ
φνe + φν̄e

= 2 (1.8)

At higher energies, relatively less muon decays into neutrino during their
journey, therefore, flavor ratio ‘r′ increases. The experimental observation of ‘r′ is
reported in terms of the double-ratio ‘R′ defined as-

R =
(Nµ/Ne)experimentaldata
(Nµ/Ne)montecarlodata

(1.9)

Where, Nµ and Ne are the number of muon and electron events respectively.
The obtained value of R in Super-K experiment was significantly lesser than unity,
given by equation(1.10). This indicated the deficit in muon neutrino flux while the
electron neutrino flux matched the predicted value. This observation was named
as atmospheric neutrino anomaly.

R = 0.69± 0.06 (1.10)

Further, Super-K experiment observed a zenith angle dependency on the
muon-neutrino flux. The zenith angle ‘θ′ is determined as: neutrinos going ver-
tically downward have θ = 0 and neutrinos coming vertically upward through the
earth have θ = Π. At neutrino energies E ≥ 1 GeV, the fluxes of muon and elec-
tron neutrinos are symmetric under the change θ −→ Π − θ. Thus, if there are no
neutrino oscillations in this energy region, the both electron and muon events must
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satisfy the relation-

Nl(cosθ) = Nl(−cosθ). (where, l = e, µ) (1.11)

However, a large violation in this relation for high energy upward going
muon events was established while the electron events satisfied the above equa-
tion(1.11). This observation is referred as up-down asymmetry.

The solution of both the aforesaid discrepancy was provided by neutrino oscil-
lation phenomenon. Disappearance of muon neutrinos was justified by the muon
to tau flavor oscillation. Also, downward going neutrino produced in the atmo-
sphere travel 10’s of kilometers to reach the detector, whereas for upward-going
neutrinos it is several thousand kilometers. Consequently, upward going neutri-
nos have greater probability of this flavor transition, which explains the up-down
asymmetry. The possibility of νe ⇀↽ νµ oscillation was rejected as electron neu-
trino flux matched the predicted value. The best fit experimental results are- |δ32| =
2.2× 10−3eV 2 and sin2θ23 = 0.5, where the sign of δ32 is not known.

In 2002, the neutrino oscillation was also observed for reactor neutrinos by
KamLAND experiment [37, 38]. It deployed a 1000 tons of liquid scintillator de-
tector located in the Kamioka mine, Japan. Electron anti-neutrinos produced from
55 nuclear reactors were detected using inverse β-decay reaction. The signature of
electron anti-neutrino capture was provided by the delayed co-incidence between
prompt γ-rays produced by electron-positron annihilation and the delayed γ-rays
produced by thermal neutron capture. The deformation of the observed electron
anti-neutrino spectrum as well as deficit in its flux indicated the neutrino oscilla-
tion.

Subsequently, the field of neutrino experiments moved towards the long base
line (LBL) experiment for more precise measurement of mixing angles. This exper-
iment deploys two detectors, one located nearer the neutrino source and other at
some distance ‘L’ away from it, so that both detector observations can be compared
to analyze the medium effect on neutrino oscillation and mixing angles. The man
made accelerator based neutrinos served a potential source for LBL experiments.
In 1999, K2K [39], Japan was the first LBL experiment, which confirmed the oscil-
lation phenomenon in accelerator neutrinos. Muon neutrino beam with a mean
energy of 1.3 GeV, produced by KEK PS accelerator was detected using a near and
far detector. The near detector system located at a distance of 300 meters from pion
production target, consisted of two detectors. One is 1 Kton water Cherenkov de-
tector and other is fine grained detector. Measurement of neutrino energy spectrum
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in the near detector is predicted to be same at far detector, if there is no neutrino
flavor oscillation. The Super-K detector located at a distance of 250 km, served as
a far detector. Disappearance of νµ was identified by the deficiency in muon flux
and distortion in neutrino spectrum at the far detector through the experimental
best fit results-|δ32| = 2.8 × 10−3eV 2 and sin2θ23 = 1. Thus, K2K reconfirmed the
observed atmospheric neutrino oscillation without any other explanation for atmo-
spheric neutrino anomaly and also rejected the possibility of νe ⇀↽ νµ oscillation.

In 2005, Main Injector Neutrino Oscillation Search (MINOS) [40]LBL experi-
ment observed oscillations in muon neutrinos with energy range of 1-5 GeV, pro-
duced by NuMI (Neutrino in Main Injector) beamline facility, at Fermilab near
Chicago. In this experiment, the near detector is located at a distance of few hun-
dred meters and the far detector is located at a distance of 735 km from beam source
respectively. Both near and far detectors are steel scintillator sampling calorimeters
implemented by using alternate planes of magnetized steel and plastic scintillator.
Results from the MINOS experiment provide more precise measurement of mass
oscillation parameter |δ32| = 2.23+0.12

−0.08 × 10−3eV 2 and sin2θ23 > 0.90 at 90% CL [41]
for atmospheric neutrino.

The LBL experiment was also performed on reactor electron neutrinos to re-
confirm the νe ⇀↽ νµ oscillation during their journey through the atmosphere. In
1997, the CHOOZ experiment [42], France was the first experiment of this kind.
Here, the 5 tons of Gd-loaded liquid scintillator detector was located at a distance
of about 1 km from each of the two reactors of the CHOOZ power station (8.5
GWth). The detector had 300 m water equivalent of rock overburden, which re-
duced the cosmic muon flux. The anti-neutrinos were detected through the obser-
vation of the reaction given in equation-

ν̄e + p→ e+ + n. (1.12)

The CHOOZ experiment did not observe any significant evidence for dis-
appearance of electron anti-neutrino, which rejected the νe ⇀↽ νµ solution of the
atmospheric neutrino anomaly and provided an upper limit for θ13 as- sin2θ13 <

0.17. Further, three reactor neutrino experiments, namely Double Chooz [43], Daya
Bay [44] and RENO [45], with detection principle same as that of KamLAND and
CHOOZ, obtained better limits given in equation(1.13) on θ13 in 2012.
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sin22θ13 = 0.086± 0.041± 0.030 Double CHOOZ

= 0.092± 0.016± 0.005 Daya Bay

= 0.092± 0.016± 0.005 RENO

(1.13)

The main results obtained from these neutrino experiments are summarized
as follows- reactor neutrino experiment data shows that there is small admixture of
the mass eigenstate v3 in the flavor eigenstate νe. This leads to a small value of mix-
ing angle θ13 used in the parameterization of the neutrino mixing matrix, indicating
2-flavor (involving v1 and v2) mixing approximation for solar neutrino. Hence, only
two parameters δ21 and θ12 appear in the analysis of these solar and the KamLAND
reactor experiments. For the same reason, there is only one dominant mass-square
difference δ32 and one mixing angle θ23 appearing in the atmospheric neutrino ex-
periment. Thus, these experiments demonstrated the predictions of neutrino mass
and oscillation, which are beyond the SM till date.

In spite of these remarkable results, there are several outstanding issues of
fundamental importance, which are discussed below-

• Massive neutrinos are Dirac or Majorana particles: If massive neutrinos
are Dirac particles, they can be distinguished from their antiparticles. By def-
inition, a Majorana neutrino is identical to its antiparticle, hypothesized by
‘Ettore Majorana’ in 1933. The Majorana nature of massive neutrinos can be
identified by observation of neutrino-less double beta decay where, neutrino
produced by the first type of decay would serve as the anti-neutrino in in-
verse beta decay.

• How many neutrino species are there? Do sterile neutrinos exist?The num-
ber of active species with masses less than half the mass of the Z-boson is
limited to three by LEP experiments. However, recent results suggests the
existence of at least one more relatively light species, which has to be ster-
ile,which cannot experience weak interactions), since there cannot be more
than three light active species.

• What is the precise value of |∆m2
31|? What is the sign of ∆m2

31 or the
character of the neutrino mass hierarchy? The sign of ∆m2

31 or neutrino mass
hierarchy (ordering of neutrino mass states) is still not known. Determination
of mass hierarchy is of prime importance, because it dictates the structure
of the neutrino mass matrix, and hence could give vital clues towards the
underlying theory of neutrino masses and mixing. If sign (∆m2

31)>0, then it
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is known as normal hierarchy (m1<m2<m3). If sign (∆m2
31)<0, it is known as

inverted mass hierarchy (m3<m1<m2).

• Tiny neutrino mass puzzle:The fact that the masses of neutrinos are consid-
erably smaller than the masses of charged leptons or quarks is a big puzzle
in particle physics.

• Absolute scale of neutrino masses: Direct mass measurements from beta
decay place an upper limit of about 2.2 eV. Model dependent interpretation
of the astrophysical results limits the sum of the neutrino masses to around
0.5 eV. Neutrino-less double beta decay, if observed, will also determine the
mass scale.

• Why the mixing angles θ12 and θ23 are so large while θ13 is relatively small:
The bilarge neutrino mixing pattern is also a mystery to theorists because it
is anomalously different from the familiar tri-small quark mixing pattern.

• Is there leptonic CP violation: A necessary condition for the existence of
CP violation in normal neutrino oscillations is θ13 6= 0. As CP violation has
been discovered in the quark sector, there is no reason why CP should be
conserved in the lepton sector.

• What is the importance of neutrino physics in our understanding of dark
matter and dark energy? There are two astronomical theories behind the
ingredients of dark matter (unseen mass of universe); baryonic matter and
non-baryonic matter. Baryonic matter is composed of protons, neutrons, and
electrons but fails to be detected. The non-baryonic dark matter is hypoth-
esized to be composed of particles that were created during the early, hot
phase of the universe and are surviving in the present epoch. Some of the
plausible candidates of non-baryonic dark matter are axions and neutrinos.
As neutrinos have been found to possess a tiny but finite mass, their further
study may be the key to mystery of dark matter.

• Importance of neutrino to solve the matter-antimatter asymmetry: The ex-
planation for the survival of some matter may lies in the Majorana particle
nature of neutrinos.

The above discussed missing links have paved a way for several worldwide near
future neutrino experiments, aimed to precise measurement of mixing angle θ13
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and CP violations in leptonic sector. With a view of re-enter into this area, an ini-
tiative has taken to set an underground neutrino observatory laboratory in India.
This is the second indigenous effort after KGF experiment on atmospheric neutri-
nos, performed in 1965.

1.4 India based Neutrino Observatory (INO) experi-

ment

The INO [46, 47] experiment is an India based multi-institutional venture to build
an underground laboratory with rock overburden of at least 1 km in all the direc-
tions. It is aimed to study the parameters related to atmospheric neutrino mass
oscillations and matter effects over it. The rock overburden will shield the back-
ground radiation (from cosmic rays and natural radioactivity), which interacts
much more readily than neutrinos with the detector, thereby improves the sensitiv-
ity of neutrino measurements. Also, this will be helpful to host other experiments
like neutrinoless double beta decay, dark matter experiments, etc., which require
low cosmic ray background environment. The proposed detector to be used for
neutrino observatory is ICAL (iron calorimeter detector), which will be located at
Theni, away by distance of 110 km from the city of Madurai in South India.

The main objectives of ICAL experiment are-

• To reconfirm the occurrence of oscillations in atmospheric muon neutrinos
through the explicit observation of first oscillation swing in muon neutrino
disappearance as a function of L/E.

• To obtain a significantly improved measurement of the oscillation parame-
ters with respect to the earlier measurements.

• To obtain unambiguous evidence for the matter effects in neutrino oscilla-
tion.

• Determination of sign of mass squared difference between 2nd and 3rd mass
eigen states ‘δ′32 using the matter effect.

• To determine whether mixing angle θ23 is maximal, and if not, in which oc-
tant it lies.

• To determine whether sterile neutrino exists.
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1.4.1 Iron calorimeter (ICAL) detector

The magnetized ICAL detector is a static device with 50 Kiloton weight without
moving parts. It has a modular structure of total lateral size ‘48m × 16m × 14.5m′

as shown in Fig.1.2(a). It consists of a stack of 151 horizontal layers of 56 mm thick
magnetized iron plates interleaved with 40 mm gap to house the RPC (resistive
plate chamber)[48, 49, 50](A.3). It is a type of gas detector,two electrodes made by
insulating material are mounted apart by a some small gap,as shown in Fig.1.2(b).
The gap is filled by the mixture of gases. In INO experiment, RPC is used as a
tracking device and provides active detection medium for neutrino induced muon
particles. A magnetic field of 1.3 Tesla is applied to the iron to discriminate the
opposite charged muon (µ−andµ+) produced by neutrino and anti-neutrino inter-
action with the RPC. It exploits the opposite directional bending of muon, while
traversing through layers of ICAL detector.

(a) Top view of ICAL detector with
three modules

(b) Layer representation in ICAL
detector with interleaving of RPC

(c) Structure of single gap RPC (d) Zoomed view of pickup strip
panel

Figure 1.2: Constitutional details of ICAL along with RPC. These figures are
adopted from Ref.[46, 47, 49]

The ICAL detector is further subdivided into three modules each of size
‘16m× 16m× 14.5m′. This modular structure allows early operation with the com-
pleted modules while constructing the others. The iron structure for this detector
is self supporting with the layer above resting on the layer immediately below us-
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ing steel spacers located every 2 meters along the X-direction. This will create 2 m
wide roads along the Y-direction for the insertion of RPC trays. There will be a total
of 8 roads per layer per module. In each road, there will be 8 RPC modules each
with dimension ‘2m× 2m′. The readout of the RPCs will be performed by external
orthogonal pick-up strips of 30 mm in pitch (center-to-center distance of pick up
strips). Each RPC will have 64-read out strips along X-direction and 64 strips along
Y-direction arranged orthogonally as shown in Fig.1.2(c). These strips as shown in
Fig.1.2(d) behave like transmission lines with typical characteristic impedance of
about 50 Ω.

A total of approximately 27000 such elements will be needed to complete the
detector. The specifications of ICAL detector are given in Table1.2.

Table 1.2: Specifications of ICAL detector

Number of Modules 3

One Module Dimension 16x16x14.5 m3

Complete Detector Dimen-
sion

48x16x14.5 m3

Number of iron layers 151

Iron plate thickness 56 mm

Gap for RPC tray 40 mm

Magnetic Field 1.3 Tesla

RPC layers 150

RPC units/ layer/Module 64

RPC units/Module 9600

Total RPC units 28,800

Total read-out strip channels > 3.6×106

Read-out strip pitch 30 mm
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1.4.2 Need of time-to-digital converter (TDC) in INO

In the ICAL detector, the magnetized iron plate is used as the target volume for
neutrino interaction and RPC as path tracker for resultant charged particles. The
CC interactions of neutrino with the iron leads to the production of muon and
hadronic shower as per reaction given in equation(1.14). A muon typically pro-
duces a long track inside the detector, traversing many layers, while hadrons give
rise to shower of secondary particles, confined within a few layers. In case of NC
interactions, only hadrons are produced, which give rise generation of muons after
hadronic decay.

νµ + n→ µ− + p (1.14)

In CC interaction neutrino events, the energy of the neutrino can be esti-
mated from the momentum of the tracked muon and the hit distribution of the
hadron shower. The momentum is inferred from the curvature of muon track in
presence of magnetic field. With high momentum, the curvature is small result-
ing large track length, whereas with low momentum, the curvature is large result-
ing small track length. The directionality of track is also used for up-down direc-
tion discrimination of neutrino particle, while traversing layers of ICAL detector.
The direction discrimination is planned to be carried out with the help of time-to-
digital converter (TDC), as shown in Fig.1.3. Here, the produced muon particles
interact with the gaseous medium of the RPC plate with 64 pickup strips [s0 to s64 ]
in X-direction. The interaction is localized inside RPC and produces an electri-
cal signal on its corresponding pickup strip. This electrical pulse is applied to the
ASIC based front-end electronics having voltage amplifier followed by a discrimi-
nator and one-fold OR logic. It processes a logical pulse, whose time of transition
is corresponding to the time when amplified signal cross the set threshold in the
discriminator. The one-fold OR logic groups the eight logical signals into one and
thereby produces eight 1F signals [start-1 to start-8]. The time interval between
rising edge of ‘start’ and ‘global trigger’ as ‘stop’ is measured by TDC. The ‘global
trigger’ is obtained from the trigger module [51], which defines the validity of neu-
trino events based on user defined criteria. Moreover, the ‘global trigger’ signal
enables the data acquisition system to record the coordinates of fired RPC pickup
strips by registering the presence of logical pulse in pattern registers. The timing
information provided by TDC along with pattern register code is used to build the
track information of muon. On the other hand, for NC neutrino events, the hit dis-
tribution of the hadrons provided by pattern register code is used to estimate the
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neutrino energy but there is no information about the direction of the neutrino.

Figure 1.3: Schematic representation of use of TDC in INO experiment

Thus, in CC interaction events the main objectives of TDC development is to fulfill
the following R and D requirements of INO experiments-

• The time of flight of muon particle from one ICAL detector layer to another
separated by ∼ 96 mm needs to be measured. The neutrino particle with
energy threshold of 1 GeV traverses around 10-12 layers of ICAL at speed of
light. This gives the TOF of∼ 0.32 nsec from one layer to another and∼ 3.2ns

for consecutive 10 layers. This requires TDC with RMS resolution better than
2 ns and LSB as 200 ps.

• A TDC with dynamic range (DR) higher than 32 µs is required to account for
the trigger latency (time elapsed in the generation and processing of global
trigger from trigger module). In addition, large DR is required to capture
the delayed event interactions. The delayed events arises from the decay of
produced muons to neutrinos (or anti neutrinos) within its life time of ∼ 2.2

µs.

• Measurement of time over threshold (TOT)[52] to implement the off-line time
walk error correction. This requires multi-hit TDC with capability of ‘start′

pulse width measurement with duration better than 5 ns and pulse pair res-
olution of 10 ns. In addition, multi-hit TDC is required to measure the occur-
rence time of delayed interaction events.

Further, to serve the∼ 3.6 millions of signal read-out (pickup) channels in the
ICAL detector, a power and area efficient multi-channel TDC is needed. Therefore,
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FPGA and CMOS ASIC based solutions for the development of TDC are proposed.
The choise between the two depends on various technological aspects on the per-
formance of TDC.

The FPGA implementation method offers fast development cycle and recon-
figuration. However several issues like high power consumption, unpredictable
P& R delays and lack of control over delay variation are the bottlenecks in the
achievement of high performance TDC. In addition, for multi-channel TDC re-
quired in the INO experiment, the FPGA has constraints of un-identical placement
and routing of channels. This leads to channel-to-channel spread in resolution.
Moreover, in context of bulk requirement, FPGA does not provide a cost effective
solution.

In contrast, the CMOS ASIC based solutions are preferred to fulfill the bulk
requirement of multi-channel TDCs with power and area efficiency. Further, it
provides flexibility in the design to achieve high performance of TDC. Therefore,
in this work CMOS ASIC technology are chosen to develop the TDC prototypes,
which can fulfill the above stated R & D objectives for INO experiment.
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Chapter 2

Review of Time Interval
Measurement Methods and
Techniques

2.1 Introduction and applications of TDC

The measurement of precise time interval between two events is required in many
applications like medical, consumer, industrial and research instrumentation. In
order to cater to different requirements of these applications, various Time-to-
Digital Converter (TDC) techniques and methods have been developed and re-
ported since early 1960’s. In this chapter a review of various time interval mea-
surement methods and techniques that are used in the design of TDCs is discussed
with key design aspect, strength and weakness of each technique. A time line flow
diagram showing the evaluation of various time interval measurement techniques
is also given. A brief description of TDC application is given below-

2.1.1 High energy physics (HEP) & nuclear experiments

In HEP and nuclear experiments, a TDC is required to measure time of flight (TOF)
of particles [57]-[65]. This timing information is used for particle track reconstruc-
tion and particle identification. The time interval measurement is also used in time
of flight mass spectrometry (TOFMS) to determine mass-to-charge (m/e) ratio of
charged particles. In these measurements, the particles are equally accelerated but
they gain different velocities due to different m/e ratio. A TDC is therefore required
to measure the difference in arrival times of various particles.
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2.1.2 TOF laser range finder

TDC is a key building block of the TOF measurement based laser range finder
instruments[66, 67]. The laser range finding has variety of applications such as:
profiling of hot surfaces [68], industrial method of surface analysis [69], traffic con-
dition monitoring[70], height measurement [71], and 3-D imaging. Here, the laser
range is determined by finding the time interval between the pulses, sent to and
received back using expression ‘1/2×c×∆T ′, where ‘c’ is velocity of light and ‘∆T ′

is time interval. In these applications, a TDC with high resolution (of the order of
few ps) and wide dynamic range (∼ 100′s of ns) is required in order to achieve the
‘mm′ level accuracy over a measurement range of several 100’s of meters.

2.1.3 Ultrasonic imaging and thickness measurement of metal lay-

ers

A TDC is also used in ultrasonic imaging and thickness measurement[72] of metal
layers, pipe walls, and synthetic foils. Here, the ultrasonic wave is reflected from
both top and bottom surfaces of wall with thickness ‘d′. The time interval between
two reflected waves is ‘2d/v′, where ‘v′ is the velocity of the wave in that material.
In such application, TDC featuring moderate resolution (∼ 300 ps) with large dy-
namic range is used as the thickness in cm is equivalent to the time interval in the
order of 10’s of µs.

2.1.4 Ultrasonic density meter

In this application[72], a TDC is used to measure the time interval that is equiva-
lent to the change in the velocity of sound while passing through the fluid of dif-
ferent concentrations. Here, the velocity of sound in the fluid directly varies with
its concentration at fixed temperature. A TDC with resolution ∼ 500 ps is usually
sufficient for these instruments.

2.1.5 Positron emission tomography (PET) medical imaging

The PET images[73] are constructed through the radiographic tracers, injected into
the patient’s body. These tracers decay into positrons that further annihilate with
the electrons, present in the body and thereby produces a pair of two 511 KeV
photons traveling into the opposite directions. These photons are detected by
scintillator-PMT detection ring of the PET system, where a TDC determines the
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time coincidence (time interval between arrivals of photons at detector) of these
gamma ray photons to find line of response (LOR). With the help of various mea-
sured LORs using parallel processing channels, a tomography image is recon-
structed. In such applications a low cost, low power and area efficient multi-
channel TDC is required. The other medical application of TDC is in the ultrasound
diagnostic equipments and X-ray imaging detectors[74].

2.1.6 Analog to digital converter (ADC)

TDCs have a traditional application in the development of high precision and low
power ADCs such as dual slope ADC. Another method of power and area efficient
ADC implementation using TDC is reported in [75]. Here, the input analog voltage
is converted into pulse delay time which is realized by current starved inverter
having linear delay versus applied voltage characteristics. This pulse delay time is
measured and digitized by a TDC.

2.1.7 Frequency synthesis in RF communications systems

With the advancement in CMOS technologies in sub-micron domain, TDCs have
replaced the analog blocks such as phase detector and charge pump in the design
of all digital PLL for modern RF communication systems [76, 77]. Here, the TDC
output controls the frequency of digitally controlled oscillator (DCO).

2.1.8 In test & measurement instrumentation

A high resolution TDC is required in test and measurement instruments [78] that
are used to characterize the timing performance parameters like skew, jitter, clock-
to-output delay, and setup & hold times of high speed circuits. The other applica-
tions of TDCs are in electronic test equipment such as digital storage oscilloscope[79,
80], logic analyzers, in CMOS process corner/strength estimator[81] of analog cir-
cuits, single photon counting [82], PM demodulator [83], temperature sensing [84],
optical characterization of MOS circuit [85].

Considering the wide spectrum of applications of TDC, it is important to
study about various time interval measurement methods and TDC implementa-
tion techniques on the basis of performance parameters, discussed in section (2.2).

Initially TDCs were implemented using ECL technology and discrete de-
vices [67, 86, 87] with merits of high precision and accuracy. However, they were
limited by high power consumption and complex circuit size. Later on, ECL gate
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array was used, which reduced the power and area consumption[88].
The contemporary TDC solutions are based upon the FPGA and CMOS ASIC.

The FPGA based implementation offers fast development cycle and reconfigura-
tion. However, issues like high power consumption, unpredictable P&R delays,
logic resource bottlenecks, and delay sensitivity towards temperature & voltage
have to be taken into account during design & implementation. In addition, for
multi-channel TDC, the FPGA has constraints of un-identical placement and rout-
ing of channels. This leads to higher channel-to-channel specification spread.

In contrast, the ASIC based solutions exhibit better power and area efficiency
and are preferred for bulk requirement of multi-channel TDCs. It also provides the
design flexibility to achieve high performance of TDC.

A review of TDC techniques based on above discussed implementation plat-
forms were reported earlier, in 1984 [89] and 2004 [90]. The aim of this chapter
is to provide the detailed description of time interval measurement techniques re-
ported so far with the support of block and timing diagrams and an emphasis on
ASIC based TDC design. This chapter also provides a time line flow diagram of
techniques representing their chronological evaluation as well as briefly summa-
rizes the techniques in tabular form.

2.2 Performance parameters of TDC

2.2.1 Resolution (LSB)

The resolution or the equivalent term LSB (least significant bit) is the least value
of time interval that can be measured distinguishably.The result, given by the TDC
(as a digital word) must be multiplied by the LSB value in order to reconstitute the
measured time interval.

2.2.2 Precision (RMS resolution)

This parameter characterizes TDC for repetitive fixed time interval measurement.
Due to the effect of random noise sources, the fixed time interval measured by
multiple times, tends to vary around the mean vale with a standard deviation value
denoted by ‘σ′, known as precision of measurement. It is a performance parameter
to compare TDCs as includes the impact of various random noise sources during
time interval measurement.
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2.2.3 Accuracy

Accuracy stands for the degree of correctness with which a measured time interval
agrees with the actual value. The inaccuracy results from either systematic error
sources or linearity error in measurement. The systematic error appears in the
form of constant offset,which can be easily subtracted from the result as it is fixed.
However, linearity error can fluctuate with the measured time interval, so it can be
removed from the result only by means of look-up table (LUT).The error sources re-
sponsible for measurement uncertainty are presented in the following subsections-

2.2.3.1 Quantization error

Quantization error ‘Q′e is due to the finite amplitude of the time interval that can
be digitized by TDC. It is measured in terms of LSB of time interval measurement.
The quantization is assumed as a random variable having uniform distribution in
the bounded range and independent of input time interval to formulate its impact
on the performance of TDC. For time interval measurement, where asynchronous
input signal ‘start′ or ‘stop′ arrives at any time within LSB of time measurement,
the quantization error varies from 0 to LSB and its RMS (root mean square) value
is LSB/

√
12. In time interval measurement techniques, where start and stop both

are asynchronous to the LSB of measurement, ‘Q′e varies from - LSB to + LSB and
its RMS value is given by LSB/

√
6.

2.2.3.2 Non-linearity error

Non-linearity error appears as deviation of TDC transfer (output versus input)
characteristic from the ideal straight line. The source of non-linearity error is varia-
tion in the LSB of TDC, which is caused due to asymmetries in circuit layout, non-
homogeneity of device parameters during device fabrication phase and systematic
noise sources. The impact of LSB variation appears in the form of differential non-
linearity (DNL), which is the deviation of single quantization step from ideal value
of one LSB. The DNL errors accumulate over a long time interval measurement.
The accumulated error appears as integral nonlinearity (INL) over a range of time
interval measurement. For instance, in tapped delay line based time measurement
techniques(refer section (2.4.2.3)), the static temporal variation in the signal edges
from their ideal positions causes non-linearity error. The non-homogeneity in de-
vice parameters is the dominant source of non-linearity in modern CMOS process
as with the reduction in physical dimensions of the device, the mismatch in device

25



Chapter 2. Review of Time Interval Measurement Methods and Techniques

parameters increases[91].
The sources of non-linearity errors do not pose a fundamental limitation

over their prevention as by large device size, the degree of mismatching can be
reduced and layout asymmetries can be reduced by multiple trials of back-end de-
sign. However in practice, sizing of transistor is optimized under consideration of
other design specifications and design time is limited.

2.2.3.3 Signal jitter

TDC uses an off-chip periodic clock as a reference for time interval measurement.
The phase noise or jitter associated with the reference time acts as added compo-
nent of random noise. The internal signal jitters caused due to the supply and
substrate noise, bias voltage noise and MOS device noise also create measurement
error. These jitter sources and their impact are discussed in chapter-3.

2.2.4 Dynamic range

Maximum time interval that can be digitized by TDC is its dynamic range.

2.2.5 Dead time

Dead time stands for time interval between the end of the measurement and start
of next one. It depends on the conversion time of the measurement technique and
read-out speed. It defines the measurement rate of TDC.

2.3 Methods of time interval measurement

The measurement of time interval can be generalized into two categories ‘time in-
terval measurement’ and ‘time stamping’.

2.3.1 Time interval measurement

It is used to measure the time interval between two logical events, ‘start’ and ‘stop’.

2.3.2 Time stamping or Tagging

It is used to ‘stamp’ the time of occurrence of logical events with respect to the ref-
erence clock. This method can also be used to indirectly measure the time interval
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between two isolated events, ‘start′ and ‘stop′ by subtracting their corresponding
time stamped values with respect to the reference clock period. It is further sub-
classified in single-hit and multi-hit time stamping as shown in Fig.2.1. In single-hit
time stamping, time of occurrence of a single transition event (hit) is stamped. In
multi-hit time stamping, the time of occurrence of multiple transitions (multi-hit)
are stamped. Further, the relative time of hits is measured with respect to the trig-
ger (reference hit), where the time of trigger is also stamped with respect to the
clock.

Figure 2.1: Timing diagram of single-hit and multi-hit event time stamping

2.4 TDC implementation techniques

The various TDC implementation techniques, as illustrated in Fig.2.2 exhibits dif-
ferent performance metrics. The TAC based analog techniques provide high res-
olution but have limited dynamic range. The improvement in dynamic range of
TAC based TDCs has been reported by the use of time to amplitude conversion
chain (TACC) and TAC as fine interpolator.

In the digital techniques, direct counting of reference clock during the time
interval to be measured provides large dynamic range, defined by the width of
counter. However, its resolution is limited by the period of reference clock that
further limits the accuracy of time interval measurement. In order to improve the
accuracy, averaging method with direct counting has been reported for periodic
time interval measurements.
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Figure 2.2: Classification of time interval measurement techniques

Further in digital techniques, higher resolution is achieved by using a tapped
delay line (TDL) that is realized by a cascaded chain of delay elements. In TDL
based TDCs delayed taps of the input signal or the reference clock are used in
numerous ways for precise time interval measurement. Various TDC topologies
using inverter or buffer delay element based TDL have been reported such as time
stamping, input interchangeable delay line, pseudo differential delay line, time
memory chip, and multi-phase clock counting. In these techniques, the TDC res-
olution is determined by the minimum achievable gate delay in the given CMOS
process that is limited due to parasitics. In order to achieve the sub-gate delay
resolution, high speed delay elements such as RC, current mode logic (CML) and
transmission gate have been used to realize TDL. The sub-gate delay resolution
can also be achieved by different implementation techniques such as differential
delay line, pulse shrinking delay line, parallel delay line, interpolation in DLL bin
size and time amplification. In some TDL based techniques, the delay provided by
delay element is made independent of PVT variations by using a delay lock loop
(DLL).

The TDL based TDCs exhibit high resolution as compared to the direct count-
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ing techniques. However, in order to achieve large dynamic range in TDL based
TDCs, a long TDL is required to be implemented occupying larger silicon area. The
benefits of large dynamic range in direct counting technique and of high resolution
in TAC/TDL based TDC techniques have been combined in the Nutt’s method. In
this method, a coarse interpolator provides large dynamic range by direct counting
of the reference clock and TAC or TDL based fine interpolator allows high resolu-
tion by measuring the fractional time within one reference clock period at the ‘start′

and ‘stop′ edges. Here, the length of TDL based fine interpolator is limited to mea-
surement of one reference clock period only. Further, hierarchical techniques have
also been reported to achieve the specifications of large dynamic range and high
resolution simultaneously without using long TDLs.

There are a few other techniques of precise time interval measurement that
do not incorporate TAC or TDL in their design. These techniques are mainly based
upon start-able oscillators, shift registers and successive approximation. The de-
tailed discussion on each technique while incorporating their merits and demerits
are given in the following section-

2.4.1 Analog time interval measurement techniques

The analog time interval measurement techniques are primarily based on the use of
a time-to-amplitude (TAC) converter [88], where a capacitor (C) is linearly charged
using a constant current source (I) for time interval (∆T) to be measured. The charg-
ing of capacitor is controlled by a switch, as shown in Fig.2.3(a). Here, the voltage
‘∆V ′, accumulated across the capacitor is proportional to the time interval ‘∆T ′

and is given by equation (2.1). This voltage can be converted into digital code by
using an ADC.

∆V =
I

C
× (T2 − T1) =

I

C
×∆T (2.1)

Ideally, a high time resolution (order of 1 ps) that depends on the LSB of ADC
and choice of the constant of proportionality (C/I), can be attained through this
technique. However, various factors such as charge injection & clock feed through
in switch and leakage & memory effect of capacitor result in a variable offset in
the voltage stored across capacitor, leading to deterioration of performance. In
addition, stability & linearity of current source and accuracy of ADC are other fac-
tors that affect accuracy and linearity of the measurement. Moreover, variation in
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supply and reference voltage (common mode noise) degrades the accuracy of mea-
surement.

The dead time of TAC based current integration techniques is of the order of
few microseconds, that depends on the conversion time of ADC and resetting time
of logic circuits. The conversion time of ADC can be reduced by using a high speed
flash ADC.

In multi-channel TACs, the dead time can be reduced by sharing the SAR-
ADC among multiple multiplexed channels [57], as shown in Fig.2.3(b). Here, the
number of TAC channels that can be integrated is limited by the amount of para-
sitic capacitor at node ‘X ′. This parasitic capacitance increases with the number of
channels and its non-linear charging during transients degrades the measurement
linearity. The mismatch in capacitors, causing variations in specifications of dif-
ferent TAC channels, is minimized by using common-centroid layout technique in
[57].

(a) (b)

Figure 2.3: Schematic diagram of (a) TAC method (b) 8-channel TAC based
analog memory

Following section highlights the key design aspects and functionality of var-
ious reported TAC based TDC architectures.

2.4.1.1 Differential TAC based TDC

In order to reduce the effect of common mode noise, Differential TAC [92] is pre-
ferred. It uses two identical TACs to convert the time intervals from ‘start′ and
‘stop′ to the end of a ‘gate′window into voltages independently, as shown in Fig.2.4.
The differential amplifier amplifies the difference of output voltages of two TACs
(Vcap(start) and Vcap(stop)), that is equivalent to the time interval between start and
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stop (∆T) and is given by equation (2.2).

∆T = tstart − tstop =
C × (Vcap(start) − Vcap(stop))

I
(2.2)

(a) (b)

Figure 2.4: Differential TAC (a) schematic diagram (b) timing diagram

2.4.1.2 Dual slope or analog time stretching technique

In the above discussed TAC based time measurement techniques, a separate ADC
is used, which increases circuit complexity as well as power and area consumption.
The dual slope or analog time stretching technique [93] based on the principle of
time-to-time-to-digital conversion, avoids the need of separate ADC. In this tech-
nique, the time interval under measurement is extended by the stretching factor
(S), independent of circuit parameters. The extended time interval window, thus
obtained is digitized by counting the number of reference clock periods (Tref ) us-
ing counter.

To implement this scheme, Wilkinson ADC technique with salient features
of high resolution and linearity is used. As shown in Fig. 2.5(a), it charges a capac-
itor ‘C ′ linearly through a large constant current (I1) within the applied time in-
terval. Subsequently, this capacitor is discharged through a small constant current
(I2 = I1/N ) until it attains zero volts. As I2 < I1, the capacitor discharges slowly
and takes longer time ‘T ′ >∆T to fully discharge. The voltage across this capacitor
is compared to zero volts with the help of a comparator to obtain a stretched time
interval window. The stretching factor ‘S ′ is defined as the ratio of discharging
time (T) to the charging time (∆T ) of capacitor. For a stored voltage ‘∆V ′ across
the capacitor ‘C ′, the charging and discharging durations are given by-

∆T =
C

I1

×∆V (2.3)
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T =
C

I2

×∆V (2.4)

Therefore, the stretching factor is,S = T/∆T

= (C/I2)/(C/I1), where I2 = I1/N

⇒ S=N, where N is constant
Thus, the stretching factor is independent of absolute values of circuit pa-

rameters (current and capacitor).
Further, the extended duration ‘T ′ is digitized by a counter. For the count ‘n′,

the conversion expression is:

∆T = n× Tref
S

(2.5)

The measured time interval (∆T ) using dual slope technique is given by the
above equation(2.5). Here, the resolution ‘Tref/S

′ is independent of absolute values
of current and capacitor. This technique is therefore independent of process vari-
ations. However,the inaccuracies of switches (due to charge injection and clock
feed-through) and noise coupled from the clock to substrate and supply rails con-
tribute in DNL error of time interval measurement.

From equation(2.5), the LSB varies inversely with stretching factor and di-
rectly with time period of clock. Therefore, it can be improved by increasing either
the clock frequency or stretching factor. However, the use of high clock frequency
leads to higher power consumption. The increment in stretching factor is therefore
preferred in the revised versions of this technique at the cost of conversion time. In
[93], the stretching factor is increased by using two separate capacitors ‘C ′1 and ‘C ′2

(C1 < C2) that are discharged at different rates, as shown in Fig. 2.5(b). Initially,
both capacitors are pre-charged to a reference voltage. The ‘start′ signal enables
the discharging of capacitor ‘C ′1 through a large constant current ‘I ′1. After time
interval ∆T , the ‘stop′ signal disables it’s discharging. Simultaneously, it enables
the discharging of big capacitor ‘C ′2 using small constant current ‘I ′2 until it attains
the voltage similar to that across ‘C ′1.The modified stretching factor is:

S = M ×N , Where C2 = M × C1 and M is constant.
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(a)

(b)

Figure 2.5: Dual slope techniques using Wilkinson principle (a) with single
capacitor and current source(b) with separate capacitors and current sources

Here, the significant stretching can be achieved if there is a large difference
in both the capacitor sizes. However, utilization of large capacitors is avoided in
CMOS ASIC designs due to die area and cost considerations. Other area efficient
techniques of increasing the stretching factor are synchronized discharging and
Vernier charging as discussed below.

In synchronized discharging [94], the capacitor discharges on high duration
of clock with duty cycle (< 50%), as shown in Fig. 2.6. This reduces the speed of
discharging of capacitor and thus improves stretching factor.

33



Chapter 2. Review of Time Interval Measurement Methods and Techniques

Figure 2.6: Dual slope using clock synchronized discharging of capacitor

The Vernier charging method [95] improves stretching factor through suc-
cessive approximation of a target voltage by various iterations of alternate charg-
ing and discharging of a capacitor for duration ‘T ′D and ‘T ′E (TD>TE) respectively.
It also avoids the dependency of resolution on the reference clock frequency. As
shown in Fig. 2.7, the time interval under measurement is divided in 3 parts such
that ∆T = TC + TfA − TfB. The time ‘T ′C equivalent to full clock periods is mea-
sured by the counter. To measure the difference between fractional time intervals
‘T ′fA and ‘T ′fB, capacitor ‘C ′1 is charged by using large constant current ‘I ′1 during
‘T ′fA. Then, it is discharged during ‘T ′fB using the same current and attains an inter-
mediate voltage level. This voltage is compared to the voltage ‘V ′2 across a larger
capacitor ‘C ′2 using a comparator. The voltage ‘V ′2 approaches this intermediate
voltage successively by vernier charging method. In this method, the values of
non-overlapping time interval windows ‘T ′D and ‘T ′E are chosen such that both lie
in each half of the reference clock cycle, being counted by the counter. When volt-
ages across both the capacitors become equal, the comparator toggles its output
disabling the counter.

Figure 2.7: Vernier charging method
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If ‘n′ is the number of counted cycles then for voltage stored across both the
capacitors:

I1 × (TfA − TfB)

C1

= 2× n× I2 × (TD − TE)

C2

(2.6)

⇒ N × I2 × (TfA − TfB)

C1

= 2× n× I2 × (TD − TE)

M × C1

(2.7)

⇒ (TfA − TfB) = n× LSB (2.8)

Where, LSB = 2× (TD − TE)/(M ×N)

The limitation of dual slope method is the input dependent large conversion
time expressed by ‘∆T × S ′. In addition, it has an inherent trade-off in resolution
and measurement rate of the TDC. For instance, resolution of 1 ps with a 100 MHz
(10 ns) clock requires a stretch ratio of S = 10,000 and implies a conversion time of
150 µs for 15 ns of time interval measurement.

The TAC based techniques are efficient for time measurement with high res-
olution but are limited by dynamic range. Time interval measurement with high
resolution and large dynamic range requires measurement in two parts. First is
coarse time measurement by counting the full cycles of reference clock within time
interval. The second is fine measurement of the fractional time (within one clock
period) by TAC or time stretcher. Based on this scheme, a TDC using time to charge
converter with on-chip Wilkinson ADC and counter has been reported [96]. An-
other approach to implement the above scheme is ‘time to amplitude conversion
chain’ (TACC), based on analog coarse and fine counting.

2.4.1.3 Time to amplitude conversion chain (analog coarse and fine counting)

This technique [97] uses periodic charging and discharging of a capacitor triggered
by ‘start′ and ended by ‘stop′. The number of cycles of triangular clock thus ob-
tained till the arrival of ‘stop′ gives coarse count as shown in Fig. 2.8. The voltage
across the capacitor sampled by ‘stop′ is digitized by ADC to provide fine count.

This scheme is implemented using operational amplifier based charge inte-
grator, two comparators, ADC, two flip-flops and a counter. Here, the ‘start′ en-
ables the charge integrator to produce voltage ramp-up at its output till it becomes
equal to the reference voltage of ADC. This is detected by a comparator, which
toggles its output to set a flip-flop. The output of this flip-flop enables the voltage
ramp down until it becomes zero volts. This is detected by another comparator,
which resets the flip-flop to further enable the voltage ramp up. Thus, cycle of
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subsequent voltage ramp up and down provides a triangular clock. The ‘stop′ sig-
nal disables the integrator and enables sample and hold circuit with the help of
switches. The final voltage across the capacitor in the integrator is sampled and is
digitized by the ADC. This analog scheme is used to improve the dynamic range
of TDC without sacrificing the resolution.

Figure 2.8: Timing diagram of TAC conversion chain

2.4.1.4 TDC using TAC and tapped delay line (TDL)

In this technique[58, 59], the charging of capacitor ‘C ′ is regulated by TDL that is
realized by a cascaded chain of tri-state buffers as shown in Fig. 2.9. The delay line
taps are connected to a ladder of resistor ‘R′. The other end of the resistor ladder is
connected together to the capacitor ‘C ′ at the summing point. This structure forms
an analog adder as each delayed replica of ‘start′ passing through TDL provides
an additional unit of charging current to the capacitor ‘C ′ through resistor ‘R′. The
‘stop′ signal disconnects the resistor ladder from the delay line by disabling the tri-
state buffers. The voltage thus obtained across the capacitor ‘C ′ is equivalent to the
time interval between ‘start′ and ‘stop′ and is digitized by an ADC. The merits of
this technique are high resolution beyond the intrinsic buffer delay and lower static
power consumption. In [60], to achieve the accuracy of measured time interval, the
delay of TDL is regulated against PVT variations using DLL.
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Figure 2.9: Time interval measurement technique using TAC with TDL

2.4.2 Digital time interval measurement techniques

The TAC based analog techniques of time interval measurement are very efficient
in providing high time resolution (∼ 10’s ps) but this merit is being limited by re-
duction in the supply voltages and hence reduced noise margins in the current sub-
micron semiconductor technologies. On the contrary, the advancements in sub-
micron semiconductor technologies have enabled the digital methods of time in-
terval measurement to achieve the resolution comparable to the analog techniques
along with exhibiting large scales of integration with optimum power consump-
tion. Fully digital TDCs are therefore now gaining popularity in wide range of
applications such as TDC based temperature sensor, all digital PLLs and also used
as a replacement of ADCs for time domain signal processing. In this section, TDCs
implemented using fully digital topologies are presented along with a few mixed
architectures that incorporate small analog blocks like DLL/PLL to benefit from
the best of two worlds.

2.4.2.1 Direct counting based TDC

This technique has been used in digital stopwatches and timers [98] for time inter-
val measurement with large dynamic range. Here, the number of elapsed cycles
of stable reference clock between ‘start′ and ‘stop′ is proportional to time interval
between them. This number is determined using a counter by applying a clock for
given time interval duration. The period of this clock defines the time resolution,
so the maximum quantization error is within one count.

37



Chapter 2. Review of Time Interval Measurement Methods and Techniques

There are two ways of applying the clock to counter for the time interval du-
ration: one is direct gating and another is synchronized gating. The direct gating
[99] is simple to construct but may result more than one count error due to the
truncation of clock pulse (at the moment of gate opening and closing) as shown in
Fig. 2.10 (a). In order to minimize this error, synchronized gating is used as shown
in Fig. 2.10(b) that operates on the edges of clock instead of level. In case of syn-
chronized gating the maximum error would be of one clock cycle at the time of
gate opening as well as closing (refer Fig. 2.10(a)). The total error in time interval
measurement is the difference of these two that is within one count. Further, to
avoid count error at the beginning of time interval measurement, startable ring os-
cillator is used as shown in Fig. 2.10(c). Here, the ‘start′ signal triggers an oscillator
and then its cycles are counted till the arrival of ‘stop′. The end of conversion (eoc)
signal, which stops the counting, is obtained by synchronizing the ‘stop′ at falling
edge of the clock. To limit the measurement error within one count at the time of
‘stop′, one count is subtracted from the final result if stop occurs in falling edge
duration of the clock.

(a) (b)

(c)

Figure 2.10: (a) Timing diagram of direct counting method (b) circuit used in
synchronized gating (c) time interval measurement using startable ring

oscillator
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The gated clock method is not efficient for multi-stop or multi-channel time
interval measurement as it requires replication of counters as per number of stops
or measurement channels. Therefore, a free running counter that is shared be-
tween all measurement channels is used till its rollover. It is initialized by ‘enable′

signal. The inputs ‘start′ and ‘stop′ individually sample the state of the counter and
latch the corresponding counts into registers. The subtraction of both the counts
gives time interval. Here, if ‘start′ or ‘stop′ occurs during toggling of counter, the
metastability of registers causes unpredictable outputs. Therefore, a synchronizer
is used between input (start/stop) and counter to sample its state on safe edge of
clock.

The merit of direct counting is small conversion time as settling time of reg-
isters is of 100’s of picoseconds. In addition, good linearity in time interval mea-
surement can be obtained by assuring the stability of clock. However, the accuracy
of measurement in direct counting technique is limited due to poor resolution (one
clock period). Higher resolution could be achieved by using a high frequency clock
either from external source or from an on-chip PLL. However, the maximum oper-
ating frequency is limited by the choice of technology. Also, the on-chip PLL based
solution turns out to be power consuming and complex due to the issue of phase
and frequency locking.

An improvement in accuracy of direct counting method has been reported
(Reed, 1964, Hewlett Packard)[99] while using a low frequency clock by averaging
of large number of measurements. It is based on the statistical reduction in quan-
tization and random errors, if time interval is asynchronous to the reference clock
and inputs are repetitive. The averaging reduces the measurement error by square
root of the number of measurements but it limits the measurement rate of TDC.

2.4.2.2 Nutt′s interpolation method

Nutt’s interpolation technique (1960’s) was reported in order to improve the res-
olution of direct counting method. In this technique, the fractional time bounded
between consecutive states of counter is measured using techniques featuring high
resolution and is named as fine interpolator. Thus, the entire time interval mea-
surement is carried out in two parts: one is coarse and other is fine, as shown in
Fig.2.11.The coarse time ‘T ′C is equivalent to full reference clock cycles within time
interval window and is counted by the counter. The fractional time intervals ‘T ′A
and ‘T ′B at the beginning and end of time interval window are measured by the
fine interpolator. The fine interpolator is designed for dynamic range of one coarse
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clock period to synchronize the coarse and fine counts.

(a)

(b)

Figure 2.11: Nutt’s interpolation technique (a) timing diagram (b) block diagram

The measured time interval is given by equation(2.9).

∆T = TA + TC − TB (2.9)

Fig.2.11 (b) shows the block diagram of interpolation technique, where a syn-
chronizer is used to obtain time interval windows ‘T ′A, ‘T ′B and ‘T ′C . It is also used
to mask the ‘stop′ signal occurring prior to the ‘start′.

The merit of this interpolation technique is reduction in non-linearity of fine
interpolator by averaging several measurements of fixed time interval. Here, the
values of ‘T ′A and ‘T ′B vary randomly but absolute value of ‘TA − T ′B remains con-
stant. This averages out the non-linearity of interpolator.

Nutt’s technique have been implemented using TAC[67], analog time stretcher[93,
100] and tapped delay line (TDL)[88, 101] in several TDC prototypes.

In Nutt′ s interpolation technique with TDL based fine interpolator; DLL is
used to provide the delay variation immunity in PVT variations. However, DLL is
power and area inefficient in view of requirement of large number of delay el-
ements to achieve the sub-nanosecond LSB using low frequency clock (10′ s of
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MHz).
The requirement of DLL has been avoided by using an in-built digital calibra-

tor to calibrate the unit delay (LSB)[102]. It is based on measuring the time-period
(Tosc) of ring oscillator derived from TDL. This time-period when divided by num-
ber of stages in TDL gives LSB of time interval measurement.

To implement this calibration scheme, a multiphase ring oscillator is de-
signed using even number of cascaded differential inverters[103]. The oscillations
are maintained by cross coupled feedback of outputs as shown in Fig.2.12. This
type of structure of ring oscillator avoids coupling stage and intrinsically realizes
the interpolation of clock period by using its intermediate phases.

To calibrate the LSB, the measurement circuitry is used in the calibration
mode for the known time interval (∆T). An on-chip calibration counter generates
the ‘start′ and ‘stop′ signals with known time interval using a reference clock pro-
vided by an off-chip crystal oscillator. Using conversion equation(2.10) of Nutt′ s
interpolation technique, the LSB = Tosc/N can be calibrated.

∆T = Nc × Tosc + (NA −NB)× Tosc
N

(2.10)

Figure 2.12: Use of multi-phases of ring oscillator with calibration in Nutt’s
interpolation technique

The other variant of interpolation is reported as asynchronous interpolation
technique[71], where an event trigger-able oscillator with time period (Tosc) trig-
gered by ‘start′ is used for coarse counting ‘T ′C instead of using a reference clock,as
shown in Fig.2.13. The fractional time interval ‘T ′F in between ‘stop′ and next rising
edge of ‘clock′ is measured using fine interpolator realized by time interval mea-
surement technique with resolution (Td) higher than direct counting. The conver-
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sion expression for this technique is given by equation(2.11), where ‘N ′C and ‘N ′F
are the counts provided by counter and fine interpolator respectively. Here, the
commencement of time measurement is asynchronous to the system clock. This
technique is generally used for TDC applications in space exploratory missions
and HEP experiments with random events.

∆T = TC − TF = Tosc ×NC − Td ×NF (2.11)

Figure 2.13: Timing diagram of reference clock asynchronous time interpolation
technique

2.4.2.3 Tapped Delay Line (TDL) based time interval measurement

A tapped delay line comprises of cascaded chain of delay elements that generates
delayed replicas of either the ‘start′ and ‘stop′ signals or the ‘referenceclock′. These
delayed replicas are then tapped and used in numerous schemes to implement high
performance TDCs.

The simplest form of TDL based time interval measurement technique uses
flash conversion principle, where as shown in Fig.2.14, the delayed taps of ‘start′

signal are concurrently sampled and latched into a register on the arrival of the
‘stop′ signal, as reported in [88, 90, 104, 105, 106]. Here, delay (Td) provided by each
delay element defines the LSB or resolution of the time interval measurement. The
number of elapsed delayed ‘start′ till ‘stop′ is proportional to the time interval be-
tween them. The latched register code is in the form of Thermometer code, where
first logic transition count multiplied with the unit delay (Td) gives the time inter-
val.

The performance of a TDL based TDC techniques mainly depend upon the
choice of delay element characteristics. It is therefore prudent to briefly discuss
various performance metrics of a TDL before describing the TDL based TDC tech-
niques.
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Figure 2.14: Time interval measurement using tapped delay line

Performance metrices of TDL

(a) Unit delay: The bin size or resolution of time interval measurement depends
on the smallest attainable delay from the delay element. This makes the choice of
delay element a crucial aspect of TDC design.

(b) Matching of the delay elements: The linearity of TDL based time interval
measurement techniques depends on the matching of tapped delays. The sources
of delay mismatch across the taps are systematic errors and random variation in de-
vice parameter[107]. As the random variation in device parameters are inversely
proportional to the device area [91], therefore, can be reduced by choosing large
aspect ratio of transistors in the design of delay elements.

(c) Length of TDL: The dynamic range of time interval measurement is given by
the product of ‘unit delay and number of delay elements’in the delay line. How-
ever, use of a long delay line in order to achieve large dynamic range, is not pre-
ferred due to following two reasons-

• It is power and area inefficient.
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• The differential non-linearity error due to mismatch in delays among con-
secutive taps of delay line accumulates over the delay line. This accumulated
error appears in the form of integral non-linearity, which increases with the
length of delay line.

(d) Accuracy and stability of TDL: Moreover, the stability of unit delay across
process and operating condition variations determines the accuracy of time inter-
val measurement. The CMOS buffer delay is sensitive to PVT variations. Therefore,
a delay variation compensation circuit DLL[108] is used, where the delay of TDL
is referenced to an external clock with the help of a feedback loop. It measures
the total delay of delay line and compares it with an external reference clock. The
timing error after comparison is corrected due to negative feedback of DLL in var-
ious iterations. This method ensures the accuracy of measurement. However, DLL
turns out to be a complex, power & area consuming solution.

2.4.2.3.1 TDL based time interval measurement techniques (gate delay resolu-
tion)

An inverter is the basic delay element that provides minimum delay in a given
CMOS technology. However, due to asymmetric rising and falling edge delays of
an inverter, there is a mismatch in consecutive tapped delays. Therefore, a buffer
(two cascaded inverters) is generally used as delay element. It maintains the po-
larity of input signal with uniform delays among the taps. However, the least
attainable delay of buffer is twice of that provided by an inverter. Further, the
minimum delay achievable is also limited by the parasitic of a given technology,
thereby limiting the resolution of time interval measurement in that technology.
The TDC topologies reported to exhibit gate-delay resolution are as follows-

2.4.2.3.1.1 Direct counting using TDL

In this technique, a TDL provides delayed copies of applied reference clock. Cor-
responding to each delayed clock, a counter is used to count the number of cycles
between ‘start′ and ‘stop′. All the counters are enabled by ‘start′ and disabled by
‘stop′ signal so that the addition of counts provided by counters multiplied by the
resolution gives time interval. Here, the resolution is defined by the unit delay
of TDL. This technique achieves improvement in the resolution of direct counting
method but at the cost of use of multiple numbers of counters that are proportional
to the number of delayed clocks.
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2.4.2.3.1.2 Latch based TDL

In this technique, the TDL itself is realized by using chain of latches that are trans-
parent for propagation of ‘start′ until ‘stop′ occurs. The D-to-Q delay of latch de-
fines resolution of time interval measurement. This architecture consumes rela-
tively less power and area as it does not require separate chain of delay elements.

2.4.2.3.1.3 Tapped delay line using inverter as a delay element (Pseudo differ-
ential delay line)

The resolution of TDL can be improved by a factor of two if inverter is used instead
of a buffer as a delay element. However, due to the contribution of both rising and
falling edge delays of the inverter in time interval measurement, linearity of tapped
delays is poor as compared to that in buffer based TDL. By adjusting the aspect ra-
tio of MOS transistors, both edge delays of inverter can be made nearly symmetric.
However, the symmetry in delays is not maintained across process variation. In
addition, the setup time of flip-flop used in TDL is not symmetric for input rising
and falling edge transitions.

The non-linearity of inverter based TDL is circumvented in [81], where a
Pseudo differential delay line with sense amplifier based flip-flops (SAFF) is used.
The SAFF consists of a sense amplifier in the first stage and R-S latch in the second
stage. The sense amplifier senses the true and complementary differential inputs.
It produces a high to low transition in one of the output signal on leading clock
edge. The S-R latch captures each transition and holds the state until next clock
edge arrives, thereby the whole structure works as flip-flop.

As shown in the Fig.2.15 (a), ‘start′, and its complementary signal pass through
two identical delay lines of cascaded inverters. The ‘stop′ signal samples and
latches the status of delayed versions of ‘start′ and its complementary signal us-
ing SAFF. In the latch register chain, inputs of alternate flip-flops are interchanged
between delayed start and corresponding delayed complimentary to avoid the im-
pact of asymmetric delays of inverter. The sense amplifier based flip-flop is de-
signed with small & symmetric setup time window for both rising and falling
edge input transition. Due to small setup time window of flip-flops, the resolu-
tion of time interval measurement is limited by the inverter delay. As shown in
Fig. 2.15 (b), the combined output of flip-flops is a thermometer code like in buffer
based TDL, where first logic ‘1′ to ‘0′ transition count multiplied by inverter delay
(average of rising and falling delay) gives the measured time interval.
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This technique has been used to design TDC with 20 ps resolution in 90 nm
CMOS process for phase error detection in all digital PLL [81].

(a)

(b)

Figure 2.15: Pseudo differential delay line (a) block diagram (b) timing diagram
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2.4.2.3.1.4 Input interchangeable tapped delay line

(a)

(b)

Figure 2.16: Input interchangeable tapped delay line (a) block diagram (b)
timing diagram

This time interval measurement scheme [109] is capable of measuring nega-
tive time interval that is when ‘stop′ occurs before ‘start′. This type of measurement
is similar to the sound direction sensitivity in the nerve system of Barn Owl. Here,
the direction of sound is detected by comparing the timing of sound coming from a
source to its ears. For time interval measurement, the ‘start′ and ‘stop′ pass through
the identical TDLs in opposite directions as shown in Fig.2.16 (a). The timings of
delayed versions of ‘start′ and ‘stop′ are compared in the reverse order i.e. the first
delayed version of ‘start′ is compared to last delayed version of ‘stop′. In this or-
der of comparison, the time interval between ‘start′ and ‘stop′ reduces on each tap,
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which leads to coincidence as shown in Fig.2.16 (b). The AND logic gate is used
to detect coincidence and leading of ‘stop′ from ‘start′ by setting the data input to
logic ‘1′ before clock input of the flip-flop. The number of logic ‘1′ in the output
code multiplied by unit delay gives the time interval to be measured. To determine
the total number of logic ‘1′ in the code, each AND gate output signal samples the
status of its previous gate output.

In this architecture, the circuit has structure and functional symmetry so, the
role of ‘start′ and ‘stop′ are interchangeable. Hence, it fulfills the requirement of
negative time interval measurement.

2.4.2.3.1.5 TDL based time stamping technique

In many HEP experiments, it is required to stamp the time of occurrence of random
events with respect to a reference clock in a high event rate and multi-hit environ-
ment. In such applications a multi-channel, multi-hit TDC with high resolution,
large dynamic range and small conversion time is preferred.

The techniques reported in [108, 110, 60, 111],have implemented a DLL based
TDL to stamp the time of occurrence of random events with respect to a reference
clock. The total delay of TDL is continuously calibrated using feedback loop of
DLL to maintain it equal to one reference clock period as shown in Fig.2.17. The
DLL ensures the accuracy of time stamping across PVT variations.

The TDL provides delayed replicas of reference clock with time period Tref

as per equation(2.12),where ‘N ′ is number of delay elements and ‘T ′d is unit delay.
The number of elapsed delayed clocks till the occurrence of ‘hit′ stamps its time
from the previous rising edge of reference clock. Here, the range of time stamping
is confined within one clock period (Tref ). To improve the range, the frequency of
clock has to be reduced, which further demands an increase in the length of delay
line (refer equation(2.12)). Alternatively, a counter synchronized to the reference
clock is used to improve the range of time stamping. Thus, time stamping of hit is
carried out in two parts: coarse measurement (full clock cycles) using counter and
fine measurement (fractional time within one clock period) using TDL as shown in
Fig.2.17 (b).

Tref = N × Td (2.12)
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(a)

(b)

Figure 2.17: Time stamping using TDL (a) block diagram (b) timing diagram

The ‘hit′ on its detection samples the status of counter and TDL in coarse and
fine registers respectively. The first logic ‘1′ to ‘0′ transition count in fine register
code gives fine count (Nf ) that is equivalent to number of elapsed delayed clocks
before hit.

For accurate coarse measurement, it is required to ensure that the latching
of coarse counter occurs on the safe edge of reference clock when the counter is in
stable state. If latching occurs on the same clock edge when counter is in switch-
ing state, the coarse register may be in metastable state resulting in ambiguous
coarse count. However, latching on the safe edge will cause an error of one coarse
count if the hit comes after the safe clock edge during one clock cycle. A dual edge
synchronization [112] and dual counter method [108] have been utilized to avoid
metastability and respective coarse count errors.

If ‘N ′c and ‘N ′f are coarse and fine register binary values respectively, the ar-
rival time of hit is given by equation(2.13). Here, as coarse count is added with fine
count, so accounted value of coarse count is ‘NC − 1′.

T = (Nc − 1)× Tref +Nf × Td (2.13)
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In time stamping of multi-hit events, the double hit resolution is crucial de-
sign aspect. The TDL with single fine register cannot resolve two consecutive hits
occurring within one clock cycle. Therefore, in the reported multi-hit TDCs [113,
114] , a single transition is allowed to be detected in the range of TDL (one clock
period).

Further, time stamping can be utilized in triggered as well as non-triggered
applications. In non-triggered applications, time of hit is given relative to the time
of the reference clock. In triggered application, the time of trigger is also stamped
in the reference channel, so that the relative time of hits is given with respect to
trigger.

This technique is efficient for multi-channel TDCs as free running counter
and TDL can be shared between multiple channels of TDC thereby reducing the
power consumption per channel. However, the memory access time for each chan-
nel and read-out speed adds a significant dead time in the measurements. This
limits the utilization of this technique in HEP experiments, where dead time less
measurement of events along with data buffering capability is required.

2.4.2.3.1.6 Shift register based time stamping

In this technique [61], the hit line is injected to the pipeline of registers, synchro-
nized to the clock. On each clock cycle, hit line is sampled and the sampled data is
shifted subsequently. Thus, time-period of clock defines resolution of hit line sam-
pling. Further, the amount of shifting needed depends on the trigger latency as
relative time of sampled hits is measured with respect to time of trigger. Therefore,
depth of the shift register is chosen as per the specified trigger latency.

This technique requires high clock frequency order of 1 GHz to achieve reso-
lution of 1 ns during hit sampling. In addition, power consumption is high (nearly
1.2 W at the rate of 1 GHz) due to shifting of sampled data on each cycle. This lim-
its the application of shift register based TDC in the HEP experiment with millions
of channels. To reduce the power consumption, time memory chip (TMC) based
TDC architecture [62, 63, 64] has been reported and discussed below-

2.4.2.3.1.7 Time memory chip

This technique uses low frequency clock to achieve same resolution for sampling
the hit line (with multiple events) as was in shift register based TDC [61]. Here, the
delayed replicas of clock within one clock period are used as memory write signals
to sample the hit line in the low power CMOS static memories. The time interval
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(Td) between consecutive delayed clock signals defines resolution of sampling. A
TDL is used to obtain the delayed clocks with time interval ‘T ′d as shown in Fig.2.18.

Figure 2.18: Schematic diagram of digital memory based time interval
measurement

Here, reduction in power from 1.2 W for 256-bit memory [61] to 7 mW /chan-
nel for four-channel 1K memory ‘TMC4004′ [65] has been achieved as-

1. The required clock frequency is lowered by the length of delay line to
achieve the same resolution (1ns). This leads to the increment in word size of mem-
ory in the same proportion.

2. This scheme does not involve the shifting of sampled data.
In pipeline architectures to increase the dynamic range of measurement, the

expansion in memory size is required, which is cost effective. Therefore, low cost
gate array version of TMC with separate dual port memory (24×128) for data
buffering and four channels of 32-bit memory for hit-line sampling is reported.
There are some major differences in time stamping and pipeline techniques. In
pipeline, the storage depth of memory is chosen as per the trigger latency. While,
in time stamping it is as per the expected hit rates in the experiments.

In the above discussed digital techniques whether for time interval measure-
ment or time stamping, the best attainable resolution is defined by the smallest
delay provided by used delay element. The other approach to achieve high resolu-
tion is to use the sub-gate delay resolution techniques, discussed in the following
section-
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2.4.2.3.2 Sub-gate delay resolution based TDC techniques

The sub-gate delay resolution can be achieved by-

• Using a high speed delay elements in TDL

• Using time interval measurement techniques that do not depend on absolute
delay of the delay element.These techniques include differential delay line,
pulse shrinking delay line, gate delay interpolation, and parallel delay line
and time amplification based TDC architecture.

2.4.2.3.2.1 Use of high speed delay element in TDL

(a) Current Mode Logic (CML) based differential delay element:

A TDL utilizing the high speed differential delay element based on current mode
logic (CML) [chapter-3] is reported in [109]. It provided a time interval measure-
ment resolution of 25.5 ps with 0.35 µm CMOS technology, where intrinsic buffer
delay is 150 ps. However, it had a high static power consumption (1 mA/delay
element), making it unsuitable for HEP experiments with millions of channels and
low power portable instruments.

(b) Passive RC delay element:

The passive RC delay element can be used as low power and fast delay element. In
addition, the RC delay is stable due to lower sensitivity to the variation in temper-
ature and supply voltage (typically 500 ppm per volt and few tens ppm/0C) [108].
However, it is technology process sensitive. Therefore, only a startup calibration
is needed to calibrate its delay for a given process. In spite of these advantages,
utilization of these delay elements is constrained due to the following reasons-

• The propagation delay of RC-delay line is a quadratic function of number
of stages as per Elmore delay equation [115]. This causes non-linearity in the
tapped delays.

• The RC-delay line is not able to produce the uniform delayed replicas of ap-
plied ‘clock′ or ‘start′ signal due to successive attenuation in the amplitude
of clock on the taps. This is attributed by low pass filter characteristic of RC-
delay element. The number of RC elements (N) in the TDL defines the order
of filter. The gain (Vout/Vin) and -3db frequency of the N-order filter reduces
with its order as per equation(2.14) and equation(2.15) respectively, where fc
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is calculated corner frequency. In[116], buffers are used in between the taps
of long RC-delay line in order to minimize above discussed issues to some
extent.

(Vout) = (1/
√

2)N × Vin (2.14)

(f−3db) = fc ×
√

21/N − 1 (2.15)

• The transmission line [117] such as ‘co-axial cable’ and ‘micro-strip’ on PCB
of certain length is used as high speed tapped delay line. Here, the resolution
is equal to length of unit tap, which is equivalent to ps. The propagation de-
lay for unit length is given by

√
L× C, where ‘L′ and ‘C ′ are inductance and

capacitance per unit length of TM line. However, the non-linearity in tapped
delay,temperature, resistive and dielectric losses affect the delay characteris-
tics and hence the TDC precision.

(b) Transmission gate based delay element:

A transmission gate serves as a high speed, low power, low parasitic and area effi-
cient delay element. However, similar to RC delay lines cascading of transmission
gates also causes attenuation of the signal amplitude and delay non-linearity due
to the quadratic dependency of delay on number of stages. In addition, due to
switching inaccuracies such as charge injection, the quality of waveform degrades
at successive stages of TDL.

2.4.2.3.2.2 Differential (Vernier) delay line

This technique, as reported in [118, 119, 120] uses two tapped delay lines having
slightly different unit delays in order to achieve sub-gate delay resolution in time
interval measurement. The inputs ‘start′ and ‘stop′ are applied to the ‘slow′ and
‘fast′ tapped delay lines having unit delays τst and τsp (τsp<τst) respectively as
shown in Fig.2.19 (a). Due to the difference in speed, on each tap, the ‘stop′ signal
approaches the ‘start′ by the step size of ∆Td = τst − τsp, as shown in Fig.2.19
(b). Eventually, the ‘stop′ signal coincides and subsequently leads the ‘start′ signal.
The number (n) of stages in the delay lines that are crossed by both the signals
till the coincidence occurred is used to find the time interval between them. In
order to determine this number, the ‘stop′ signal samples and latches the status of
‘start′ on each tap. Finally, the register code gives the value of ‘n′ in the form of a
thermometer code, where the position of logic ‘1′ to ‘0′ transition gives the point of
coincidence.
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(a)

(b)

Figure 2.19: Differential delay line technique (a) block diagram including (LSB)
stabilization using DLL (b) timing diagram

The conversion expression is given by equation(2.16), where the difference of
unit delays (τst and τsp) provides resolution of time interval measurement.

∆T = (τst − τsp)× n = ∆Td × n (2.16)

The dynamic range of time interval measurement is the product of ‘number
of delay stages (N) and resolution (∆Td)’. Here, the resolution is higher than that
achieved in single tapped delay line method. However, differential delay line ex-
hibits longer conversion time (N × τsp) than single tapped delay line based tech-
nique which works on the principle of flash conversion. In [120],the dead time is
reduced by using an asynchronous read out buffer.

In order to achieve stability in resolution ‘∆T ′d across PVT variations, DLL
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architecture as shown in Fig.2.19 (a) is reported. Here, for reference delay line, the
‘start′ and ‘stop′ signal with time interval of one clock period is obtained on-chip
using reference clock. The number of stages in the reference delay line is chosen
such that the ‘start′ coincides with the ‘stop′ at the end of delay line. The DLL ad-
justs the control voltage to modify the delay of slow delay line in PVT variations,
so that ‘start′ and ‘stop′ have coincidence at the end of delay line. This scheme reg-
ulates the difference of unit delays and hence the resolution of differential delay
line.

Theoretically, very small resolution (10′s of ps) can be achieved using this
technique. However, with resolution of 10′s ps over dynamic range of 100′s ns,
the length (N=10,000) of delay lines is long enough to have significant systematic
and random errors. This may nullify the resolution gain achieved by differential
method. To reduce the requirement of long delay lines for reasonable dynamic
range, other two architectures of differential scheme- two dimensional differential
delay line and cyclic differential delay line have been reported, which are discussed
below-

2.4.2.3.2.3 Two dimensional differential delay line

The 2-D differential delay line requires less number of stages as compared to linear
differential delay line for the same dynamic range. This reduces the power con-
sumption as well as the integral non-linearity error, prevalent in long delay lines.

Figure 2.20: 2D differential delay line technique for TDC

In the linear differential delay line, the delays are compared between the taps
located in the same position. If all combinations of both delay lines are chosen, a
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2D plane of time reference can be implemented as shown in Fig.2.20. Here, the
range of plane with uniform quantization defines the dynamic range of time in-
terval measurement. For instance, the delay lines with 5-stages, the range of linear
differential delay line is from ‘0′ to ‘5∆T ′d while, for 2D (5×5) Vernier plane (shaded
area), the dynamic range is from ‘− 3∆T ′d to ‘9∆T ′d.

Moreover, in 2D Vernier plane, by extending the length of only one delay
line, the dynamic range can be extended effectively. For instance, if number of
slow delay elements are extended from 5 to 8, the modified dynamic range is from
‘−3∆T ′d to ‘24∆T ′d. Based on this concept, TDC prototypes have been reported [121]
that find application as phase comparator in all digital PLL.

2.4.2.3.2.4 Cyclic differential delay line

(a)

(b)

Figure 2.21: Cyclic differential delay line implemented using buffers (a)
schematic diagram (b) timing diagram

The cyclic differential delay line provides re-usability of the delay stages for theo-
retically infinite dynamic range. Here, ‘start′ and ‘stop′ triggerable ring oscillators
are derived from differential delay line, as shown in Fig.2.21 (a). To establish the
oscillations, when ‘start′ and ‘stop′ complete a span of the respective delay line,
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their inverted outputs are coupled back to the input of delay line with the help
of coupling blocks. This gives ‘slow’ and ‘fast’ clocks corresponding to ‘start’and
‘stop’ delay line respectively as shown in Fig.2.21 (b). As delay of ‘start’ delay line
is more than ‘stop’ one, so time interval between ‘slow’and ‘fast’clocks reduces on
each rotation. Thus, if this time interval is more than the dynamic range of differen-
tial delay line, no phase coincidence takes place on its taps. So, this time interval is
accounted by counting the number of cycles of ‘slow’and ‘fast’clocks individually
with the help of coarse and fine counters respectively. This provides the expansion
in the dynamic range. Eventually, after few rotations, the time interval between
‘slow’ and ‘fast’ clocks becomes less than the dynamic range of differential delay
line. Subsequently, there is a phase coincidence in the differential delay line. This
asserts ‘eoc’, which stops the counters.

At the time of coincidence, the thermometer code, equivalent to the number
of stages ‘n′ covered in the delay line till coincidence is produced in the register.
Further, as rising and falling edges of oscillator clocks passes through the delay
line in every alternate rotation, therefore, coincidence of both the rising and falling
edge is checked across the taps.

The conversion expression is given by equation(2.17), where ‘N ′c and ‘N ′f are
the number of cycles provided by coarse and fine counters respectively.

∆T = n× (τs − τf ) + (Nc − 1)× Tst − (Nf − 1)× Tsp (2.17)

The above equation can also be written as:

∆T = n× (Tst − Tsp)/2N + (Nc − 1)× Tst − (Nf − 1)× Tsp (2.18)

Where, ‘∆Td = (Tst−Tsp)/2N ′ represents the resolution of time measurement
for N-stage cyclic delay line.

However, if coincidence takes place at falling edge, the conversion expression
is given by:

∆T = Tst/2− n× (Tst − Tsp)/2N + (Nc − 1)× Tst − (Nf − 1)× Tsp + Tsp/2 (2.19)

The above equation can also be written as:

∆T = n× (τs − τf ) + (Nc − 1/2)× Tst − (Nf − 1/2)× Tsp (2.20)

Here, there are two conversion expressions depending on type of edge co-
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incidence. The other approach which has single conversion expression of cyclic
scheme is used in [122]. Here, the delay lines are realized by using odd number
of ‘NAND’ gates, each one functions like a basic inverter. The NAND gate is cho-
sen instead of inverter to provide trigger ability by the inputs (start /stop) as well
as to keep all delay elements identical. The oscillations are maintained by simple
feedback owing to the odd number of stages. Here, there are alternate signal edge
transitions on each tap. So, to detect the coincidence, two arbiters corresponding
to rising and falling edge co-incidence are used on each tap.

Figure 2.22: Cyclic differential delay line implemented using odd number of
NAND gates

As shown in Fig.2.22, the coarse and fine counters are clocked by slow os-
cillator clock. The coarse counter counts full cycles (Nc) of clock till the occur-
rence of ‘stop′ signal. The fine counter counts the number of times (Nf ), the ring
core is reused before coincidence on the taps of delay line. The outputs of arbiters
are combined into thermometer code, where first logic transition gives ‘eoc′ which
stops fine counter and oscillators. In this scheme of coarse and fine counting, the
conversion expression is independent of type of edge coincidence and is given by
equation:

∆T = NC × Tst + (NF −NC)× Tst + n×∆Td − (NF −NC)× Tsp (2.21)
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2.4.2.3.2.5 Parallel delay line

The parallel delay line consists of delay elements with capacitive load scaling as
shown in Fig.2.23 (a). Each successive delay element is loaded with linearly scaled
capacitor at node ‘x’. When a rising edge of signal is applied to parallel delay
line, the time required to discharge the load capacitor is proportional to the scaling
factor. Therefore, the delay versus scaling factor characteristic is linear, as shown
in Fig.2.23 (b).

(a) (b)

Figure 2.23: Parallel delay line with load capacitor scaling based delay element
(a) schematic diagram (b) delay vs. scaling factor characteristic

The delay ‘T ′p of delay element loaded with capacitor of scaling factor N is
given by equation(2.22), where Td is the intrinsic propagation delay and ∆Td is
delay due to unit load (N=1C). The delay between consecutive delay elements is
∆Td if their intrinsic propagation delays are identical.

Tp = Td +N ×∆Td (2.22)

For time interval measurement, the ‘start′ is applied to parallel delay line to
obtain its delayed replicas with time interval ‘∆T ′d. The ‘stop′ signal samples and
latches the status of delayed replicas of start to determine their number just before
‘stop′. The number thus obtained, multiplied by ∆Td gives time interval measure-
ment.

The salient features of this technique are small conversion time and sub-gate
delay (∆Td) resolution in time interval measurement. In addition, the measure-
ment has less non-linearity errors, as the DNL error does not accumulate to create
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a high INL like in cascaded delay line.
On the other hand, this technique has large current spikes as all stages change

their state at the same time. In addition, the dynamic range is limited by the num-
ber of capacitors ‘N × (N + 1)/2′ required for N-stages. With the limitations of
small dynamic range and high power, this technique is suitable as fine time inter-
polator [123].

The key design challenges are to reduce the fan-out delay of ‘start’signal,
layout complexity in view of matching in intrinsic delays of delay elements and
matching of capacitors.

2.4.2.3.2.6 Hierarchical time interval measurement techniques (reduction in num-
ber of delay elements)

Hierarchical techniques (two & three stage interpolation and nested DLL) use hi-
erarchy of interpolators to reduce the length of delay line with the achievement of
high resolution. It leads to reduction in non-linearity error as well as power and
area consumption due to less number of delay elements. These techniques are dis-
cussed in the following sections-

2.4.2.3.2.6 (a) Two stage interpolation

In two-stage interpolation[124, 125, 126], the coarse interpolator is implemented by
a tapped delay line providing delayed replicas of reference clock for measurement
range of one clock period. It measures the time intervals ‘T ′st1 and ‘T ′sp1,which is
equal to delayed clock edge (next to start/stop signal) to the next rising edge of
reference clock, as shown in Fig.2.24. The resolution (Td) of coarse interpolator is
determined by gate propagation delay.

Figure 2.24: Timing diagram for hierarchical technique
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The sub-gate delay measurement techniques are used as fine interpolator
over a range that is equal to the resolution of coarse interpolator. Two fine inter-
polators (corresponding to start and stop) working in parallel are used to measure
time intervals ‘T ′st2 and ‘T ′sp2. These time intervals are in between the start to its
adjacent and stop to its adjacent delayed clocks respectively.

The measurement errors due to metastability in coarse register are avoided
by using fine synchronizers for ‘start′ and ‘stop′ signals at second interpolation
level. It provides sufficient time to the coarse register to attain the stable state from
metastability. The scheme of synchronization is based on generating a signal ‘syn′

corresponding to delayed clock, adjacent to input (start/stop) with a synchroniza-
tion delay. This delay is in multiples of the coarse interpolator resolution. The in-
put (start/stop) is also delayed by the same amount to obtain ‘asyn′ signal thereby
maintaining the time interval ‘T ′st2 and ‘T ′sp2 intact. The conversion time is given
by-

∆T = Tctrl + Tst1 + Tst2 − (Tsp2 + Tsp1) (2.23)

In the reported architectures [125, 126], to provide the immunity to LSBs of
coarse interpolator and fine interpolator across PVT variations, different schemes
of DLL have been used.

In [125] ,a dual loop dual DLL is used as shown in Fig.2.25 (a). It consists
of slow and fast DLLs having identical delay elements. The ‘fast’ DLL locks the
delay of N-stage delay line to the time period of clock as per equation (2.24) , In
slow DLL, the delay of (N)th delay element is matched with the (N + 1)th delay
element of fast DLL as per equation (2.25). By virtue of loop correction mechanism,
the control voltages ‘V ′ctrlf and ‘V ′ctrls are different providing smaller unit delay ‘τ ′f
in fast DLL than ‘τ ′s in slow DLL. The delay ‘τ ′f is the LSB of coarse interpolator
and ‘∆T ′d is for fine interpolator. The required number of stages ‘N ′ for a clock
frequency ‘T ′ref and resolution ∆Td is calculated from the equation(2.26).

τf =
Tref
N

(2.24)

N × τs = (N + 1)× τf (2.25)

∆Td =
Tref
N2

(2.26)

In [126], nested DLL scheme has been used as shown in Fig.2.25 (b), where
the coarse DLL locks the delay of N-stage delay line to one clock period. The fine
DLL locks the M th output delay of parallel delay line to the two times of bins
‘Tref/N

′ of coarse DLL. The LSB of fine interpolator is ‘2× Tref/(M ×N)′.
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(a)

(b)

Figure 2.25: Block diagram of (a) dual loop dual DLL (b) nested DLL scheme

2.4.2.3.2.6 (b) Three stage interpolation using reference recycling with low fre-
quency clock (high precision time interval measurement)

Low frequency reference clock due to its stability and small power requirement,
improves the performance of TDCs. On the other hand, it requires large number of
delay elements for delay line based fine interpolators. To further reduce the num-
ber of delay elements, reference recycling based DLL [127, 128, 129] architecture
with three stage interpolation has been reported. It reduces the length of delay line
with low frequency clock while maintaining the high resolution. This results in
reduction of non-linearity error, which improves precision of TDC.

The scheme is based on recycling of the reference clock edge several times
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in delay line until one reference clock period is covered. After that, a new refer-
ence edge is applied to the delay line. The required number of recycling round of
N-stage delay line to complete one reference clock period is defined by recycling
factor ‘R′.

(a)

(b)

Figure 2.26: Cyclic DLL based coarse interpolator (a) block diagram (b) timing
diagram

The re-cycling in the delay line is carried out by using differential multiplexer
based delay element [129] having a selection line (Sel), as shown in Fig.2.26 (a). Ini-
tially, clock is selected to enter into delay line. When clock completes a span of
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delay line, feedback loop is selected by cross coupling between last element and
second channel of first element to enable recycling. The selection line of delay
element is controlled by recycling counter, which toggles when count is equal to
re-cycling factor (R). It further injects the jitter free clock into the delay line. The
first element uses both the channels and others use single channel to avoid delay
variation between first and last delay element in the loop.

The silent feature of this delay element is that it provides two outputs like ‘d′0

and ‘d′4 with different phases and identical time-period of ‘2×N × T ′d, as shown in
Fig.2.26 (b). This reduces the power consumption and doubles the effective length
of delay line.

The time interval measurement is divided into three parts such as coarse
count, coarse interpolation and fine interpolation. The phase ‘d′0 which interpo-
lates reference clock by ‘2′, is applied to the coarse counter. It counts the number of
cycles between ‘start′ and ‘stop′. In the coarse interpolator, ‘start′ and ‘stop′ latches
the state of intermediate clocks ‘d′0 to ‘d′7 with resolution ‘Td = Tref/2× (2×N×R)′.

In fine interpolator, the parallel delay line with capacitor load scaling (section
2.4.2.3.2.5) is used. Here fine resolution ∆Td is M th part of Td. Therefore, minimum
‘M ′ delay elements are needed. To further reduce the number of delay elements,
a 2-D arrangement of delay elements is used. As shown in Fig.2.27, one delay line
contains 2-delay elements and another contains 5. Thus 10 interpolation slots with
resolution ‘∆T ′d can be obtained using 7 delay elements. So, final achieved interpo-
lation in the reference clock is ‘Tref/4NRM

′.

Figure 2.27: Timing diagram of 2-D fine interpolator in three stage interpolation
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The performance comparison among the hierarchical architectures is given in Table2.1.

Table 2.1: Performance comparison among hierarchical architectures

Parameters Time
Stamping

TDC based
on nested
DLL

TDC with
two level
conversion

TDC based
on recy-
cling DLL

CMOS
Process

1µm 0.8µm 0.35µm 0.35µm

Clock
frequency

40 MHz 85 MHz 130-160
MHz

5 MHz

LSB 1.56 ns 92 ps 24-30 ps 12.2 ps
Power 10mW/ch 100mW <50mW 40mW
Area 25 mm2 3.1×2.2 mm2 - 2.5×3.0

mm2

Delay
Elements

24 32 16 20

Precision 100 ps 50 ps - 8.1 ps
Interpolation
Ratio

16 128 256 16384

2.4.2.3.2.7 Pulse shrinking delay line (PSDL)

In this technique [130, 131] for time interval measurement, the shrinking in the
pulse length is monitored until it vanishes. To apply shrinking in the pulse, a cur-
rent starved buffer is used as pulse-shrinking element. The shrinking is introduced
by adjusting the amount of current with the help of bias voltage, during rising edge
input transition. So, the difference of rising (τr) and falling (τf ) edge delays is equal
to the amount of shrinking and defines LSB of time interval measurement. The
pulse with length equivalent to time interval is applied to a cascaded delay line of
pulse shrinking elements. A latch on each tap is set to logic ‘1′ by the presence of
the pulse. Fig.2.28 shows the timing diagram where, at nth stage, pulse vanishes so
that the output of corresponding latch is at logic ‘0′. The first logic ‘1′-to-logic ‘0′

transition count ‘n′ in the output thermometer code multiplied by LSB ‘∆T ′d gives
time interval.

A high resolution of time interval measurement can be achieved by control-
ling the amount of shrinking. On the other hand, the design value of shrinking
is sensitive to PVT variations. So, the amount of shrinking needs to be calibrated
frequently to ensure the correctness of measured time. To calibrate this, a different
architecture of DLL [130, 131] is used, where a reference pulse of known duration
(Wref ) passes through the N-stage reference PSDL. The DLL adjusts the control
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voltage so that the pulse vanishes at the end of delay line. The calibrated amount
of shrinking is given by-

∆Td =
Wref

N
(2.27)

The conversion expression of pulse shrinking delay line is given by equa-
tion(2.28), where ‘n′ is the number of stages carrying the pulse in the measurement
chain.

∆T = n× Wref

N
(2.28)

Figure 2.28: Timing diagram of pulse shrinking delay line technique

In the linear PSDL, the non-linearity error due to the mismatch in the amount
of shrinking increases with the number of stages. This limits the dynamic range of
PSDL in view of accuracy in time interval measurement[130].

To reduce this non-linearity, the cyclic PSDL has been reported [132, 133] as
shown in Fig.2.29 (a). Here, the number of rotation of the pulse (through the cyclic
PSDL) till it vanishes, is used for time interval measurement. The non-linearity
error reduces as only one element is used for shrinking. Even, if more than one
shrinking elements are used in the delay line; still non-linearity error is not en-
countered in cycle to cycle counting of pulse rotation.
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The LSB of time interval measurement is calibrated by counting the rotations
of reference pulse of known duration through cyclic PSDL till it vanishes. To set
the high resolution, the amount of shrinking is adjusted by external reference volt-
age, so that the pulse covers a large number of rotations before it vanishes. In the
measurement phase, the calibrated LSB multiplied by number of pulse rotations
gives time interval measurement.

(a) (b)

Figure 2.29: Cyclic pulse shrinking delay line (a) block diagram (b) schematic
diagram with temperature compensation

To avoid bias adjustment for voltage controlled shrinking, fully digital pulse
shrinking delay line has been reported[133]. Here, the shrinking is obtained by
passing the pulse through two buffers, which have different driving strengths. This
leads to different durations of pulses at the output of buffers. So, their logical AND
gives a final pulse that is shrunk in length. The degree of shrinking is controlled
by the adjustment of aspect ratio of buffers. The other way is utilization of in-
homogeneous dimensions of coupling stage for shrinking as it differs from other
inverters in the delay line. When pulse passes through the interface of delay line
and coupling stage, it encounters different rising and falling edge delays. To en-
sure shrinking the aspect ratio of coupling stage and inverters is adjusted, so that
rising edge delays are more than falling. This digital pulse shrinking TDC achieves
20 ps LSB and 18 µs dynamic range. However, it has variation in LSB of±25% over
a temperature range from 00C to 1000C.

The variation in shrinking over temperature is due to the temperature sensi-
tivity of threshold voltage (VT ) and mobility (µ) in MOS transistor. Both parameters
reduces with increase in temperature as per equation(2.29) and equation (2.30) re-
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spectively.

VT (T ) = VT (T0) + α× (T − T0) (2.29)

µ(T ) = µ(To)(T/To)
Km (2.30)

where, ‘K ′m is in the range of -1.2 to -2.0 and ‘T ′0 is the reference temperature
(e.g., 300 degree kelvin), T is the environment absolute temperature and α is in the
range of 0.5 mV/0K to 3.0 mV/0K.

The variation in above factors influences the drain current in opposite direc-
tions. The mobility dominates because of its exponential nature if bias voltage for
transistor is much greater than the threshold voltage. Otherwise, threshold voltage
effect dominates (refer chapter-3). Using this feature, a temperature compensated
cyclic pulse shrinking delay line based TDC is reported [134], as shown in Fig.2.29
(b). Here, the bias voltages (Vn and Vp) compensate the mobility loss of the logic
inverter. These voltages are provided by bias circuit, where transistor P3 acts as the
load of the two diode-connected (saturated) transistors P1 and N1. As temperature
increases, the threshold voltage of P1 andN1 decreases, which results in an increase
of conduction current of P3. The current mirrors composed of (P1, P2) and (N1, N2),
transfers the conduction current of P3 with positive temperature coefficient to in-
verter. Thus, reduces the variation in delays.

In this temperature compensated cyclic delay line, the variation in LSB re-
duces from 25% to 6% over temperature variation from 00C to 1000C. This scheme
is also used to implement a TDC based temperature sensor[84].

2.4.2.3.2.8 Interpolation of bin size of DLL by array of delay lock loop (ADLL)

In time stamping, the bin size depends on the smallest attainable delay from delay
element. The current starved inverter based delay element is frequently used in
time stamping due to its salient features of low power and wide delay regulation
range. However, smallest delay is limited by the parasitics of CMOS process node.
As an alternative, high speed differential delay element with large static current
has been used in [111]. However in portable and HEP experiments, power effi-
ciency is desirable. Therefore, a scheme to interpolate the smallest delay of current
starved inverter (bin size of DLL) has been reported in [135].

This scheme relies on using the array of several uniformly offset DLL’s as
shown in Fig.2.30(a). To generate the precise offsets, a phase shifting DLL (PSDLL)
with M number of delay elements is used. The unit delay (TM ) of PSDLL defines
the required offset as per equation(2.31). It is chosen more than the process limited
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delay (TN ) by some fraction (F) to obtain delay interpolation.

TM = TN + F−1 × TN (F>1) (2.31)

The value of ‘F ′ defines the number of offset DLLs. The number of stages,
‘N ′ in each offset DLL and ‘M ′ in PSDLL is chosen as per equation(2.32) and equa-
tion(2.33) respectively. So that, the delay line in PSDLL and each offset DLL is
locked to one reference clock period.

N =
Tref
TN

(2.32)

M =
Tref
TM

(2.33)

The PSDLL provides the reference clocks, each having initial phase difference
‘T ′M from the previous one to the offset DLLs. So that the interpolated bin size in
offset DLLs is given by equation:

∆Td = TM − TN = TN/F (2.34)

However, the sequencing of consecutive bins with uniform time interval of
‘∆T ′d is important before its utilization in time stamping. To find this sequence,
edge representation of delayed clocks on each tap of offset delay lines is illustrated
in Fig.2.30(b). The notations (a,b....f) listed in Table 2.2 represents the position of
delay elements. In the second reference clock cycle, sequence of consecutive bins
with uniform time interval of ‘∆T ′d can be achieved. The number of bins is given
as ‘N × F ′.

Table 2.2: Notation for position of delay elements in ADLL

Notation Position of De-
lay Element

[a to e] M0 [N1to N5]
[a1to f1] M1 [N1to N5]
[a2to f2] M2 [N1to N5]
[a3to f3] M3 [N1to N5]

The drawbacks of ADLL are power and area inefficiency as well as jitter ac-
cumulation in offset DLLs. By sharing ADLL among a number of channels of time

69



Chapter 2. Review of Time Interval Measurement Methods and Techniques

stamping, its power and area efficiency can be improved. A single hit TDC proto-
type in [136] have been reported using ADLL for sub-gate delay resolution.

(a)

(b)

Figure 2.30: (a) Block diagram of ADLL based time interval measurement (b)
edge representation of delayed clocks for 2-D matrix (4×5) of delay elements in

ADLL
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2.4.2.3.2.9 Interpolation of bin size of DLL by RC-delay line

The gate delay interpolation using ADLL technique requires a number of closed
feedback loops in a complex topology. This invariably leads to high power and
area consumption.

Alternatively, a time stamping scheme to interpolate the process limited bin
size of DLL relies on acquiring ‘M ′ samples of the status of DLL on arrival of ‘hit′

signal. This fractional sampling is obtained by delaying the hit signal using tapped
RC delay line. It provides ‘M ′ delayed versions of ‘hit′ signal with time interval
(∆Td) that is M th part of bin size (Td). The DLL bin size interpolation is therefore
achieved by determining the number of delayed hit signals (m) that shift the DLL
status to next bin.

Figure 2.31: Time stamping using DLL and RC delay line with sub-gate delay
resolution

As shown in Fig.2.31, the ‘hit′ signal (S0) occurs in between N th and (N +1)th

delayed clocks. From the samples of status of delayed clocks, the transition in logic
‘0′ to ‘1′ is in N th bin. This provides the arrival time of hit ‘N × T ′d, with bin size ‘T ′d
(process limited delay) of DLL. Further, the delayed sample of hit corresponding to
‘S ′4 exists in the (N + 1)th bin, so m=4. This gives the fractional time of ‘hit′ within
N th bin as:

fractional time of hit in N th bin = Td −
(Td ×m)

M
(2.35)

So, occurrence time (T) of hit over a range of one clock period with sub-gate
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delay resolution of ‘∆Td = Tref/(M ×N)′, is given as-

T = N × Td +
(Td × (M −m))

M
(0 ≤ m ≤M) (2.36)

Using this scheme, a TDC prototype with single DLL and passive RC-delay
line with same potential of interpolation as achieved from ADLL have been re-
ported [137, 138].

2.4.2.3.2.10 Interpolation in bin size of DLL by multiple period locking

The operating principle of conventional DLL architecture is based on one clock
period locking [108]. If the delay of voltage controlled delay line with N-stages is
locked to multiple ‘M ′ clock periods as per equation(2.37), the interpolation in the
bin size of DLL can be achieved with the condition that numbers ‘M ′ and ‘N ′ are
co-prime to each other.

M × Tref = N × Td (2.37)

∆Td = Td/M (2.38)

The interpolated delay is given by equation(2.38). For instance, for N=32,
M=3, Tref = 8 ns and Td = 750 ps, the value of ‘∆T ′d is 250 ps. The tap position ‘X ′

in the chain of delay elements to achieve the sequence of uniformly delayed clocks
within a reference clock period (after three clock cycles) is listed in Table 2.3. This
architecture has been used in the development of multi-hit TDC with resolution of
50 picoseconds [139] using 0.8 µm CMOS process.

Table 2.3: Sequence of uniformly delayed clocks with respect to position (x) of
delay element

X ∆T
(ps)

X ∆T
(ps)

X ∆T
(ps)

X ∆T
(ps)

0 0 24 2000 16 4000 8 6000
11 250 3 2250 27 4250 19 6250
22 500 14 2500 6 4500 30 6500
1 750 25 2750 17 4750 9 6750
12 1000 4 3000 28 5000 20 7000
23 1250 15 3250 7 5250 31 7250
2 1500 26 3500 18 5500 10 7500
13 1750 5 3750 29 5750 21 7750
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2.4.2.3.2.11 DLL based time amplification

In this technique, the input time interval is amplified by a predefined integral factor
‘N ′. This amplified time interval is then measured using a relatively low resolution
TDC scheme such as a FLASH using TDL. The measured value when divided by
N, gives the initial time interval between ‘start′ and ‘stop′, thereby exhibiting sub-
gate delay resolution.

Figure 2.32: Block diagram of time amplifier using DLL

To implement this, a DLL based time amplifier (TA) is reported in [140], as
shown in Fig.2.32. In this scheme, the ‘start′ and ‘stop′ signals trigger two identical
ring oscillators providing clocks in order to allow the DLL to maintain the loop
in locked condition by iterative corrections. The respective rising edges of these
clocks have a delay equal to the applied time interval. These clocks are then applied
to the delay elements ‘D′0 and ‘C ′0, which are identical in structure and sizing. The
time interval between rising edges of delayed outputs is compared by the PD. The
feedback loop adjusts the delay of ‘D′0 using control voltage to have output phase
coincidence. At coincidence, the difference in delays of ‘C ′0 and ‘D′0 is equal to the
input time interval ‘∆T ′ expressed by equation(2.39). To produce amplification,
these delay cells are replicated ‘N ′ times, so that the output delay difference is equal
to ‘N ′ times of input time interval. The amplified output is given by equation(2.40).

∆T = (TC0 − TD0) (2.39)

output time interval = N ×∆T (2.40)

The dynamic range of time amplifier is limited as it depends on the delay
regulation range of voltage controlled delay element ‘D′0. Therefore, it can be fur-
ther improved by increasing the number of delay elements in the feedback loop.
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Additionally, multiplexer has been used in [141] in order to digitally program the
amplification to any integral value ranging from ‘1’ to ‘N’.

The amplified time interval is measured by low resolution TDC such as tapped
delay line. This measured value when divided by ‘N’, gives the initial time interval
between ‘start′ and ‘stop′. Thus, this method provides sub-gate delay resolution
with limited dynamic range. It is preferred for very short time interval measure-
ment to characterize the rise time, fall time and skew degradation in high speed
circuits.

2.4.2.4 Miscellaneous Techniques

The techniques, which do not incorporate TDL as fine interpolator are classified
into miscellaneous and are discussed below-

2.4.2.4.1 Re-triggerable ring oscillator based Vernier technique

The Vernier technique utilizes two oscillators, ‘slow′ and ‘fast′ with slight differ-
ence in their time-periods for time interval measurement [142, 143, 144, 145, 146,
147, 148]. The slow and fast oscillators start oscillating with time periods ‘T ′oscst

and ‘T ′oscsp (Toscsp < Toscst) on the arrival of ‘start′ and ‘stop′ inputs respectively as
shown in Fig.2.33. As ‘T ′oscsp is slightly less than ‘T ′oscst, therefore, on each cycle,
the fast oscillator approaches the slow one by the step size of ∆Td = Toscst − Toscsp,
which defines resolution of time interval measurement. Eventually, the fast oscil-
lator coincides or leads the slow oscillator. The phase coincidence or leading is
detected by the phase detector, which toggles ‘end of conversion’ (eoc) and stops
ring oscillators.

The elapsed cycles of both oscillators till phase coincidence are counted by
two counters. The coarse counter counts the ‘N ′c number of slow oscillator cycles till
phase coincidence. It provides a long measurement range of (2b− 1)×Toscst, where
b is the number of bits of coarse counter. The fine counter counts cycles of fast
oscillator ‘N ′f corresponding to number of ∆T ′ds within T1 till phase coincidence.
The conversion equation of time interval under measurement is given by-

∆T = (Nc − 1)× Toscst − (Nf − 1)× Toscsp (2.41)

The above equation can be rearranged as-

∆T = (Nc −Nf )× Toscst + (Nf − 1)×∆Td (2.42)
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(a)

(b)

Figure 2.33: Vernier technique (a) block diagram (b) timing diagram

where ‘(Nc − Nf )T
′
oscst gives the coarse and ‘(Nf − 1)∆T ′d gives the fine time

measurement.
The crucial design aspect is the number of bits in fine counter. It is chosen

in order to count at least the maximum number of ∆T ′ds within Toscst given by
stretching factor ‘S ′:

S =
Toscst

Toscst − Toscsp
=
Toscst
∆Td

(2.43)

The key design challenges in the Vernier technique are generation of two fre-
quencies with slight difference and their stabilization across PVT variations. In the
TDC prototype [143], two phase lock loops (PLLs) have been incorporated to gen-
erate the stabilized frequencies with slight difference. To avoid the area and power
inefficient DLL or PLL, in [145, 146] on-chip time-period calibration method, which
corrects the timing expression in PVT variation has been used. The slight difference
in frequencies of ring oscillators is obtained by using a fan-out difference of logic
gate in [144, 145] and by different wire length in automatic P&R of buffers in [147].

Theoretically, a high resolution (Toscst − Toscsp) can be achieved using this
technique. However, minimum detectable phase error by phase coincidence de-
tector limits the achievable resolution. In the reported phase detectors [144, 145],
the phase detection uses sampling of status of slow clock by fast clock by using

75



Chapter 2. Review of Time Interval Measurement Methods and Techniques

D Flip-flop. At the time of phase coincidence, the setup time violation of flip-flop
results in unpredictable (metastable) output. This situation can be avoided with
the help of metastability hardened flip-flops. However, its dead zone character-
istic further limits the accurate phase coincidence detection and hence disabling
of counters and oscillators. To mitigate the impact of dead zone and metastabil-
ity over accuracy of phase detection, in [148], a phase frequency detector (PFD)
followed by C2MOS register has been reported. In the PFD shown in Fig.2.34 (a),
both oscillator clocks trigger two separate flip-flops with their inputs preset to logic
‘1′. This avoids the violation of setup time and dead zone of flip-flop at the time
of phase coincidence. The dynamic range of PFD is limited by the resetting time
of flip flops. The re-setting time is reduced by designing PFD using dynamic logic
with an in-built resetting using feedback of its outputs as shown in Fig.2.34 (b).

(a) (b)

Figure 2.34: (a) PFD based phase detector (b) PFD implemented using dynamic
logic to reduce its resetting time

Further, to obtain ‘eoc′, C2MOS register is used to sample the status of UP
signal by DN, provided by PFD. When UP leads DN, the output of register is at
logic one, which enables the counters. At the time of coincidence, the output is at
logic zero and it disables the counter and oscillators.

The merits of Vernier technique are minimal logic resource consumption,
area efficient, process independent resolution, large dynamic range. The limita-
tion is higher conversion time ‘S × T ′2, which limits the measurement rate of TDC.

In Vernier technique, the accuracy in the ring oscillator’s time period can not
be maintained over long time interval measurement due to inherent accumulated
jitter in the oscillators. A dual Vernier technique is reported in order to improve
the accuracy of Vernier technique. In this scheme, two Vernier converters corre-
sponding to ‘start′ and ‘stop′ are used respectively. The difference of their counts
in the conversion expression reduces the impact of jitter and systematic errors over
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accuracy of time interval measurement.
This technique uses two event trigger-able oscillators with identical time-

periods.The identical time-period (Tosc) of both oscillators is slightly greater than
the time-period (Tref ) of reference clock. Therefore, on each cycle, reference clock
independently approaches both oscillators with the step size of ∆Td = Tosc−Tref as
shown in Fig.2.35 (a). Eventually, they have phase coincidence with the reference
clock.

In this technique, the cycles of oscillators and reference clock are counted

(a)

(b)

Figure 2.35: (a) Edge representation of start oscillator coincidence with reference
clock in dual vernier technique (b) timing diagram of dual Vernier technique

by three counters one coarse and two fine. The fine counters count cycle of start
‘N ′f1 and stop ‘N ′f2 till their phase coincidence with the reference clock, as shown
in Fig.2.35 (b). These counts are corresponding to the number of ∆T ′ds within Tref .
The coarse counter counts cycles of reference clock ‘N ′c within time interval corre-
sponding to individual phase coincidences of both oscillators with reference clock.
It provides dynamic range of time interval between ‘start′ and ‘stop′. The conver-
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sion expression is given by-

∆T = Nf1 × Tosc +Nc × Tref −Nf2 × Tosc (2.44)

The number of bits in fine counter is crucial design parameter. It is chosen
to count at least maximum number of ∆T ′ds within Tref . Here, ‘∆T ′d defines the
resolution of time measurement.

This technique can measure negative time interval i.e. when stop comes be-
fore start. Based on this technique, time interval counter ‘HP5370A′ has been re-
ported with 20 ps single shot resolution [149].

2.4.2.4.2 Time interval using successive approximation technique

Successive Approximation is a well known principle for ADC implementation achiev-
ing high resolution but exhibits long conversion time. In time domain also, this
technique can be implemented to measure time interval using binary search method.
Here, the time interval between ‘start′ and ‘stop′ is compared in ‘N ′ iterations with
delay adjustment in ‘start′ or ‘stop′, where‘N ′ is number of bits in the result. Each
comparison converges one bit (starting from MSB) at a time. The algorithm ad-
vances in time domain such that the leading signal (start or stop) is always de-
layed after a comparison. The amount of delay is successively reduced by half of
full scale before each comparison.

The timing diagram of this technique is shown in Fig.2.36 for measuring time
interval of 10.4 LSB over full scale (TFS) of 16 LSB. The ‘start′ signal is first delayed
by TFS/2 to compare with ‘stop′ at the mid of dynamic range. If it lags the stop sig-
nal, it means that time interval is below half of dynamic range and MSB bit is set to
be logic ‘0′. If it leads from stop, the time interval is greater than half the dynamic
range and so the corresponding MSB bit is set to logic ‘1′. Therefore, the ‘start′ is
further delayed by TFS/4 and compared with the ‘stop′ signal. As it lags the ‘stop′,
it means the time interval is in between ‘t1 + TFS/2

′ and ‘t1 + TFS/2 + TFS/4
′. So,

next bit is set to logic ‘0′. Further, ‘stop′ signal is delayed by TFS/8 and compared
with delayed ‘start′. As ‘start′ leads ‘stop′, therefore, the corresponding bit is set
to logic ‘1′. Finally, start is further delayed by LSB of TFS/16 and it approximately
coincides with the stop. Therefore, the corresponding bit is set to logic ‘0′. As the
signals are approximately aligned with the error of less than one LSB, the condition
refers to the end of conversion. At the end of conversion, the bits ‘1010′ correspond
to the conversion result. Using this technique, time interval measurement with 1
ps resolution over 312.5 ps range has been reported [150].
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Figure 2.36: Time interval measurement using successive approximation
technique

2.5 Summary

This chapter reports a description of time interval measurement techniques since
their inception along with several modifications over the time line. The descrip-
tion is supported with the block, timing diagram and conversion expression. The
description is organized as per the classification of techniques in terms of perfor-
mance. However, to see the chronology among the evaluation of techniques, a time
line flow diagram is shown in 2.37.

Moreover, the techniques are briefly summarized in Table 2.4. For high pre-
cision and high resolution time interval measurement, discrete TAC with ADC has
been used. However, it was limited by high power and area consumption as well
as the cost. The integrated solution has provided reduction in area and cost. How-
ever, it is not robust across PVT variations and so degrades the precision of mea-
surement.

Among digital techniques based on delay lines, high resolution with moder-
ate conversion time can be achieved. However, precision is limited by non-linearity
error due to mismatch among tapped delays. Vernier delay line (VDL) offered tech-
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nology independent high resolution but is limited by the dynamic range. The cyclic
vernier delay line offered a good performance with respect to both precision and
dynamic range. However, they suffered from a long conversion time. The hier-
archical structures provided a solution to reduce non-linearity error by reducing
length of delay lines at moderate conversion time. Thus, techniques can be pre-
ferred according to the specific requirements of experiment or application in time
interval measurement after thoroughly weighing their advantages and limitations.
So, this table assists in the selection of technique based on the specifications in par-
ticular application.

The roadblocks in achieving the accuracy in CMOS TDC are the PVT vari-
ations and timing jitter. This requires LSB calibration as a crucial step to assure
the correctness of measurement. This can be carried out by using inbuilt digital
calibrator or automatic calibration circuits (DLL or PLL). A separate identical ref-
erence channel can be used for calibration or measurement channel itself can be
used in calibration mode. The first option features independent time interval mea-
surement and resolution calibration at the cost of calibration accuracy against local
mismatches. The second option reduces the inaccuracy in calibration, however,it
limits the measurement rate of TDC.

Moreover, the local mismatches, which are dominating in modern CMOS
process, limit the precision in long delay line based TDCs. Thus prevents the ef-
ficient use of modern process in terms of high resolution. Further, the techniques,
which use ring oscillators are limited to achieve high accuracy due to accumulated
jitter.
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Table 2.4: Summary of TDC techniques

Parallel Delay Line
(1) Sub-gate delay resolution (M)
(2) Strongly affected by PVT vari-
ations (D)
(3) High linearity as DNL does not
accumulate (M)
(4) Requires N(N+1)/2 capacitors
for N stage (D)
(5) Careful hand design of each
stage (R)
(6) No loop feasible (R)
(7) Efficient to be used as fine in-
terpolator (R).

Tapped Delay Line (TDL)
(1) Negligible conversion time (M)
(2) Resolution dependent on ab-
solute gate delay and sensitive
to PVT variation (D) so requires
calibration (R)
(3) De-skewing required at stop
input (D)
(4) DR (10′s of ns) defined by
number of stages.
(5) Loop (cyclic) structure is pos-
sible for theoretically infinite DR
(R)
(6) Low Precision limited by
matching among tapped delays
(D)
(7) Trade-off in resolution and
dynamic range(D)

Differential and Shrinking De-
lay Line
(1) Sub-gate delay resolution (M).
(2) Large DR is possible in Loop
(M)
(3) large conversion time (D)
(4) Trade-off in resolution and DR
(D)
(5) Low precision limited by
matching among tapped delays
and amount of shrinking (D)
(6) Power hungry if continuous
calibration is required (R)

TAC with ADC
(1) High resolution (M)
(2) DR limited by non-linearity of
current source (D)
(3) Conversion time depends on
ADC (R)
(4) Not efficient for modern CMOS
process (D)
(5) Susceptible to process varia-
tion and environmental noise (D)
(6) Accuracy much affected by
noise coupling and nonlinearity
(D)
(7) Trade-off in resolution and DR
(D)

Digital Counter
(1) Small non-linearity error de-
pends on stability of clock (M).
(2) Theoretically infinite DR (M)
(3) Negligible Conversion time
(M)
(4) Resolution and accuracy de-
pends on the clock frequency (D)
(5) Trade-off in resolution and
power consumption (D)

Loop Structures
(1) Number of stages is reusable
to expand dynamic range (M)
(2) Less non-linearity error as
pulse covers the delay line once in
each cycle (M)
(3) Chip-area efficient (M)
(4) High resolution (M)
(5) Large conversion time(D)
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Dual Slope Technique
(1) Robust and free from calibra-
tion as gain depends upon ratio,
instead of absolute values of cir-
cuit parameters (M)
(2) Area and power efficient as
compared to TAC with ADC due
to elimination of separate ADC
(M)
(3) High resolution and high pre-
cision time measurement(M)
(4) Large conversion time(D)

Pseudo Differential Delay Line
(1) Sensitive to PMOS and NMOS
strength mismatch (M)
(2) Resolution is twice as com-
pared to buffer based tapped de-
lay line (M)
(3) Output is in the form of ther-
mometer code (R)
(4) Careful layout is required due
to twisting at taps (R)

Single DLL with RC Delay Line
(1) Uses single DLL to provide
same potential of interpolation as
that in array of delay lock loop
(M).
(2) Power and area efficient as
compared to ADLL (M)
(3) Start-up calibration is required
for passive delay element (R)
(4) New decoding logic is required
for fine time measurement (R)

Array of DLL
(1) Sub-gate delay resolution de-
fined by interpolation factor(M)
(2) Power and area inefficient due
to number of DLLs (D)
(3) Accumulation of jitter in num-
ber of DLLs (D)
(4) Number of bins is not repre-
sented by power of two (R)
(5) Dynamic range is equal to one
reference clock period (R)
(6) Better performance in multi-
channel TDC (R)

Time Stamping
(1) Less conversion time so effi-
cient for multi-hit time stamping
(M).
(2) Capable for multi-channel in-
tegration by sharing counter and
TDL(M)
(3) Large DR limited by number of
bits of counter (M)
(4) LSB depends on the interpola-
tion ratio of reference clock (D)
(5) Power dominated by DLL so
Provides power and area effi-
ciency in multi-channels (R)

Vernier Ring technique
(1) Sub-gate delay resolution (M)
(2) Sensitivity of resolution is
small for process variation (M)
(3) Theoretically infinite DR (M)
(4) Accuracy limited by jitter in
ring oscillators(R)
(5) Large conversion time(D)
(6) Area efficient(M))
(7) negligible non-linearity due to
local mismatch (R)

82



Chapter 2. Review of Time Interval Measurement Methods and Techniques

Dual Vernier Ring technique
(1) Sub-gate delay resolution (M)
(2) Theoretically infinite DR(M)
(3) High accuracy due to reduces
effect of jitter obtained by differ-
ence in counts of both Vernier con-
verters (M)
(4) large conversion time(D)
(5) Requires reference clock(R)
(6) negligible non-linearity due to
local mismatch(R)
(7) Negative Time interval mea-
surement is possible (M)

Nutt′s Interpolation
(1) High resolution and large dy-
namic range(M)
(2) Needs two interpolators corre-
sponding to start and stop (R)
(3) Dynamic range of interpolator
is defined by clock period (R)
(4) Needs synchronizer to obtain
time intervals for interpolators
and to synchronize them with
counter(R)

Time Amplifiers
(1) Very small dynamic range
(100′s ps)(D)
(2) Very High resolution (1′s ps)
(D)
(3) Moderate conversion time(R)
(4) Low power (M)

Successive Approximation
(1) Sub-gate delay resolution (1′s
ps) with low cost (0.35 µm) CMOS
process (M)
(2) Requires digital to time con-
verters in the TDC implementa-
tion (R)
(3) Dynamic range (100′s ns) is
limited by the number of conver-
sion bits
(4) Low power consumption
Large conversion time(D)

Cyclic DLL
(1) Sub-gate delay resolution (10′s
ps) with small number of delay el-
ements and low frequency clock (5
MHz)(M).
(2) Requires MUX based delay ele-
ment to match the feedback delay
with other delay elements(R)
(3) High precision due to less non-
linearity in short delay lines and
stable clock (M)
(4) Low power consumption (D)
(5) Conversion time depends on
the required rotations to match
one clock period(R)

Hierarchical techniques
(1) Efficient in reducing the length
of delay line at low reference clock
frequency(M)
(2) High precision due to reduced
non-linearity error(M)
(3) Area and power efficient due to
less number of stages(M)
(4) Moderate conversion time(R)
(5) Synchronizers are required at
each interpolation level
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Figure 2.37: Chronological order of TDC techniques
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Chapter 3

TDC Design Aspects in CMOS
Technology

3.1 Introduction of CMOS Technology

Figure 3.1: CMOS technology with history and road-map source.This figure is
adopted from Ref.[151]

Today’s field of microelectronics is dominated by the semiconductor device named
‘complementary metal oxide semi-conductor’ (CMOS) transistor by virtue of its
low power consumption and sizing flexibility to achieve the desired performance.
The trend of feature size scaling in MOS technology successively shrunk the con-
sumed die area, which led to spectacular increase in integration level and cost re-
duction for bulk production of ICs. As a result, MOS technology gained widespread
acceptance for ASIC based front-end electronics in HEP experiments while replac-
ing the ECL and bipolar logic based power & area consuming HMCs. In addition,
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the current scenario of ASIC design methodology is efficient for faster design cycles
due to coupling of passive components, bi-polar transistor and pre-characterized
CMOS analog and digital standard cells with the IC design CAD tool. The rapid
development in the CMOS process technology right from the era of 1960’s is shown
in Fig.3.1.

3.1.1 Structure of MOS device

(a)
(b)

(c)

Figure 3.2: (a) MOS as capacitor (b) NMOS driven by the gate and drain voltage
(c) cross sectional view of NMOS device

The MOS device is built using a metal (conductive plate), insulator (dielectric ma-
terial) and semiconductor materials. The choice of materials depends on their elec-
trical properties, stability at high temperature and ease of fabrication. The MOS
structure follows the simple geometry of a parallel plate capacitor as shown in
Fig.3.2(a). The ‘insulator’ of high dielectric constant ‘k’ is sandwiched between con-
ductive ‘metal’ plate at the top and ‘semiconductor’ plate at the bottom. An extrin-
sic semi-conductor (n or p type) is chosen in order to have sufficient conductivity
in mirroring the charge placed on the top plate, named as gate terminal. The semi-
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conductor plate serves as a substrate for MOS device. When voltage is applied
on the gate, it attracts the opposite charge on the SiO2–Si interface and creates
a channel of mobile charge carriers (electrons) that potentially serve as a conduc-
tive path for current. To allow current flowing through the conductive path, two
ohmic metal contacts are attached to the substrate via heavily doped ‘n/p’ type
semiconductor. These contacts are known as a ‘source’ and ‘drain’, where the for-
mer provides the charge carrier and the latter absorbs it, as shown in Fig. 3.2(b).
The ‘n’ type source and drain forms back to back n-p-n junction diodes with the
p-type substrate, which prevents the flow of current through the substrate. The
dimension of gate along the source-drain path is called the channel length, ‘L’ and
perpendicular to this length is called channel width, ‘W’. Since during fabrication,
the source/drain junctions side-diffuse, the actual distance ‘L′eff between source
and drain is slightly less than L and is equals to ‘L − 2L′D where,‘L′D is amount of
side diffusion as shown in Fig.3.2(c)

The MOS device serves as a voltage controlled current source, as density of
charge carrier is a function of applied gate voltage. In order to have a strong con-
trol of gate voltage, the value of capacitance, C = εsio2/tox has to be high, where
‘ε′sio2 is dielectric constant of insulator Sio2 and ‘t′ox is the oxide thickness. This is
feasible by using a very thin layer of oxide (∼ few nanometers) and by using an
insulator with high dielectric constant.

There is no conductive path in the vertical direction of the device through the
substrate to gate due to the insulating layer in between them. To reduce the leak-
age current through source-to-substrate and drain-to-substrate, both back-to-back
p-n junctions are biased in a reverse mode.

The NMOS transistor consists of ‘n+′ drain and source regions, fabricated
in a p-type substrate. The current is carried by electrons moving through an n-
type channel between source and drain. In PMOS transistor ‘p+′ drain and source
regions are embedded in n-type substrate. In a complementary MOS technology
(CMOS), NMOS and PMOS are present in the same substrate.

3.2 MOS operating regions and logic styles

The MOS transistor can be operated in four operating regions:-cutoff, sub-threshold,
saturation and linear. These operating regions are defined by the relation among:
gate-to-source voltage ‘V ′GS , drain-to-source voltage ‘V ′DS and threshold voltage ‘V ′t .

The sub-threshold region is characterized by supply voltage ‘V ′dd below ‘V ′t

and small drive current that decays exponentially with respect to ‘V ′GS , as shown
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in Fig.3.3(a). This operating region is gaining attention for design of logic circuits
[152], used in low power battery operated applications like pacemaker and digital
wrist watch. However, due to large exponential delay dependency on ‘V ′GS , the
sub-threshold logic circuit is not suitable for low power TDC designs.

(a) Sub-threshold characteristics (b) I-V characteristics

Figure 3.3: Operating regions of typical NMOS transistor with size 10µm/0.35µm

The sub-threshold current is viewed as attendant evil in traditional static
CMOS logic due to its contribution in leakage current when device is in stand-
by. In various static logic styles like complementary CMOS, complementary pass-
transistor logic (CPL)[153] and differential cascade voltage switch logic (DCVSL)
[154], the MOS transistor works as a switch by operating in deep linear region
(when on) and cutoff (when off) for stable inputs. As shown in Fig.3.3(b), the deep
linear region has linear relation between ‘V ′DS and drain current ‘I ′DS , therefore,
MOS transistor is modeled as a static resistor with finite on-resistance. In cutoff, the
on-resistance has theoretically infinite value. The finite on-resistor acts as a pull-
up (pull-down) path by stucking the voltage across load capacitor to Vdd (gnd) for
stable inputs. However, during transition in input signal, the on-resistance varies
as pull-down (or pull-up) transistor passes from cutoff to linear (linear-to-cutoff)
through saturation region while discharging (or charging) the load capacitor. The
operating region transition causes a significant delay in the propagation of signal
from input to output. This delay is large in complementary CMOS logic as com-
pared to CPL and DCVSL logic styles. In CPL logic, the pull-up and pull-down
resistors are in parallel, therefore provides a less resistive path for charging and
discharging of load capacitor. In DCVSL logic, the regenerative positive feedback
provides fast pull-up and pull-down.

The values of on-resistance reduces by increasing the aspect ratio of tran-
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sistor. Therefore, to achieve small transition time (rise/fall time), transistors with
large aspect ratio can be used. On the other side, it increases the input parasitic ca-
pacitances, which contribute in the formation of load capacitor, thereby increases
the propagation delay. Thus, in static CMOS logic, there are various design and
process parameters (discussed in section(3.3)) that affect and limit the gate propa-
gation delay and therefore the TDC resolution for gate delay based techniques.

In the aspect of power consumption, the static logic exhibits no rail-to-rail
(static) current when inputs are stable. The power consumption includes only dy-
namic and the sub-threshold leakage currents, therefore this logic style has been
frequently used for low power TDC design.

The MOS current mode logic (MCML)[155] is preferred for design of high
speed buffers in mixed signal high resolution TDC at the cost of high power con-
sumption. Here, switching of current with respect to input swing in the two halves
of differential circuit determines the logic levels. The high speed is attained as the
driver transistor is maintained in a saturation operating region (Fig.3.3) for whole
input partial swing. The differential signals in this logic offers a high immunity
for common mode noise. Also, it exhibits low switching noise, achieved by draw-
ing the continuous rail-to-rail static current during the stable inputs. However, the
partial signal swing reduces its interfacing ability with other logic styles in mixed
signal TDC designs. Also, the rail-to-rail current leads to high static power con-
sumption,which limits its use in low power TDC designs.

Alternatively, the current balanced logic (CBL) [156] provides high speed and
reduced switching noise by a low power and simple technique. This logic is de-
rived from pseudo NMOS logic with additional static current sinking (or balanc-
ing) transistor, when driver NMOS is in cutoff mode. Here, improvement in speed
is obtained due to reduced parasitics and fan-out capacitance (one NMOS transis-
tor). This logic does not use current sources; therefore the output swing is almost
rail-to-rail, which makes it compatible in interfacing with standard cells available
in PDK used in mixed signal designs.

3.3 Impact of various parameters on speed of CMOS

inverter

The speed of CMOS inverter is an important aspect in the design of digital TDC’s,
as it defines the unit of digitization (resolution) in time interval measurement. The
CMOS inverter provides a minimum propagation delay with logic inversion. To
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maintain the polarity of applied signal, usually CMOS buffers (two cascaded in-
verters) are used.

The propagation delay of an inverter can be analyzed by applying two dif-
ferent approaches. The first approach is based on switch model [153] of CMOS
inverter, where the propagation delay is defined by the time constant ‘Ron × C ′load.
Here, the on-resistance ‘R′on of MOS transistor varies non-linearly with respect to
the output drain voltage of transistor. This variation of on-resistance is addressed
by using an average value of resistance over the range of voltage of interest (0 to
Vdd/2). This gives average propagation delay as-

tp= 0.69× Cload × (
Reqn+Reqp

2
)

where, Reqn=
1
Vdd
2

∫ Vdd/2

Vdd

Vout × dVout
IDS(Vout)

(3.1)

Where, ‘R′eqn and ‘R′eqp is average on-resistances of NMOS and PMOS respec-
tively. The current IDS used for calculation of on-resistance is determined as per
the operating region of transistor, given in Fig.3.3(b).

Another approach to find the propagation delay is to integrate the transient
current ‘I ′DS of load capacitor ‘C ′laod from Vdd or gnd to 50 % of supply voltage (for
rail-to-rail swing). The falling edge propagation delay is given by equation(3.2),
where the drain current IDS is a non-linear function of ‘V ′out and is determined as
per the operating region of transistor, given in Fig.3.3(b).

tp=Cload ×
∫ Vdd/2

Vdd

Vout × dVout
IDS(Vout)

(3.2)

In both the approaches for delay calculation, it is assumed that the load ca-
pacitor is fixed over the transistor operating region transitions as well as type of
input transition.

It can be deduced from the above equations that the propagation delay in
CMOS logic is a function of design parameter (load Capacitance ‘C ′load and aspect
ratio (W/L) of transistors), process parameters (threshold voltage ‘V ′t and oxide
thickness ‘t′ox) and operating condition (supply voltage ‘V ′dd and temperature ‘T ′).

3.3.1 Capacitive load effect on propagation delay

The inverter delay is dependent on the load capacitance ‘C ′load. This load capaci-
tance is a function of drain to bulk diffusion capacitances ‘C ′db, Miller capacitance
of value ‘2 × W × Ld × C ′ox (Inverter intrinsic parasitic capacitances), fan-out ca-
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pacitance and the parasitic capacitances of wire interconnects [153]. Large load
capacitance results in higher propagation delays. The diffusion capacitances can
be reduced by using multi-finger layout technique [157] and parasitic interconnect
can be reduced by limiting the length of interconnect to improve the speed of In-
verter.

3.3.2 Temperature effect on speed of MOSFET

There are two primary temperature dependent effects in MOS device given by
equation(3.3) and equation (3.4). The first is a change in threshold voltage, which
tends to have a negative temperature coefficient (TC) ‘α′ similar to that of ‘V ′BE ≈
−2mV/oC of bipolar transistor. The threshold voltage decreases with increase in
temperature, where ‘α′ is in the range of −0.5mV/0K to −3.0mV/0K.

VT (T ) = VT (T0) + α(T − T0) (3.3)

µ (T ) = µ (To)

(
T

To

)Km
(3.4)

Figure 3.4: Simulated typical delay versus temperature characteristic of buffer
in 0.35 µm CMOS process

The second effect is of mobility reduction with increase in temperature, where,
Km is in the range of −1.2 to −2.0, T0 is the reference temperature (3000K) and T is
the environment absolute temperature.

Both temperature dependent mobility and threshold voltage effects impact
the conduction current in opposite directions. The threshold voltage effect domi-
nates when ‘V ′GS is comparable to the threshold voltage ‘V ′t of MOS transistor and
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leads to increment in current with temperature. The mobility effect dominates if
‘V ′GS is higher than ‘V ′t and leads to decrement in current with temperature. As in
logic circuits the ‘V ′GS of NMOS (or PMOS) is either Vdd (or−Vdd), the mobility ef-
fect dominates and conduction current decreases with increase in temperature.This
ultimately leads to increase in propagation delays of CMOS buffer, as shown in
Fig.3.4.

3.3.3 Threshold voltage effect on inverter delay

Referring equation of current shown in Fig.3.3, lower ‘V ′t increases the current
thereby reduces the propagation delay. Therefore, in time interval measurement
techniques, where resolution depends on the gate propagation delay, low ‘V ′t tran-
sistors can be preferred to improve the resolution. Usually, two sets of Vt devices
are available in the mixed high performance process. However, for low Vt, it needs
an additional mask, which will cost more than a standard Vt.

3.4 Jitter sources in time interval measurement

CMOS integrated circuit carries jitter mainly due to two types of noise: device elec-
tronic noise and environmental noise. The device electronic noise is contributed by
the active (MOS transistor) and passive (resistor and capacitor) devices [91]. The
main noise sources for MOS transistor are ‘channel thermal noise’, ‘ 1

f
noise’, ‘bulk

resistance thermal noise’, ‘gate resistance thermal noise’ and ‘gate leakage current
noise’, discussed in section (3.4.1). The environment noise is contributed by power
supply and substrate noise, discussed in section (3.4.2). Both device and environ-
mental noise sources manifest themselves as a source of random jitter[158].

3.4.1 Types of noise in MOS transistor

3.4.1.1 Channel thermal noise

The thermal noise is due to the random motion of charge carriers in the channel.
The spectral power density of current or voltage noise varies in different operat-
ing region of the device from weak inversion to strong inversion. The drain cur-
rent spectral power density of channel noise while operating in strong inversion
and saturation is given by equation(3.5)[159], where, ‘g′m and ‘g′mb are gate trans-
conductance and bulk trans-conductance, ‘K ′ is Boltzmann constant, ‘T ′ is the ab-
solute temperature.
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¯ids
2

∆f
=

8

3
×K × T × (gm+gmb) (3.5)

The input referred noise is given by dividing above equation by g2
m

¯ids
2

∆f × g2
m

=
8

3
×K × T × (

gm+gmb
g2
m

) (3.6)

The equation (3.6) can be rearranged as-

v̄in
2

4f
= 4× n×K × T × 2

3
× 1

gm
(3.7)

Where, n = (gm + gmb)/gm is proportional to inverse of sub threshold slope. This
expression of ‘n′ is valid in weak, moderate and strong inversion region.

Channel thermal noise when device is operating in weak inversion and sat-
uration is given by[160]-

¯ids
2

∆f
= 2× q × Id (3.8)

Where, ‘q′ is electronic charge and ‘I ′d is drain current, which can be repre-
sented in terms of trans-conductance ‘g′m and ‘V ′T by equation-

gm =
Id

n× VT
where, VT = KT/q (3.9)

Dividing equation(3.8) by g2
m-

v̄in
2

4f
=

2× q × Id
g2
m

= 2qnVT
1

gm
(3.10)

Putting the expression for VT = KT/q, the input referred noise in weak in-
version is given by-

v̄in
2

∆f
= 4×K × T × n× 1

2
× 1

gm
(3.11)

Using equations (3.5) and (3.11), the general expression for input referred chan-
nel thermal noise in saturation and in any inversion region is given by-

v̄ch
2

∆f
= γ × 4×K × T × n× 1

2
× 1

gm
(3.12)

where γ varies from 1/2 to 2/3 depending upon weak to strong inversion
region for ideal MOS device.
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3.4.1.2 Flicker noise

The 1/f (or flicker) noise, according to the McWorther model [161], is due to ran-
dom trapping and detrapping of mobile carriers in the traps located at the Si–SiO2

interface and within the gate oxide. It is the dominating source of noise in a MOS
device at low frequencies and its input referred power spectral density [162] is
given by-

v̄2
1/f

∆f
=

Ka

C2
ox ×W × L

× 1

fα
(3.13)

Where ‘α′ is a parameter close to 1 and ‘K ′a is a technology dependent param-
eter, which expresses the noise characteristic of the process. The constant ‘K ′a has
two different values for NMOS and PMOS transistors for a given technology. The
PMOS has lesser flicked noise than NMOS transistor.

3.4.1.3 Bulk resistance thermal noise

The three dimensional distributed substrate resistances ‘R′b introduces a noise com-
ponent, which when referred to the input, can be expressed by equation (3.14)[159]

v̄2
Rb

∆f
= 4×K × T ×Rb ×

g2
mb

g2
m

. (3.14)

3.4.1.4 Gate resistance thermal noise

This source of noise is originated from the poly-silicon gate resistance RG.This
noise component is directly present at the input and is expressed by equation(3.15)[159]

v̄2
Rg

∆f
= 4×K × T ×RG (3.15)

Total input referred noise power spectral density referred to the input can be
expressed by adding together the above discussed four noise contributions and is
given as-

V̄in
2

∆f
= 4KTRB

g2
mb

g2
m

+ 4kTnγ
1

gm
+

Kα

C2
ox ×W × L

× 1

fα
+ 4KTRG (3.16)

Other kinds of intrinsic noise having a spectral density with a higher order
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dependency on the frequency such as popcorn or burst noise, reflects mostly the
quality of processing of material. Their amplitude probability density function
(PDF) is not Gaussian. Finally avalanche or breakdown noise is caused by the
avalanche process just before junction breakdown. Its spectral density is usually
flat and its amplitude PDF is not Gaussian.

3.4.2 Substrate and power supply noise

The noise generated in the substrate is due to the minority carrier injection and
coupling through the parasitics [157].

The minority charge carriers (electrons in p-type substrate/holes in n-type
substrate) are injected from source and drain diffusions into the substrate when
source/drain-to-substrate p-n junction diode turns in forward bias. This may hap-
pen due to the following possibility-

• Inductive ground path causes substrate to bounce.

• Potential drop due to resistive power and ground path from the power pins
to the N-well and substrate.

• Fast switching signal with significant overshoot.

In order to reduce the disturbance from the minority carriers, proper guard
rings are used surrounding the MOS transistor. For PMOS in the n-well, p-diffusion
guard ring tied to ground is used. The p-type source/drain diffusions inject stray
holes into the n-well. These stray holes are collected efficiently by the p-type guard
ring that is biased to ground to attract the holes. Similarly, to surround NMOS in
the p-substrate, n-well guard ring tied to Vdd is used. The n-type source/drain in-
jects stray electrons into the substrate. These stray electrons are collected efficiently
by the n-well guard ring that is biased to Vdd to attract the electrons.

The noise is coupled to the substrate through the junction capacitance (well-
to-substrate or diffusions-to-substrate) at the time of switching at drain or source
node. The coupled noise magnitude is proportional to the ‘magnitude of junction
capacitance’, ‘amount of current during switching’ and ‘number of gates switching
at the same time’. This noise entirely depends upon the complexity of system and
its activity factor[163, 164].

Noise coupled from power supply is another source of substrate noise. The
power supply noise is due to the variation in dc voltages of power and ground dis-
tribution networks. This variation combines with the resistance ‘R′ of the network
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and causes IR drops. The second type of power supply noise is ‘delta-1’ noise [165].
It is produced due to the simultaneous switching of off-chip drivers and internal
logic, usually synchronized with the clock. This switching activity injects a large
current spike in the supply network, as shown in Fig.3.5. This current spike com-
bines with the inductance ‘L′ associated with the supply lines and package induc-
tance, results voltage fluctuation on the power supply network. The amount of in-
ductive noise depends upon switching speed and distributed inductance per unit
length ‘L′.

Figure 3.5: Noise in supply voltage due to transient current in CMOS logic.This
figure is adopted from Ref.[178]

The impact of substrate noise on time interval measurement circuit appears
as a source of random jitter[158]. It causes a change in the threshold voltage of
the device by body effect, which results variation in propagation delay of logic cir-
cuit. In addition, the sensitive analog node such as bias voltage of analog voltage
controlled delay elements and filter capacitor voltage of DLL or PLL also becomes
affected by capturing the substrate noise through junction capacitors. To reduce the
effect of substrate coupling noise, guard rings with the configuration ‘p-type tied
to ground for NMOS and n-type tied to Vdd for PMOS device’can be used around
the critical transistors.

3.5 Interconnect noise

This noise is due to the interference of one part of circuit behavior to the sensitive
nodes of other part of design. The level of interaction depends on the circuit layout
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design style and signal distribution topology. The common types of noise cou-
pling methods in integrated circuit domain are capacitive coupling and inductive
coupling.

3.5.1 Capacitive coupling

Capacitive coupling is due to the existence of electric fields between any two con-
ductors. The current flowing through the coupling capacitor is a function of the
rate of change of potential difference across its terminals. Therefore, any signal
variation in one of the plates of the coupling capacitor induces a variation on the
other plate. This effect is often known as crosstalk[166, 167]. It may be significant if
the coupling capacitor is large (e.g, two long parallel lines) or high frequency and
large amplitude signal variations occur close to a weak signal path. The cross talk
impacts the signal integrity of weak signal line by three ways-

• If one line is switching and other is quiet, a glitch appears on quiet line due
to energy transfer through coupling capacitance.

• If both lines have simultaneous signal transition in opposite directions, due
to Miller effect [164, 168, 169, 170], the coupling capacitance appears as twice
than nominal case, thereby maximizing the effective capacitive load derived
by victim line. This increases the signal transition delay on victim line due to
increased RC time constant.

• If both lines have simultaneous transitions in the same direction, the capac-
itive load derived by victim line becomes minimum since there will be no
contribution by coupling capacitance [169, 170]. This effect reduces the RC
time constant and minimizes the propagation delays.

The gap between the maximum and minimum propagation delays increases
with the increment in coupling capacitance [164, 170]. The coupling capacitance
increases in the deep sub-micron CMOS process due to reduced interconnect pitch
and spacing of interconnects in same metal layer. Therefore, cross talk prominently
appears in bus dominant architectures designed using deep sub-micron CMOS
process[171].

3.5.1.1 Key points to reduce the cross talk

Various techniques are used to reduce the cross talk in CMOS digital circuits such
as metal layer widening, increasing adjacent metal layer spacing, buffer insertion,
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net ordering, shielding, and differential signaling[164]-

• By increasing the layer spacing, coupling capacitance can be reduced[173].

• Widening of metal wires helps to reduce the effect of coupling capacitance.
This is achieved by increasing the net to ground capacitance through wide
overlapping area, which results a decrease in ratio of coupling to total capac-
itance. On the other side, the increased line to ground capacitance results in
increased delay.

• Net ordering is the effective method to reduce the cross talk. It is imple-
mented by putting the sensitive nets apart in the design to reduce the inter-
action from interfering nets [174, 175, 176].

• To reduce the cross talk, two metal layers routed adjacently in a same metal
layer carrying the high frequency clocks are shielded by metal layer tied stati-
cally to ground or supply[174, 175, 176], so called ‘passive shielding’. This ef-
fectively turns the coupling capacitance into capacitance to ground and elim-
inates interference[177]. The routing of signals in the adjacent metals avail-
able in the CMOS process can be drawn orthogonal to reduce the overlapping
area, which reduces the coupling capacitance.

• To maintain the signal integrity between the nets, where switching is in op-
posite direction, active shielding[176] has been proposed. It uses shields on
either side of wire, which speeds up the signal propagation through Miller
effect.

3.5.2 Inductive coupling

In the integrated digital designs, inductive coupling is dominant over the supply
voltage by injecting the ‘L × di/dt′ noise[163, 164]. This is due to the fact that
during transition, a transient current is sourced (or sinked) to the supply rail to
charge (or discharge) the load capacitance inside the chip. Both supply and ground
rails are connected to the external supplies through the bonding wire and package
pins, which possess a non ignorable series inductance≈ 7 nH/mm and 30 nH/mm
respectively[153]. Therefore, by the property of inductor, a large spike of transient
current produces a voltage ‘L×di/dt′ that is in the opposition direction of its reason
of production [Lenz’s law]. This results in a difference in the external (on board)
and internal (on-chip) supply voltages. This effect is severe on the output pads,
where driving a large external load capacitance generates large current surges. The

98



Chapter 3. TDC Design Aspects in CMOS Technology

variation in internal supply voltage may affect the logic level and noise margin.
Several methods [163, 164] can be used to reduce the inductive noise-

• Power supply pins dedicated for pads and internal core logic can be sepa-
rated so that noise will not severely affect the internal logic performance.

• By careful selection of location of power supply pins on the package (middle
pins for smallest length of bonding wire), type of the package and length of
bonding wire, the inductance can be reduced.

• By increasing the rise time or fall time of external signal to the input pad
driver as well as input to the output buffer pad, helps to reduce ‘L × di/dt′

noise as this is proportional to the rate of change of current.

• EBIS model of package can be used to simulate and optimize the issues due
to inductive coupling before selecting the package type like DIL,PLCC,QFP
and PGA.

• By using on-chip decoupling capacitors, the voltage fluctuations on the power
supply lines can be reduced.

• By using the reduced supply bounce CMOS logic, where digital circuits are
implemented in static CMOS together with a simple circuit for reducing the
switching noise on supply lines.

• By choosing the constant current CMOS logic styles (discussed in section
3.2) such as current balanced logic (CBL),current mode logic (CML) and cur-
rent steering logic (CSL), where the idea is to maintain the supply currents as
stable as possible.

3.6 CMOS process variation

In CMOS technology, the process variation is caused by the inability to precisely
control the fabrication steps. This leads to the variation in silicon process param-
eters such as device dimensions ‘W/L′, oxide thickness ‘t′ox and dopant concentra-
tion. The limited resolution of photo-lithographic process causes a variation in the
device dimensions ‘W ′ and ‘L′ [178]. The channel length ‘L′ also varies randomly
across the width of device so called line edge roughness (LER), which is caused
due to statistical variations in the photon count or imperfections during photo re-
sist removal[179]. The variation in ‘W ′ and ‘L′ are uncorrelated as ‘W ′ is defined by
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field oxide step and ‘L′ by gate, source/drain diffusion step of fabrication process.

Figure 3.6: Average number of dopant atoms versus CMOS process nodes.This
figure is adopted from Ref.[178]

The variation in threshold voltage ‘V ′t is due to change in oxide thickness, im-
purity level in substrate & poly-silicon and implant doping statistical variations. In
the MOS transistor, the channel region is doped with the impurity atoms for thresh-
old voltage adjustment by the technique called ‘dopant implantation’. Here, the
random variation in the impurity atoms, known as random dopant fluctuation
(RDF)[180], causes a shift in threshold voltage. This variation is more dominating
in the modern CMOS process (nano-scale) as number of dopant atoms per channel
region keep on reducing with process node as shown in Fig.3.6. Therefore, a slight
variation in small number of atoms in the channel region causes a significant shift
in threshold voltage.

The process variations are categorized into global and local as per their im-
pact on device performance. The global variations like oxide thickness and dopant
concentration appear equally for all devices. The lot-to-lot, wafer-to-wafer and
die-to-die variations fall into this category[181]. In case of local variations, which
are uncorrelated or random, each device within the die is affected individually by
process induced variations. This variation further can be subdivided into system-
atic and random. The systematic variation is caused by lithographic aberrations
and they have spatial correlation therefore, nearby devices share same device pa-
rameters. RDF and LER induces random variations, which are spatially uncorre-
lated, therefore randomly varying parameters of transistor differ from its immedi-
ate neighbors.
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3.6.1 Impact of process variation on performance of TDC

The variation in device dimension ‘W/L′, threshold voltage ‘V ′t and device trans-
conductance ‘K ′ causes a variation in device current. This affects digital circuits
by changing the propagation delay of logic gate as it is inversely proportional to
the device current. The impact of local variations in these parameters appears
as mismatch in the propagation delay of neighboring identical gates. This mis-
match in propagation delay can be found by partial derivatives of delay equa-
tion (3.17)[182].Here ‘K ′n and ‘K ′p are the transconductance for NMOS and PMOS
devices respectively and α<2 is for short channel device.

tp =
1

2
(
Cload × Vdd
kn(Vdd−Vtn)α

+
CloadVdd

kp(Vdd−Vtp)α
) (3.17)

The derivative result is given by-
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+
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Where σ2
V tn, σ2

V tp, σ
2
kn, σ2

kp and σ2
cload are the variance in Vtn, Vtp, Kn, Kp and

CLoad respectively.

Figure 3.7: Standard deviation in the delay for chain of buffer due to local
mismatch

The equation(3.18) shows that to reduce the variation, device transconduc-
tance (Kn or Kp), CLoad and Vdd should be large. The standard deviation σtp in de-
lay for each buffer in the cascaded chain accumulates over the entire length, as
shown in Fig.3.7. The total delay variation after the N th buffer is given by equa-
tion(3.19)[178]. This delay variation manifests itself as a non-linearity error in the
TDL based TDC characteristics.
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σ2
tpN =

√
Nσ2

tp (3.19)

Local variations are more prone with the scaling in CMOS technologies. This
comes from the fact that with decreasing transistor dimensions, the standard de-
viation of threshold voltage and transconductance factor increases, since they are
proportional to the inverse of the square root of the active device area[91]. It is
therefore needed to take these issues into account carefully during design phase to
achieve high performance of TDC.

The global variation in gate delay affects the offset and resolution of TDC. By
performing Monte Carlo (MC) statistical simulation of transistor level circuit, the
impact on delay variation can be observed across the design process corners[183].
For instance, the standard deviation of inverter delay in 0.35 µm CMOS process
variation is shown in Fig.3.8. As MC simulations are computationally intensive
and hence hardly feasible for large designs, therefore corner simulations are typi-
cally used to evaluate the impact of global variations. The corners represent ex-
treme cases, where the devices ultimately diverge from their nominal (typical)
characteristics. For the fast corner ‘WP’, all process fluctuations increase the drive
current of a transistor, leading to maximum speed. At slow corner ‘WS’, a device
is ultimately slowed down by the process variations. Besides fast and slow corner,
also cross corners exist with maximum PMOS and minimum NMOS speed and
vice versa. Cross corners are critical in the design of digital or mixed signal TDC.

Figure 3.8: Effect of global variations on the gate delay in 0.35µm CMOS
process on 270C and 3.3V using Monte Carlo simulator
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3.7 Aspect of delay lock loop (DLL) in TDC

The sensitivity of TDC resolution to global process variations poses a challenge
for design & development of accurate TDC. In order to achieve process portabil-
ity, a delay variation compensation circuit ‘DLL’ [158, 184, 185] is integrated along
with time interval measurement circuitry. The working principle of DLL is based
on ‘Servo mechanism’, where the control loop has three main functions: it com-
pares the delayed clock edge with the reference clock, convert the phase difference
into equivalent time duration pulse, integrate the time duration in terms of volt-
age and hold the value until new information comes. This functionality is imple-
mented with the help of ‘voltage controlled delay line (VCDL)’, ‘phase detector
(PD)’, ‘charge pump (CP)’and ‘filter capacitor (C)’, as shown in Fig.3.9.

Figure 3.9: Block diagram of DLL

The VCDL is realized by a cascaded chain of ‘N’ voltage controlled delay
elements. It introduces a delay in the applied clock by an amount of ‘N×T ′d, where
‘T ′d is the unit delay provided by the used delay element. The delayed output clock
is compared to the rising edge of reference clock corresponding to next cycle using
PD. If rising edge of delayed clock lags the rising edge of reference, the ‘DN ′ output
of PD goes ‘high′ for the duration equivalent to phase error. The ‘UP ′ signal is
maintained at supply voltage so that it keeps off the switch S1. The ‘DN ′ signal
turns on the switch S2 of CP, which allows a discharging of filter capacitor through
the constant bias current. This decreases the voltage across the capacitor, which
results a slight reduction in delay ‘T ′d (if in VCDL characteristic delay increases with
the control voltage) leading to reduction in VCDL delay. This results in reduced
phase error due to reduced time gap between rising edges of both the clocks. After
few numbers of iterations of loop corrections, the rising edges of both the clocks

103



Chapter 3. TDC Design Aspects in CMOS Technology

coincide. This leads to the locking of VCDL delay to one clock period of reference
clock.

On the contrary if rising edge of delayed clock leads to the rising edge of
reference clock, the ‘UP ′ output of PD goes low for a duration equivalent to the
phase error. The ‘DN ′ signal remains at gnd and turns off the switch S2. The ‘UP ′

signal turns on the switch S1, which allows charging of filter capacitor through
the constant bias current. This increases the voltage across capacitor, which results
increment in delay of VCDL so that after some iterations rising edges of both the
clocks coincide. On coincidence, the PD does not detect any phase error therefore;
the control voltage ‘V ′ctrl remains steady ideally.

The slope of delay versus control voltage characteristics of delay element
used to realize VCDL may be positive or negative, depending on the design criteria
of delay element. The PD is designed so that its functionality is in agreement with
slope of delay characteristic to fulfil the requirements of negative feedback loop of
DLL.

3.8 Description of DLL design blocks

3.8.1 Voltage controlled delay element

Voltage controlled delay elements are used in DLL due to their capability of fine-
grain delay variation. These delay elements are categorized into two groups: one
is full swing based on single ended architecture[185, 182] and other is partial swing
based on differential architecture[188, 189].

3.8.1.1 Full swing delay element

Current Starved Inverter (CSI) and RC loaded inverter are in the category of full
swing delay element. As shown in Fig.3.10, the CSI[185, 182, 187] is realized by
adding a PMOS or a NMOS or both voltage controlled transistors in series of pull-
up or pull-down or both the paths in CMOS inverter. This is followed by another
high strength CMOS inverter to improve the transition time of output signal as
well as to reserve the polarity of applied clock.

The choice of added transistors depends on the requirement of delay intro-
duced either in falling or rising or both the transitions of applied signal. The prop-
agation delay of CSI (Fig.3.10(a)) is controlled by varying the rate of discharging of
load capacitor at node X. This is achieved by varying the amount of current through
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transistor ‘N ′2. Due to the second inverter at output node, the delay is introduce in
rising edge transition of applied signal. To achieve delay in both edge transitions,
a PMOS transistor ‘P ′1 is also added in series of pull up transistor ‘P ′2, as shown in
Fig.3.10(b). In this architecture of CSI two separate control voltages for PMOS and
NMOS are needed to control the falling and rising edge transition delays. To avoid
the use of two control voltages, another architecture of CSI using only NMOS volt-
age controlled transistors (‘N ′2 and ‘N ′4) with common control voltage to introduce
the delay in both transitions, as shown in Fig.3.10(c) is used.

Figure 3.10: Full swing delay elements (a) CSI with delay in rising edge
transition (b) CSI with delay in both edge transitions (c) CSI realized by NMOS

transistors with delay in both edge transition (d) RC loaded inverter

Figure 3.11: Pre-layout delay versus control voltage characteristics of full swing
delay elements

In RC loaded delay element[184], in Fig. 3.10(d), the transistor ‘N ′1 acts as a
voltage controlled linear resistor. It defines the charging (or discharging) current
for the capacitor implemented by MOS transistor ‘N ′2 with its source and drain ter-
minals shorted to ground. In this type of delay element the capacitor occupies large
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silicon area.
The full swing delay elements based on static CMOS logic (discussed in

section 3.2), exhibit negligible static power dissipation and full rail-to-rail swing.
However, their delay regulation range is different as shown in Fig. 3.11 where, CSI
has wide delay regulation range as compared to that of RC loaded inverter. The
delay regulation range impacts the performance of DLL in terms of its portabil-
ity across PVT variations. Also, the CSI delay versus control voltage characteristic
has high gain and more non-linearity as compared to that of RC loaded inverter.
Usually, the delay characteristic is adjusted so that gain at the target delay is small
as noise on the control voltage easily disturbs the loop stability if target delay is
biased in high gain region. Also, the least achievable delay in these architectures
is limited to the RC parasitics of used MOS technology.The propagation delay is
highly sensitive to power supply noise.

3.8.1.2 Differential delay element

The differential delay element[188, 189], based on CML (discussed in section 3.2) is
preferred due to high speed and its common mode noise immunity. It consists of
source coupled differential pair with loads and biasing tail current source (Iss). The
load may be resistive or diode connected depending on the design considerations
such as output swing, control over the delay and supply noise rejection.

For diode connected load as shown in Fig.3.12 (a), the control voltage intro-
duces a variation in tail current that causes a variation in equivalent resistance ‘r′out

of load transistor ‘P ′1 and ‘P ′2 as per equation 3.20. This leads to variation in prop-
agation delay as per equation(3.21), where Cload is the load capacitance at output
node.This architecture is limited due to several drawbacks such as voltage head-
room, which limits the maximum output swing and uncontrolled output dc volt-
age.

rout ≈
1

gm
=

√
1

2× µn × Cox ×W/L× Iss
(3.20)

Td =
√

2× rout × Cload =

√
1

µn × Cox ×W/L× Iss
× Cload (3.21)

In case of triode loads as shown in Fig.3.12(b), the MOS transistors ‘P ′1 and
‘P ′2 are biased in linear operating region by the control voltage. The propagation
delay is controlled by varying the on-resistance of load transistor with gate over
drive voltage of ‘Vctrl − V ′tp as per equation(3.22). The expression of propagation
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Figure 3.12: Differential delay elements (a) diode connected loads (b) linear
loads

delay is given by the equation(3.23). The maximum output voltage of this architec-
ture is ‘V ′dd; however maintaining the active PMOS load transistors in triode region
is difficult.

rout ≈
L

µp × Cox ×W × (Vdd − Vctrl − Vtp)
(3.22)

Td =
√

2× rout × Cload =

√
2CloadL

µp × Cox ×W × (Vdd − Vctrl − Vtp)
(3.23)

3.8.2 Phase detector

Phase detector (PD)[190] generates digital pulse with a duration equivalent to the
difference in phases between delayed and reference signal. The crucial perfor-
mance metrics in this respect are ‘dead zone’and ‘dynamic range’. The dead zone
limits the response of PD when phase difference between two clocks is too small
to be detected. It appears in the form of static phase error after DLL achieves the
lock point. The dynamic range defines the maximum phase difference that can
be detected & responded by PD. Several architectures of PD such as phase fre-
quency detector (PFD), XOR gate, and true single phase clock (TSPC)[185] have
been reported earlier with different performance in terms of dead zone and dy-
namic range.

The phase frequency detector (PFD) is realized using two D flip-flops and a
NAND gate, as shown in Fig.3.13(a). This PD works on the edges of input clocks
thereby does not depend on their duty cycle. As shown in Fig.3.13(b), when de-
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layed signal lags that of reference, the width of ‘UP ′ signal is larger than ‘DN ′ and
vice versa. The difference in their widths is equivalent to the phase difference be-
tween two clocks. When phases of both clocks are identical, both ‘UP ′ and ‘DN ′

have equal widths. This causes an open path for direct current from ‘V ′dd to ground
in charge pump.

The difference of clock period and the reset path delay (≈ 100′s ps) defines

(a) (b)

Figure 3.13: PFD based phase detector (a) schematic diagram (b) timing diagram

dynamic range of PFD. For small phase difference, the pulse width of ‘UP ′ or ‘DN ′

signal is too small to trigger the charge pump thereby results in static phase error.
To address this issue, an additional delay is introduced in the reset path, which
enhances the pulse duration. However on the other side, the additional delay re-
duces the dynamic range of PFD, which may cause an issue of missing edge (refer
chapter-7) during loop correction in DLL.

In the XOR gate based PD as shown in Fig.3.14, the dc average value of pulse
duration is proportional to the phase difference of the two input signals and be-
comes zero when both are 90o out of phase. As a result, an XOR PD is often used in
quadrature locking, where the two input signals to the PD are 90o out of phase in
the locked state. The simple XOR PD has two limitations of single output and sig-
nal level detection. The single output is difficult to interface with the subsequent
CP circuit. This issue is addressed by implementation of XOR based PD in dynamic
logic style[158], as shown in Fig.3.14(a). The signal level detection causes the out-
put to be dependent on the duty cycle of the input signals. As a consequence, it
can give wrong phase difference information if duty cycle corrector is not used.
The dynamic range is less than that of PFD and is defined by the half clock period
with both clocks having 50% duty cycle.
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(a)

(b)

Figure 3.14: XOR logic based PD (a) schematic diagram (b) timing diagram.This
figure is adopted from Ref.[158]

The design of TSPC PD is based on dynamic logic style. As shown in Fig.3.15,
the basic structure of a TSPC PD includes two blocks to generate the ‘UP ′ and the
‘DN ′ signals. The two blocks have exactly the same design except that the two
input signals are switched in position. Each block consists of two cascaded stages
with a pre-charged PMOS in each stage. The pre-charge activity of the second
stage is often controlled by the output of the first stage. The dynamic PD elim-
inates flip-flops and has the advantages of simple structure and a fast transition
time, resulting small dead zone, therefore is used in the design of high speed DLL.
Also, the dead zone can be further reduced by increasing the aspect ratio of MOS
transistors at the price of high peak transient current. The timing diagram of phase
error detection is shown in Fig.3.16, where the dynamic range is limited to half
clock period
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Figure 3.15: Schematic diagram of true single phase clock based PD

(a) (b)

Figure 3.16: Timing diagram of TSPC based PD (a) when delayed clock lags
reference (b) when delayed lock leads reference clock

3.8.3 Charge pump and filter capacitor

The phase difference between the reference and delayed output is sensed by the
phase detector and converted in the form of voltage pulses (UP and DN) of du-
ration equivalent to phase error. These voltage pulses are applied to the charge
pump so that it adds or removes the charge to the filter capacitor in the pulse du-
ration. Thereby, it adjusts the voltage across the capacitor, which alters the delay of
VCDL.

The basic structure (refer Fig.3.9) of charge pump consists of two switches
‘S ′1 and ‘S ′2 associated with the current source and current sink respectively. The
switches are controlled by the ‘UP ′ and ‘DN ′ signals provided by PD respectively.
When switches are closed, the current source (or sink) starts adding (or remov-
ing) the charge from the filter capacitor. This process continuous until error signal
(pulse width of UP or DN signals) ideally becomes zero, resulting in stable con-
trol voltage across filter capacitor. With PFD based PD after achieving the locked
state, the CP has rail-to-rail current for the on duration of switches in each cycle
of reference clock. This prevents the fluctuation in control voltage to minimize the
amount of jitter if charging and discharging currents are equal. Along with match-
ing in currents, this also requires matching in on duration ‘t′on of both the switches.
The amount of jitter Φoffset due to mismatch ‘∆i′ in charging and discharging cur-
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rent ‘I ′cp is given by [191]-

Φoffset = 2Π
ton
Tref

∆i

Icp
(3.24)

This equation shows that to minimize the phase offset after locking, the on
duration should be narrow or charge pump current should be large to reduce jitter.

Single ended and differential are the two types of charge pumps, which are
used in the design of DLL[191]. A single-ended topology has the advantages of
smaller area and less power dissipation, but is more vulnerable to supply and sub-
strate noise compared to a differential topology. There are three basic configura-
tions for a single-ended CP: switching in the source, drain and gate, as shown in
Fig.3.17. In these architectures, the logic of ‘UP ′ and ‘DN ′ signals are processed to
control the switches with the help of inverter as shown in Fig.3.17(d). The delay
of inverter causes a mismatch in the on duration of switches, disturbing the con-
trol voltage with PFD based PD. To suppress this effect, a resistor implemented by
CMOS switches is used to balance the delay. Also, dummy transistors are added
to match the operational condition of switches.

Figure 3.17: Three single ended charge pump configurations (a) drain switching
(b) source switching (c) gate switching (d) suppression of skew in UP and DN
signals by CMOS resistor

Further, the drain switching architecture (Fig.3.17(a)) suffers from the charge
sharing between the common drains of switches and the loop filter when the switch
is on (closed). A structure with an active unity-gain amplifier was proposed in[192]
to address this problem. Another enhancement to the basic CP is the adding of two
additional current steering switches[193], which improve the switching speed. The
third proposed[191] technique is to use only NMOS switches to avoid the mismatch
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between NMOS and PMOS currents.
A fully differential CP as shown in Fig.3.18 consists of a set of NMOS &

PMOS switches, two loop filters, and some common-mode feedback circuitry. Al-
though differential CP is not as widely used as single-ended CP, they do possess
several unique advantages-(1) the fully differential structure offers better noise im-
munity to common-mode noise sources such as supply and substrate noise (2) The
fully differential structure offers better noise immunity to common-mode noise
sources such as supply and substrate noise (3) The output voltage range can be
doubled if the voltages of both loop filters are used. These advantages are achieved
at the expense of double chip area and higher power dissipation.

The loop filter capacitor has two functions: one is to generate the control

Figure 3.18: Schematic diagram of differential charge pump

voltage and other is to reduce the noise ripples on control voltage. In DLL, a large
value capacitor is used to implement this functionality.

3.9 Full custom ASIC design flow

The flow of full custom analog ASIC design is briefly given below-

• First phase is the technology identification, based on the support for passive,
low noise characteristics, design kit integration in the available CAD tools
and finally fabrication cost with multi product wafer support.

• The second phase is partitioning of the design into blocks and sub topologies.
These topologies are translated to circuits and then are simulated at transis-
tor level using the spice models (BSIM3) for required performance using the
SPICE simulators. This allows freezing of sizing for the MOS devices. At this
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stage of design, the tentative layout features are decided and this is embed-
ded in circuit as parameters like length, width, area and perimeter of source,
drain along with the number of gate fingers. Such an approach has smaller
deviation with respect to the post layout simulation.

• Subsequent to finalization of circuit, the layout is crafted for typical mask
design at about ten levels. Subsequently, the layout is analyzed for design
rule errors (DRC) and then compared for equivalence with the circuit LVS
(layout versus schematic).

• After clearing the process of DRC/LVS, the design circuit and parasitic are
extracted from the layout. The extracted views are tool dependent and inde-
pendent of initially drawn circuit. This extracted view is simulated to check
if the desired specifications are met across the process corners.

• The design mask data is shipped to the manufacturer in GDS/CIF file format
for IC fabrication.

The whole process is iterative and time consuming. As layout is hand crafted the
effort and time needed is very high.
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Chapter 4

Design and Implementation of
CMOS Standard Cell based Vernier
Time-to-Digital Converter

4.1 Introduction

In the INO experiment, the time interval between discriminator output signal and
trigger needs to be measured. This information corresponds to time interval be-
tween neutrino induced muon event interactions with RPC and trigger. It provides
up and down direction discrimination of neutrino particle, traversing through the
layers of ICAL detector. For time interval measurement, a TDC needs to be de-
signed for the specifications provided by INO working group. The resolution re-
quired for TDC is specified as better than 200 ps. In order to account the trigger
latency, the dynamic range required for TDC is set 1µs. Further, to cater millions
of RPC detector channels, a TDC with good area and power efficiency is required.
In the design and development of TDC, the crucial step is choice of time interval
measurement technique that is efficient to fulfill these specifications with 0.35 µm
CMOS technology.

Various time interval measurement techniques with their relevant TDC ASICs
are discussed in chapter-2. The sub-gate delay time interval measurement tech-
niques are good choice as they eliminate the resolution dependency on our avail-
able technology capability. Among them, the Vernier ring technique is a simple
one that uses two ‘start′ and ‘stop′ triggrable oscillators with slight difference in
their time-periods. The difference in time-periods of both oscillators leads to the
resolution of TDC. The time interval measurement demands the counting of num-
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ber of cycles of start and stop oscillators until their phase coincidence is achieved.
It provides resolution of the order of 10’s of ps, low noise and area efficient design.
However, the key design challenges in Vernier technique with CMOS technology
are-

• Design of start and stop oscillators with precise time period difference (<200
ps).

• Stable oscillator frequencies across PVT variations.

• Issues of noise coupling among oscillators through RC parasitics

• Matching in resolution among channels, in presence of random and system-
atic process induced variations in device parameters

In order to overcome the design challenges pertaining to stabilization of os-
cillator frequencies while maintaining a small difference, earlier a CMOS TDC
[143] that uses dual PLL with different frequency division ratios and referenced
to an accurate off-chip clock is reported. The bias voltages are provided by their
control loops to tune and stabilize the frequency of the voltage controlled oscil-
lators. However, the use of PLLs adds-on a high design complexity and addi-
tional power requirement. Also, time interval measurement in INO experiment
will require constantly running of both the PLLs along with their corresponding
oscillators to maintain their frequency stabilization. This in turn leads to higher
power consumption and noise production due to millions of TDC channels. In ad-
dition to this, the DLL/PLL based delay variation compensation techniques have
high layout design challenges and are power & area inefficient. Thus, the problem
statement is to develop low noise Vernier TDC, efficient to fulfill the time inter-
val measurement specifications for INO while using simple and elegant design
idea. In this endeavor, a 4-channel Vernier ring oscillator based TDC ASIC with
inbuilt SPI based read-out is designed and implemented using the standard cells
available in the PDK of 0.35 µm CMOS technology. The pre-optimized standard
cells (in terms of switching speed, power and area consumption) provided by the
foundry reduces the design; effort, time and complexity. Moreover, the standard
cell based digital TDC design is scalable to modern CMOS process in view of im-
proved power and area efficiency.
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Further, with the aim of low noise, reduced design complexity and high
power & area efficiency, event triggrable ring oscillators and their time period cal-
ibration circuits are carefully designed. To obtain a slight difference in frequencies
of standard cell based ring oscillators, one method is to use the tiny mismatch in
place and route (P & R) of standard cell in the design of ring oscillators. However,
due to unpredictable P & R strategy used by automation tools, the matching among
different channels of oscillators in our multi-channel TDC is difficult to achieve.
This leads to spread in its resolution across channels. Therefore in this work, a
small frequency difference is achieved by designing different feedback gates with
different fan-in in the design of ring oscillators. To circumvent the impact of vari-
ations in process (5.6 % variation in tox and 30 % variation in Vt), temperature and
supply voltage over accuracy of time interval measurement, the designed digital
time-period calibrator calibrates the time-periods of ring oscillators. These cali-
brated values are used to accurately evaluate the time interval,thereby ensures the
accuracy of measurement.

Moreover, this TDC ASIC design approach is based on mixed design flow,
where by manual P & R layout design approach, the route delays are controlled
and maintained identical for ‘start’ and ‘stop’ oscillators. This reduces the varia-
tion in resolution among channels due to differential nature of Vernier technique.
Also, to minimize the spread in resolution across TDC channels, inter-channel vari-
ations are reduced by placing them in the close proximity while applying methods
to minimize the noise coupling.

The calibration circuit and SPI based read-out logic are implemented using
digital design approach. This approach reduces the design effort and time. These
blocks are designed using Verilog HDL, synthesized using ‘Build gates’ to produce
gate level netlist. The layout of gate level netlist is designed by automatic P& R us-
ing ‘SOC encounter’. The top level integration is carried out using custom layout
editor tool.

4.2 Architecture of TDC ASIC

This ASIC consists of four TDC channels interfaced with common SPI based read-
out block as shown in Fig.4.1. Each channel has separate inputs ‘start′ and ‘stop′

to achieve its independent performance. This enables the utilization of ASIC in
both ‘common start’ and ‘common stop’ mode. In common start mode, the ‘trigger′

starts the time interval measurement in all four channels. In common stop mode,
‘trigger′ stops the time interval measurement in all four channels. Each TDC chan-

117



Chapter 4. CMOS Standard Cell based Vernier TDC

nel includes start & stop ring oscillators, coarse & fine counters and leading edge
phase detector.

To make oscillator’s time period calibration independent of time interval
measurement, the replicas of start and stop ring oscillators are designed in the cali-
bration channel along with calibration circuit. The calibration channel is interfaced
with the separate SPI based data read-out circuit.

Both the SPIs are in communication independently to micro-controller based
external interface to transfer the measured and calibrated data.

Figure 4.1: Block diagram of Vernier four channel TDC ASIC

4.2.1 Working of TDC channel

The ‘start′ and ‘stop′ inputs start the triggrable slow and fast ring oscillators with
their time periods ‘T ′oscst and ‘T ′oscsp respectively, as shown in Fig.4.2. Here, time pe-
riod ‘T ′oscsp is designed slightly less than ‘T ′oscst, so, on each cycle, the rising edge
of fast oscillator clock (spclk) approaches the slow one (stclk) by a step size of
‘Toscst − T ′oscsp. Eventually both oscillator clocks either have a phase coincidence
or rising edge of spclk leads the stclk. This phase coincidence or phase leading is
detected by leading edge detector followed by the assertion of end of conversion
(eoc). The ‘eoc′ signal switches off the oscillators that reduce the power consump-
tion in ideal state. The elapsed cycles of slow and fast oscillator clocks till phase
coincidence are counted by the coarse and fine counters respectively.

The coarse counter counts the ‘N ′c number of slow oscillator cycles till phase
coincidence. It provides a long measurement range of ‘(2b)× T ′oscst, where ‘b’ is the
number of bits of coarse counter. The fine counter counts ‘N ′f cycles of fast oscil-
lator till its phase coincidence. It is corresponding to number of required steps of
size ‘Toscst − T ′oscsp (LSB) within ‘T ′oscst till phase coincidence.
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The time interval (4T) measurement is given by-

∆T = (Nc − 1)Toscst − (Nf − 1)Toscsp (4.1)

Here, one count is subtracted from Nc and Nf , due to the count considered
during phase coincidence.The above equation can be rearranged as-

∆T = (Nc −Nf )Toscst + (Nf − 1)(Toscst − Toscsp) (4.2)

Here, ‘(Nc−Nf )×Toscst’gives the coarse and ‘(Nf−1)×(Toscst−Toscsp)’gives the fine
time measurement. The applied time interval is accurately measured provided the
Toscst and Toscsp are accurately known.

(a)

(b)

Figure 4.2: Vernier ring oscillator method (a) block diagram (b) timing diagram

The conversion time (CT ) of this technique is given by equation(4.3), where
‘S ′ is stretching factor, which defines maximum number of counts,which needs to
be covered by the fine counter. The stretching factor depends on the frequencies of
ring oscillators, therefore its value varies across PVT variations.

CT = S × Toscsp = (
Toscst

Toscst − Toscsp
)× Toscsp (4.3)
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4.2.2 Front-end design aspects

The critical design aspects to achieve the required dynamic range and resolution
are-

• Number of bits in coarse and fine counters

• Frequency of ring oscillators

In this design, the target dynamic range is ∼ 1.4 µs; therefore, a 9-bit coarse
counter is designed with use of 8-bits in dynamic range calculation while assuring
start oscillator clock frequency of ∼ 135 MHz. Another aspect is the frequency of
ring oscillators, which impacts the design at two points-

• The high frequency of oscillators reduces the conversion time of TDC chan-
nel but on the other side increases the dynamic power consumption

• The operating frequency of 9-bit counter has to be less than 200 MHz after
taking into account the constraints imposed by the design kit

Therefore, the time-period of slow oscillator is designed to be Toscst = 7.382
ns. For the target resolution of better than 200 ps, the time-period of fast oscillator
is designed to be Toscsp = 7.268 ns, so that the typical designed value of resolution
is: Toscst − Toscsp = 114 ps. The number of bits in fine counter is designed in order
to count at least S = Toscst/(Toscst − Toscsp) = 65 cycles of spclk. However, across
PVT variations, the value of ‘S’also varies from the typical designed value in the
range from 54 to 80. Therefore, to safely accommodate the variation in ‘S ′, 8-bit
fine counter is chosen.

The conversion time of TDC channel for these chosen values of Toscst and
Toscsp are calculated from equation(4.4).This value (470.63 ns) of conversion time is
acceptable and is not of much significance as event rate in INO experiment is low
(∼100 Hz).

CT = (
Toscst

Toscst − Toscsp
)× Toscst = (

7.382

114× 10−3
)× 7.268ns = 470.63ns (4.4)

To limit the dynamic range of TDC, the ‘stop′ signal is disabled after rollover
of eight bits of coarse counter. Therefore, the maximum designed dynamic range
of TDC is (2b − S − 1)Toscst, where b=9. Here, if 2b is much greater than S, long
dynamic range can be obtained by increasing number of bits in coarse counter.The
theoretical maximum dynamic range calculated from above equation is: (29− 65−
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1)× 7.382 ≈ 1.402 µs.

4.3 Description of design blocks

4.3.1 Ring oscillator

Figure 4.3: Schematic representation of ring oscillators

The input triggrable ring oscillators as shown in Fig.4.3, are designed to generate
two clocks (stclk and spclk) with small difference in time-periods. The AND gate
provides a re-trigger ability. The time-period difference is obtained by changing the
type of feedback gate, which also contributes as different fan-out for cell ‘DLY ′.
The ‘DLY ′ has a fan-out of ‘2′ (AOI) and ‘1′ (NOR) in slow and fast oscillators
respectively. Due to fan-out difference, this standard cell has different output load
capacitance. This results in unequal propagation delay (Td α Cload) introduced by
‘DLY ′ in both the ring oscillators. In addition, the delay introduced by the gate
‘AOI ′ is higher than the NOR gate. This ensures the difference in frequencies of
the two oscillators.

4.3.2 Leading edge phase detector

A phase detector is designed to detect the phase coincidence (or phase leading)
of ring oscillators. It is realized by using D flip-flops and logic gate, as shown in
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Fig.4.4. The flip-flop (FF-1) samples the status of slow oscillator clock on rising
edge of fast one. The second flip-flop (FF-2) stores the sample obtained from FF-1
for one clock period. The combinational logic compares the magnitude of current
and stored samples. The ‘eoc′ signal asserts from logic ‘0′ to ‘1′ either at rising edge
phase coincidence or directly leading of ‘spclk’ from ‘stclk’.

This architecture of phase detector has theoretically infinite dynamic range.
However, the minimum detectable phase error is limited by the issue of dead zone
and metastability in FF-1. The probability of metastability is reduced by using
standard cell flip-flop with smallest setup and hold time windows.

Figure 4.4: Schematic diagram of leading edge phase detector

4.3.3 Calibration block

Figure 4.5: Timing diagram for time period calibration of oscillator clocks

In CMOS integrated circuits, time-period of oscillators vary as propagation delays
are sensitive for PVT variations. In the earlier reported work[143], area and power
inefficient delay variation compensation circuit like PLL has been used to stabilize
the time periods and their difference. In this work, a digital calibrator is designed,
which calibrates the real time values of time-period of ring oscillator clocks. The
calibrated time-periods are used in the conversion equation(4.1) to calculate the
applied time interval between ‘start′ and ‘stop′ signals.

The calibration scheme is based on,‘counting the number of cycles of unknown
frequency clock for a known period of time’, so that the total count is proportional to the
frequency of clock as shown in Fig.4.5. It is expressed by equation(4.5), where ‘T ′0
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is the unknown input frequency, ‘t′ is the known period of time named calibration
time window and ‘N ′ is the number of pulse count within a calibration window.

The calibration time window of duration t = 80µs is designed. The duration
of window is long enough to calibrate the time-periods with an accuracy of 1’s of
ps. For instance, with calibration window of t = 80µs duration and for count of N
= 11000,‘T ′o evaluates to be 7.272 ns and with N=11002,‘T ′o evaluates to be 7.271 ns,
the difference is of ±1 ps.

T0 =
t

N
(4.5)

From equation(4.5), the number of counts is proportional to the frequency
of clock if duration ‘t’of calibration window is constant. Therefore, to maintain
the duration of calibration window across process and operating condition varia-
tions, a 40 MHz accurate system clock is used for window generation. This clock
is provided by the off-chip precise and stable crystal oscillator.

Figure 4.6: Block diagram for time period calibration of oscillator clocks

Fig.4.6 depicts the block diagram of time-period calibrator, where the refer-
ence slow and fast ring oscillators are triggered simultaneously by ‘calibration start′

signal. An ‘oscillator ready′ signal asserts when both oscillators become stable. It
enables 12-bit counter clocked by system clock to generate the calibration time win-
dow. The 14-bit calibration counters count the cycles of slow clock ‘stclk′ and fast
clock ‘spclk′ within calibration window. The ‘data ready′ signal asserts when cal-
ibration window is over. It enables the transfer of 14-bit data provided by cali-
bration counters ‘spclk [13 : 0]′ and ‘stclk [13 : 0]′ to internal register of SPI (Serial
Peripheral Interface) based read-out block.
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4.3.4 SPI based read-out logic

The SPI [194] interface was developed by Motorola to provide full-duplex, syn-
chronous and serial communication between master and slave device. SPI master
and slave communicate with each other using the serial clock (SCK), master out
slave in (MOSI), master in slave out (MISO), and slave select (SSEL) lines. Also, the
master may communicate with multiple slaves but one at a time. So, the signals
‘SCK ′, ‘MOSI ′, and ‘MISO′ can be shared by slaves and therefore are designed in
tri-state logic. However, each slave has a unique ‘SSEL′ line to be interfaced with
the master at a time.

Figure 4.7: Timing diagram of four modes of data transfer through SPI

As shown in Fig.4.7, there are four modes of data transfer between master
and selected slave depending on the polarity of issued clock (SCK) and clock phase
at which data is shifted on MISO line. If clock polarity and phase both are ‘0′

(defined as Mode-0) data is sampled at the leading rising edge of the clock. For
clock polarity = ‘1′ and clock phase = ‘0′ (Mode-2), data is sampled at the leading
falling edge of the clock. Likewise, clock polarity = ‘0′ and clock phase = ‘1′ (Mode-
1) results in data sampled at on the trailing falling edge. For clock polarity = ‘1′

with clock phase = ‘1′ (Mode-3) results in data sampled on the trailing rising edge.
In our design, the SPI interface is designed for unidirectional data transfer

in Mode-2 from a single TDC ASIC (slave) to off-chip micro-controller (master).
Hence, there is only one slave over SPI bus, so ‘MISO′ is not designed in tri-state
logic as well as‘MOSI ′ signal is not incorporated in the design.

The overall readout block consists of two modules: TDC channel interface
and SPI as shown in Fig.4.8. The channel interface logic interfaces the TDC core
channels to SPI in the order of 1 to 4. This is to avoid the ambiguities like-
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• If data is ready to transfer to external interface through SPI in more than one
channel at the same time.

• If in any channel data is ready while SPI is busy in transferring the TDC data
pertaining to other channel

Figure 4.8: Block diagram of SPI based read-out logic

The timing diagram of working of SPI is shown in Fig.4.9 where, on each ris-
ing edge of system clock, if status of ‘SPI busy′ (derived from SSEL signal) is active
high, the interface logic samples the status of ‘eoc′ lines from TDC channels in order
of 1 to 4. The 17-bit TDC data corresponding to the interfaced channel is latched
into 24-bit internal register of SPI followed by the assertion of ‘data ready′ signal
with the time margin of two system clock periods. The 24-bit SPI internal register
includes first 0-to-16 bits reserved for sixteen bit word (9-bit coarse count and 8-bit
fine count) from TDC channel, two bits for channel ID and last five bits reserved as
logic ‘0′, as shown in Fig.4.10. The ‘data ready′ signal issues a request for data trans-
fer to micro-controller based external interface. The micro-controller acknowledges
the TDC ASIC by issuing clock ‘SCK ′ (8 MHz) and slave select ‘SSEL′ signal with
active low status.

In order to detect the active low status of ‘SSEL′, a 3-bit shift register is de-
signed. It samples and shifts the status of ‘SSEL′ on each rising edge of system
clock. Initially the status of shift register is ‘111′. Thus, low status of ‘SSEL′ is
detected by logic ‘0′ status of first bit of shift register, which subsequently enables
the assertion of ‘SSEL active′ signal from logic ‘0′ to logic ‘1′, which enables:
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• Serially shifting of data out over ‘MISO′ line on each falling edge of master
clock (SCK) in the transmitter block of SPI.

• Counting of transferred bits on each rising edge of master clock (SCK) in the
receiver block of SPI.

Figure 4.9: Timing diagram of data transfer through SPI

Figure 4.10: Data format of 24-bit SPI register

The logic for synchronization of master clock ‘SCK ′ with system clock is im-
plemented by magnitude comparison of last two bits of 3-bit shift register, which
samples the status of SCK on system clock. When status of last two bits of shift reg-
ister are ‘10′ and ‘01′, generates the pulses ‘SCK risingedge′ and ‘SCK fallingedge′

respectively.
In the data transmitting block of SPI, on falling edge of system clock, when

‘SCK falling′ pulse as well as ‘SSEL active′ are in high state, data from internal
register is loaded to 24-bit SPI followed by transferring the 24th bit over ‘MISO′
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line. Thus, after each falling edge of ‘SCK ′, one bit of SPI register shifts out over
‘MISO′ line.

On the receiver side, to count the number of bits transferred and to intimate
the master about completion of data transfer, a 5-bit counter is designed. It counts
the transfer of each bit on the falling edge of system clock when ‘SCK risingedge′

is on high status. Once, 24 bits are transferred serially, the ‘SPI done′ signal asserts
and intimates the master that data transfer is over. It pulls up the ‘SSEL′ and thus
enables the interfacing of other channel for data transfer.

The time required to transfer the TDC channel data depends on the frequency
of master clock SCK that is chosen as 8 MHz. Therefore, it takes 125 ns in trans-
ferring one bit from SPI register. This corresponds to (125 × 24)ns = 3µs time in
transferring the one 24-bit word through SPI.

4.4 Layout design aspects

In this design, a mixed signal layout design approach is used where, the TDC chan-
nels including oscillators, counters and phase detectors are designed by manual P
& R so that routing delays, noise coupling through parasitics and crosstalk can be
controlled. The channel interface with SPI and time-period calibrator is designed
by automatic P & R with the benefits of compact layout as well as reduced design
time & effort.

In the design of TDC channels using manual P & R approach, some layout
design techniques and protocols are followed to achieve the high performance-

4.4.1 Matching of oscillator channels

The matching among oscillator channels is important to reduce the spread in res-
olution across channels. The major sources of mismatch is systematic variations,
which are caused due to un-identical placement of standard cells and un-identical
routes among four channels of start/stop oscillators, which are designed to be
identical. Also, the other source of systematic variation is process induced due
to photo-lithography aberrations, which may be spatially correlated.

To reduce the mismatch, the start and stop oscillators are identically laid out
so that the difference of their time periods is contributed only by the difference in-
corporated in their designs. Also, to reduce the inter-channel variations, they are
placed in close proximity of each other, as shown in Fig.4.11

127



Chapter 4. CMOS Standard Cell based Vernier TDC

Figure 4.11: Layout representation of two channels of TDC showing ring
oscillators with phase detector

4.4.2 Substrate coupling noise

As oscillators are designed in close proximity, the noise coupling among them
through the common substrate dominates. It causes a fluctuation in the time-
period of ring oscillators over oscillation cycle, which degrades the accuracy of
measured time interval. To minimize the noise coupling; each oscillator is enclosed
by the p-tap guard ring, tied to the ground with large number of contacts shown in
Fig.4.11. This provides a low impedance path for the substrate noise to ground and
thus reduces its coupling among ring oscillators. In addition, each channel is fur-
ther separated from the other by another p-tap guard rings connected to ground.

4.4.3 Supply rail routing

The supply rails of channels of ring oscillators are connected together through the
filler cell ‘PFILL’(provided in the core-library) as shown in Fig.4.11. This avoids
over the standard cell routing for local connection of supply rails to avoid noise
coupling through parasitics. Also, noise on Vdd (glitch) and gnd (ground bounce)
can drastically increase the jitter and skew problems. Therefore, at each block level
and top level, supply layers are routed in parallel so that opposite voltage glitch
can cancel each other.
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Figure 4.12: Layout representation of 4-channel Vernier TDC prototype ASIC

4.4.4 Crosstalk

Cross talk refers to the capacitive and inductive coupling between adjacent inter-
connects and impacts their signal integrity. To reduce the cross talk between slow
and fast oscillator clock interconnects, both signal lines are separated at large extant
with a metal layer shorted to supply in between the two as a shield. In addition,
both clocks run orthogonally through the local metal layer to reduce their overlap-
ping area.

4.4.5 Reduction of clock skew for coarse counter

In the layout design of 9-bit counter, to reduce the clock skew, buffer tree is placed
in the middle of nine stages. This provides a negative skew in the first half stages
as the direction of clock routing is opposite to the direction of bits toggling.

The layout of top level integration of ASIC is shown in Fig.4.12, the main
functional blocks of ASIC are highlighted. The whole logic is encapsulated using
64-pin plastic package CLCC68.

4.5 Simulation results

This section presents the performance validation of Vernier TDC ASIC design through
simulation results. The functional and timing verification of TDC channels are car-
ried out with the help of SPICE simulators using device models provided by the
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foundry. This approach is timing accurate as includes the impact of parasitics re-
lated to MOS device and routing of standard cells on the performance of TDC.
However, it is computationally complex and time consuming as well. Therefore,
the non timing critical blocks like read-out logic and calibration circuit working on
system clock frequency are verified by digital simulator with SDF (standard delay
format) delay file provided by the Encounter. The top-level verification is carried
out using SPICE simulator before sign off this ASIC.

The functional and timing accuracy of design blocks have been verified by
applying following tests-

4.5.1 Time period of oscillators and resolution across design pro-

cess corners

The values of time periods ‘T ′oscst and ‘T ′oscsp and their difference for four TDC chan-
nels across five design process corners are shown in Table 4.1. On typical corner, the
time-periods of slow and fast ring oscillators are Toscst = 7.382 ns and Toscsp = 7.286

ns respectively. The difference in their values is 114 ps, which is resolution of TDC.
Across the corners, there is a maximum 27 % variation in the time-periods of os-
cillator with respect to typical designed values. Also, the variation in difference of
time periods is less than typical designed value of 114 ps.

4.5.2 Calibration of time periods of reference start and stop oscil-

lators

The calibrated values of time periods for reference oscillators across design process
corners are shown in Table 4.1. The calibrated values of time periods and resolution
are consistent with the simulated one.

4.5.3 Functional verification of Vernier TDC channel

In order to verify the functionality of TDC channel, ‘start′ and ‘stop′ inputs with
time interval of 1.5 ns are applied to trigger the corresponding ring oscillators. The
assertion of ‘eoc′ signal at the phase coincidence of slow and fast clocks is shown
in Fig.4.13(a). The coarse and fine counts (number of cycles of clocks till phase
coincidence) are 15. The calculated time interval using equation(4.1) is 1.482 ns.
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Table 4.1: Time-periods of ring oscillator across process corners for four
channels (Ch1, Ch2, Ch3, Ch4)

Corners−→ WP TYP WS WO WZ
Channels↓
Ch1:Toscst(ns) 5.392 7.382 9.804 7.465 7.074

Ch1:Toscsp(ns) 5.32 7.268 9.639 7.356 6.963

∆T (ns) 0.072 0.114 0.165 0.109 0.111

Ch2:Toscst(ns) 5.392 7.383 9.804 7.464 7.074

Ch2:Toscsp(ns) 5.32 7.268 9.639 7.356 6.962

∆T (ns) 0.072 0.115 0.165 0.108 0.112

Ch3:Toscst(ns) 5.392 7.383 9.804 7.464 7.074

Ch3:Toscsp(ns) 5.32 7.268 9.639 7.358 6.962

∆T (ns) 0.072 0.115 0.165 0.106 0.112

Ch4:Toscst(ns) 5.392 7.383 9.804 7.464 7.074

Ch4:Toscsp(ns) 5.32 7.268 9.639 7.358 6.962

∆T (ns) 0.072 0.115 0.165 0.106 0.112

Calibrated Time-Period of Reference Oscillators

Toscst (ns) 5.394 7.384 9.808 7.464 7.076

Toscsp (ns) 5.318 7.265 9.634 7.353 6.959

∆T (ns) 0.076 0.119 0.174 0.111 0.117

4.5.4 Frequency stability plot over number of cycles for slow and

fast oscillators

In order to verify the impact of device component noise and noise coupling through
RC parasitics, the time period of oscillator clocks is simulated over 60 cycles. The
variation in time-periods is less than 3 ps, as shown in Fig.4.13(b).

4.5.5 Channel-to-channel variation across process corners

In order to find the channel-to-channel variation as well as to verify the functional-
ity of channel interface logic with SPI, a fixed input time interval of 50 ns is applied
simultaneously to four channels of TDC ASIC and simulated across design process
corners. Fig.4.14 shows the output of SPI for four channels in the order of 1 to 4
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(a) (b)

Figure 4.13: (a)Waveform representing phase coincidence of ring oscillators for
time interval measurement (b)variation in time periods over number of cycles

Figure 4.14: Waveform representing the SPI output over MISO line
corresponding to four TDC channels

on WS corner. The MISO data is as per the format shown in Fig.4.10 .The corre-
sponding MISO code along with coarse and fine counts is given in Table 4.2. The
calculated time interval using equation (4.1) is 50.175 ns with error of 175 ps. The
MISO code for four channels across WP, WZ and WO are also given in the Table
4.2, where the maximum error is of 202 ps on WO corner. Also due to the impact
of noise coupling and cross talk, the fourth channel has mismatch (maximum 106
ps) in measured time interval on WO and WP corners.
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Table 4.2: Counts of four channels of TDC across corners for applied time
interval of 50 ns. OT stands for output time interval

WO MISO Nc Nf OT WP MISO Nc Nf OT

Ch1 0000110100
000111010

58 52 50.202 Ch1 0000010111
000100000

32 23 50.112

Ch2 0100110100
000111010

58 52 50.202 Ch2 0100010111
000100000

32 23 50.112

Ch3 1000110100
000111010

58 52 50.202 Ch3 1000010111
000100000

32 23 50.112

Ch4 1100110100
000111010

57 51 50.096 Ch4 1100010110
000011111

31 22 50.04

WS MISO Nc Nf OT WZ MISO Nc Nf OT

Ch1 0000001000
000001101

13 8 50.175 Ch1 0000000110
000001101

13 6 50.087

Ch2 0100001000
000001101

13 8 50.175 Ch2 0100000110
000001101

13 6 50.087

Ch3
1000001000
000001101

13 8 50.175 Ch3 1000000110
000001101

13 6 50.087

Ch4 1100001000
000001101

13 8 50.175 Ch4
1100000110
000001101 13 6 50.087

4.5.6 Output versus input time interval characteristic

This test is carried out for four input time interval patterns due to computationally
complex and time consuming simulation strategy based on analog approach. The
time intervals of 20 ns, 500 ns, 1 µs and 1.5 µs are applied to four channels of TDC
across design process corners. Fig.4.15 shows the plot of measured versus applied
time interval on typical corner. The maximum deviation from the best fit on typi-
cal corner is of 10 ps. The maximum deviations in the time interval characteristics
from their best fit line are 201 ps on WP, 64 ps on WS, 620 ps on WZ and 14 ps on
WO design process corners.
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Figure 4.15: Output versus input time interval characteristic

4.6 Summary

The Vernier TDC ASIC prototype has been implemented using standard cells of
0.35 µm commercial CMOS process. The inherent features of Vernier technique are
process independent resolution and less amount of logic resource consumption.
The standard cell based Vernier TDC design approach with digital time period cal-
ibrator is the new initiative taken in this work. To achieve the high performance,the
timing critical blocks are designed using manual placement and routing. The cal-
ibrator and read-out blocks are designed using an automatic P& R tool. The Stan-
dard cell based implementation of Vernier TDC benefits from small design time,
less design effort, low power, low noise, small chip area and high resolution. The
significant achievement is in the reduction of power consumption, as compared to
reported PLL based Vernier TDC. Thus standard cell based Vernier TDC adheres
most of the required specifications of HEP experiments and portable instruments.
Therefore, design of multi-hit Vernier TDC based on standard cell approach is the
next agenda of this work.
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Design and Implementation of
8-channel Multi-hit TDC using
Vernier Technique

In the INO experiment, the specified requirement is to measure time interval be-
tween discriminator and trigger signals. To meet this requirement, a power & area
efficient standard cell based 4-channel Vernier TDC ASIC is developed successfully
and characterized (as discussed in chapter-4). Subsequently, in the INO experi-
ment, the requirement for occurrence time measurement of four edge transitions
in the discriminator output signal was added to find information pertaining to;
capture of delayed muon interactions with RPC and implementation of time over
threshold (TOT) logic[52] for off-line time walk error correction of timing data. The
enhanced specifications was arrived as-

• Minimum time interval measurement of 5 ns between first rising and falling
edge input transition, a measure of pulse width of discriminator signal to
implement TOT logic.

• Minimum time interval measurement of ∼ 10 ns between two consecutive
pulses (pulse pair resolution), which corresponds to delayed muon interac-
tion events. This time interval can be large in the order of 10’s of µs. Here,
the TDC should be capable to measure transitions over range higher than 32
µs.

In order to meet the added requirements, a multi-hit TDC ASIC is developed.
In this design, Vernier TDC ASIC is extended with multi-hit capabilities without
affecting resolution, dynamic range and low power & area requirements, needed
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for INO experiment. The design specifications of multi-hit Vernier ASIC are listed
in Table 5.1. The implementation of this TDC ASIC is carried out by using standard
cells available in the PDK of 0.35 µm CMOS technology. Also, design approach of
ASIC is based on mixed signal design flow, where to assure the timing accuracy,
the oscillators and leading edge detector are customized by manual P & R (analog
approach). The rest of the logic including; counters, latches, logic control block,
memory and read-out interface is designed by automatic P & R (digital design
approach) to reduce layout design; time and effort.

Table 5.1: Design specifications of Vernier multi-hit TDC

Specifications Multi-hit TDC
Bin Size Better than 200 ps
Dynamic Range 10 µs/ 20 µs/ 30 µs/ 60 µs (Selectable)
Number of Channels 8
System Clock frequency 100 MHz
Start Oscillator Clock frequency 135 MHz
Stop Oscillator Clock frequency 136.9 MHz
Number of bits in Fine Count 7 (after encoding)
Number of bits in Coarse Count 15
Pulse width measurement 5 ns
Pulse Pair resolution 10 ns
Number of Events per
Measurement

4

Number of bits in read-out 34 bits in two 17-bit words

Operating Mode 4 (Normal, Common Start, Common
Stop and Calibration)

Calibration circuit Digital Time Period Calibrator

5.1 Architecture of multi-hit TDC ASIC

The Multi-hit TDC ASIC consists of nine time measurement channels (including
one trigger channel), logic control block, TDC channel interface, 256×17 bit dual
port memory and read-out logic. All the channels are interfaced with the mem-
ory by channel interface logic, as shown in Fig.5.1. The TDC is designed in four
operating modes, listed in Table 5.2 to achieve ASIC utilization in various appli-
cations. These operating modes are ‘normal’, ‘common start’, ‘common stop’ and
‘calibration mode’ that can be selected by 2-bit ‘mode′ control signal. The detailed
operation of each mode is discussed below-
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Figure 5.1: Block diagram of multi-hit TDC ASIC

5.1.1 Normal mode (mode-0)

In this mode, the TDC ASIC is used for time interval measurement between two
events, ‘start′ (normal start) and ‘stop′ (first transition in the ‘multi-hit’ signal), as
shown in Fig.5.2. The phase coincidence of ‘start’ and ‘stop’ ring oscillator clocks
asserts end of conversion (eoc) signal, which enables the transfer of measured tim-
ing data to memory using channel interface logic.

The dynamic range of time interval measurement is designed to be selectable
by using 2-bit ‘dr sel′ control signal. Based on the value of ‘dr sel′, one of the four
bits (11th, 12th, 13th and 14th) of coarse counter is used to obtain the dynamic range
over signal for TDC channel.

Figure 5.2: Timing diagram of normal operating mode
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5.1.2 Common start mode (mode-1)

In this mode, the time of four consecutive transitions in the ‘discriminator′ signal
occurring after ‘trigger′ is measured within a pre-defined dynamic range window,
as shown in Fig.5.3. The ‘trigger′ signal starts the time interval measurement in
TDC channels as well as opens dynamic range window with the help of logic con-
trol block. This window is designed to be selectable from 10µs, 20 µs, 30 µs and 60
µs by using 2-bit ‘dr sel′ control signal. Within the selected window in each chan-
nel, the timing data of four consecutive transitions in multi-hit signal are latched
along with the assertion of their corresponding ‘eoc′ signals.These four ‘eoc′ signals
are processed to obtain the channel specific end of conversion ‘eoc ch′ signal.

The logic control block issues the ‘read command′ after checking the presence
of transitions through the status of ‘eoc ch′ signal when dynamic range window is
over. The ‘read command′ transfers the latched data into the memory.

Figure 5.3: Timing diagram in common start operating mode

5.1.3 Common stop mode (mode-2)

In this mode, within dynamic range window, the time of four consecutive tran-
sitions in the ‘multihit′ and time of ‘trigger′ are measured with respect to the
‘event reset′ signal, as shown in Fig.5.4. The ‘event reset′ starts the time interval
measurement in TDC channels as well as in trigger channel. The measured time of
trigger is used to find its associated events within dynamic range window that is
selectable by ‘dr sel′ signal.

The logic control block opens the dynamic range window on an external
‘event reset′ or ‘internal reset′ signal. It also detects the presence of trigger within
the selected window duration prior to issuing the ‘read command′ signal for TDC
channel data transfer to memory. This is carried out by sampling the status of
‘eoc ch′ signals corresponding to measurement and trigger channels at the falling
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edge of dynamic range window. If both are active high, it issues a read command
which transfers the data associated with the trigger. If for trigger channel it is ac-
tive low, it shows the absence of trigger so the timing data of each TDC channel
is discarded. Further, it generates an ‘internal reset′ signal, which reopens the dy-
namic range window to rescan the transitions that are associated with the trigger.

Figure 5.4: Timing diagram in common stop operating mode

5.1.4 Calibration mode (mode-3)

In CMOS standard cell based TDC, standard cell delay is a function of PVT vari-
ations. This leads to the variation in time period of ring oscillators thereby affects
the resolution of TDC. To mitigate the impact of delay variations over accuracy
of measured time interval, calibration mode is implemented to account and cor-
rect for these effects. In this mode, the measurement channels are used to find
the real time value of the time period of start oscillator clock and resolution of
TDC. This approach of calibration is different from that chosen in previous Vernier
ASIC, where independent calibration of time-periods of reference ring oscillators
is carried out. The current approach improves the accuracy of calibrated param-
eters across local process variations. The measured parameters are used to calcu-
late the time interval of transitions in the multi-hit with respect to ‘start’ (normal
start/trigger/event reset) in measurement modes (mode-0, mode-1 and mode-2).

Further, the resolution of each TDC channel is equal to the difference of time
periods of start oscillator and multi-hit transition corresponding stop oscillator.
Here, it is difficult to match the time periods of oscillators across TDC channels
due to process induced random and systematic variations. This may lead to the
variation in resolution among adjacent TDC channels. Hence, separate calibration
for each channel is implemented.

The calibration is initiated by asserting the ‘calibration start′ signal, which
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triggers the start and stop ring oscillators simultaneously in each TDC channel. It
also enables the generation of coarse and fine calibration windows to accurately
calibrate the time-period of slow oscillator and resolution of TDC respectively. At
the falling edge of coarse calibration time window, a ‘calibration over′ signal as-
serts, which enables the transfer of calibrated data to memory.

The measured or calibrated data from TDC channels is transferred to an in-
built memory using channel interface logic. The data transfer is carried out in the
order of channel-1 to channel-8 followed by the trigger channel. Further, the mem-
ory is interfaced with readout logic for TDC data transfer to external interface. The
read-out logic consists of serial peripheral interface (SPI) and parallel interface, any
one of these two can be selected by control signal ‘ser par′ for external interface.

Table 5.2: Description of operating modes

Mode Mode
ID

Start Stop Description of Data

0 00 normal
start

First
transition
in
multi-hit

Data corresponding to time interval
between two events for all channels

1 01 trigger

Four
transitions
in
multi-hit

Timing data corresponding to arrival
time of maximum 4 transitions with
respect to start in all channels

2 10

event
reset or
internal
reset

Four
transi-
tions in
multi-hit
and
trigger

Time data corresponding to arrival
time of maximum four transitions and
trigger with respect to event reset in
all channels

3 11 calibration
start

calibration
over

Data corresponding to time period
calibration and LSB calibration for all
channels

Data
Format
from TDC
channel

0-6 bits reserved for fine count, 7-21 bits reserved for
coarse count
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5.2 Vernier multi-hit TDC channel

In each TDC channel, as shown in Fig.5.5, a preprocessor block is designed to sep-
arate the four transitions in the multi-hit signal. It provides for stop signals corre-
sponding to four transitions in multi-hit signal. In order to measure the occurrence
time of four transitions with respect to the ‘start′ signal separately, the fine time
measurement block (stop oscillator, leading edge phase detector, fine counter, syn-
chronizer and latch) is replicated by four times and coarse time measurement block
(start oscillator and coarse counter) is shared among them. This scheme is efficient
to measure minimum pulse width duration of ∼ 1 ns and is independent of large
conversion time (∼ 500 ns, refer chapter-4) of Vernier technique.

The ‘start′ signal initiates the startable slow ring oscillator to oscillate with a
time period ‘T ′oscst. Each ‘stop′ signal provided by pre-processor triggers individ-
ual fast (stop) ring oscillator to oscillate with a time period ‘T ′oscsp (Toscsp<Toscst).
As shown in Fig.5.6, the rising edge of each individual ‘stop oscillator’clock ap-
proaches the rising edge of ‘start oscillator’clock by a step size of ∆Td = ‘Toscst −
T ′oscsp on each cycle. Eventually, the phase of each ‘stop′ oscillator clock coincides
with the phase of start oscillator clock and is detected by the respective phase de-
tector, which toggles ‘eoc′ signal. The number of cycles (Nf ) covered by the stop os-
cillators till their phase coincidence is measured by the respective 7-bit fine counter.
The ‘eoc′ signal disables the respective fine counter and stop oscillator which leads
to reduction in the power consumption.

For coarse time measurement of each ‘stop′ signal, the number of elapsed cy-
cles (Nc) of start oscillator is measured through sampling and latching the count
status of coarse counter by the respective ‘eoc′ signal. Here, as the coarse counter is
dedicated for four latches corresponding to four transitions, so there is a significant
fan-out and wire delay in the routes of counter bits. This causes an error in latched
count due to the counter bit, which toggles on the clock cycle corresponding to
phase coincidence. To avoid this error, coarse count synchronizer corresponding
to each transition is designed that latches the coarse counter status with one addi-
tional count.

The schematic of synchronizer is shown in Fig.5.5, where, the status of ‘eoc′

is sampled at falling edge of slow oscillator clock. This gives a time margin of half
clock cycle, to settle ‘eoc′ signal on active high status. Using this sample, the ‘latch′

signal is obtained on next falling edge of clock. This gives a time margin of half
clock cycle to settle the toggled bits of coarse counter. The ‘latch′ signal latches the
coarse and fine counts into the 22-bit latch when coarse counter is in idle state and
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fine counter is in disabled state. The 22-bit latch data include 15-bit coarse count
(Nc), 7-bit fine count (Nf ).

The time interval of each ‘transition ’ (stop) with respect to ‘start’ in all mea-
surement modes is given by equation (5.1), where one additional count considered
during the phase coincidence, is subtracted from both the coarse (Nc) and fine (Nf )
counts. The other count subtracted from coarse count is the considered cycle due
to synchronization.

∆T1 = (Nc − 2)× Toscst − (Nf − 1)Toscsp (5.1)

The relative time between the rising edge and subsequent falling edge tran-
sitions gives the pulse width of multi-hit signal in both common start and stop
mode. The measured time intervals of third and fourth transitions are used to find
delayed events. In this architecture, the number of transitions in the multi-hit time
measurement can be extended by replicating the stop oscillator, fine counter, and
latches with respect to each transition.

Figure 5.5: Block diagram of multi-hit TDC using Vernier technique
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Figure 5.6: Timing diagram of multi-hit TDC using Vernier technique

5.3 Stopping scheme of start oscillator in four operat-

ing modes

The ‘start’oscillator is disabled after latching the measured data or calibrated data
in the TDC channel to reduce the power consumption and switching noise. The
moment when start oscillator is disabled, depends on the operating mode of TDC.

In mode-0, the start oscillator is disabled, when coarse and fine counts corre-
sponding to the time interval between ‘start′ and first transition in ‘multihit′ signal
are latched. In absence of transition in multihit, the start oscillator is disabled by
the selected roll over count of coarse counter.

In mode-1 and mode-2, the start oscillator is disabled, when timing data cor-
responding to 4th transition is latched in TDC channel. In the absence of 4th tran-
sition, the TDC channel waits for its occurrence over the selected dynamic range
and ‘dynamic range over′ signal disables the oscillator.

In mode-3, the start oscillator is disabled, when calibration of time period
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of start oscillator as well as TDC resolution is over. The ‘calibration over′ signal
disables the start oscillator.

5.4 Design of calibration block

The design principle of time-period calibrator is based on ‘counting the number of
cycles of unknown frequency clock for a known period of time’, so that the total count is
proportional to the frequency of clock. It is expressed by equation 5.2, where ‘f ′0 is
the unknown frequency, ‘t′ is the known period named as calibration window and
‘N ′ is the number of pulse count within a calibration window.

T0 =
1

f0

=
t

N
(5.2)

The logic control block is used to obtain accurate calibration time window of
duration 80 µs. The designed value of this duration is sufficiently long to calibrate
the time-period of slow oscillator with an accuracy of 1′s of ps.

The accuracy of window duration is achieved by referencing it to a stable ref-
erence clock (50 MHz) frequency provided by off-chip crystal oscillator. The logic
of window generation is based on counting the number of cycles (M) of reference
clock, which when multiplied by its time period gives window duration (‘t′). Thus,
for t = 80µs and reference clock time-period of 20 ns, the required counts of refer-
ence clock is 4000.

Figure 5.7: Timing diagram of calibration window generation

As shown in Fig.5.7, the ‘calibration start′ pulse triggers window generation
by enabling the counting of reference clock (on rising edge) using 12-bit counter.
Also, at M = 3, it asserts an internal signal ‘st en′ from logic ‘0′ to ‘1′. At M = 4003,
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another internal signal ‘sp en′ is asserted from logic ‘0′ to ‘1′. Thus, the logical
XOR combination of these two obtained internal signals (st en and sp en) gives a
calibration time window of duration; 4000× 20ns = 80µs.

The calibration time window enables the 15-bit coarse counter (calibration
counter) to calibrate the time-period of slow oscillator. The calibration counter
counts the number of cycles of slow oscillator clock within the calibration window
duration. When calibration is over (at the falling edge of calibration window) the
counter data is latched.

5.4.1 LSB calibration scheme

By the operating principle of Vernier technique, the number of steps of size ‘Toscst−
T ′oscsp or cycles of ‘stop’ oscillator within time-period (Toscst) of start oscillator de-
fines the stretching factor (S) expressed by equation 5.3. With the known value of
Toscst, the LSB of TDC is calibrated by determining the value of ‘S ′ in PVT varia-
tions. It is determined by counting cycles of stop oscillator within the fine calibra-
tion time window whose duration is equal to the time interval between first two
consecutive phase coincidences of ‘start’ and ‘stop’ oscillator clocks, as shown in
Fig.5.8.

S =
Toscst

Toscst − Toscsp
(5.3)

LSB = Toscst − Toscsp =
Toscst
S

(5.4)

Figure 5.8: Timing diagram representing first two consecutive phase coincidence

The fine calibration window is obtained by using the leading edge phase
detector with additional logic, as shown in Fig 5.9. It provides the two consecutive
‘eoc′ pulses corresponding to the first and second phase coincidence of oscillator
clock signals. The logical XOR combination of latched versions of ‘eoc’ pulses gives
the fine calibration window. This window enables the fine counter to count the
number of stop oscillator clock (spclk) cycles.
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Figure 5.9: Schematic diagram of fine calibration window generator

5.5 TDC channel interface with memory controller and

read-out interface

Figure 5.10: Block diagram of FIFO based memory with interface and read-out
logic

As shown in Fig.5.10, the memory is designed as 256×17 bit dual port FIFO
where, two ports are unidirectional without address inputs, dedicated for memory
write and read operations. Both operations are carried out at time interval of 20
ns (50 MHz system clock) with the help of write and read logic blocks respectively.
The TDC channels are interfaced with memory write logic to transfer their timing
data in the order of 1 to 9. The timing data consists of 22-bits corresponding to
single transition in multi-hit signal and is copied in two separate 17-bit words into
FIFO.The first word consists of 3-bit channel id, 2-bit event id, 1-part id, [0-6] 7-bit
fine count, [7-10] 4-bit coarse count.The second word consists of 3-bit channel id,
2-bit event id, 1-part id, [11-21] 11-bit coarse count.

The FIFO is designed to be addressed in the form of continuous ring with the
help of read and write pointers. Due to the sequential access nature of memory,
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the FIFO is subject to underflow and overflow conditions. These conditions are in-
timated to the read and write logic with the help of ‘full′ and ‘empty′ flags. These
flags assert conditionally as per the count of 8-bit ‘status counter’ register. This
register count starts from zero at the time of initializing and increases by 1 count at
every write and decreases by 1 count at every read operation.

The timing diagram of data transfer from TDC channel to FIFO is shown in
Fig.5.11, where the interface logic, write & read control logic blocks work on falling
edge of clock. The FIFO block, status counter and memory address pointers work
on rising edge of clock.

The channel interface logic checks the status of ‘read command′ signal issued
from logic control block corresponding to each TDC channel in the order of 1
to 9. If status of ‘read command′ is active high, interface logic issues active high
‘eoc active′ . Simultaneously, it changes the status of ‘eoc busy′ from low to high to
disable the interfacing of next TDC channel until entire data corresponding to the
selected channel is transferred to the memory.

In the write logic, a 4-bit counter ‘count wr enable′ for each channel is de-
signed, which increments at falling edge of clock if ‘eoc active′ and ‘read command′

signals are high as well as status of ‘full′ flag is low. The first bit of this counter
is used to obtain ‘write enable′ signal. Simultaneously, the 17-bit data to be trans-
ferred to memory from TDC channel is loaded on the bus ‘data write FIFO[0 :

16]′.
The ‘write enable′ signal enables the memory write operation. On the sub-

sequent rising edge of clock, the 17-bit data on the bus is copied into the FIFO
memory.

At each write operation, 8-bit ‘status counter′ register increments by one
count to update its status and causes ‘empty′ flag to switch to low state. Thereby, it
intimates the read logic for data read-out from FIFO. The read control logic detects
the active low status of ‘empty′ flag on subsequent falling edge of clock and asserts
a ‘read enable′ signal. On the subsequent rising edge of clock, the data from FIFO
is loaded on bus ‘FIFO dataout′ to be read-out by external interface.

To locate the address in FIFO during read and write operations, 8-bit coun-
ters named ‘write pointer’and ‘read pointer’are designed. They provide the mem-
ory locations with address range from 0 to 255. Both the counters increment on
rising edge of clock, when their corresponding enable signals (‘write enable ’and
‘read enable’) are in high state. The write and read operation starts with FIFO ad-
dress ‘00000000’.

When eight 17-bit words corresponding to four transitions in single channel
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have been copied to FIFO, the active high channel reset ‘reset fr memory’ signal
asserts. It resets the corresponding channel so that the respective ‘read command′

switches from logic ‘1′ to ‘0′. On the subsequent falling edge,the channel interface
and write logic are reset. After reset duration of three clock periods, the write logic
is ready for commencement of interfacing with next TDC channel.

Figure 5.11: Timing diagram of data transfer from TDC channels to FIFO based
memory

5.5.1 Read-out logic interface

The 17-bit data from FIFO to external interface can be transferred either serially by
using SPI or by parallel interface. Any one out of the two modes can be selected as
per the need of application. The control signal ‘ser npar′ selects the read-out mode
for data transfer. When ‘ser npar′ signal is at logic ‘0′, the parallel read-out mode is
selected and SPI is in reset state. The ‘data ready′ signal issued by read logic at the
falling edge of system clock enables the parallel interface. On the subsequent rising
edge of clock, the data from FIFO is loaded in internal register ‘FIFO dataout′ to be
transferred to external interface through bus ‘par dataout′. The external interface
issues an acknowledgment ‘par ack′ after reading the data on the bus, which resets
the read logic. The typical acknowledgment time is assumed 1.5 µs in this mode to
estimate the event rate that can be handled with respect to the size of memory. The
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event rate is calculated as follows:
Number of transitions per event per channel = 4
Number of words in FIFO per transition = 2
Number of words in FIFO per event for 9-channels = 4× 2× 9 = 72 words
Time per event = 72× 1.5µs = 108µs ≈ 100µs

So rate per event = 1/ (100 µs) = 10 KHz
As depth of FIFO is 256, therefore, it can handle 3 events or 30 KHz event

rate in parallel data transfer mode.
When ‘ser npar′ signal is at logic ‘1’, the SPI is ready for transfer of data

serially. The ‘data ready′ issues a request to external interface for data transfer. The
external interface acknowledges by issuing a slave select ‘SSEL′ signal in active
low state and 24-cycles of master clock ‘SCK ′ starting with falling edge transition.
The active low status of SSEL is checked on next rising edge of system clock, which
leads to loading of 17-bit data from ‘FIFO dataout′ bus to 24-bit internal register of
SPI. Simultaneously, an acknowledgment ‘ser data ack′ is issued which resets the
read logic of memory controller.

The data transfer logic from internal register of SPI to external interface is
same as already discussed in chapter-4. However, in this design the frequency of
master clock is chosen as 4 MHz, therefore a time of 250 ns required to transfer
one bit. This leads to requirement of 250ns × 24 = 6µs time in transferring the 24-
bit word through SPI. So time required to transfer 72 words corresponding to one
event = 72 × 6µs = 432µs. So event rate = 1/(432µs) ∼ 2.3KHz. As the depth of
FIFO is 256, sufficient for three events, hence this ASIC can handle ∼ 6 KHz event
rate in serial data transmission mode.

5.6 Layout design aspects

The layout design of this TDC ASIC is based on mixed signal design flow using
both manual and automatic P & R design approaches. In the first plan of layout
design, the TDC channel including ring oscillators, phase detectors, coarse and
fine counters and latches is designed using manual P & R as shown in Fig.5.12 to
control the routing delays and placement of blocks.
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Figure 5.12: Snap shot of layout of TDC channel using first approach

Figure 5.13: Snapshot of layout of TDC ASIC

The area occupied by single channel of TDC is 950×685µm2, which makes it
difficult to integrate the nine such channels (including trigger channel) along with
memory and interface logic occupying area of 1.9×1.9mm2 within the cavity size of
3.0×3.0 mm2. Therefore in the second plan, the counters and latches are integrated
along with the memory and interface logic using automatic P & R tool Encounter.
The TDC channel including oscillators, phase detectors and LSB calibration logic
are manually placed and routed. The modified layout of single channel occupies
relatively smaller area of 432×207 µm2, as shown in Fig.5.13. The layout of mem-
ory is designed in two parts, each having a size of 17×128 bits and is dedicated
to four channels of TDC. The top level interfacing of both the encounter block and
TDC channel is carried out by manual P & R using virtuoso layout editor and is
shown in Fig5.13.

Further, similar layout design precautions as discussed in chapter-4 have
been taken to reduce the issues of systematic mismatch among stop oscillator chan-
nels, cross talk between interconnects and substrate coupling noise among oscilla-
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tor channels.

5.7 Simulation results

In this section, the simulation results of multi-hit Vernier TDC ASIC are discussed.
The functional and timing verification of TDC channels are carried out with the
help of SPICE simulators using device models provided by the foundry. This ap-
proach is timing accurate as it includes the impact of parasitics related to MOS
device and routing of standard cells on the performance of TDC. The functional
verification of automatic P & R layout is carried out using mixed mode AMS simu-
lator with SDF delays provided by Encounter. The top level functional verification
is also carried out by SPICE simulator. Following tests have been performed to
verify the performance of this ASIC-

5.7.1 Variation in time periods of ring oscillators and resolution

of time interval measurement across five design process cor-

ners

The values of time periods Toscst & Toscsp and their difference (∆Td) for four transi-
tions in multi-hit signal across five design process corners are shown in Table5.3.
On typical corner, the time-periods ‘T ′oscst and ‘T ′oscsp of ring oscillators are 7.402 ns
and 7.304 ns and their difference is 98 ps, which is resolution of TDC. Across the
PVT variations, there is a maximum 50 % variation in the time-periods of oscillator
with respect to typical designed values. However, the variation in difference of
time periods is less than typical designed value of 98 ps.
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Table 5.3: Variation of time period and LSB across process corners

Corners−→
channels↓

WP
(00c)

WP
(270c)

TYP
(270c)

WS
(840c)

WS
(270c)

WO
(270c)

WZ
(270c)

Stclk: Toscst(ns) 4.93 5.422 7.402 11.71 9.845 7.501 7.108

Spclk transition1:
Toscsp(ns)

4.876 5.339 7.304 11.53 9.66 7.401 6.998

Spclk transition2:
Toscsp (ns)

4.877 5.339 7.302 11.53 9.661 7.402 6.999

Spclk transition3:
Toscsp(ns)

4.876 5.339 7.304 11.53 9.659 7.401 6.998

Spclk transition4:
Toscsp(ns)

4.877 5.339 7.304 11.53 9.659 7.401 6.998

LSB transition1
(ps) 54 83 98 180 185 99 101

LSB transition2
(ps) 53 82 100 180 184 100 101

LSB transition3
(ps) 54 83 98 180 186 100 101

LSB transition4
(ps) 53 83 98 180 186 100 101

5.7.2 Impact of temperature over time period of clocks and LSB of

time interval measurement

The propagation delay of standard cell increases with the temperature, as dis-
cussed in chapter-3. Therefore, the variation in time-period of ring oscillators as
well as their difference (Toscst − Toscsp) over temperature is simulated on typical
corner and is shown in Fig.5.14 (a). The maximum frequency of oscillator corre-
sponding to 00C temperature is ∼155 MHz, at which the safe operation of 15-bit
counter is ensured. Also, as shown in Fig.5.14 (b), by virtue of Vernier technique,
the variation in resolution (difference in time periods) is zero over a small range
of temperature such as from 610C to 650c due to identical variations in oscillators
time period. The end-to-end variation in resolution is 25 ps over the entire range
of temperature, which is less than the typical chosen value of 98 ps.
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(a)

(b)

Figure 5.14: (a) Variation in time period of oscillator over temperature (b) LSB
variation over temperature

5.7.3 Variation in resolution across stop (transition) channels due

to local mismatch

The time periods of identically designed stop oscillators are expected to be identi-
cal. However, due to systematic variation in their layout drawing as well as effect
of local mismatch, there may be a slight variation in their time-periods. This leads
to the variation in resolution corresponding to four transitions. A care has been
taken in the layout design to avoid systematic variations. However, the impact of
unavoidable local mismatch in the time periods of stop oscillators is evaluated by
Monte Carlo simulation. The RMS variation in the time period of stop oscillators is
evaluated as 11.90 ps, which leads to the same variation in resolution for stop chan-
nels in time interval measurement, as shown in Fig.5.15.As calibration accuracy is
higher than this value so this variation will be accounted through calibration of
each channel independently.
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Figure 5.15: LSB variation due to local mismatches over 73 runs of Monte-Carlo
simulation

5.7.4 Time period and resolution (LSB) calibration

To account the variations due to process, temperature and mismatch, the individ-
ual calibration of resolution corresponding to four transitions and time period of
start oscillator is designed in the calibration mode of this ASIC.

The calibration mode is tested by setting ‘dr sel′ control signal to ‘11′ to select
the operating mode-3 of TDC channels. The ‘calibration start′ pulse is applied us-
ing Verilog test bench and TDC channel is accurately simulated using mixed mode
simulator. On typical corner, the duration of time period calibration window ob-
tained from ‘logic control block’is t=79.99954 µs. The count obtained from 15-bit
calibration counter within this duration is N=10786. Thus, using equation(5.2), the
calibrated time-period of start oscillator is 7.417022 ns, which sufficiently matches
with the simulated value of time-period given in Table 5.4. This Table5.4 shows
the calibrated time-periods using pre-layout estimated delay netlist as well as ex-
tracted netlist. The maximum error in time period calibration is σTcal = 3 ps.

In the LSB calibration, the duration of fine calibration windows, stretching
factor and LSB′ s corresponding to four consecutive transitions are listed in Table
5.5. The calibrated resolution sufficiently matches with the simulated results. The
error in calibrated resolution is σlsbcal = 3.6 ps for ±1 count in stretching factor and
considering error of time period calibration.

154



Chapter 5. 8-channel Multi-hit TDC using Vernier Technique

Table 5.4: Calibrated results for time period of start oscillator

With Pre-layout Estimated Delay Netlist

Corner Operating
Condition

t
(µs)

Count
(N)

Calculated
time

period
(ns)

Cali-
brated
time

period
(ns)

TYP 3.3V & 250C 80 10710 7.469 7.469
WP 3.3V & 250C 80 17087 4.682 4.6819
WP 3.3V & 00C 80 18042 4.43 4.434
WP 3.6V & 00C 80 19455 4.1 4.112
WS 3.3V & 250C 80 7477 10.7 10.699
WS 3.3V & 750C 80 6746 11.85 11.843
WS 3.0V & 750C 80 6256 12.787 12.7987

With RC-Extracted Delay Netlist
TYP 3.3V & 270C 79.9 10786 7.417 7.4169
WS 3.3V & 270C 80 8126 9.845 9.8449

5.7.5 Jitter analysis for ring oscillators

In the time interval measurement mode, the time-period of ‘start′ and ‘stop′ ring
oscillator clocks is crucial design parameter. Ideally, the designed value of time-
period of clocks is fixed. However, in practice due to the effect of device compo-
nent noise, cross talk and substrate and supply noise, the time-period becomes a
function of cycle of oscillation (n). The fluctuation (∆Tn) in time-period (period
jitter) on each cycle is determined by-

∆Tn = Tn − Tavg (5.5)

Where, Tn is the time period of oscillator clock at nth cycle and Tavg is the
average time period calculated over large number of cycles.

In this design, the period-jitter is determined over 1500 cycles by accurate
simulation of the RC-extracted netlist of start and stop oscillators with spice models
(includes the noise models) using Spectre simulator. Fig.5.16 shows the plot of
period jitter over number of cycles.

To represent the long term average effect of period jitter, its RMS value is
calculated by[158]-

∆Tc = lim
N→∞

√√√√ 1

N

N∑
n=1

(4Tn
2) (5.6)
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The RMS value of cycle jitter is σTjitter = 0.3 ps that is smaller than the clock
period of start ring oscillator clock thereby does not affect the expected number of
cycles in the given time interval.

Figure 5.16: Period jitter in start oscillator clock (stclk)

(a) (b)

(c)

Figure 5.17: Variation in (a) start oscillator clock time period (b) stop oscillator
clock time period (c) LSB (difference in time periods), over number of

oscillation cycles

The effect of period jitter of stop and start oscillator over resolution of time
interval measurement is verified by triggering both oscillators simultaneously and
plotting their time-periods over 92 clock cycles. This number of cycles covers the
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designed stretching factor S = 74 for fine time interval measurement. There is a
maximum fluctuation in time-period during starting of oscillations, which settles
after few numbers of cycles. Fig.5.17 (a, b) shows the variation in time-periods of
start and stop oscillator and Fig.5.17 (c) shows the variation in their difference (res-
olution) over number of cycles. The RMS value of variation in the resolution is 0.95
ps, which is approximately equal to σLSBjitter = 0.95 ps or 0.0095 LSB.

The overall impact of these errors over the precision of time interval mea-
surement is calculated using equation[129]-

σrms =
√

(σq)2 + (σ(lsbcal))2 + (σ(Tcal))2 + (σTjitter2) + (σLSBjitter2) (5.7)

Where, σq is RMS error due to quantization noise and is given as-
σq = LSB/

√
(12) = 100/

√
12 = 28.6 ps

The total theoretical RMS error is-

σrms =
√

(28.6)2 + (3.6)2 + (3)2 + (0.32) + (0.952) = 30.713ps (5.8)

5.7.6 Output versus input time interval characteristics

The linearity of TDC channel is verified by applying linear sweep patterns of multi-
hit signal in steps of 200 ps with respect to trigger signal over 40 ns range, as shown
in Fig.5.18 (a). Fig.5.18 (b) shows the plot between measured relative times of tran-
sitions in multi-hit signal versus applied time steps on typical (TYP) corner.

(a) (b)

Figure 5.18: (a) Applied pattern for multi-hit signal with respect to trigger (b)
output versus input time interval over 40 ns range on typical corner

The DNL and INL errors are derived from this characteristic and are shown
in Fig.5.19. The DNL error is less than 0.3 LSB and INL error is less than 0.5 LSB.
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(a) (b)

Figure 5.19: Simulated DNL and INL plots for linearity of occurrence time of
transition-1 measurement

The same test is also performed across slow (WS) and fast (WP) design process
corners for step size of 200 ps over 30 ns range. The plots of output versus input
characteristic are shown in Fig.5.20 (a) and (b). The derived DNL and INL error is
less than 1 LSB on both the corners, as shown in Fig.5.21.

(a)
(b)

Figure 5.20: Output versus input time interval over 40 ns range on (a) WP
corner (b) WS corner

5.8 Negative time interval measurement in Vernier tech-

nique: suitability of Vernier multi-hit TDC in INO

experiment

When ‘stop′ signal occurs before ‘start′, the time interval between them is negative
in sign. This negative time interval can be measured using Vernier technique due
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(a) (b)

Figure 5.21: Simulated DNL and INL plots for linearity of occurrence time of
transition-1 measurement

to the assured phase coincidence between ‘start ’ and ‘stop’ oscillator clocks with
slight difference in their time periods. As shown in Fig.5.22, the fast (stop) oscilla-
tor with time period Toscsp = 4 × ∆Td starts oscillating before the slow one (start)
with time period Toscst = 5×∆Td. The rising edge of stclk (slow clock) approaches
the trailing rising edge of spclk (fast clock) by a step size of ∆Td on each clock cy-
cle, where ∆Td = Toscst−Toscsp. Eventually, the rising edges of both clocks coincide.
This coincidence is detected by the leading edge phase detector (refer chapter-4).
The phase detection is based on sampling and shifting the status of stclk by spclk.
It asserts ‘eoc′ signal when previous sample is at logic ‘1′ and current one is at logic
‘0′, which happens in rising edge leading of ‘spclk′ from ‘stclk′ in both the positive
and negative time intervals. However, in negative time interval, the elapsed cycles
of spclk (fine count)is greater than that of stclk (coarse count) till coincidence is
achieved.

The number of bits ‘b′ of coarse counter is chosen to cover the stretching
factor SN .It is defined as the number of steps of ∆Td spanned over a range of
Toscsp.Therefore stretching factor ‘SN = Toscsp

∆Td

′
is smaller than that designed for pos-

itive time interval (refer equation(5.3)). The number of bits ‘m′ for fine counter is
chosen as per the required dynamic range (2m − 1− SN)× Toscsp.

The concept of negative time interval measurement is applied to the con-
ceptualized architecture of Vernier multi-hit TDC (discussed in section(5.2)).This
leads to the usability of Vernier multi-hit TDC channel in both common start and
stop modes for two input signals ‘trigger′ and ‘multi–hit′ (discriminator output
signal), available in the INO experiment. Here, if trigger comes before the multi-
hit, the TDC channel works in common start mode (section 5.1.2) and is based on
positive time interval measurement. However, if trigger comes later than multi-hit
(as being planned in INO experiment), the same TDC channel works in common
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stop mode and is based on negative time interval measurement.

Figure 5.22: Edge representation of spclk and stclk rising edge coincidence in
negative time interval

The working of Vernier multi-hit TDC channel (refer Fig.5.5) in common stop
mode based on negative time interval measurement is shown in Fig.5.23. Here, the
‘multi−hit′ signal occurs before ‘trigger′ signal. The first transition in multi-hit ini-
tiates the stop oscillator (Toscsp) and ‘trigger′ signal initiates start oscillator (Toscst)
(Toscst>Toscsp). The rising edge of start oscillator clock approaches the trailing ris-
ing edge of stop-1. After Nc1 and Nf1 cycles of slow and fast clocks, measured by
coarse and fine counters respectively,oscillators have phase coincidence. The time
interval between first transition and start signal is-

∆T1 = (Nc1 − 1)× Toscst − (NF1 − 1)× Toscsp (5.9)

As the fine count Nf1(=9) is greater than Nc1(=4), therefore, the time interval
between multi-hit first transition and trigger is negative in sign.The second tran-
sition has positive time interval with respect to trigger and is measured through
basic Vernier technique.

Thus, in the Vernier TDC channel, transitions occurring before and after the
trigger can be measured and therefore it can be used for both common start and
stop mode. Also, in order to design the dynamic range equal for both the modes, coarse
and fine counter of equal width are needed to be chosen. Here, in common start mode
(positive time interval), width of coarse counter defines dynamic range whereas in
common stop (negative time interval) width of fine counter defines dynamic range.
This feature of Vernier technique is planned to be incorporated in the second ver-
sion of multi-hit Vernier TDC ASIC.
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Figure 5.23: Negative time interval measurement using Vernier technique

5.9 Simulation result

Fig.5.24 shows the applied test patterns of start and multi-hit signal using Verilog
test bench to verify the negative time interval measurement using Vernier tech-
nique. Here, in the common start mode, the multi-hit signal is swept with a step
size of 300 ps over a range of 40 ns. In common stop mode, the trigger signal is
swept with step size of 300 ps over range of 40 ns with respect to the fourth tran-
sition in multi-hit signal. In both test patterns, the absolute time interval between
fourth transition in multi-hit and trigger (negative time interval) is same to the time
interval between first transition in multi-hit and trigger (positive time interval).

(a)

(b)

Figure 5.24: Applied test pattern for time interval (a) common start (b) common
stop
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For first transition in common stop mode (Fig.5.25(b)), the waveform repre-
senting the phase coincidence and coarse (Nc) and fine counts (Nf ) is shown in
Fig.5.25. The output versus input time interval characteristics for both the modes
is shown in Fig.5.26 . Here in common start mode, the time of first transition with
respect to trigger is same to the time of fourth transition with respect to trigger in
common stop mode.

Figure 5.25: Waveform representing the phase coincidence for transition-1 in
common stop mode

Figure 5.26: Output versus input time intervals for applied test patterns in
common start and stop mode
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5.10 Summary

This chapter presents the design and implementation of 0.35 µm CMOS standard
cell based Vernier TDC ASIC prototype with multi-hit capabilities. This ASIC
is an extended version of standard cell based Vernier TDC ASIC (discussed in
chapter-4) and is designed for its general purpose use in HEP experiments. It is
designed in four operating modes, which include ‘time interval ′, ‘ common start ′

and‘ common stop ′ and ‘calibrationmode′. In common start mode, trigger starts
the measurement and maximum four transitions occurring after the trigger within
the dynamic range window can be measured. This mode is utilized in INO ex-
periment if trigger occurs before the multi-hit signal. In common stop mode, the
‘event reset′ signal is required to commence the time measurement of four transi-
tions and trigger. This mode is suitable for accelerator based HEP experiments,
where ‘bunch reset′ signal is available to act as event reset. In INO experiment, if
trigger comes after multi-hit (common stop mode), this mode is not suitable due to
unavailability of ‘eventreset′ signal. Therefore, a concept of negative time interval
measurement using Vernier technique is successfully analyzed and applied to the
designed architecture of Vernier multi-hit TDC in common start mode. It leads to
the usability of TDC channel in common stop mode also. This concept is planned
to incorporate in the multi-hit design for next version with slight modification in
input signal processing and identical widths of coarse and fine counters.

In the calibration mode, the TDC channels are used to calibrate the design
parameters such as time period of oscillators and LSB of time measurement. This
differs from the previous design of Vernier TDC ASIC, where a separate reference
channel of oscillators with separate read-out channel is designed to calibrate the
design parameters. This calibration approach improves the exactness of calibrated
values, used at the time of measurement. On the other hand, this approach will
affect the measurement rate of TDC ASIC, which is compromised as event rate (∼
100 Hz) in INO experiment is low.

The 256× 17 bit FIFO based memory is designed to store the timings of mul-
tiple transitions within the selected dynamic range. The size of memory is chosen
so as to store the data corresponding to three events each having maximum four
transitions. The timing data corresponding to each transition is designed to be
copied into memory in two parts each of 17-bit word size. This approach is chosen
to accommodate the area occupied by memory within the cavity size of the used
package. The data read-out from memory to external interface is based on SPI or
parallel interface and anyone out of the two can be chosen.
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The TDC channels are designed using manual P & R approach to control the
routing delays. The memory and read-out logic is designed using HDL Verilog
and automatic P & R approach to reduce the design effort and time as well as to
achieve the compactness in design.

The functional verification has been completed by simulating the logic with
pre-estimated delays using mixed-signal simulator. The timing accuracy of TDC
channels and memory and read-out interface are assured by simulating the ex-
tracted netlist using Spectre simulator. The achieved specification after perfor-
mance validation of TDC design are 100 ps LSB over selectable dynamic range
of 10 µs/ 20 µs/30 µs /60 µs and RMS error of 30.713 ps in measurement.
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Table 5.5: Calibrated resolution (LSB*) using stretching factor (S) and
calculated resolution (LSB) for time interval measurement

Temperature
Supply Volt-
age
Process
corner

Calibrated Data for-
mat

Fine
Cali-
bration
win-
dow
Dura-
tion of
(ns)

S LSB* LSB

F6 F5 F4 F3 F2 F1 F0 ps ps

Hit-1 1 0 0 1 0 1 1 547.8165 75 98.69 98
270C Hit-2 1 0 0 1 0 1 1 547.7305 75 98.69 100
3.3V Hit-3 1 0 0 1 0 1 1 547.7830 75 98.69 98
TYP Hit-4 1 0 0 1 0 1 1 547.7830 75 98.69 98

Hit-1 1 0 0 0 1 0 1 482.5721 69 102.89 101
270C Hit-2 1 0 0 0 1 1 0 489.7308 70 101.42 101
3.3V Hit-3 1 0 0 0 1 0 1 482.6923 69 102.89 101
WZ Hit-4 1 0 0 0 1 0 1 482.7115 69 102.89 101

Hit-1 1 0 1 1 1 0 1 453.191 93 53.010 54
00C Hit-2 1 0 1 1 1 0 1 458.511 93 53.010 54
3.3V Hit-3 1 0 1 1 1 0 1 453.684 93 53.010 54
WP Hit-4 1 0 1 1 1 0 1 458.511 93 53.010 54

Hit-1 1 0 1 0 0 1 1 614.286 83 90.2 91
270C Hit-2 1 0 1 0 0 1 1 614.286 83 90.2 92
3.3V Hit-3 1 0 1 0 0 1 1 614.286 83 90.2 91
WO Hit-4 1 0 1 0 0 1 1 614.286 83 90.2 91

Hit-1 1 0 0 0 0 0 1 749.0249 65 180 180
840C Hit-2 1 0 0 0 0 0 1 748.9638 65 180 180
3.3V Hit-3 1 0 0 0 0 0 1 748.9555 65 180 180
WS Hit-4 1 0 0 0 0 0 1 748.9069 65 180 180

Hit-1 1 0 0 1 0 1 0 495.71 74 91.7 91
20C Hit-2 1 0 0 1 0 1 1 501.78 75 90.52 91
3.3V Hit-3 1 0 0 1 0 1 0 495.71 74 91.7 91
TYP Hit-4 1 0 0 1 0 1 0 495.71 74 91.7 91

Hit-1 1 0 0 1 0 1 0 493.571 74 91.4 92
3.3V Hit-2 1 0 0 1 0 1 1 500 75 90.3 91
10C Hit-3 1 0 0 1 0 1 0 493.571 74 91.4 92
TYP Hit-4 1 0 0 1 0 1 0 493.571 74 91.4 92
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Chapter 6

Design of TDC using CBL delay
element based tapped delay line

The time stamping technique for TDC development is chosen as it can handle both
time tagging and time interval measurement with high event rates and good lin-
earity. Here, the occurrence time of transition in discriminator (multi-hit) signal
is marked with respect to the reference clock using counter and tapped delay line
(TDL). This technique is efficient to meet the specifications of TDC given by INO
group in terms of dynamic range ≈ 32 µs, multi-channel integration and multi-hit
capability. However, the resolution of time stamping depends on the least attain-
able delay from the delay element, used to realize TDL. In the earlier reported
TDCs [110, 113], the current starved inverter is used as delay element due to its
wide delay regulation range and low power consumption (negligible static cur-
rent). However, its smallest attainable delay is ≈ 400 ps in the available 0.35 µm
CMOS process resource. This limits the utilization of current starved inverter to
provide the aimed resolution of better than 200 ps.

To achieve resolution better than that attainable in a given technology, in
the earlier reported TDCs [135, 136], a delay interpolation technique ‘array of de-
lay lock loop’ (ADLL) with current starved inverter based delay element has been
used. This technique requires multiple DLLs to interpolate the delay of current
starved inverter, leading to large power & area consumption. In second approach
used in [111], a high speed delay element based on current mode logic (CML) has
been used, which requires high static current (≈ 1 mA) to provide small delay. In
this design, with constrained requirement of low power due to millions of detec-
tor channels, a high speed voltage controlled buffer based on ‘current balanced
logic’ (CBL) [156] is designed. It has merits of small area (4 transistors), identical
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edge transition delays, wide delay regulation range (≈136 ps to 1.6 ns) and small
propagation delay (136 ps), compared to that (≈ 400 ps) in current starved inverter.
Also, the CBL delay element has less design complexity as both transition delays
are controlled by single bias voltage whereas in current starved inverter two bias
voltages are needed to control the rising and falling edge delays. Also, it has less
contribution in the generation of ‘di/dt′ switching noise and low power consump-
tion (300 µA/delay element) as compared to the CML delay element.

This chapter discusses the design of CBL based TDC, designed in time inter-
val and multi-hit operating modes with the specifications listed in Table 6.1. A 100
MHz off-chip crystal clock is chosen as a reference for time stamping of transitions
in the input ‘start/stop/trigger′ signal. With this clock frequency, the number of
bits in counter is chosen as 12 to achieve time stamping range of (212− 1)× 10ns =

40.95µs, which is more than the required value of 32 µs.
Apart from time stamper, the other crucial blocks of TDC ASIC are: logic con-

trol block, memory with its control logic and read-out interface. The time stamping
block has been designed using analog design approach to assure the timing accu-
racy. The control logic block, memory and readout interface are designed using
digital design approach with automatic P & R tools. The top level integration of
both custom and automatic designed blocks is planned to carry out using layout
design editor tool.

Table 6.1: Design specifications of multi-hit TDC

Specifications Multi-hit TDC
Bin Size 150 ps @ 3.3 V (adjustable)
Dynamic Range 10 µs/ 20 µs/ 30 µs/ 40 µs (Selectable)

Number of Channels 8 in time interval mode,
4 in multi-hit mode

System Clock frequency 100 MHz
Number of bits in Fine Count 7 (after encoding)
Number of bits in Coarse Count 12
Pulse width measurement 5 ns
Pulse Pair resolution 10 ns
Number of Events per
Measurement

4

Number of bits in read-out
25 bits including:7-bit fine count +
12-bit coarse count
+1-bit ‘mode’ ID +5-bit channel ID

Operating Mode Common stop
Calibration circuit Delay Lock Loop
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6.1 Architecture of TDC ASIC

(a)

(b)

Figure 6.1: TDC ASIC (a) block diagram (b) timing diagram

This TDC ASIC is designed to work in two measurement modes: 8-channel
time interval and 4-channel multi-hit, by stamping the occurrence time of transi-
tions in input signals ‘start′, ‘stop′ and ‘trigger′ with respect to reference clock (100
MHz). It consists of following blocks: logic control block, Pre-processor, CBL based
TDL along with DLL, transition detector, 12-bit coarse counter, 17-fine & 17-coarse
registers, memory & its control logic and readout interface, as shown in Fig.6.1(a).

The control logic block enables a ‘clock′ for TDL and counter on an exter-
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Figure 6.2: Timing diagram for generation of read command to transfer the
TDC data to memory

nal ‘event reset′ signal to initialize the time stamping. Subsequently, it opens a
‘dynamic rangewindow′ of selectable duration from 10 µs to 40 µs in steps of 10 µs
using 2-bit ‘dr sel′ signal. This window enables the pre-processor block to process
the inputs ‘start′, ‘stop′ and ‘trigger′ signals for stamping their time of transitions
within dynamic range window in both the modes of TDC.

In time interval mode, each pre-processor block is dedicated for two channels
of TDC. In each channel, rising edge transitions (T1 and T2) of ‘start′ and ‘stop′ is
stamped independently with respect to clock as shown in Fig.6.1(b). The difference
of their time stamped values is used to measure time interval between them.

In multi-hit mode, each preprocessor block is dedicated to the single channel
of TDC to distinguish the four transitions (1, 2, 3 & 4) in the ‘start′ ( or multi-hit)
signal (Fig.6.1(b)). The arrival time of each transition is stamped independently
with respect to clock. The difference in time stamped values corresponding to first
two transitions is used to measure pulse width of ‘start′ signal. The stamped times
of third and fourth transitions are used to find delayed events. The time of rising
edge transition in ‘trigger′ signal is also stamped with respect to clock to find its
associated transition events in ‘start′ within dynamic range window.The stamping
of trigger is helpful during event building in INO experiment.

The time stamped data from each channel of TDC is transferred to inbuilt
memory using TDC channel interface logic. The data transfer is controlled by the
control logic block. It issues a read command to the memory; to read the channels
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only if in time interval mode ‘start′ and ‘stop′ are present and in multi-hit mode
‘trigger′ is present within the dynamic range window. This is implemented by
sampling the active high status of ‘end of conversion′ (eoc) signals, obtained from
measurement channel and trigger channel, when dynamic range window is over
as shown in Fig.6.2. In the absence of ‘start′ or ‘trigger′, the channel data in both
the modes is discarded. Also, in multi-hit mode in absence of trigger, it generates
event reset internally and reopens the dynamic range window to rescan the transi-
tion events in ‘start′ that are associated with the trigger.

Further, the memory is interfaced with readout logic for TDC data transfer
to external interface. The read-out logic consists of serial peripheral interface (SPI)
and parallel interface. Any one of these two can be selected for external interface
depending on the required measurement rate of TDC.

The resolution of TDC is dependent on CBL delay. The CBL delay is sta-
bilized across PVT variations by the control voltage provided by DLL. The DLL
and time stamping blocks are designed in close proximity of each other in order
to minimize the process induced CBL delay mismatch in both the blocks. Along
with DLL, an optional provision for CBL delay tuning by using off-chip reference
voltage is designed and incorporated. To find the tuned CBL delay value, a calibra-
tion scheme is designed and implemented. The design aspects of time stamping
as well as implementation of CBL delay tuning & calibration are discussed in the
following section-

6.2 Design aspects of time stamping

In the time stamping block, the key design blocks are coarse time measurement
block (including 12-bit counter, synchronizer and coarse registers), fine time mea-
surement block (including TDL and fine registers), and reference DLL. The oc-
currence time of transition in ‘start/stop/trigger′ processed by pre-processor is
stamped in two parts- coarse and fine (refer(Fig.6.1(b))). The coarse time corre-
sponding to the elapsed full cycles of clock till the occurrence of ‘transition′ is
measured by using 12-bit free running counter. The fine (fractional) time within
one clock period (Tref = 10ns) covered by the ‘transition′ is measured by using
TDL.
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6.2.1 Coarse time measurement

The dynamic range of TDL is defined by the reference clock period (10 ns), so it is
impossible to discriminate the arrival time of two transitions separated by multi-
ples of reference clock period. The dynamic range can be improved by increasing
the reference clock period. However, this requires a large number of stages in TDL
(refer equation(6.2)), which is power and area inefficient and increases nonlinearity
in time measurement. Alternatively, a 12-bit counter synchronized to the clock of
TDL is used to provide the range of time stamping as 40 µs. The ‘transition′ signal
provided by pre-processor samples and latches the count status ‘N ′c of free running
counter in the coarse register.

The reliable functionality of sampling and latching in coarse register requires
that 12-bit data of counter is ready and pre-settled before the time of transition.
As it is asynchronous to the operation of counter, therefore, causes meta-stability
in the coarse register in case of setup time violation. The meta-stable output of
coarse register is ambiguous and requires long exponential time to achieve the sta-
ble state. This may lead to timing error due to incorrect coarse count. In addition,
the dead zone (≈ 80 ps typical) of D Flip-flops can also cause an error in coarse
count result. To avoid these issues, the status of counter is sampled when it is in
idle state by a version of ‘transition′ signal that is synchronized to falling edge of
clock, as shown in Fig.6.3(a). This scheme of synchronization still causes a tim-
ing error of one coarse count for position of ‘transition′ during negative half of
clock. To address this issue, coarse and fine counts needs to be synchronized along
with sampling of counter status on the safe edge, so that both counts belong to the
same cycle of clock. This is implemented by designing a coarse count synchronizer,
based on dual synchronization method[112] as shown in Fig.6.3 (b). Here, the ris-
ing edge ‘transition′ signal, provided by pre-processor is synchronized to both the
rising and falling edges of clock, resulting in the generation of latched signals ‘Q′1

and ‘Q′2. A multiplexer is used to select the synchronized version ‘Q′1 or ‘Q′2 of tran-
sition as per its position within positive (‘I’) or negative (‘II and III’) half cycle of
clock as shown in Fig.6.3(c). Using sample Q1 or Q2, the ‘syn tran′ is generated at
falling edge of clock to sample and latch the counter status ‘N ′c. Thus, this synchro-
nizer samples & latches the status of counter when it is in idle state, thereby avoids
timing violations in coarse register. Also, the latched count of elapsed clock peri-
ods has one extra count, which is irrespective of event position (I, II & III) within a
clock period.
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The considered value of coarse count is ‘Nc−2′ as two counts are subtracted-
one due to synchronization scheme and other due to addition of fine time with
coarse time. Thus, the coarse time (Tc) of ‘transition′ occurrence is given by:

Tc = (Nc − 2)× Tref (6.1)

(a)

(b)

(c)

Figure 6.3: (a) Generation of syn tran signal on safe clock edge to sample and
latch the counter status (b) schematic diagram of dual edge synchronizer (c)

timing diagram of dual edge synchronizer

In the earlier reported work [108, 110], dual counter method has been used, where
two counters, synchronized to the opposite phases of clock are used. This also re-
quires two coarse registers one for rising edge triggered counter and another for
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falling edge, so that at the time of occurrence of transition, at least one of the reg-
ister is in stable state. The selection of stable coarse register is carried out with the
help of fine counter value.

In the present design, the coarse count synchronizer uses only four flip-
flops with a multiplexer (Fig.6.3(b)) and requires single coarse counter and register.
Hence, it reduces the area and power consumption as compared to dual counter
method, where two coarse registers corresponding to each ‘transition′ signal is re-
quired.

6.2.2 Fine time measurement

The TDL is realized by a chain of cascaded ‘N ′ number of CBL buffers each with
delay ‘T ′d, which defines the resolution of time stamping. For stabilized CBL de-
lay of 174 ps, 58 number of CBL buffers are required for TDL to cover a range
of one clock period Tref = 10ns, by using equation(6.2). However, to allow the
least tunable CBL delay of 136 ps at Vdd = 3.6V as resolution for time stamping,
74 CBL delay elements are used in TDL. It provides 74 uniform delayed replicas
of applied ‘clock′ signal with time interval of Td. These delayed clocks are shared
among 17-fine registers, 16 for measurement channels (4 channels in multi-hit or
8-channels in time interval) and one for trigger channel to measure fine time (Tf )
of transition signal. The fine time is measured by determining the number (Nf ) of
delayed clock edges provided by TDL till the occurrence of transition and is given
by equation(6.3).

Tref = N × Td (6.2)

Tf = Nf × Td (6.3)

In order to determine ‘N ′f , the D flip-flops are used as sampling and data storing
element. Based on the way of sampling, two architectures have been analyzed.

First Architecture

In the first architecture of time stamping as depicted in Fig.6.4(a), the rising edges
of consecutive delayed clocks stamp the status of ‘transition’signal and store the
data in N-bit fine register (Q1, Q2..QN). When ‘transition’signal leads the M th (0 ≤
M≤N) delayed clock, the corresponding flip-flop is set to logic-1 state as shown in
Fig.6.4(b). The post (M + 1)th to N th delayed clocks set the remaining flip-flops to
logic-1 state. The output of register is N-bit thermometer code, where the first logic
‘0− to− 1′ transition count ‘M ′ (provided by thermometer decoder) multiplied by
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resolution ‘T ′d gives the fine time.
A transition of the last bitQN of register is used as end of conversion (eoc) sig-

nal. It stops further stamping of ‘transition′ signal by delayed clocks correspond-
ing to next clock cycle with the help of any of the two methods - either disable the
delayed clocks or the D-flip-flop. However, in both the methods, the processing
logic has timing path delays higher than ‘T ′d and is uncontrollable across PVT vari-
ations. This overwrites the first few bits of thermometer code by the new stamped
values of transition signal status (Fig.6.4(b)), corresponding to next clock cycle.
Thus, this architecture is not suitable to measure the time of transition with respect
to previous rising edge of clock.

(a)

(b)

Figure 6.4: First architecture of TDL: delayed clock edges sample the hit (a)
schematic diagram (b) timing diagram

174



Chapter 6. Design of TDC using CBL delay element based tapped delay line

Second Architecture

(a)

(b)

Figure 6.5: Second architecture of TDL: delayed clock edges sample the hit (a)
schematic diagram (b) timing diagram

In the second architecture of TDL as shown in Fig.6.5(a), the asynchronous
‘transition′ signal stamps the state of consecutive delayed clocks. The functional-
ity of this architecture is explained for N (=8) number of delayed clocks dN (N=1
to 8) covering the range of one clock period as depicted in Fig.6.5(b). The notation
t1 to t6 represents various moments of arrival of asynchronous ‘transition′ signal
within one clock period. The ‘transition′ signal occurring at the moment ‘t′1 stamps
the status of delayed clocks and stores the values in 8-bit register. The count corre-
sponding to logic ‘1′ to logic ‘0′ transition multiplied with ‘T ′d evaluates the arrival
time of transition signal with respect to the previous rising edge of clock.

Thus, the second architecture is used in this design of time stamping. How-
ever, for the bin size corresponding to unit delay Td>136ps, the number of delayed
clocks, which covers the range of one clock period is less than 74 (Tref/N). This
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results a repetition of logic ‘1′ to ‘0′ transition in the fine register code and is illus-
trated in Fig.6.6 for values of Tref = 10ns, N = 10 and Td = 1.66ns. The fine register
codes corresponding to the transition occurrence positions, t0, t1 and t2 have rep-
etition of logic ‘1′ to ‘0′ transitions. The count corresponding to first logic ‘1′ to ‘0′

transition gives the correct measurement of fine time (Tf ). This provides the ad-
justability in resolution (bin size) with the help of off-chip bias voltage

To determine the count corresponding to first logic ‘1’ to ‘0’ transition in the
74-bit fine register code, a transition detector with encoder is designed. This block
is enabled by ‘syn tran′ signal provided by coarse count synchronizer with a time
margin of one clock period for settling the 74-bit fine register. Here, the encoder
reduces the number of bits of fine count (Nf ) provided by transition detector to
7-bit binary value.

Figure 6.6: Repetition in logic ‘1′ to ‘0′ transition in fine register code for bin
size greater than the value of Tref/N

Thus, the arrival time (T ) of each transition (refer Fig.6.1(b)) is given by equa-
tion(6.4) by combining coarse and fine times from equations(6.1) and (6.3).

T = (Nc − 2)× Tref +Nf × Td (6.4)

The logic ‘1′ to ‘0′ transition detector, as shown in Fig.6.7 is based on mag-
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nitude comparison between two consecutive bits Data [i] and Data [i+1] (0 ≤ i ≤
(N − 2)) of fine register. The ‘cntflag′ register disables the transition detector once
detection of first logic ‘1′ to ‘0′ transition is completed. It is followed by the code
conversion to 7-bit binary data with the assertion of ‘eoc td′ signal. This signal is
used to generate the ‘latch transition′ signal, which latches the 25-bit data which
includes 12-bit coarse count, 7-bit fine count, 5-bit channel ID, and 1-bit mode ID
in the register and provides the ‘eoc′ signal for further data processing.

Figure 6.7: Flow diagram of logic one-to-zero transition detector for 74 bits

6.3 Timing critical paths

In time stamping, the occurrence time of transitions in input ‘start/stop/trigger′

signal is measured by using reference clock and ‘transition′ signal provided by
preprocessor block. The clock and its delayed replicas are used as the reference for
time measurement and ‘transition′ signal sets the exact time when measurement is
acquired. Therefore, these signal paths are distributed to both coarse and fine time
measurement blocks. However, during their distribution, their time critical paths
are handled carefully to achieve high accuracy in measurement.

The timing path of ‘transition’ signal to both the coarse count synchronizer
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and fine register should be identical so that coarse and fine register data belong
to same cycle of reference clock. The variation in its timing path can be due to
asymmetric capacitive load and wire length while routing the signal to both the
blocks. To avoid variation due to asymmetric loading, a buffer tree is designed, as
shown in Fig.6.8 to generate the identical versions ‘transition 1′ to ‘transition 8′ of
‘transition′ signal dedicated to coarse and fine blocks. Also, to avoid the asymmet-
ric routing of these signals, care has been taken in the layout design.

Moreover, the degree of mismatching among delayed replicas of clock man-
ifests itself as non-linearity error in measurement. The sources of mismatching are
systematic errors due to asymmetric layout drawing, un-identical load environ-
ment, as well as geometrical mismatches. To reduce the systematic error due to
asymmetric layout and geometrical mismatches, care has been taken (discussed in
layout section) in the layout drawing of TDL with fine registers. To maintain the
identical load environment, dummy CBL buffers are placed at the beginning and
end of TDL. Also, each tap is loaded by identical load of standard cell buffer, as
shown in Fig.6.9

Figure 6.8: Schematic diagram of buffer tree used to avoid loading

The aspect while choosing the standard cell buffer is its driving capability. Its
strength is chosen so that seventeen channels of D Flip-flop with equivalent capac-
itive load of ≈ 64 fF could be driven properly. This maintains the small transition
time of delayed clock to ensure the correct conversion in all channels of TDC. In
this design, standard cell buffer BUF4 (realized by two cascaded inverters) is cho-
sen. The aspect ratio of second inverter is 6µm/0.35µm and 12µm/0.35µm, which
is efficient to drive a load of 64 fF while maintaining the transition time of≈ 300ps.
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Figure 6.9: Buffer loading on TDL to avoid its delay variation among the taps

6.4 TDL unit delay calibration

The CBL delay in time stamping block is stabilized across PVT variations by the
control voltage obtained from DLL, as shown in Fig.6.10. The DLL is enabled by
applying a rising edge of ‘start DLL′ signal in the ‘start control circuit’. It provides
a clock (clock TDL) for reference TDL, whose initial delay is set to minimum value
(4.09 ns) by pre-setting the capacitor voltage through ‘preset switch’ to avoid false
locking in DLL. The feedback loop consisting of phase detector, charge pump and
filter capacitor, locks the TDL delay to the half clock period (5 ns) of reference clock
(complementary clock TDL) across PVT variations in acquisition time of 124 cycles
of clock. The attained stable voltage across filter capacitor is used to stabilize the
CBL delay to 174 ps across PVT variations.

The half clock period locking in DLL is designed to reduce its acquisition
time. To further reduce the acquisition time, the initial delay of reference TDL can
be fixed nearer to the target value by ‘preset switch’. Thus, the present architec-
ture achieves better performance as compared to earlier reported architectures[108,
110], where the TDL delay with load of fine register channels is locked to reference
clock period in long acquisition time.

Along with CBL delay stabilization, an option for its delay tuning using off-
chip reference voltage is designed. It is selected by resetting the D flip-flops used
in start control circuit. It turns on the ‘preset switch’as well as disables DLL, so that
the filter capacitor is charged to the off-chip reference voltage.

The voltage across filter capacitor is applied to TDL (time stamping block) for
delay stabilization or tuning through bias circuit [refer chapter-7]. The purpose of
bias circuit utilization is to avoid the loading of long delay lines on filter capacitor
(C) by charge sharing with the parasitic capacitances of TDL.
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The tuned value of CBL delay is determined by measuring on-chip gener-
ated time intervals of 10 ns and 5 ns in between “calstart′ and ‘calstop′ signals
(Fig.6.1(a)). These time intervals are generated by using reference clock. The cal-
ibration mode is selected by 1-bit ‘cal’ signal. The CBL delay ‘T ′d is given by the
difference of measured time intervals by using equation(6.5), where Nf1 and Nf2

are the counts of fine registers corresponding to 10 ns and 5 ns time intervals re-
spectively. The calibrated CBL delay is used to calculate the final stamped time of
event using equation(6.4).

Td = (10ns− 5ns)/(Nf1 −Nf2) (6.5)

Figure 6.10: Block diagram of CBL delay element based DLL with start control
circuit

6.5 Layout design aspects

In this section, techniques used for the layout design of time stamping block is
discussed-
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6.5.1 Matching aspect

Matching in tapped delays is an extremely important issue to reduce non-linearity
errors in time measurement. The sources of mismatch can be divided in two cate-
gories: random and systematic.

Random mismatch stems from microscopic fluctuations in dimensions, dop-
ing levels, oxide thickness and other parameters that influence component values.
Random mismatch cannot be completely eliminated as it is intrinsic to the fabrica-
tion process. However, its impact on circuit performance can be reduced through
the selection of large device area as these variations are inversely proportional to
square root of device area. By choosing the large device area for transistors in CBL
delay element, the impact of random variation on the uniformity of tapped de-
lay can be reduced. However, the crucial specifications of delay element such as
minimum output voltage in logic zero, static current and speed also depends on
selection of width (W) and length (L) of transistors. Therefore, optimum aspect ra-
tio of transistors in CBL delay element is chosen while considering all above stated
aspects.

In contrast, systematic mismatch originates from improper layout design,
process biases, contact resistance, non-uniform current flow, un-identical environ-
ment, and temperature gradients. In the layout of TDL, maximum design efforts
are made so that critical circuit components are not sensitive to systematic mis-
match and are discussed below-

• Typically, transistors of different lengths and widths do not match com-
pletely. Therefore, a uniform channel length (0.35 µm) is used for all the tran-
sistors in the layout of CBL buffer as shown in Fig.6.11. Moreover, NMOS (M1

and M2) as well as PMOS (M3 and M4) transistors, which need to be matched
in each delay stage to maintain the duty cycle of clock are divided into mul-
tiple fingers with all fingers being of the same width and length. The fingers
are inter-digitized to reduce systematic mismatch among transistors (M3 and
M4 or M1 and M2) of a specific fabrication run. A transistor with multiple fin-
gers also has reduced junction area. This leads to reduction in the amount of
parasitics such as diffusion capacitance and gate resistance, which drastically
impacts the speed of delay element.

• In the layout of CBL delay element, to ensure matching in both NMOS as
well as in both PMOS transistors, NMOS and PMOS transistors are placed
parallel to each other with same orientation.
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• The track of bias voltage (Fig.6.11) is separated from the clock signals (in/out)
to reduce the cross talk.

• To maintain the uniformity of delays among the taps of TDL, care is taken to
keep the length of interconnects joining the delay elements identical as shown
in Fig.6.12.

• The length of interconnect from the output of buffer to the channels of D flip-
flop should also be identical on each tap to maintain the uniformity among
delayed clocks. This is achieved by placing the standard cell buffer adjacent
to its corresponding CBL buffer in the design of TDL (Fig.6.12). This manner
of placement requires same height of CBL buffer and standard cell buffer to
avoid any misalignment in the route of supply rail. Also, on the taps of TDL
the length of interconnects from buffers to their corresponding D flip-flops
in 16-channels is made identical to maintain the uniformity among delayed
clocks, as shown in Fig.6.13.

• As a ‘transition’ signal provided by the pre-processor drives the clock input
of 74 D-flip-flops (74-bit fine register), therefore to reduce the skew in its tim-
ing path, a buffer tree is placed, as shown in Fig.6.14. Each buffer tree is
dedicated to two 10-bit fine registers (20 D Flip-flops) and is placed in local
proximity between them to reduce the variation in buffered signals (transi-
tion 1 and transition 2).

Figure 6.11: Layout diagram of CBL delay element (refer Fig.6.5(a) for schematic
diagram)
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Figure 6.12: Zoomed view of layout of TDL showing adjacent placement of
buffer and CBL delay element

Figure 6.13: Layout representation of TDL with 8-channels of 74-bit fine
registers

6.5.2 Skew reduction in the latch signal

The layout of 25-bit latch having the time stamped data is designed under con-
sideration of reduction in skew in the timing path of ‘latch transition’ signal. The
other concern is to reduce the length of layout to make it compatible in the local
placement along with other sub-blocks in TDC channel. The layout is shown in
Fig.6.15, where, 25-stages of latch is divided in two parts and placed in two chan-
nels instead of one. The buffer tree is placed in between the two channels. Due
to the parallel routing, the effective physical length of ‘latch transition’ signal from
buffer tree to last flip-flop of latch is reduced by one half for same fan-out.

Figure 6.14: Scheme of buffer tree placement for 74-bit fine register
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Figure 6.15: Layout diagram of 25-bit latch

6.6 Simulation results

In this section, the simulation results of multi-hit FLASH TDC channel are dis-
cussed. The functional and timing accuracy of design blocks have been verified by
applying following tests-

6.6.1 Verification of post layout delay characteristic of CBL delay

element across process corners

The post layout delay characteristic of CBL delay element is verified across five
design process corners using Spectre simulator. Fig.6.16(a) shows the delay ver-
sus control voltage characteristics of CBL delay element with identical rising and
falling edge delays. Fig.6.16(b) shows the delay characteristic across design process
corners. On worst case slow corner (WS), the best attainable delay from CBL delay
element is 200 ps. On typical (TYP) corner, the delay of CBL delay element is 150
ps at Vdd = 3.3V and control voltage of 0.3 V.

(a) Typical Corner (b) Across process corners

Figure 6.16: Delay versus control voltage characteristic of CBL delay element
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6.6.2 Calculation of theoretical RMS error

Various TDC intrinsic error sources including quantization error, random errors
(process mismatch, device component noise, and supply variation), and system-
atic errors in layout drawings, degrade the precision of measurement. These error
sources cannot be completely avoided; however their impact can be minimized
by careful design techniques. The errors due to these sources are analyzed in the
following simulations-

6.6.2.1. Tapped delay variation due to process induced local mismatch using
Monte Carlo simulation

The impact of process induced local variations on the CBL buffers is uncorrelated
and results in a random delay variation on the taps of TDL. This delay variation
accumulates over the length of TDL and results in an integral non-linearity (INL)
error. The expression for standard deviation of INL for the N-tapped delay line
with a negative feedback closed loop system is given by[108]-

σDLL (i) = σtd ×
√
n

N
× (N − n) (6.6)

Where, ‘σ′td is the standard deviation in the delay element due to local mis-
match and ‘n′ is defined by the tap position ‘i′ along the delay chain by: n =

Mod((i+ 1), N), 0 ≤ i < N .
Thus, the maximum INL error in the TDL is at the middle of delay line with

close loop system for n=N/2:

σDLL (i) =
σtd
2
×
√
N (6.7)

However, in this design, the TDL (N=74) in the measurement channel is not
coupled with negative feedback loop. Therefore, the maximum INL exists at the
end of delay line and its expression is given by:

σTDLtd (i) = σtd ×
√
N (6.8)

The tapped delay variation due to local mismatches is analyzed by mismatch
simulation of the extracted netlist of TDL with the help of Monte Carlo statistical
simulator for 100 numbers of runs. Fig.6.17(a) shows the standard deviation for
unit delay of 166 ps on the taps of delay line. The standard deviation in tapped
delays accumulated along the length of delay line, is shown in Fig.6.17(b). The
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simulated maximum standard deviation in tapped delay is at the end (output of
74th tap) of TDL is 20 ps. This value approximately matches with the value of 23.22
ps calculated from equation(6.8) for σtd = 2.7ps and N= 74.

Figure 6.17: (a) Variation in delay on the taps of TDL due to process mismatch
(b) accumulated non-linearity error

6.6.2.2. Variation in tapped delays due to systematic errors caused in layout
drawing of TDL, parasitic cross talk and device component noise

The other sources of tapped delay variations are device component noise, effect
of noise coupling through parasitics and variation in layout drawing. To find this
variation, the extracted netlist of TDL is accurately simulated by Spectre simulator
with transistor noise models. The delay of TDL is controlled by the reference volt-
age source, available in cadence library. The maximum delay variation is of 17 ps
on 25th tap of TDL, as shown in Fig.6.18. The RMS value of delay variation (σNC)
for TDL is 10 ps.
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Figure 6.18: Tapped delay variation due to systematic variation in layout
drawing, noise coupling through parasitics and device component noise

6.6.2.3. Tapped delay variation due to ripples in control voltage provided by
DLL over 1000 number of cycles

The ripple in the control voltage provided by DLL due to non-idealities of feed-
back loop causes variation in tapped delays in TDL. This delay variation is same
for all the delay elements therefore, the standard deviation in tapped delay for mul-
tiple clock cycles increases linearly along the length of TDL. To evaluate this error,
the delay of TDL is controlled by the control voltage provided by DLL and the
whole block (TDL+ DLL) is simulated for 1000 number of reference clock cycles.
Fig.6.19(a) shows the delay variation on each tap of TDL. The standard deviation
of accumulated delay variation is shown in Fig.6.19(b) and its value at the end of
delay line is 0.14 ps.

By addition the above delay variations quadratically, the total theoretical
RMS error in time measurement can be calculated by[129]-

σrms =
√

(σq)
2 + (σTDLtd)

2+(σDLL)2 + (σNC)2 (6.9)

Where, σq is RMS error due to quantization noise, σTDLtd is RMS error due to
process mismatch, σDLL is rms error due to nonideality of DLL, σNC is rms error
due to noise coupling in parasitics, systematic error in layout drawing and device
component noise.

The rms error due to quantization noise for resolution (LSB) of Td = 166ps is:

σq =
Td√
12

=
166√

12
ps = 43.2 ps (6.10)
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Therefore, the total theoretical RMS error is-

σrms =
√

(43.2)2 + (20)2 + (0.14)2 + (102) =
√

2366.2596 = 48.644ps (6.11)

(a) (b)

Figure 6.19: (a) Standard deviation in delay for 1000 cycles of clock on the taps
of TDL (b) standard deviation in accumulated delay along the length of TDL

due to ripples in the control voltage provided by DLL

6.6.3 Test for resolution (LSB) adjustability

Table 6.2: Tuning of CBL delay (resolution) using reference voltage

Vctrl

(V)
Vdd

(V)

LSB
(Td)
(ps)

Fine
count
(Nf )

Coarse
count
(Nc)

output
time

interval
(ns)

0.3 3.6 134 39 6 45.226
0.4 3.6 138 37 6 45.106
0.3 3.3 150 34 6 45.100
0.4 3.3 160 32 6 45.120

0.55 3.3 170.3 30 6 45.100
0.7 3.3 182 28 6 45.096
0.9 3.3 196 26 6 45.096
1.0 3.3 208 24 6 44.992
1.2 3.3 224 22 6 44.928

The adjustability of resolution of TDC with respect to off-chip reference volt-
age is verified by tuning the delay of CBL buffer and measuring the constant time
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interval of 45.116 ns. Table6.2 shows the fine count corresponding to each tuned
value of CBL delay. The output time interval is in agreement with the applied time
for each delay that defines the resolution of TDC. This ensures the adjustability in
resolution of TDC with respect to off-chip reference voltage.

6.6.4 Input versus output time interval measurement characteris-

tics

The performance of TDC channels is tested using Verilog test bench. The linearity
of measured time characteristics is verified by applying linear sweep patterns of
multi-hit in steps of 300 ps with respect to trigger over 20 ns range as shown in
Fig.6.20(a). Fig.6.20(b) shows the plot between measured relative times of transi-
tions versus applied time steps on typical (TYP) corner.

(a)

(b)

Figure 6.20: (a) Applied test pattern (b) output versus input time intervals on
typical corner
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The DNL and INL error plot derived from the time interval characteristic is
shown in Fig.6.21. The maximum DNL error is 0.5 LSB and INL error is 0.8 LSB.

Figure 6.21: INL and DNL error on typical corner

(a) (b)

Figure 6.22: Plot between relative time interval versus applied time interval on
(a) WP corner (b) WS corner

This same test is also performed across slow (WS) and fast (WP) design
process corners for the resolution of Td = 200ps (at control voltage = 0.1 V) and
Td = 150ps (at control voltage =1.5 V) respectively. The plots of measured charac-
teristics are shown in Fig.6.22(a, b).The INL and DNL errors on TYP, WP and WS
are less than 1 LSB as shown in Fig.6.21 and Fig.6.23.
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(a) (b)

Figure 6.23: INL and DNL error on (a) WP corner (b) WS corner

The performance over full dynamic range of 40 µs is verified by selecting
values of 2-bit dr sel as ‘11′. A linear sweep of multi-hits patterns with time steps
of 223 ns with respect to trigger is applied to TDC channel. Fig.6.24 shows the plot
of relative time versus applied time step for transition-1 on TYP corner.

Figure 6.24: Plot between relative time interval versus applied time interval for
transition 1 over 40 µs range

6.7 Summary

This chapter discusses the design of multi-hit TDC based on time stamping, where
time interval measurement is carried out in two parts: coarse and fine. The coarse
counter counts the number of full clock cycles till the arrival of transition. The re-
maining fractional time is measured by fine counter based on Tapped delay line
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(TDL), which is realized by the novel CBL delay element. The CBL delay element
improves the resolution of time stamping as compared to that achievable in 0.35µm
CMOS technology. Also, this delay element has a salient feature of identical rising
and falling edge transition delays controlled by single bias. It maintain the duty
cycle of clock while passing through TDL, thereby avoids the design complexity.
Further, in order to measure multi-hit pulse width of ≈ 5 ns, the architecture of
fine counter is modified, where a single fine register is dedicated for single tran-
sition in multi-hit signal and all fine registers share the TDL. Based on the way of
sampling, two architectures of TDL are analyzed and simulated. The second archi-
tecture eliminates the issue of code overwrite, existing in the first architecture and
hence is utilized in this design. Also, this architecture coupled with a transition de-
tector provides an adjustment in bin size of TDC by off-chip reference voltage. This
is the crucial aspect as the unit delay of TDL defines the bin size and is sensitive
to process and operating conditions variations, thereby improves the robustness of
the design.

To account the portability of TDC across process and operating condition
variation for a fixed resolution, the CBL delay element is immuned with the help
of delay lock loop designed in reference channel. The control voltage provided by
DLL tunes the delay of CBL in TDL. This method avoids the loading of 16-channels
of fine register on the control loop of DLL.

The matching of delays in the consecutive delayed clocks in TDL is crucial to
reduce the non-linearity error in time measurement. To address this, care has been
taken in the layout design of fine counter including fine registers and TDL.
To synchronize the coarse and fine counts, a new coarse count synchronizer based
on dual edge synchronization is designed. It has better performance in view of
power and area consumption as compared to earlier used dual counter method.
Using these key design blocks, the architecture of this multi-hit TDC ASIC is de-
signed for maximum four hits with in selectable dynamic range window in com-
mon stop mode. In the normal mode, this ASIC can be utilized as 8-channel time
interval measurement between two events ‘start’and ‘stop’.
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Chapter 7

Design and Implementation of CBL
Delay Element based DLL

7.1 Introduction

The TDC based on time stamping (as discussed in chapter-6) uses tapped delay
line (TDL), realized by cascaded connection of CBL delay elements. The propaga-
tion delay of CBL delay element defines the resolution of time stamping and is
sensitive to PVT variations. Therefore, to provide immunity to this delay varia-
tion, a delay lock loop (DLL) is designed in the reference channel. The control loop
of DLL references the delay of TDL to the off-chip accurate reference clock and
provides a requisite control voltage. This control voltage tunes the delay of CBL
delay element in the time stamping block. Thereby, it provides robustness to time
stamping across PVT variations.

In this part of dissertation, a design and implementation of DLL using CBL
delay element with salient features of smaller unit delay and wide lock range is
discussed.

7.2 Architecture of DLL

The designed architecture of DLL as shown in Fig.7.1, consists of key design blocks:
start control circuit, reference TDL referred here as voltage controlled delay line
(VCDL), phase detector (PD), charge pump (CP) with loop filter capacitor and bias
circuit.

The start control circuit is designed to avoid the issue of lock failure and false
harmonic locking by setting the initial delay of VCDL at minimum value before
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the commencement of loop correction.
The operation of DLL starts with the assertion of ‘start DLL′ signal. It turns

off the preset switch ‘S’ as well as enables the reference clock ‘‘clock TDL′ inside
VCDL. The delayed output clock ‘D′29 from VCDL is applied to PD to compare time
of its rising edge with the rising edge of reference clock ‘complementary clock TDL′.
It converts the phase error (time interval between the rising edges) into equiv-
alent time duration pulse ‘UP ′ or ‘DN ′. The output of PD controls the charge
pump[195], to convert the phase error in equivalent voltage change across loop
filter capacitor.

If phase error is negative (D29 lags Aref ), the time duration error is given by
‘UP ′ signal, which controls the discharging of filter capacitor by turning on the
NMOS switch of charge pump. The ‘DN ′ signal keeps off the PMOS switch al-
lowing change in control voltage equivalent to the duration of ‘UP ′ signal. Thus,
the decrement of voltage across filter capacitor leads to decrease in delay of VCDL
thereby the rising edge of ‘D′29 approaches to the rising edge of reference clock. Af-
ter few iterations of loop correction, the phase error theoretically becomes zero and
consequently, the control voltage becomes stable. The DLL achieves a lock point
and stable control voltage biases the delay of VCDL to half reference clock period.

If phase error is positive (D29 leads Aref ), it is given by duration of ‘DN ′ sig-
nal, which enables the charging of filter capacitor. Simultaneously, the ‘UP ′ signal
turns off the NMOS switch so that control voltage increases equivalent to the du-
ration of ‘DN ′ signal. After few cycles of clock, the control voltage becomes stable
and fixes the delay of VCDL to half clock period.The salient features of this DLL
are:

• The VCDL is implemented using CBL delay element, which is faster than the
conventional current starved inverter in our target 0.35 µm CMOS process.
This allows us to achieve the smallest unit delay of nearly 150 ps, comparable
to the gate delay of used technology.

• The CBL delay element provides identical delays in both rising and falling
edge transitions. This enables the control of both edge delays using single
control loop (including PD, CP, loop filter and bias circuit) with the benefits
of reduced design complexity and area consumption.

• The delay of VCDL is locked to half reference clock period (5 ns) instead of
one clock period as in the conventional DLL (discussed in chapter-3). The
benefit is reduced static power consumption in VCDL due to relatively less
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number of delay elements required. In addition, the acquisition time of DLL
reduces. However, this leads to the reduction in lock range of DLL, which is
compromised as per its need in our application.

• Wide delay regulation range of CBL delay element, which provides higher
portability of DLL across fast process as well as lower temperature (< 270C)
and high power supply condition (3.3 V to 3.6 V).

Figure 7.1: Block diagram of DLL

7.2.1 Description of design blocks

7.2.1.1 Voltage controlled delay line (VCDL)

The VCDL in the DLL consists of ‘N ′ cascaded CBL delay elements. The number
N = 29 is calculated using equation(7.1), where, Tref = 10 ns is the reference clock
period and Td = 174 ps is unit target delay. The CBL delay elements are loaded
with standard cell buffers similar to that in 74-TDL in measurement channel. To
provide the same ambient environment for all delay elements,dummy CBL delay
element at the end of VCDL is used.

N =
Tref

2× Td
(7.1)

7.2.1.1(a) Design aspects of CBL delay element

The performance of delay element is expected to fulfill the following specifications-

• High Speed
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• Interfacing capability with standard cell delay element

• Low power consumption

• Low switching noise sensitivity to minimize jitter

• Small area

• Reserved polarity of applied signal

• Matching in both transition delays to maintain duty cycle of clock in TDL

• Wide delay regulation range

However, it is difficult to achieve all above stated specifications from a partic-
ular architecture of delay element. Therefore, the choice of delay element is based
on the criteria of needed specifications. In our application, the preferred specifica-
tions of delay element are high speed, power, area efficient, reserved polarity, low
switching noise sensitivity and matched transition delays.

To achieve these specifications, in this work, a novel delay element based on
current balanced logic is designed. Before discussing the delay element, the cur-
rent balanced logic is introduced in the following paragraph-

Figure 7.2: Current balanced logic circuit

The current balanced logic [156] is the low noise logic family that reduces
‘di/dt′ switching noise. The noise reduction technique aims to keep the supply
current steady. This scheme modifies pseudo NMOS logic by adding the NMOS
transistor ‘M ′

2 as shown in Fig.7.2. When NMOS logic block is on, the output node
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‘Out′ is pulled down, which keeps ‘M ′
2 in cutoff operating region and there is a

static supply current through ‘M ′
1 . When NMOS logic block is off, ‘M ′

2 is in satura-
tion and draws the same supply current provided ‘M ′

1 and ‘M ′
2 are well matched.

If NMOS logic block is replaced by NMOS transistor with input clock applied
to its gate terminal, the circuit behaves like a logic inverter with delay introduced in
output rising edge transition. However, in this work the polarity of applied clock
needs to be reserved. Therefore, the architecture of CBL inverter is modified by
adding PMOS transistor ‘M ′

4, as shown in Fig.7.3 (a) and referred here as modified
CBL delay element. This circuit behaves like a buffer with identical propagation
delays in both edge input transitions.

(a)

(b)

Figure 7.3: MCBL delay element (a) schematic Diagram (b) timing Diagram

The amount of charging current ‘I ′ through the PMOS transistors ‘M ′
3 and

‘M ′
4 controls the rising and falling edge propagation delays respectively. The cur-
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rent ‘I ′ is determined by the control voltage ‘V ′ctrl. Both rising ‘T ′pr and falling ‘T ′pf
edge delays are identical provided-

• PMOS transistors ‘M ′
3 and ‘M ′

4 are matched

• NMOS transistors ‘M ′
1 and ‘M ′

2 are matched

• The nodes ‘Out′ and ‘Outb′ face the same capacitive load (Cload).

As shown in Fig.7.3(b), when rising edge transition of clock ‘V ′in is applied,
the ‘Outb′ node pulls down. The NMOS transistor ‘M ′

2 enters in the cutoff region
and PMOS ‘M ′

3 starts pulling up the node ‘Out′ by charging the load capacitance
Cload using I . When falling edge transition of ‘V ′in is applied,‘M ′

1 is turned off. Sub-
sequently ‘M ′

4 starts pulling up the node ‘Outb′. This turns on ‘M ′
2, which pulls

down the node ‘Out′. The pull down is fast as aspect ratio ‘W/L′ of NMOS is
designed to be higher than PMOS transistors. The signals ‘V ′in and ‘V ′out are of
same polarity with identical rising Tpr and falling Tpf edge delays. The varia-
tion in the supply current is small as equal current path is maintained in rising
and falling edge transitions. This ensures the current balancing and thereby the re-
duced switching noise.

Figure 7.4: Schematic diagram of current starved inverter

This CBL delay element can be interfaced to the standard cells available in
the PDK owing to its large output swing. It is fast as compared to current starved
inverter[187], shown in Fig.7.4, as the resistance of charging path of capacitive load
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‘C ′load is less. There is only one transistor ‘M3/M
′
4 in the charging path for CBL

while in current starved inverter, there are two series connected transistors M7 and
M8. In the cascaded delay line, the MCBL delay element faces a single transistor
(M1) load (gate capacitance) as compared to two transistors (M6 and M7) load in
current starved inverter. This further reduces the propagation delay of CBL delay
element.

7.2.1.1 (a.1) Analysis of the CBL delay element

This section describes the equation for propagation delay as well as output volt-
ages VOL (maximum output voltage in logic ‘0′) and VOH (minimum output voltage
in logic ‘1′).

7.2.1.1 (a.1.1) Calculation of VOL and VOH

To ensure the compatibility of delay element to be interfaced with the standard
cells, it is required to calculate VOL and VOH over a control voltage range. In the
calculation of VOL, it is assumed that Vin is less than the threshold voltage ‘V ′tn of
M1 (Vin<Vtn) (Fig.7.3). The NMOS transistor ‘M ′

1 is turned off and subsequently
‘M ′

2 is turned on. There is a static current through ‘M ′
3 and ‘M ′

2. The expression of
VOL is derived by applying KCL at node ‘Out′-

IM3(saturation) = IM2(linear) (7.2)

⇒ 1

2
(µp)(Cox)

(
W

L

)
M3

(Vctrl − V dd − Vtp)2 = (µn)(Cox)

(
W

L

)
M2

((Vdd − Vtn)Vout−
Vout

2

2
)

(7.3)
Where, ‘µ′n and ‘µ′p are the mobility of electrons and holes in cm2/(volt− sec),

Cox is oxide capacitance per unit area, ‘W/L′ is aspect ratio of transistors and Vtn

and Vtp are threshold voltage of NMOS and PMOS transistors respectively.

⇒ A(Vctrl − V dd − Vtp)2 = 2 (Vdd − Vtn)Vout − Vout2 (7.4)

Where, A = (µp × (W/L)M3)/(µn × (W/L)M2)

The equation(7.4) can be rearranged in the form of quadratic equation-

V 2
out − 2Vout (Vdd − Vtn) + A (Vctrl − V dd − Vtp)2 = 0 (7.5)
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The roots of standard quadratic equation ax2 + bx+ c = 0 are given by:

x =
−b±

√
b2 − 4ac

2a
(7.6)

Equating the coefficients of equation (7.5) and standard quadratic equation
and putting the values in equation (7.6)-

Vout = Vdd − Vtn ± S (7.7)

Where,S =
√

(Vdd − Vtn)2 − A× (Vctrl − V dd − Vtp)2

Expression for ‘V ′OL is given with negative root of above quadratic equation
as value of VOL should be in between 0 to Vdd.

Vout = Vdd − Vtn − S (7.8)

To calculate ‘V ′OH , the assumption is Vin>>Vtn. Consequently ‘M ′
2 is turned

off so that IM2 = 0. By applying KCL at node ‘Out′-

IM3(saturation) = IM2(linear) = 0 (7.9)

KpW

2L
× {2(Vctrl − Vdd − Vtp)(Vout − Vdd)− (Vout − Vdd)2} = 0 (7.10)

The only valid solution of equation (7.10) is Vout = Vdd = VOH . In order to
verify the analytical equations for ‘V ′OL, technological and operating parameters,
given in Table 7.1 are used. Fig.7.5 shows the comparison of simulated and analyt-
ical data for ‘V ′OL over the control voltage ‘V ′ctrl. The maximum deviation is 20 mV.
The values of VOL over the entire range of control voltage are much less than the
switching point (∼ 1.4V ) of standard cells. Therefore, they can be interfaced with
the standard cells in the design of DLL and time stamping block.
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Table 7.1: Process parameters and their values

µn = 475× 10−4m2/V –Sec µp = 148× 10−4m2/V –Sec

Vtn= 0.5 V Vtp= -0.69 V

Cox=4.4 fF/m2 Vdd= 3.3 V

T= 270C= 3000 K Kp= 0.0006512 F/V-sec

λ = 0.13 V−1 Cload = 14 fF

(W/L)M3 = (W/L)M4 =
1µm/0.35µm

(W/L)M1 = (W/L)M2 =
1.5µm/0.35µm

Figure 7.5: VOL versus Vctrl (Control Voltage)

7.2.1.1 (a.1.2) Propagation delay equation

The aim is to find the rising edge propagation delay ‘T ′pr of CBL buffer (Fig.7.3(a))
with respect to control voltage ‘V ′ctrl. When ‘V ′in is at logic ‘1′, ‘V ′outb pulls down to
‘V ′OL. Consequently, the NMOS transistor ‘M ′

2 enters in the cut-off region. In the
calculation explained below, it is assumed that ‘M ′

2 enters in cut-off after a constant
delay. It is not modeled to avoid the complexity in the calculation. Assuming
negligible current through ‘M ′

2, the current ‘I ′ through M3 is used to charge the
load capacitance ‘C ′load. The relation between the current ‘I ′ and delay ‘T ′pr is given
by-

Tpr = Cload

∫ Vdd
2

VOL

dVout
I (Vout)

(7.11)

The channel length ‘L’ of PMOS transistor M3/M4 is designed to be 0.35µm.
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The value of VDSAT is 1.7 V in 0.35 µm AMS CMOS process. Therefore, it is a
good approximation to assume velocity saturated behavior from VOL to Vdd/2. The
current ‘I ′ in velocity saturation operating region is given by-

I = Isd = −Ids = −Kp

2
(Vctrl − Vdd − Vtp) (1 + λ (Vout−Vdd) ) (7.12)

Where, ‘K ′p is the gain factor for PMOS transistor and ‘λ′ is channel length
modulation factor. This equation holds for the transition time of ‘Out′ node when
it attains the voltage Vdd/2.

Substituting the expression of I in equation(7.11)-

Tpr =
2× C load

Kp

∫ Vdd
2

VOL

dVout
(Vdd − Vctrl + Vtp) (1 + λ (Vout − Vdd))

(7.13)

⇒ Tpr =
2× C load

Kp × (Vdd − Vctrl + Vtp)

∫ Vdd/2

VOL

dVout
(1 + λ (Vout − Vdd))

(7.14)

⇒ Tpr = K1 [ln(1 + λ (Vout − Vdd) ]
Vdd
2

VOL
(7.15)

Where, K1 = 2×Cload
λ×Kp×(Vdd−Vctrl+Vtp)

⇒ Tpr = K1ln

[(
1 + λ

(
Vdd

2
− Vdd

))
(1 + λ (VOL − Vdd))

]
(7.16)

Fig.7.6 shows the comparison of simulated and analytical data for delay ‘T ′pr

over control voltage. There is sufficient matching in the analytical and simulated
data for usable range of control voltage from 0 V to 2.1 V.

7.2.1.2. Design of voltage bias circuit for CBL delay element

In the ideal loop dynamics of DLL, the control voltage across loop filter capacitor
is applied to the VCDL (30 CBL delay elements) and TDL (74 CBL delay elements)
to regulate their delays. However, due to the issues of charge sharing and loading,
this causes a dramatic disturbance in the profile of control voltage. This distur-
bance manifests itself as jitter in delay characteristics as well as may lead to lock
failure. To avoid this, a bias circuit is designed in between loop filter capacitor and
delay lines. It works as an analog buffer and provides a dc voltage to regulate the
delay lines. In addition to this, it extends the range of control voltage from 0 V-to-2
V (without bias) to 0 V-to-3.2 V (with bias).

The schematic diagram is shown in Fig.7.7, where, NMOS transistor (M1)
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common source with diode connected load circuit configuration is chosen to gen-
erate the dc bias voltage Vbias for CBL delay elements.

Figure 7.6: Delay versus control voltage characteristic for CBL delay element

Figure 7.7: Schematic diagram of bias circuit

7.2.1.2.a Analytical equation for Vbias

In order to find the delay characteristic of delay element with bias circuit, the equa-
tion of Vbias in terms of Vctrl, is needed to be derived. The approach to derive this
relation includes two steps: in the first step, voltage ‘V ′bp is expressed in terms of
‘V ′ctrl by applying KCL at node-1 and in the second, ‘V ′bias is expressed in terms of
‘V ′bp by applying KCL at node-2. With the help of these two KCL equations, the
expression of Vbias in terms of Vctrl is derived.
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The equations of current while applying KCL on node-1 and node-2 depend
upon the transistor operating region. Therefore, over the range of control voltage
(Vctrl) from 0 to 3.3 V, the analyzed operating regions of four transistors (M1, M2,
M3 and M4 in Fig.7.7) are given in Table 7.2

Table 7.2: Operating regions of MOS transistors in bias circuit

S.No. Vctrl M1 M2 M3 M4

1 < Vtn Sub-
threshold

Sub-
threshold

Sub-
threshold

Sub-
threshold

2 Vtn < Vctrl ≤ VSL Saturation Saturation Saturation Saturation
3 Vctrl > VSL Linear Saturation Saturation Saturation

7.2.1.2.(a.1). Sub-threshold operating region

The equation of drain current in sub-threshold region is given by[196]:

Isub = I0 exp(
Vgs − Vtn
n× VT

)× [1− exp(
−Vds
VT

)] (7.17)

Where, I0 = µn×Cox× W
L
× (n− 1)VT

2 and represents the drain current when
gate to source voltage (Vgs) is equal to threshold voltage (Vtn). Also, in the expres-
sion of I0, ‘n′ is sub-threshold slope, which is a technology dependent parameter.
In 0.35 µm CMOS technology, it value is evaluated as 1.6. VT is the thermal voltage
and its value is 25.8 mV at room temperature (3000K).

Applying KCL at node-1:

IsubM1 = IsubM2 (7.18)

⇒ I0M1 exp (
Vctrl−Vtn

n×VT

) =I0M2 exp{−(
Vbp−Vdd−Vtp

n×VT

)} (7.19)

(The effect of drain voltage is ignored in the drain current equation to sim-
plify the analysis)

⇒ I0M1

I0M2

exp (
Vctrl−Vtn

n×VT

) =exp{−(
Vbp−Vdd−Vtp

n×VT

)} (7.20)

The above expression can be simplified to:

⇒ Vbp=Vdd+Vtp+Vtn−n×VT ln

(
I0M1

I0M2

)
−Vctrl} (7.21)
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Applying KCL at node-2:

IsubM3 = IsubM4 (7.22)

I0M3 exp (
Vbias−Vtn

n×VT

) =I0M4 exp{−(
Vbp−Vdd−Vtp

n×VT

)} (7.23)

⇒ Vbias=Vdd+Vtp+Vtn−n×VT ln

(
I0M3

I0M4

)
−Vbp (7.24)

Putting expression of Vbp from equation (7.21) in the above equation-

Vbias=Vctrl+n×VT[ln

(
I0M1

I0M2

)
− ln

(
I0M3

I0M4

)
] (7.25)

7.2.1.2.(a.2). Saturation operating region

Applying KCL at node-1:

IsatM1 = −IsatM2 (7.26)

1

2
(µp)(Cox)(W/L)M2(Vbp − Vdd − Vtp)2 = −1

2
µnCox(W/L)M1(Vctrl − Vtn)2 (7.27)

⇒ Vbp=Vdd+Vtp−
√

A1 (Vctrl−Vtn) (7.28)

Where,A1 = (µn × (W/L)M1)/(µp × (W/L)M2)

Applying KCL at node-2:

IsatM3 = −IsatM4 (7.29)

⇒ 1

2
(µp)(Cox)(W/L)M3(Vbp − Vdd − Vtp)2 = −1

2
µnCox(W/L)M4(Vbias − Vtn)2 (7.30)

Vbias=
√

A2 (Vdd−Vbp+Vtp) +Vtn (7.31)

Where,A2 = (µp × (W/L)M4)/(µn × (W/L)M3)

Putting expression of Vbp from equation(7.28) in the equation (7.31)-

Vbias=
√

A2

(√
A1 (Vctrl−Vtn)

)
+Vtn (7.32)
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7.2.1.2.(a.3) Expression of VSL when transistor M1 switches to linear region

The drain voltage ‘V ′bp of driver transistor reduces with the increment in control
voltage ‘V ′ctrl, therefore for a value control voltage ‘V ′SL, the driver transistor M1

switches from saturation to linear operating region. The expression of VSL can be
obtained through replacement of Vbp by ‘VSL − V ′tn in the equation(7.28)-

VSL=
Vdd

(
√

A1+1)
+Vtn+

Vtp

(
√

A1+1)
(7.33)

7.2.1.2.(a.4). Linear operating region

Here, the driver transistor M1 works in linear region and other transistors are op-
erating in saturation region.
Applying KCL at node-1:

1

2
(µp)(Cox)(W/L)M2(Vbp−Vdd−Vtp)2 = −1

2
µnCox(W/L)M1{2(Vctrl−Vtn)×Vbp−Vbp2}

(7.34)
Solving the above equation for ‘V ′bp and taking negative root as a solution-

Vbp=
A3−

√
A3

2− (A1+1)×(Vdd+Vtp)2

A1+1
(7.35)

Where,A3 = Vtp + Vdd + A1 × Vctrl − A1 × Vtn
As other transistors are in saturation region, therefore expression of Vbias in

terms of Vbp is given by equation(7.31). By substituting the values of ‘V ′bp from
equation(7.35) in equation(7.31),the expression of ‘V ′bias in terms of ‘V ′ctrl is derived
in linear operating region.

By using the parameters listed in Table7.1 and aspect ratios of transistors
M1 = 7µ/0.35µ,M2 = 150µ/1µ,M3 = 10µ/0.35µ and M4 = 150µ/1µ for bias circuit,
the plot of bias voltage versus control voltage is shown in Fig.7.8.
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Figure 7.8: Bias voltage Vbias versus control voltage (Vctrl) characteristic

7.2.1.2.(a.5). Equation of CBL delay with bias circuit

The equation of propagation delay with bias circuit can be found by replacing Vctrl
by Vbias and substituting its expression for different operating regions. Rewriting
equation(7.16) with bias circuit-

⇒ Tpr = K1ln

[(
1 + λ

(
Vdd

2
− Vdd

))
(1 + λ (VOL − Vdd))

]
(7.36)

Where,K1 = 2×Cload
λ×Kp×(Vdd−Vctrl+Vtp)

Expression of constant K1 for bias circuit in sub-threshold operating region-

K1 =
2× C load

λKp (VDD − Vbias + Vtp)
=

2× C load

λKp

(
VDD − (Vctrl+n×VT[ln

(
I0M1

I0M2

)
− ln

(
I0M3

I0M4

)
]) + Vtp

)
(7.37)

Expression of constantK1 for bias circuit in saturation operating region using
equation(7.32)-

K1 =
2× C load

λKp (VDD − Vbias + Vtp)
=

2× C load

λKp

(
VDD − (

√
A2

(√
A1 (Vctrl−Vtn)

)
+Vtn) + Vtp

)
(7.38)

Expression of constant K1 for driver transistor M1 in linear operating region
using equation(7.31) and equation(7.35)-

K1 =
2× C load

λKp

(
VDD − (

√
A2 (VDD − Vbp + Vtp) + Vtn) + Vtp

) (7.39)
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Where, Vbp=
A3−
√

A3
2−(A1+1)×(Vdd+Vtp)2

A1+1
andA3 = Vtp+Vdd+A1×Vctrl−A1×Vtn

7.2.1.3 Phase detector

In the design of DLL and PLL, the phase frequency detector (PFD)[refer chapter-3]
frequently used for phase error detection due to its salient features of zero dead
zone and large dynamic range. It is implemented using two D flip-flops and a
NAND gate,as shown in Fig.??(a)(shaded block). During phase error detection be-
tween reference and delayed clock, the outputs ‘UP ′ and ‘DN ′ signals are at high
level with different widths and their difference is equivalent to the phase error.

(a)

(b)

Figure 7.9: Modified PDF (a) schematic diagram (b) timing diagram

Thus, when phase error between clocks is theoretically zero, the ‘UP ′ and
‘DN ′ has equal widths, contributed by the delay in reset path produced by NAND
gate. This gives an open path for direct current from Vdd to ground in charge pump
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resulting static power consumption. Also, the charge pump withdraws and pumps
the same amount of charge simultaneously from the filter capacitor to maintain the
control voltage steady. However, the issues, of ‘mismatch in charging and dis-
charging currents’, ‘charge injection in switches’and ‘delay difference in turning
on the respective switches’ by ‘UP ′ and‘DN ′ signals, create a difference in pumped
and withdrawn charges. This causes periodic ripples in the control voltage, which
manifests itself as jitter in the delay characteristics.

To avoid these issues, in this work the PFD is modified to avoid the contri-
bution of reset delay in charge pump mechanism with the help of combinational
logic as shown in Fig.7.9. Here, the positive phase error represented by the pulse
duration of ‘DN ′ signal with ‘UP ′ is constant at logic low level. The negative phase
error is represented by pulse duration of ‘UP ′ signal with‘DN ′ is constant at logic
high level.

Thus, modified PFD controls the switching in charge pump such that either
charging or discharging of loop filter capacitor is carried out as per the requirement
of loop correction dynamics.

However, the modified PFD has a dead zone of 90 ps as shown in Fig.7.10. It
is due to the limited response speed of NAND gate used, in combinational logic.
This error manifests as static phase error (difference in rising edge alignment) be-
tween the delayed and reference clock after loop has achieved the lock point. The
impact of this error on the timings on each tap reduces by the number of delay
elements in the delay line. In this design, 29 number of delay elements have been
used, so error of 3 ps on each tap is caused by static phase error.

Figure 7.10: DC characteristics of modified PFD
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7.2.1.4 Charge pump and loop filter capacitor

In this design, a single ended architecture of charge pump [195][chapter-3] is cho-
sen as the design operating frequency is moderate (100 MHz) and low power is the
preferred specification. The reference current is generated by using off-chip exter-
nal resisters, so that current can be conveniently adjusted. The dummy transistors
have been added to ensure the match of currents. A simple capacitor is used as
a loop filter with gain expressed by ‘Icp/SC

′, where Icp is the amount of charging
and discharging current and ‘C ′ is the capacitance of filter capacitor.

7.3 Initialization and lock range

At the time of DLL initialization, the delay set for VCDL may cause a serious prob-
lem for DLL in its achievement of correct lock point. For conventional DLLs, to
achieve the one clock period locking, following two conditions [189] have to be
satisfied:

0.5× Tref<Dmin<Tref (7.40)

Tref<Dmax<1.5× Tref (7.41)

Where, Tref is reference clock period, Dmin is the minimum VCDL delay and
Dmax is maximum VCDL delay.

If these conditions are not satisfied at the time of initialization, the DLL may
undergo locking to harmonics of reference clock frequencies, so called false har-
monic locking. In this issue, the dynamic range of phase detector plays an impor-
tant role. If initial phase difference is beyond its dynamic range, it will respond to
wrong phase error detection in the subsequent cycles as shown in Fig.7.11. Here,
the phase error between the reference (Aref ) and delayed clock is nearly equals to
the dynamic range (Tref − resetdelay) of phase detector as Dmin is much less than
0.5Tref . Therefore, during this phase error detection, the phase detector is not able
to detect the second edge of delayed clock, which occurs during its resetting time.
This is known as a missing edge issue in phase detector. As a consequence, the
phase detector responds by wrong (negative) phase error detection in the subse-
quent cycles. This leads the control loop in reverse direction for error correction.
Eventually, the DLL locks to two clock periods (second harmonic frequency) of ref-
erence clock and undergoes a false harmonic locking.
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Similarly, if Dmax is much greater than 1.5Tref such that the phase error is
nearly equals to two clock periods then due to issue missing edge of reference clock
in phase detector, the DLL locks to third harmonic frequency of reference clock.

Thus at initialization, the lock range of DLL refers to the maximum and min-
imum VCDL delays, which enable the DLL to achieve a correct lock point while
avoiding false harmonic locking. In this design to avoid the issue of false harmonic
locking, a ‘start control circuit’ is designed. It sets the control voltage of filter ca-
pacitor to its minimum value of range of designed control voltage before initial-
ization of loop correction. As a result, the delay of VCDL starts from its minimum
value and gradually increases till it achieves the target delay and thereby avoids
false harmonic locking.

Figure 7.11: Missing edge issue in DLL

Figure 7.12: Schematic diagram of start control circuit

Fig.7.12 shows the schematic of start control circuit, where an off-chip refer-
ence voltage source is used to preset the voltage of loop filter capacitor with the
help of preset switch (S) before initialization of DLL. This preset voltage can be ad-
justed corresponding to either minimum delay or the target delay value.
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The operation of DLL starts by assertion of ‘start DLL′ signal. It turns off the
preset switch and simultaneously enables the reference clock inside VCDL. The de-
lay introduced by VCDL in reference clock is minimum if preset voltage is chosen
corresponding to minimum unit delay. In other case, if preset voltage is corre-
sponding to target unit delay, the delayed clock will be nearer to reference edge.
Here, the acquisition time will be less as compared to the former case.

7.4 Analytical equation for loop dynamics

Two important performance matrices of DLL are ‘tracking time′ or ‘acquisition time′

and ‘jitter′. The tracking time is the time required to respond to the input phase
error and jitter is the amount of phase error on the output when input is constant.
Although both parameters are crucial but the performance of DLL has to encounter
the trade-off between the two. The tracking time is inversely related to the band-
width (ωDLL) of DLL. It is defined as the rate at which DLL responds to the change
in input phase. Thus wide bandwidth leads to small tracking time and faster re-
sponse to phase error correction, which degrades the loop stability.

Therefore, to reduce the jitter and achieve the high loop stability, the design
rule given by equation(7.42) has been reported in [189] and is followed in this de-
sign of DLL.

ωDLL ≤
1

10
ωloop (7.42)

Where, loop band width ‘ω′loop is defined as 2Πfloop, where floop is loop fre-
quency and is equal to the one over the total delay (tvcdl) around the loop.

ωloopmax=
2π

tvcdl

(7.43)

To satisfy the equation(7.42), the DLL bandwidth is needed to evaluate in
terms of various circuit design parameters. Therefore, an analysis of control loop is
carried out with the help of basic control block diagram as shown in Fig.7.13. Here,
Φin and Φoutrepresents the phase of input and output clock of VCDL respectively.

The relationship between Φin and Φout can be expressed by-

∅out=∅in+tVCDL×2πf (7.44)
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(a) (b)

Figure 7.13: (a) Control model of DLL (b) simplified control model

Where ‘t′V CDL is the delay introduced by VCDL in the input signal.
The transfer function of the DLL from Fig.7.13(b) is given as-

∅out=(∅in−∅out)KPDKCPKVCDL×2πf (7.45)

Where, ‘K ′PD is gain of phase detector, ‘K ′CP is gain of loop filter and ‘K ′V CDL
is gain of VCDL.The above equation can be rearranged as-

∅out+∅outKPDKCPKVCDL×2πf =∅inKPDKCPKVCDL×2πf (7.46)

⇒ ∅out (1+KPDKCPKVCDL×2πf) =∅in KPDKCPKVCDL×2πf (7.47)

⇒ ∅out

∅in

=
KPDKCPKVCDL×2πf

(1+KPDKCPKVCDL×2πf)
(7.48)

⇒ ∅out

∅in

=
1

( 1
KPDKCPKVCDL×2πf

+1)
(7.49)

⇒ ∅out

∅in

=
1

( S
ωDLL

+1)
(7.50)

where, ωDLL = S ×KPD ×KCP ×KV CDL × 2Πf

Putting the expressions of ωDLL and ωloop in equation(7.42)-

S KPDKCPKVCDL2πf =
1

10

4π

Tref

where, f=1/Tref (7.51)

Substituting the expressions of KPD = Vdd/2Π and KCP = ICP/SC in the
above equation(7.51)-

Icp

c
≤ 1

10

4π

Tref×VDD×KVCDL×f
(7.52)
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The above equation is used to find out the ratio of loop filter capacitance and
current to minimize the jitter problem. It also deduces that to minimize jitter, the
value of loop filter capacitor should be as large as possible and charge pump cur-
rent should be small. In this design, the delay characteristics of CBL delay element
with bias circuit are non-linear, so gain of VCDL ‘K ′V CDL is considered as a average
gain of 11.403 ns per volt. The charge pump current is design as 25 µA and loop
filter capacitor is chosen as 16 pF. With these designed values, the ratio Icp/C is
1.5× 106 which is smaller than the right hand side value 3× 107 of equation(7.42),
thereby satisfies the design rule.

7.5 Floor plan and layout of DLL

The challenge for layout of analog DLL in mixed signal design is to reduce the
impact of substrate noise, supply noise, signal cross talk and mismatches. In this
direction, the placement of DLL building blocks serves an important role.

The progression of clock through VCDL injects a high frequency noise to
the substrate as well as supply rails. The straightforward way to reduce the im-
pact of substrate noise is to keep a large separation between noise sensitive analog
and noisy digital blocks. Therefore, VCDL is placed far from loop filter capaci-
tor and phase detector as shown in Fig.7.14. The space between them is shielded
by substrate contacts, which gives low impedance path to substrate noise towards
ground. In addition to this, each block is isolated from the other by using guard
ring, which are substrate ties connected to ground. The highly noise sensitive filter
capacitor is enclosed by double guard ring.

To reduce the impact of supply noise, two sets of power rails has been de-
signed, one is dedicated to VCDL and phase detector, and other is to charge pump
and bias circuit.

To reduce the cross talk, the tracks of analog signals like bias and control
voltage are separated from the clock signal track. Also, the clock signal tracks are
separated from the analog supply tracks. The noise coupling while crossing of
control voltage from digital ground track is reduced by metal-2 layer connected to
ground sandwiched between the digital and analog track intersection as a shield.

The precautions taken in the design of VCDL to reduce the mismatch among
the taps of VCDL are discussed in chapter-7. Also the current mirror structures
in charge pump and bias circuit are designed using Inter-digitization layout tech-
nique to reduce the current mismatch.
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Figure 7.14: Snapshot of designed layout of DLL

7.6 Performance evaluation

The DLL performance has been analyzed by simulating the extracted netlist using
spice models of MOS transistors with the help of Spectre simulator.

In the first step, the CBL delay element is characterized. The area of unit
delay cell is 225 µm2 and static current is 300 µA. To find the delay versus control
voltage characteristics of delay element, a linear sweep of dc control voltage in the
range of 0 to 3.3 volts in steps of 0.1 volt is applied to bias circuit. It provides the
corresponding dc voltages which consequently varies the edge transition delay for
applied clock signal at the input of CBL delay element. Fig.7.15 shows the identical
rising and falling edge transition delays with respect to control voltage. The gain
(change in delay for per unit change in control voltage ) of delay element in the
operating range (0 to 1 Volt typical) of interest is 0.2 ps/mV.

The transient performance of VCDL is verified by applying a clock (100 MHz)
signal and simulating it for various values of control voltage. Fig.7.16 shows the
consecutive delayed clocks at the taps of VCDL with full swing and identical tran-
sition delays.
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Figure 7.15: Plot of CBL delay versus control voltage on typical corner (270c and
3.3 V)

Figure 7.16: Delayed clocks on typical corner @ 100 MHz

To verify the functionality of voltage control delay line with negative feed-
back loop, the preset voltage is fixed to zero volts to set the delay of VCDL at
minimum value. In the first step the performance is tested without bias block and
control voltage directly driving the VCDL. Fig.7.17 (a) shows the plot of control
voltage versus simulation time on typical corner. The control voltage has ripples
of magnitude∼ 1.7 mV even after achieving the lock point. It is due to the charging
sharing of filter capacitor with the parasitics capacitance (∼ 500 fF) of VCDL. The
ripples in control voltage manifest itself as jitter in delay characteristic of VCDL. To
rectify the issue of charge sharing of loop filter capacitor, the performance of DLL
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has been tested including the bias circuit. Here, the control voltage drives a tran-
sistor with input capacitance of 8 fF, which is negligible as compared to 16 pF of
filter capacitor, thereby minimized the charge sharing. Fig.7.17 (b) shows the plot
of control voltage versus simulation time on typical corner with bias circuit. The
DLL locks the delay of VCDL to 5 ns in 124 numbers of iterations (reference clock
cycles). The control voltage has a periodic ripple of 40 µV which does not affect
significantly the delay of delay element for the gain of 0.2ps/mV , in the operating
range of interest.

(a)

(b)

Figure 7.17: Control voltage profile of DLL (a) without bias circuit (b) with bias
circuit

Fig.7.18 shows the output signals of modified PFD during the phase error
correction. The phase error is represented by the down (DN) pulse, which leads
to charging of loop filter capacitor. The UP signal is maintained at zero volts and
thereby disables the discharging path of filter capacitor during phase error correc-
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tion. At the time of lock point achievement, the DN pulse vanishes and stables at
supply voltage and leads to stabilization in control voltage.

Figure 7.18: Phase detector output signal before and after locking of DLL

7.6.1 Characterization across process corners

To determine the existence of target delay range ‘170 ps-to-200 ps’across process
corners, the delays has been characterized using spice models of MOS transistor
at corner conditions provided by commercial CMOS process, namely, TYP(typical
NMOS, typical PMOS), FF (fast NMOS, fast PMOS), SS (slow NMOS, slow PMOS),
WO (fast NMOS, slow PMOS), and WZ (slow NMOS, fast PMOS). These transistor
models represent the different characteristics of the transistors at extreme process
corners. Fig.7.19 shows the plot of delay versus control voltage across design pro-
cess corners. On WP corner, the maximum delay is much larger than target delay
range, thereby ensures the locking of DLL at low temperature (00C) and maximum
supply voltage of 3.6 V. The WZ and WO characteristics also include the target de-
lay range of 170 ps to 200 ps. However, on worst case slow corner, the smallest
achievable delay is 200 ps, which limits the achievement of lock point at unit delay
of 200 ps on slow corner.Fig.7.20 shows the profile of control voltage versus acqui-
sition time of DLL across design process corners.
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Figure 7.19: Delay versus control voltage characteristic of CBL Delay element
across design process corners

Figure 7.20: Profile of control voltage across design process corners

7.6.2 Static phase error

Static phase error refers to the phase difference between the output signal (D29) of
the last stage of the VCDL and the input reference signal (Aref ), after achieving
the lock point. In the ideal case, when DLL achieves a lock point, the phases of
these two signals should be perfectly matched. However, due to the limited phase
resolution of the PD and CP, static phase error of ∼ 114 ps exists in our design,
which is shown in Fig.7.21. Table 7.3 shows the static phase errors of the DLL
across the process corners.
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Figure 7.21: DLL phase alignment on typical process @ 100 MHz after
achievement of locking

7.6.3 Lock time

Lock time refers to the time interval that a DLL takes to achieve the lock point.
Table 7.3 lists the lock times under different temperature and process variations.
The longest lock time is 238 cycles of reference clock (100 MHz) on WP corner at
00C temperature.

Table 7.3: Achieved performance specifications of CBL delay lock loop

Corners TYP
(27◦C)

WP
(0◦C)

WZ
(27◦C)

WO
(27◦C)

Static Phase Er-
ror (ps)

111(r)/113(f) 13.3(r)/216(f) 133(r)/71(f) 87(r)/10(f)

Lock Time (cy-
cles)

124 238 178 79

Rising Edge de-
lay (ps)

168 158 164 162

Falling Edge
delay (ps)

163 155 161 164

Lock Range 11-MHz to
95-MHz

43 MHz-to-100
MHz

19 MHz-to-
105 MHz

14 MHz-to-
90 MHz
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7.7 Summary

This chapter discusses the design and implementation of delay lock loop to regu-
late CBL delays across PVT variations. Various design aspects of CBL delay ele-
ment including propagation delay, output voltage swing and interface capability
with the standard cells are discussed and mathematically analyzed. The perfor-
mance of DLL is verified with and without utilization of bias circuit and found
that bias circuit is needed to be utilized as buffer to minimize the disturbance in
control voltage profile due to charge sharing from filter capacitor. The bias cir-
cuit is analyzed mathematically and deduced that the range of bias voltage can be
increased by increasing the aspect ratio of PMOS transistors. Wide range of bias
voltage contributes to wide delay regulation range of CBL delay element.

The PFD is modified in this design to reduce the impact of ‘charging and dis-
charging current mismatch in charge pump’as well as the ‘time delay mismatch in
the enabling the charging and discharging paths’of filter capacitor. Also, to avoid
the false harmonic locking in DLL, a novel start control circuit is designed.

The stability of control loop is analyzed mathematically to satisfy the de-
sign rule of DLL, referenced from its literature survey. Finally, this chapter winds
up with the successful performance verification of extracted netlist of DLL using
SPICE simulator across process design corners. The DLL is able to achieve the
lock point across all design corners (apart from worst case slow corner) for tar-
get unit delay of 174 ps. On worst case slow corner it can achieve lock for target
unit delay of 200 ps. This limitation can be avoided by designing the CBL delay
fast. However, this increases the static current of CBL delay element, so in view of
optimization in speed and power; speed has been compromised on slow corner.
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Characterization and Testing of
Vernier TDC ASIC

8.1 Experimental results

A prototype test board is designed with features of accepting NIM, LVTTL, LVC-
MOS and LVDS ‘start′ and ‘stop′ inputs. The board also has an FPGA to generate
programmable delays and a micro-controller to receive SPI data and send it to PC.
The TDC data acquisition and analysis software has been developed on the PC side
using ‘LabWindowsCV I ′ and ‘CERN ROOT ′ package. The images of test board
and test setup are depicted in Fig.8.1 and Fig.8.2.

Figure 8.1: Test board for testing the TDC ASIC
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Figure 8.2: Test setup for testing the 4-channel TDC ASIC

8.1.1 Test for functionality of time interval measurement circuit

and readout logic

To test the functionality of time measurement circuit and SPI based readout logic, a
single shot inputs start and stop generated from FPGA are applied to single chan-
nel of TDC ASIC. Fig.8.3 depicts the slow and fast oscillator clock signals with the
assertion of ‘eoc′ (output of PD) signal. Fig.8.4 depicts the output of SPI corre-
sponding to the applied input over ‘MISO′ line.

Figure 8.3: Slow and fast ring oscillator clocks and eoc signal on oscilloscope
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Figure 8.4: Serial output of SPI over MISO on each falling edge of
micro-controller clock

8.1.2 Test for resolution by calibrating Toscst and Toscsp

The values of Toscst, Toscsp and ∆T are obtained from calibration data in order to
calculate the time interval ‘∆T ′ under measurement. The typical values of Toscst,
Toscsp and ∆Td are 7.245 ns, 7.118 ns and 127 ps respectively. Over a large number of
calibration measurement cycles, the value of Toscst is in the range 7.232 ns to 7.262
ns; Toscsp is in the range 7.106 ns to 7.136 ns. Difference of Toscst and Toscsp is in the
range of 125 ps to 127 ps, which indicates that LSB is nearly constant (∼ 3 ps). This
is due to the differential nature of Vernier technique, where if Toscst and Toscsp varies
in same order, the difference ∆Td will be nearly constant.

8.1.3 Test for precision

To measure the standard uncertainty or precision, fixed time intervals generated
in the FPGA is applied repeatedly to the TDC ASIC and histogram for one million
cumulative inputs is obtained. The measured standard deviation (σ) is less than
70 ps. Fig. 8.5(a) depicts the histogram when 240 ns time interval is applied; the
value of σ is 52 ps. The same time intervals are also simultaneously applied to
commercial time interval counter. The time jitter measured using commercial time
interval counter is around 15 ps less than the σ of the TDC. The precision is also
tested with time intervals derived from cable delays. The histogram of the time
measured by the TDC for a cable delay of 4 meters and with fan out logic is plotted
in Fig.8.5 (b). The measured standard deviation (σ) obtained in this setup is 72 ps.
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The timing resolution of 1 m×1 m RPC is also tested by interfacing this TDC with
front-end electronics (amplifier+discriminator) and is found as 2.6 ns as shown in
Fig.8.5 (c), which is similar to the measured one using HPTDC[138].

(a)
(b)

(c)

Figure 8.5: (a) Standard deviation characterizing the precision of TDC with
FPGA based inputs (b) precision of TDC for inputs derived from cable (c) RMS

resolution (2.6 ns) for 1m × 1m RPC tested with Vernier TDC ASIC

Fig.8.6 depicts the plot of precision of TDC versus applied time intervals. The
variation in precision is 20 ps over a range of time intervals.
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Figure 8.6: Precision of TDC over applied time intervals

8.1.4 Test for linearity

A coarse programmable delay generator is designed and implemented in FPGA
to test the linearity of the TDC ASIC. The delay generator generates linear time
intervals in steps of 5 ns from 0 to 1.25 µs. The plot between applied time versus
measured time by the TDC is shown in Fig.8.7 (a). The Differential Non Linearity
(DNL) derived from this linearity plot is shown in Fig.8.7 (b). The measured values
of DNL and Integral Non Linearity (INL) are 375 ps and 300 ps respectively.

(a) (b)

Figure 8.7: (a) Linearity plot of TDC (b) DNL plot for time interval (step size=5
ns) from 0 to 1.25 µs
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8.2 Highlights of standard cell based Vernier TDC ASIC

• The ASIC is area efficient ‘1.5mm× 1mm′

• The design proved to be low power as compared to earlier reported Vernier
TDC ASIC in 0.35µm CMOS process[143]

• The design implementation based on Standard cell approach is fully scalable
in modern CMOS Process in view of area and power

• The ASIC has Inbuilt digital time-period calibrator which avoids the require-
ment of power and area inefficient PLL

• SPI interface for data readout

• The resolution achieved is independent to CMOS process due to the Vernier
time measurement technique

8.3 Achieved specifications

Table 8.1: Achieved specifications of Vernier TDC ASIC

Resolution 126 ps (<200 ps)

Dynamic Range 1.4 µs

Number of Channels 4

DNL error 350 ps

INL error 300 ps

Number of Bits in Fine Count 8

Number of Bits in Coare Count 9

Single Shot Precision 74ps

Area 1.5 mm× 1 mm

Power 43 mW @ 3.3V/4-ch.
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8.4 Summary

The TDC ASIC achieved 127 ps resolution, 1.8 µs dynamic range and 74 ps pre-
cision. An in-built robust calibration technique to compensate for PVT variations
is successfully implemented and tested. The TDC has been successfully interfaced
with SPI. This TDC ASIC is well suited for portable instrumentation due to its
three main features: high area efficient design (1.5 mm × 1mm), in-build periodic
calibration and SPI interface. The achieved specifications are listed in Table 8.1.
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Conclusions
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Summary and Future Scope

9.1 The Work

The goal of this work is to design and develop the TDC ASICs with the features
of: resolution better than 200 ps, dynamic range higher than 32 µs, low power
consumption (28 mW/channel) and multi-channel integration, to fulfill the time
interval measurement requirements in the INO experiment.

In order to fulfill the design goals, a low power, 4-channel Vernier TDC ASIC
with in-built SPI has been designed and fabricated using 0.35µm CMOS technol-
ogy. The implementation of this ASIC is based on standard cells available in the
PDK of AMS 0.35 µm CMOS technology. The standard cell based design approach
applied for Vernier technique based TDC is the new initiative taken in this work.
Also, in this design, to meet the power and area requirements, the key design
blocks like ring oscillators and time-period calibration circuit are chosen and de-
signed in a way of digital implementation using standard cells. In this endeavor,
event triggrable ring oscillators with assured slight difference in their frequencies
using ‘different fan-out of standard cell and different feedback gate’ technique has
been designed. Also, to mitigate the impact of PVT variations over accuracy of
time measurement, a novel digital time period calibrator circuit is conceptualized
and designed.

The developed Standard cell based ASIC is characterized and the achieved
RMS resolution of this ASIC is 74 ps. The design proved to be low power as com-
pared to earlier reported (100 mW/channel) Vernier TDC ASIC in 0.35 µm CMOS
process[143]. Also, SPI based read-out scheme common for four Vernier TDC chan-
nels is the another feature over earlier reported work, compared in Table 9.1. This
TDC ASIC is well suited for portable instrumentation due to its three main fea-
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tures: high area and power efficient design, in-build periodic calibration and SPI
interface.

The achieved results of this ASIC proves that standard cell based TDC design
approach with Vernier technique is successful to achieve the requisite performance
with reduced design complexity, time and effort.

Table 9.1: Performance comparison of Vernier TDC

Vernier
TDC

[143] [144] This Work [142]

Year 2007 2011 2013 1971
Dynamic
Range

>50 ns 1.8 µs 1.4 µs 50 ns

LSB (ps) 37.5 158 127 250

Design Area
(mm2) 0.222

199 ver-
satile 1.5×1 N/A

Power
Consumption

150 mW per
ch.

30.6
mW/ch. 48 mW/4-ch. N/A

Used
Technology

0.35 µm
CMOS FPGA

0.35 µm
CMOS

MECL
logic

Calibration
Circuit

Dual phase
lock loop

N/A Digital
calibrator

N/A

Channels N/A N/A 4 N/A

The highlights of this ASIC are listed below:

• The ASIC is area efficient ‘1.5mm× 1mm′

• The design is proved to be low power as compared to earlier reported Vernier
TDC ASIC in 0.35µm CMOS process [143]

• The design implementation based on standard cell approach is fully scalable
in modern CMOS process with improved area and power efficiency

• The ASIC has in-built digital time-period calibrator, which avoids the re-
quirement of power and area inefficient PLL

• The SPI interface to reduce the pin counts as well as complexity of data read-
out
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• The resolution achieved is independent to CMOS process due to the Vernier
technique

Further, to address the added requirements like measurement of delayed
event interactions as well as time over threshold (TOT), Vernier TDC design is ex-
tended with multi-hit capabilities. In this endeavor, a novel architecture of Vernier
multi-hit TDC channel is conceptualized and implemented. Based on this, a 8-
channel multi-hit Vernier TDC ASIC using readily available 0.35 µm CMOS tech-
nology is designed and developed. To suit the multiple needs of the HEP experi-
ments, this ASIC is designed in a generic way with multi-operating modes (normal
time interval,common start and common stop).

In common start multi-hit mode, the trigger signal starts measurement of
the occurrence time of transitions in multi-hit (discriminator) signal. In this mode,
Vernier ASIC is suitable if ‘multi− hit′ signal arrives after ‘trigger′ signal. In com-
mon stop mode, an ‘event reset′ signal is needed to start the occurrence time mea-
surement of multi-hit and trigger as well. This mode is suitable for accelerator
based HEP experiment, where ‘event reset′ signal is available. However, in the
INO experiment, only trigger and multi-hit signals are available for TDC, therefore
if trigger signal arrives after the multi-hit, both the modes are not suitable. This
paved a way to analyze the Vernier technique through simulation for time interval
measurement with negative sign i.e. if ‘start′ arrives after ‘stop′ signal. This en-
deavor is proved successful and the feature of negative time interval measurement
in Vernier technique is applied to the conceptualized architecture of Vernier multi-
hit TDC channel. This results a utilization of same Vernier TDC channel for both
common start and stop modes of time interval. However, a modification in input
signal processing logic and identical width of coarse and fine counters are required
to incorporate in the design. Therefore, it is planned to incorporate the feature of
negative time interval in the second version of multi-hit Vernier TDC ASIC.

Further, to store the occurrence times of four transitions in the multi-hit sig-
nal, an on-chip memory is designed. The complexity of memory access is reduced
by designing its architecture based on FIFO scheme.

The TDC channels are designed using manual P & R approach. The memory
and interface logic blocks and logic control block are designed using automatic P
& R. The top level integration of TDC channels and rest of the blocks is carried
out using manual P & R. Before sign-off the design, the performance of this TDC
is validated through simulation of post layout RC parasitics extracted netlist us-
ing SPICE and mixed mode simulators. The achieved typical resolution is 100 ps,
multi-hit pulse width measurement of ∼ 1 ns, RMS error of ∼ 30.713 ps and pro-
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grammable dynamic range with options of 10µs/ 20µs/30µs/60µs. In the current
phase, this ASIC is under fabrication.

The highlights of this ASIC design are listed below based on performance
validation using simulation results:

• Standard cell based design, fully scalable in modern CMOS process with
improved area and power efficiency leading to enhancement in integration
of channels.

• Area ‘3.3mm× 3.3mm′ for 8– channel multi-hit ASIC.

• Multiple time measurement modes and optional parallel and SPI based data
read-out to enhance scope of ASIC application.

• Robust time-period and LSB calibration circuit with accuracy of 3 ps and 3.7
ps respectively.

• Parallel and separate calibration of measurement channels in ASIC.

• Measurement of multi-hit pulse width of ∼ 1 ns, independent to conversion
time of Vernier technique.

• Inbuilt FIFO based 17×256 bit memory with its control logic.

The design and implementation of Flash technique based TDC ASIC is for
academic interest and future performance comparison of developed Flash and Vernier
TDCs in terms of linearity and event rate. The Flash technique has inherent limita-
tion of resolution dependency on absolute gate delay. The standard current starved
inverter based delay element is limited to provide smallest delay of∼ 400 ps in our
target 0.35 µm CMOS technology. Therefore, in this work, the issue of smallest
delay to meet the resolution requirement is successfully mitigated by using novel
CBL based delay element. This CBL delay element attains least propagation delay
of 150 ps (@ 3.3 V). In addition, it features almost full voltage swing and relatively
low static current (300 µ A at 0.1 V) as well as identical rising and falling edge de-
lays,controlled by single bias voltage, thereby avoids the design complexity. This
delay element is capable to be interfaced with the standard cells owing to maxi-
mum value of VOL at 0.25 V for 0.1 V control voltage, thereby has a potential to be
incorporated in the mixed signal DLL based Flash TDC design. In Table 9.2, the
performance of delay element is compared with the other existing architectures in
0.35µm CMOS technology.
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The CBL delay element based FLASH TDC channel stamps occurrence time
in two parts-fine and coarse. The architecture of TDL based fine counter is modi-
fied to achieve adjustability in CBL delays with minimum value of 136 ps (@ 3.6 V
and control voltage =0.1 V), and multi-hit (start) pulse width measurement of ∼ 1
ns. The 12-bit coarse counter provides the dynamic range of 40 µs by combining it
with TDL with the help of novel designed synchronizer based on dual edge syn-
chronization scheme.

The memory and read-out interface block designed for Vernier multi-hit ASIC
is reused in this ASIC as the data width from FLASH TDC channels are compatible
with designed specifications of memory and read-out interface block. This simpli-
fies the data read-out in this ASIC.

A delay lock loop is also designed in the reference channel to stabilize the de-
lay of CBL delays in time stamping block across PVT variations. The fundamental
design blocks of DLL such as bias circuit, phase detector and start control circuit
are modified to achieve its high performance in terms of adjustable CBL delay and
elimination in false harmonic locking & lock failure.

The performance of time stamper along with DLL has been validated in
terms of its linearity and robustness across design process corners. It achieves the
typical resolution of 150 ps at 3.3 V & control voltage =0.3 V and RMS error of
48.644 ps. Table9.3 shows the performance comparison with earlier reported TDCs
based on the same technique.

The highlights of this ASIC design are listed below based on performance
validation using simulation results:

• Mixed signal design, incorporating analog DLL and standard cell based dig-
ital time stamper

• Two provisions for CBL delay tuning either by off–chip reference voltage or
by control voltage provided by on- chip DLL

• Bin size calibration mode to find exact value of CBL delay

• FIFO based 17×256 bit memory with its control logic

• Pulse width measurement of ∼ 1 ns, independent to reference clock period

• Adjustable resolution better than 200 ps

• Time interval and common stop multi-hit measurement modes
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• Optional parallel and SPI based data read-out to enhance scope of ASIC ap-
plication

• User programmable dynamic range from 10 µs to 40 µs in steps of 10 µs

• Theoretical RMS error of 48.644 ps in time stamping

Table 9.2: Performance comparison of CBL delay element

Delay
Element

This
Work

[182] [189] [109]

Type CBL with bias
circuit

Current
starved
inverter

Differential
(CML)

Source
coupled
logic

Least
Delay (ps) 140 244 2500 29.3

Max
Delay (ps)

680 —- 16000 —-

power
with
DLL

25 mW
@ 100 MHz

14 mW
@ 32 MHz

132 mW
@ 130 MHz

675 mW
@3V
(without
DLL)

N 29 128 10 64
Swing Full Full Partial partial
CMOS

Process
0.35 µm 0.35 µm 0.35 µm 0.35 µm

9.2 Future scope

The future work is planned to be the development and characterization of multi-
hit TDC prototype ASICs based on Vernier and Flash techniques. Also, the second
versions of Vernier ASICs based on Standard cell design approach can be devel-
oped in modern CMOS technologies with improved power and area efficiency.
Utilizing this work and experience of TDC development, we are intent on develop-
ing time measurement instrumentation for the India based Neutrino Observatory
(INO) and critical needs of the department.
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Table 9.3: Performance comparison (*TH code-Thermometer code, **CSI
Current Starved Inverter)

***comparison has been made in terms of architecture of basic blocks and
design specification using post layout (av-extracted) simulation results

Parameters This
work ***

[110] [135] [113] [114] [136] [182]

Architecture
of DLL

Single DLL
with single
loop to control
both edge
delays

Single
DLL

Array
of DLL

Single
DLL

PLL
with
ring os-
cillator

Array
of
DLL

Single
DLL

N 74 16 100 16 16 140 128

Technology 0.35 µm
CMOS

1 µm
CMOS

1 µm
CMOS

1 µm
CMOS

0.3 µm
CMOS
gate
array

0.7
µm
CMOS

0.35
µm
CMOS

Bin Size
(LSB)

150 ps 1.56
ns

154 ps 500 ps 780 ps 89.3
ps

250 ps

Dynamic
Range

Selectable ( 10
µs /20 µs /30
µs /40 µs)

204.8
ms

——- 4.2 ms 100 µs 3.2 µs —–

Double Hit
Resolution

∼ 1 ns Single
hit

Single
hit

8 ns —– Single
hit

Single
hit

Clock
Frequency

100
MHz

40
MHz

65
MHz

125
MHz

80
MHz

80
MHz

32
MHz

Architecture
of Delay
Element

Current
Balanced
delay element

CSI** CSI** CSI** CSI** CSI** CSI**

Power 50
mW

10
mW

—– ——- 500
mW

800
mW

——-

Architecture
of Coarse
Count
Latching
Scheme

Dual Edge
Synchronizer

Dual
Counter

Not
Men-
tioned

Not
Men-
tioned

Not
Men-
tioned

Dual
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A.1 Neutrino flavor oscillation

The neutrino flavor oscillation proposed by B. Pontecarvo in the late 1950’s, is a
quantum mechanical phenomenon following the superposition principle. Here,
the neutrino flavor eigenstates (νe, νµ and ντ ) are linear superposition of mass
eigenstates (v1, v2 and v3). In a given flavor state, the mixture of mass eigenstates
are parameterized by a set of mixing angles (θ12, θ23 and θ31). A large mixing angle
implies a large mixing between the mass eigenstates. The coupling between flavor
and mass eigenstates is represented as- νe

νµ

ντ

 = U

 v1

v2

v3


The mixing matrix U is a 3× 3 unitary matrix parameterized in terms of four

independent variables as-

U =

 Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

 = U(θ12, θ23, θ13, δ)

Where, δ is the phase characterizing the possible CP (charge conjugation and
parity) violation (matter and antimatter asymmetry in terms of charge and parity)

The flavor oscillation requires that the mass eigenstates of neutrinos to be
distinct from each other and also from the flavor eigenstates. So that at the time
of neutrino production, the flavor eigenstate wave function is a mixture of differ-
ent mass eigenstates, which propagate in the medium with different speeds and
becomes out of phase from each other. As a consequence, a neutrino emitted from
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the source in the flavor α, vα is detected as a neutrino of flavor β, vβ at the detector
with a certain probability, given by equation(A.1) in vacuum. It depends on the
distance (L) between the neutrino source and detector, the energy (E) of neutrino
and mass-squared difference ∆m2

ij = m2
i − m2

j . Therefore, mass oscillation prob-
ability is determined by measuring the mass squared difference instead of their
absolute masses.

Pαβ = δαβ−4
∑

Re[UαiUβiUαjUβj] sin
2 (4mij

2L)

4E
+2Im

[
UαjUβiUαjUβj

]
cos

(4mij
2L)

2E
(A.1)

On the other hand, with mass less neutrinos, the mass eigenstates will be
identical and therefore will not be out of phase. Thus, the neutrino flavor oscilla-
tion leads to the existence of neutrino mass.

The oscillation phenomenon is more probable in the material medium as
compared to vacuum, predicted by Mikhaev, Smirnov and Wolfenstein (MSW) in
1985. The MSW effect amplifies the neutrino mixing and stems from the fact that
electron neutrino has different interaction with matter as compared to other neu-
trinos flavors. In particular, ‘ν ′e undergoes both CC and NC elastic scattering with
the ambient electrons and nucleus while ‘ν ′µ or ‘ν ′τ have only neutral current inter-
actions with electrons. This fact gives rise to an extra-potential Ve = ±(2GFNe)

1/2,
where ‘N ′e is the electron density in matter, ‘G′F is the Fermi constant, and the posi-
tive (negative) sign applies to electron-neutrino (anti-neutrinos). Thus, even if the
mixing angle in vacuum is small, matter effects can give rise to large effective mix-
ing angle at condition-

√
2×GF ×Ne =

4m2

2× E
× cos 2θ (A.2)

Here, for maximum mixing angle of Π/4, the mechanism is known as MSW
resonance[53, 54]. Thus, apart from source-detector distance, neutrino energy and
matter density, the neutrino oscillation parameters depends on six independent
parameters, which includes mass squared differences (∆m2

21, ∆m2
32), three mixing

angles (θ12, θ23 and θ31) and Dirac phase (δ).

A.2 Sources of neutrino particle

The sources of naturally occurring neutrinos are both terrestrial and extraterrestrial
over wide range of energy and flux as shown in Fig.(A.1). Due to their extremely
low interaction cross-section, the neutrinos serve as excellent messengers of the
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characteristic features of the source.

Figure A.1: Neutrino sources with cross section versus energy.The figure is
adopted from Ref.[55]

A.2.1 Supernovae

Supernova, produced by the collapse of the core of massive stars generates huge
flux of neutrinos. As neutrinos are not deflected and absorbed in the space during
their journey, they retain and carry energy & directional information about the in-
nermost regions of explosion. For instance, Supernova SN1987a was detected by
observing the neutrino burst with the help of neutrino telescopes on Earth. Ap-
proximate neutrino flux observed from SN1987a Supernova was 1012/(m2/s)[?]. It
has yielded pioneering results in neutrino astronomy.

A.2.2 Solar neutrinos

Eddington suggested that nuclear fusion process is the dominant source of the so-
lar energy. The fusion mechanism in sun proceeds through the pp chain reactions
as shown in Table(A.1), predicted by standard solar model. This reaction starts
with protons (hydrogen nuclei) and results formation of alpha particles (helium-
4 nuclei), electrons, positrons, photons and electron type neutrinos. The energy
distribution of neutrinos produced by these reactions is shown in Fig.(A.2), where
the sensitivity of various solar neutrino experiments due to the CC threshold is
shown at the top. Since neutrinos interact weakly with matter, they emerge vir-
tually unscathed by passage from the center to the surface of the sun. Therefore,

240



Appendix A.

practically they carry all the information of solar energy and thus are the perfect
probes for studying the interior of the sun. The solar neutrino flux is around 65
billion/(cm2/s) on the surface of earth facing the sun.

Table A.1: Nuclear reactions in sun producing neutrinos

pp neutrinos p + p→1H2+ νe+ e−

pep neutrinos p + p + e−→1H2+ νe
1H2+ p→He3+ γ
He3+ He3→p+ p+ α
He3+ α→ 7Be+ γ

7Be neutrinos 7Be + e−→7Li + νe
8B neutrinos 8B→ 7Be*+ e++ νe
hep neutrinos 3He + p→ 4He + e++ νe

Figure A.2: Solar neutrino flux predicted by SSM.The figure is adopted from
Ref.[56]

A.2.3 Geologically produced neutrinos

Several isotopic constituents such as 238U , 232Th and 40K of the Earth are natu-
rally radioactive, whose decay is the major source of heat production inside the
Earth core. Their decay chain involves the β decay, leading to the production of
anti-neutrinos or neutrinos. Precise measurement of the geo-neutrino flux and
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spectrum provide deep insight into the Earths chemical composition and radio-
genic heat production. The flux of the geologically produced neutrinos is about
5× 1010/(m2/s).

A.2.4 Nuclear reactors

Nuclear reactors are the major source of human-generated neutrinos. It produces
a flux of electron anti-neutrinos by β decay of neutron-rich daughter fragments,
produced in the fission process. The average nuclear fission releases about 200
MeV of energy, of which roughly 6% is radiated through neutrinos with the peak
energy ≈ 3 to 7 MeV. A standard nuclear power reactor produces about 2 × 1020

ν̄e/GWth.

A.2.5 Atmospheric neutrinos

Atmospheric neutrinos result from the interaction of cosmic rays (high energy pro-
tons) with atomic nuclei in the Earth’s atmosphere. This interaction produces a
showers of unstable mesons such as pions (π± and π0) with life time of ∼ 26 ns,
which decay during their journey from atmosphere to earth and thereby produce
muon type neutrinos, as per reaction given in Table (A.2). The muons further de-
cays into electron and muon type neutrinos with a life time of 2.2 µs. Therefore, the
muon type neutrino flux is expected to be twice as that of electron type neutrino
flux. The energy range of atmospheric neutrino is from 100 MeV to 100 GeV. It
peaks just below a GeV and falls thereafter at a rate faster than 1/E2.

A.2.6 Conventional beams (particle accelerators)

Conventional beams are in energy range of ≈ 100 MeV to 10 GeV and consist of
muon neutrinos with small (less than 1 %) contamination of other flavors. The
electron neutrino (‘ν ′e) contamination of the beam limits the experiment’s ability
to observe ‘ν ′e appearance and hence to measure mixing angle ‘θ′13. The J-PARC
accelerator laboratory in Tokai, Japan is an example of facility to produce artifi-
cial neutrino beams. The production technique is based on smashing high energy
protons to a target such as beryllium or carbon. The resulting positively charged
mesons are collected, focused, and allowed to decay in a long decay pipe. After
this decay, a reasonably collimated muon neutrino beam is obtained. A muon anti-
neutrino beam is obtained by collecting negatively charged mesons rather than
positively charged mesons with the help of charge sign selecting magnetic device
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named ‘horn′. Fluxes of neutrino beams are parameterized in terms of number of
protons on target (POT) per year. Conventional beams have POT of about 1020 per
year.

In this technique, the muon flavor neutrinos are produced by 2-body de-
cay reactions as given in Table (A.2). The electron neutrino flavors are produced
through K−→πνee (Ke3 decay) and through the decay of the muons, produced in
the pion decay.

Table A.2: Sources of neutrino in atmosphere and accelerator experiments

2-body pion decay Π+→ µ+ + νµ ; Π−→ µ- + ν̄µ
Muon decay µ+→ e++ νe +ν̄µ ; µ−→ e−+ νu + ν̄e
Ke3 decay K+→ π0+ e+ + νe; K−→ π0+ e− +ν̄e; K0→ π−+ e+ + νe
2-body kaon decay K+→ µ+ + νµ ; K−→ µ- + ν̄µ

A.2.7 Super-beam

Super-beams are technology upgraded versions of conventional beams. Neutrinos
in super-beams are generated by the using the ‘off-axis technology’ to produce a
narrow band beam, i.e. the energy spectrum has a sharp peak. In this technique,
the source power is 1021 POT per year which is higher by a factor of 10 to 50 as
compared to conventional beams.

A.2.8 Neutrino factory

These are based on muon storage rings where it will be possible to capture roughly
1020 muons (of either sign) per year. A muon storage ring has a racing track
with long, parallel, and straight sections, which are connected at the end by semi-
circular sections. Beams of high energy accelerated muons (≈ 20 to 50 GeV) cir-
culate in the storage ring and can be made to decay in the straight sections. These
decays produce a well collimated and intense neutrino beam. The composition and
spectra of intense neutrino beams will be determined by the charge, momentum,
and polarization of the stored muons. The beam consists of νµ and ν̄e if the ring
contains µ, and it consists of ν̄µ and νe if the ring contains µ+.
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A.3 Structure and Physics of RPC

The resistive plate chamber (RPC)[49, 50] is a type of spark chamber with resistive
electrodes, which are constructed by glass or Bakelite material. These materials are
chosen due to their low cost, fine surface finish and readily availability.

Figure A.3: Structure of single gap RPC.This Figure is adopted from Ref.[49]

The geometry of RPC is chosen as planer as shown in Fig.(A.3) with the help
of two electrodes each of dimension 1.84m × 1.84m, which provide a large cov-
erage area for particle interaction. These electrodes with thickness of 2 mm are
mounted apart by a 2 mm gap with the help of T-shaped cylindrical spacer. A
suitable mixture of gas as medium for particle interaction is continuously flown
through this gap. The bulk resistivity of electrodes is high ≈ 109 to 1012 Ω cm to
provide a localized muon interaction with the gaseous medium. During the in-
teraction, muon particle ionizes the gas molecules. To separate the ionized charge
(electron-ion pair) as well as to create avalanche multiplication, a uniform elec-
tric field (5 kV/mm) is applied across the electrodes by charging them using HV
source. This voltage is applied uniformly over the surface of electrode through a
thin layer of graphite, which provides surface resistivity of 100-200 KΩ/cm2. The
surface resistivity of graphite coating is high enough to render it transparent to the
electric pulses generated by the ion-electron drift in the gas gap. This electrical
pulse is induced on the metallic pickup strip by a capacitive coupling to the gas
gap as it is mounted on the surface of electrode separated by an insulator layer of
Mylar.

To implement a detector read-out scheme, two sets each having 64 pickup
strips, which are in orthogonal direction to each other, are placed on the top and
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bottom surface of RPC respectively. These strips behave like transmission lines
with typical characteristic impedance of about 50 Ω and serve as 128-detector chan-
nels of RPC. The center-to-center distance of pick up strips is of 30 mm, which
defines special resolution of RPC (discussed in section A.3.2).

A.3.1 Operating modes of RPC

The type of gas filled in the detector determines the working mode of RPC either
in avalanche or steamer[48, 49, 50], resulting in different performance characteris-
tics. The filled gas is a mixture of argon, isobutane, and electronegative gas Freon
(R134a) with varying ratios as per the required operating region of RPC. The argon
gas acts as a target for the ionizing particle. isobutane is a polyatomic gas with high
absorption probability for the photons that have resulted from the recombination
of ion pair. This gas is known as quenching gas, helps to prevent the secondary
ionization caused by photons in other parts of RPC. An electronegative gas Freon
helps to limit the avalanche electrons, which avoids the onset of steamers.

Figure A.4: Functionality of single gap RPC.This Figure is adopted from
Ref.[48]

In the avalanche mode of operation as shown in Fig.(A.4), the primary elec-
trons and ions, produced by the interaction of muon particle with the gas medium
are accelerated by the electric field. The cluster of charge triggers the avalanche
of electrons in the externally applied electric field and thereby produces secondary
ion-e-pairs for charge multiplication. The increasing electric field due the multi-
plied charge opposes the applied external electric field. Therefore, there is a drop
in the electric field in the region, where discharge has occurred. The high resistivity
of the electrodes prevents high voltage supply to provide electric charge immedi-
ately for maintaining the discharge across the electrodes. As a consequence, the
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charge multiplication stops when internal electric field becomes equal to the ap-
plied electric field after discharge time of≈ 10 ns. Due to absence of electric field,
this discharged area remains inactive for the time interval ‘t′charging, given by equa-
tion(A.3), where ‘R′ and ‘ρ′ are the resistance and bulk resistivity of glass or Bakelite
plate, ‘C ′ is the chamber capacitance, dplate, dgas are the thickness of resistive plate
and gas medium respectively, Kgas is dielectric constant of gas and ε0 is permittiv-
ity of free space. As thickness of plate and of gas are same, therefore the charging
time depends on the physical properties of gas and glass material and evaluated
as ≈ 2 seconds for glass plate. It represents the detector dead time in the region of
primary ionization, which characterizes the counting rate capability of RPC.

tcharging=RplateC =
ρ dplate

A

Kgasε A

dgas

⇒ρKgasε=
(
5x108

)
(∼ 4) (8.85x10−12) = 2 sec

(A.3)

In the steamer mode, a heavy amount of charge (50 pC to few nC) is pro-
duced due to secondary avalanches. The secondary avalanche is contributed by
the photons resulted from the recombination of primary ions. If charge multiplica-
tion continuous, there is a breakdown in the gas, which creates a spark. Due to the
large amplitude of charge, further signal amplification is not required in this mode.
The signals are discriminated against the set threshold, which makes the read-out
of RPC simple.

The avalanche process is characterized by the Townsend coefficient ‘α′ and
electron attachment factor ‘β′. The Townsend coefficient represents the number of
ionizations per unit length in the direction of cluster movement. The electron at-
tachment factor represents the number of captured electrons in per unit length due
to presence of electro negative gas. If x is the distance between anode and cluster,
the ‘n′ number of electrons that will reach anode is given by equation(A.4), where
‘n′0 is initial number of electrons in the cluster. The ratio of final and initial amounts
of cluster derives the gain factor ‘M ′ of electrons in the gas, given by equation(A.5).
If the value of gain factor ‘M ′ is greater than 108, primary ionization will give rise
to steamers with high probability, otherwise (M < 108) the operating region of RPC
will be restricted to avalanche. Table(A.3) gives the comparison of characteristics
of avalanche and steamer mode of RPC.

n = n0 × e(α−β)×x (A.4)

M =
n

n0

= e(α−β)×x (A.5)
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Table A.3: Comparison between operating regions of RPC

Avalanche Mode Streamer Mode
Count rate capability≈10 kHz Count rate capability ≈1 kHz
Requires small HV for small
gain

Requires high HV to achieve
high gain

Smaller signal (≈1 pC) Large signals (≈100 pC)
Needs pre-amplifier Not required
Better long-term prognosis Short life due to aging effect
No multiple streamers Multiple streamers
Pulse amplitude ≈ 0.5 − 2 mV
across 50 ohm load

pulse amplitude ≈ 100 − 200
mV across 50 ohm load

Short recovery time due to
small amount of charge pro-
duced

Long recovery time due to
heavy charge

A.3.2 Parameters of RPC

The hit pattern, efficiency, noise rate, and timing resolution are the important pa-
rameters for validation of RPC detector channels interfaced with front-end elec-
tronics(FE).

a. Noise rate

Noise rate is the rate at which random noise signal hits the strip. In the prototype
arrangement the RPC detect cosmic rays from background radiation. The pulse
generated by the strip interfaced with FE is counted per second within a window
of 1-second duration. These counts per second (cps) indicate noise rate. For a
particular channel, cps vs. time plotted is called as the Noise rate plot. Stable noise
rate plot validates the RPC detector, as background radiation will produce stable
count in a particular strip.

b. Hit pattern

Hit pattern latches the status of the 64 pickup strips in the 64-bit register. For one
RPC two 64-bit registers are used corresponding to top and bottom panel of strips.
Each individual bit (0 or 1) of hit pattern register indicates whether that particular
strip (channel) is fired or missed by the incident particle. It determines the geomet-
rical coordinate of fired strip by an incident particle (muon).
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c. Spatial resolution

The spatial resolution of the detector is determined by the pitch of the pick-up
strips. However, this is limited by the cross talk between the adjacent strips. Var-
ious factors such as-thickness of pickup strips, the driving scheme of the pick-up
signals and electrical characteristics of strip contributes in the cross talk. The im-
pact of cross talk is attributed by the cluster size (found from hit pattern register
code), which is the number of adjacent fired strips of RPC. The cluster size should
be ≤ 2 for the acceptable performance of RPC.

d. Timing resolution

It is desirable to know the timing of RPC signal to get the direction of the incom-
ing muon. ANUPAL TDC ASIC[146] measures the timing of RPC signal with re-
spect to the trigger signal. Histogram of TDC value is plotted, where the standard
deviationσ gives the timing resolution. Typical value of timing resolution of RPC
detector is∼1.6 ns.

e. Efficiency

To measure the RPC strip efficiency, two scintillator pedals, one on top and other
at bottom of the RPC strip are placed. A trigger pulse from the coincidence of
these two scintillator pedals is derived and is used in efficiency calculation. The
ratio between the RPC pulse count in coincidence with the trigger (LVDS count)
and trigger count gives the efficiency of RPC strip. For high performance of RPC,
a large value of efficiency is desired. Fig.(A.5) shows plots of the RPC efficiency
as a function of high voltage applied between the glass electrodes for different
gas mixtures. Plateau efficiencies of over 90% have been obtained for all the gas
mixtures beyond 8.5 kV.
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Figure A.5: Efficiency versus high voltage characteristics of RPC. This figure is
adopted from Ref.[47]

A.3.3 Introduction to multi-gap RPC

The gas gap in the RPC serves two purposes: one is to produce the primary ioniza-
tion and other is the gas gain. Wide gas gap helps to produce the large amplitude
signal but the time resolution is poor as larger path produces the large fluctuation
in signal arrival time. To address this issue of large timing fluctuation, concept of
multi-gap RPC (MRPC) is introduced[49]. The MRPC is a technique that allows the
induced signal from many small gas gaps to be read out in parallel. It is constructed
by a stack of resistive plates arranged in parallel, as shown in Fig.(A.6). The elec-
trodes are applied to the outer surfaces of top and bottom plates of stack while
intermediate plates are kept as floating and create a series of small gas gaps. A
strong electric field is generated in each sub-gap by applying a high voltage across
the electrodes. A charged particle passing through the RPC generates avalanches
in the gas gaps. As the glass plate acts as dielectric, the signal can be induced on the
pickup stripe by the movement of charge in any of the gas gap. Thus, the induced
signal becomes the sum of avalanches, created in the gas gaps. This improves the
efficiency of RPC given as ‘1 − (1 − ε)n’, where ε is efficiency of single gap RPC.
In addition, the timing resolution improves as σt/(n)1/2, where σt is the resolution
of single gap RPC. The resolution improvement is attributed due to the small gap,
which reduces the statistical variations.
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Figure A.6: Structure of multi-gap RPC with five gaps. This figure is adopted
from Ref.[49]

A.4 Types of RPC

RPCs are classified as trigger or timing [49] depending on their application in an ex-
periment. The timing RPC is required in time of flight (TOF) experiment to achieve
high resolution. Trigger RPC is used to detect the passage of minimum ionizing
particle (MIP) such as muons and thereafter signaling the other co-detectors and
their data acquisition systems to record the data. Large area RPCs with 2 mm sin-
gle or double gaps operated in avalanche mode provide 98% efficiency up to a
particle flux of several kHz/cm2. This type is used as a trigger RPC with time res-
olution of∼ 1 ns. For timing application, large area and small gap (0.2 to 0.3 mm)
RPC in multi-gap configuration is used. It provides an efficiency of 99 % and time
resolution of 50 ps.
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B.1 Answers to Questions Asked by the Referees

(Dr.Jayanta Mukherjee, IIT, Bombay and Dr.Yasuo

Aria, KEK, Japan)

Question 1. Does phase noise of fast and slow oscillators affect the phase coinci-
dence and performance of coarse and fine counters?

Answer 1. Yes, the impact of jitter (phase noise) will affect phase coincidence with
maximum error of +1 LSB and will be statistically marginal. The simulated value
of RMS period jitter over 1000 cycles is 0.3 ps and peak-to-peak jitter is 7.44 × 0.3
ps is 2.23 ps.
Case Study-
The input signals ‘start′ and ‘stop′ with time interval ∆ T (<Toscst), trigger the slow
and fast oscillator with time periods Toscst and Toscsp respectively. The time inter-
val between the first rising edges of slow and fast oscillator will be ∆T. On each
oscillation cycle, this time interval reduces by a step size of ∆Td(= Toscst − Toscsp),
which defines the LSB of time interval measurement. Therefore, at nth cycle, the
time interval is given as: - ∆T − (n×∆Td). Depending on the applied time interval
there may be two cases just before coincidence:

1. ∆T − (n×∆Td) = ∆Td: It shows that at nth cycle, the remaining time interval
between rising edges of oscillators equals to the LSB of measurement. This
leads to coincidence between the rising edges at (n+1)th cycle and at (n+2)th

cycle, the end of conversion (EOC) signal will assert with the help of leading
edge phase detector. Here, the maximum error of +1 LSB will be introduced
in the measured time interval between start and stop.

2. ∆T − (n × ∆Td)<∆Td: It shows that at nth cycle, the remaining time inter-
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val between rising edges of oscillators is less than the LSB of measurement.
This leads to direct leading of fast oscillator rising edge from the slow one
followed by the assertion of EOC signal.

The impact of peak-to-peak jitter of 2.23 ps may cause interchange between
case-1 and case-2 and thereby may affect the phase coincidence. However, the tim-
ing error will be maximum one LSB only. As jitter is statistical in nature, the actual
contribution will be insignificant.

Question 2. Impact of jitter on the performance of coarse and fine counter?

Answer 2. The impact of jitter does not introduce an error in the counts of coarse
and fine counters, as both the counters are stopped with one extra count by EOC
signal. The reduction in one extra count from both coarse and fine counters is in-
cluded in the conversion expression, explained on page no.119.

Question 3. Delay Lock Loops are explained in detail as an automatic delay cali-
bration method but unfortunately words on PLL are not so many. I want to see the
comparison between DLL and PLL?

Answer 3. In this work, the objective is to develop a power and area efficient low
noise Vernier TDC with simple and elegant design idea, catering millions of detec-
tor channels. The earlier reported Vernier TDC has employed PLL for frequency
stabilization of oscillators. This Vernier PLL based TDC has a design complex-
ity due to complex architecture of PLL and its stability issues. Also, from utiliza-
tion aspect of TDC in INO experimental setup, the PLLs have to run continuously
(without stopping) as neutrino events are random with low rate ( 100 Hz). It will
lead to production of heavy circuit noise and high power consumption. Therefore,
in this work, the elegant alternate to PLL is the implementation of digital calibra-
tion circuit with an accuracy of 3 ps, which provides the accuracy in measured time
interval.

In FLASH TDC, DLL has been used to stabilize the absolute delay of CBL
delay element across PVT variations and thereby maintaining the resolution. The
DLL is shared among 4 time stamping channels, thereby reducing the power per
channel to fulfill the power requirements. Also, the designed architecture has a
feature to accommodate the variations in CBL delay by off-chip reference voltage
with minimum value of 136 ps at 3.6 V supply voltage as an alternative option.
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Moreover, the DLL has superior performance over PLL as compared in Table (B.1),
based on the study of reported literature.

Table B.1: Comparison between PLL and DLL on various aspects

Phase Lock Loop (PLL) Delay Lock Loop (DLL)
VCO, complex loop filter, PFD are
key desiqn blocks

VCDL, simple loop filter, PD are key
desiqn blocks

Jitter Accumulation No Jitter Accumulation
High Order system First order system
Stability issues Highly stable
Hard to design Easy to design
Costly to integrate loop filter Easier to integrate loop filter
Less dependency on reference
clock signal

High dependency on reference clock

Easy frequency multiplication Frequency multiplication is difficult
Wide lock range Limited lock range
VCO can be implemented ele-
gantly

Delay element dependent

For Accurate frequency genera-
tion

For delay variation locking

Vernier, Direct counting, multi-
phase clock based TDC

Pulse shrinking delay line, differen-
tial delay line, Flash, Cyclic TDC etc.
almost all major work in TDC use
DLL

Question 4. Since the proposed circuit to be used in an ionizing environment as
discussed from page 14-19, whether the circuit is immune to ionizing radiations?

Answer 4. In the INO experiment, the proposed laboratory is underground with
rock burden of height 1 Km, which acts as a shield for total ionization dose and
SEU events. Also, the site is free from default radiation background and there is
no radioactive species in the rock of concern except 40K, which is negligible. The
presence of iron plates and RPC tray also work as a shield covers for the electronic
circuits. Therefore, radiation hard electronics is not required in INO experiment.
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