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SYNOPSIS

In controlled systems, errors are always inevitable during the measurement though

the measuring instruments are precisely calibrated to represent the true values. The

errors may broadly be classified as random errors and gross errors or ‘faults’. Random

errors, as the name suggests, are random in nature as neither the sign nor the magnitude

can be estimated with certainty. They cannot be completely eliminated but their ef-

fects can be reduced considerably with the use of filtering techniques and also with their

statistical properties. On the other hand, faults are unpermitted deviations that occa-

sionally arise in one or more of the characteristic properties of the components from the

acceptable, usual and standard conditions [34]. Faults, being either incipient or abrupt

changes in the parameters of the components, can appear due to either external or in-

ternal causes. Faults in system or process components including sensors, if not detected

and diagnosed, endanger the system reliability, reduce safety margins, activate safety

systems, cause operational upsets and establish the need for maintenance activities.

They can also cause off-specification production, increased operating costs, unnecessary

line shut-downs, and detrimental environmental impacts. Nevertheless, faults can be

detected from their reflections in the signals associated with the system. They should

be detected ‘early’ before they result into serious consequences.

Nuclear reactors are the best example for safety-critical systems and hence they have

stringent requirements for safety and economy. They use a large number of neutron

detectors placed both inside and outside the core for providing measurement signals to

the independent control and protection systems. For the efficient performances from

these systems, a scheme which can reduce the effects of random errors while eliminating

the faults is of utmost importance. Methods based on analytical redundancy can be

implemented to meet this need. Considering the complexity and inaccuracy involved in

the model-based and signal-based Fault Detection and Isolation (FDI) schemes [50, 79],

measurement data-based FDI schemes are promising.
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The neutron detector signals are corrupted by random noise because of the proba-

bilistic nature of the neutron flux hitting the emitter material of the detectors and other

factors related to operation of detectors [115]. Apart from random errors, the detec-

tors might also develop failures. Failures in detectors can be broadly classified as hard

failures (complete loss of signal, e.g., sheath failure) and soft failures or faults (signal

changes gradually or suddenly by a relatively small amount). Hard failures in detectors

can be easily identified and those detectors can be replaced. However, soft faults are

difficult to detect since they produce degraded signals over a period of time, because of

changes in the parameters resulting in changes in the sensitivity; improper calibration;

and systematic biases. These factors reflect as faults in their output signals.

Data Reconciliation (DR) technique, posed first in [45], exploits the spatial relation-

ships among the variables as constraints to obtain estimates for the true values of the

measurements, which are more accurate than the original measurements. For the cases

in which the process is almost steady and the linear relationships are not violated, a

linear steady-state DR is sufficient for random error reduction. The linear steady-state

DR problem can be formulated as follows:

In the presence of random errors, at a time instant k, the measurement vector y(k)

of variables is the summation of their true values x(k) and the corresponding random

errors ε(k), given by

y(k) = x(k) + ε(k), y(k) ∈ Rn, x(k) ∈ Rn, ε(k) ∈ Rn,

where it is assumed that x(k) and ε(k) are considered to be independent of each other

and there exists sufficient signal to noise ratio. According to steady-state DR, when all

the signals are fault-free, the estimates of the signals at a time instant k are obtained

ii
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by minimizing the function

min
x(k)

(y(k)− x(k))TΣ−1
ε (y(k)− x(k)),

s.t.

Ax(k) = 0,

where A represents the algebraic relationships among the variables, whose variance is

represented by the matrix Σε. The reconciled estimates of the true values of the signals

obtained from the above optimization problem are given by [65]

x̂(k) = y(k)−ΣεA
T (AΣεA

T )−1Ay(k).

The reconciled estimates x̂(k) are accurate as long as there are no faulty variables in

y(k). When faults are present, they should be detected and the faulty variables should

be eliminated for accurate DR.

An FDI system can be designed to monitor the mean value of either the adjustment

vector a(k) = y(k) − x̂(k) or the constraint residual vector r(k) = Ay(k) to take a

binary decision about the presence of fault(s). DR technique can be reformulated to

solve also for the faulty variables, if any, in y(k) [12]. The projection matrix concept

presented in [12] essentially separates the healthy and faulty variables in y(k) from

the above optimization problem and gives separate solutions. This DR based FDI is

efficient for sensor fault detection as it needs only the algebraic relationships (in the

form of constraint model A) among the sensors.

For ex-core detector applications, ion chambers are used in major reactors because

of their insensitivity to applied voltage, proportionality to the energy deposited and less

vulnerability to gas deterioration. Coming to in-core detector applications, Self Powered

Neutron Detectors (SPNDs) is more prevalent because of their small size, requirement

of simple electronics. Considering the complexity and the probable inaccuracy in the
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model of the reactor, FDI of the neutron detectors of the reactors can be attempted

with the help of a DR scheme powered by the constraint model A.

The objective of this thesis is to establish the effectiveness of the DR-based FDI of

neutron detectors of Advanced Heavy Water Reactor (AHWR) [103], which is a verti-

cal, pressure tube type, heavy water moderated and boiling light water cooled natural

circulation reactor, designed to generate 920 MW (thermal). Automatic regulation of

total reactor power as well as spatial control of power distribution in the AHWR are

carried out by the Reactor Regulating System (RRS) with the help of Regulating Rods

(RRs). There are two more independent systems for the protection of the reactor la-

belled as primary shut down system (SDS-1) and secondary shut down system (SDS-2).

RRS relies on ex-core ion chambers for the measurement of total reactor power in both

log and linear ranges and in-core Vanadium Self Powered Neutron Detectors (VSPNDs)

in linear range for measurement of zonal powers. Ion chambers can reflect the vari-

ations in the reactor flux in a prompt manner. Hence the DR and FDI are straight

forward. On the other hand, VSPNDs have inherent dynamics, which delay their re-

sponse significantly. However, the delayed nature can be compensated with the use of

a dynamic compensator, which uses the dynamic model of the VSPNDs. Apart from

bulk power control, functions such as monitoring spatial flux transients, flow changes in

coolant channels, reactivity device movements and ensuring peaking factors are within

analyzed safety limits are also required for large reactors like AHWR. These functions

are performed from the information about axial, azimuthal and radial flux distribution

obtained through an in-core VSPND based flux mapping and flux tilt control systems.

Hence, the neutron flux detector signals should be reliable, free from random errors and

any faults in these detectors should be timely identified.

As shown in Fig. 1, 9 ion chambers are placed in vault water around the calandria

vessel [103], in lattice tubes placed close to calandria. Hence, each ion chamber gives a

current signal proportional to the core leakage flux at its location, which is representative
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Figure 1: Schematic layout of ex-core ion chambers in AHWR.

of the core average flux. Ion chambers 1, 2 and 3 are for RRS; ion chambers 4, 5 and 6

are for SDS-1; ion chambers 7, 8 and 9 are for SDS-2; ion chambers 10, 11 and 12 are

the spare detectors respectively for RRS, SDS-1 and SDS-2.

VSPNDs are 200 in number, distributed in different layers in 32 In-Core Detector

Housings (ICDHs) at inter-lattice locations. Locations of ICDHs are shown in Fig. 2(a).

Each ICDH can accommodate up to 7 VSPNDs at Z1, Z2, Z3, Z4, Z5, Z6 and Z7

positions as indicated in Fig. 2(b). Only eight ICDHs, i.e., ICDHs numbered as 5, 8,

13, 14, 19, 20, 25 and 28 contain 7 VSPNDs each while the remaining 24 ICDHs contain

6 VSPNDs each.

When the reactor is in steady-state operation, a DR scheme supplied by the steady-

state algebraic relations (constraint model A) among the signals of ion chambers and

VSPNDs can be implemented for the minimization of random errors and elimination of

faults. This scheme can handle both the incipient and abrupt faults in the ion chambers

and VSPNDs. The static linear model A can be obtained through the data driven mod-
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Figure 2: (a) Cross-section of the AHWR core, showing the location of ICDHs
(schematic) (b) Placement of 7 VSPNDs along an ICDH in AHWR (all the dimensions
are in mm).

eling methods, e.g., Principal Component Analysis (PCA) [32] and Iterative Principal

Component Analysis (IPCA) [66]. PCA is used for dimensionality reduction such that

prominent variability in the data is captured with a lesser number of latent variables.

This method aims at splitting the multidimensional space of the multivariate data into

two subspaces namely the principal component subspace and the residual subspace that

respectively hold maximum and minimum variability in the data. The residual subspace

helps in identifying the process constraint model A, which is required for estimating the

covariances of the measurement errors of the variables and for DR and FDI analyses.

However, the order of the residual subspace, called as model order, is not known exactly

from the PCA. As an immediate consequence of this, FDI could become erroneous.

IPCA, an improved version of PCA, simultaneously estimates the constraint model AI
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with exact order of residual subspace and covariance matrix of measurement errors Σε.

To perform these functions, IPCA relies upon the concept of scaling of the data. How-

ever, the constraint model developed from either of these methods is expected to work

successfully for any data holding the same correlations among the variables as exhibited

by the training data.

For a well maintained process, faults more than one in number are very rare. How-

ever, the tests to detect the faults should be capable of detecting multiple faults. For

detecting the faults, threshold tests like k−sigma and sequential probability ratio tests

[128] are more popular due to their simplicity and ease of implementation. The outcomes

of these threshold tests are fault occurrence time and fault identification and localization

but they do not give any information regarding the magnitude of the fault. Therefore,

these tests are not utilized in the applications where on-line fault correction is essential.

Tests for single fault detection such as Global Test (GT) [85] and Measurement Test

[3]; and Nodal Test [55] were proposed in the early years of development of FDI. A

Generalized Likelihood Ratio (GLR) approach to the detection and estimation of jumps

in linear systems was developed by Willsky and Jones [127]. Narasimhan and Mah de-

veloped GLR method for steady-state systems [63], which can identify multiple faults.

Following these developments, Tong and Crowe illustrated the efficacy of Principal Com-

ponent test in fault detection in their work [113]. In this thesis, an Iterative Principal

Component Test (IPCT), which applies PCA on the measurement adjustments, has

been proposed. In this thesis, FDI tests such as GLR method, Iterative Measurement

Test (IMT) and IPCT have been considered alongwith DR scheme. Performance indices

such as detection and identification rates are computed when each of these methods are

used in combination with the steady-state DR. Indices such as average error reduction,

average adjustments made to the variables as a result of DR are also computed. These

indices are used not only for making a decision about the best suitable FDI scheme but

also for finding the effectiveness of the entire DR based FDI.
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Though the data-based models are very efficient for FDI, they are very sensitive to

the operating mode of the plant [123]. For example, although the ion chambers are

expected to give signals proportional to the core average flux, the signals of the 9 ion

chambers for RRS and SDSs are seldom equal. Their outputs differ from each other

due to differences in leakage flux at their respective locations, caused due to control

rod shadowing effects. Also, the core power distribution could be unsymmetrical due

to refuelling or xenon-induced spatial variations. Such regularly occurring variations

are, of course, not to be treated as faults in ion chambers. Accordingly, the DR and

FDI analysis should be made robust to such effects by proper tuning of PCA and IPCA

algorithms. It is highly desirable to test the applicability of DR based FDI to different

operating modes or transients of the reactor. The operating modes can be obtained

either from real-time reactor or from a simulated process. The simulated process gives

the wide-degree of flexibility in obtaining different operating transients representing the

reactor behaviour. Based on this, effectiveness of the DR based FDI of ion chambers

and VSPNDs of the AHWR can be carried out with their signal data simulated under

various operating transients of the reactor. However, the simulation requires a dynamic

model of the reactor obtained either through the first principles or through empirical

modeling.

AHWR, being a large reactor, necessitates a space-time kinetics modeling for ac-

curate determination of the space-dependent flux behaviour. Some of the modeling

methods are finite difference methods, coarse mesh methods, nodal methods, space-time

factorization methods, modal and synthesis methods, transverse integrated nodal meth-

ods and time integration methods [19]. Out of them nodal methods are promising with

respect to their formulations in terms of differential equations and computation time,

when they are used for control system studies. In this work, a nodal method aiming at

finding a model of reasonable order, has been adopted for AHWR so as to represent the

neutronic sensor signals as a function of local neutron flux [19].
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The large reactor spatial domain is partitioned into a large number of meshes. The

nodal fluxes are reconstructed [27] so that they represent the flux values in the rep-

resentative meshes. The fluxes at the VSPNDs are then simulated using the diffusion

coefficient weighted homogenization [23] of fluxes of the surrounding fictitious mesh

boxes. As the ion chambers sense the leakage flux from the nearby nodes, simulation of

their signals is carried out using a formulation based on the albedo boundary condition

[19]. The simulated flux values at the ion chambers and VSPNDs are compared with

those obtained from the quasi-static modeling of the static finite difference method to

validate the nodal model.

Simulations based on space-time kinetics modeling, in four representative situations

of reactor operation are considered. In one of the cases, the reactor power is assumed

to be unregulated while the signal to RRs is varied from the steady-state value, in

a preprogrammed manner. The other three cases correspond to typical operational

situations in which the reactor power is regulated by means of the RRS, but either the

demand power is changed or one coolant channel is being refuelled on-power, or the closed

loop system is experiencing xenon-induced spatial instability. In all these cases, signals

of all the 9 ion chambers belonging to regulating and protection systems are generated

and in order to represent realistic behaviour, a noise having Gaussian distribution and

standard deviation of 0.2933 mA has been added to the computed values. The added

noise is equivalent to 2% random fluctuations around the full power steady-state. Some

of these data are used in the PCA and IPCA algorithms to obtain the constraint model

and standard deviation of measurement errors, while the remaining data are used for

evaluation of the performance of the proposed DR and FDI schemes. However, IPCA,

owing to its mathematical advancements, is preferred over PCA in the control of the

reactor. Faults (some deviations) are sequentially introduced in the signals of some

of the ion chambers and the effectiveness of the DR based FDI is established. Among

different FDI techniques considered, IPCT is proven to be efficient in terms of the chosen
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performance indices, hence it is recommended to be used with the DR. The constraint

model developed under one transient is proven effective to be used for the data of other

transients provided the steady-state relationships are not violated. The implementation

of the proposed IPCA based scheme for DR and FDI in the control of the reactor has

been elaborated.

For the case of VSPNDs, same levels of noise as considered for the case of ion

chambers are considered. VSPND data is generated during some of the above four

representative situations. Generally, in a plant with many detectors, the constraint

model developed on all the detectors is not consistent as a result of varying correlation

patterns among the detector signals in the course of a transient. This situation leads

to infeasible performances from DR and FDI schemes reflected in their indices. The

control systems deployed in nuclear reactors can keep the global power at the desired

set poin, however it and might fail to maintain the desired flux shape within the core.

This leads to inconsistent algebraic relationships among the VSPND signals, which are

strong functions of the local core flux. This prohibits the use of steady-state DR coupled

with FDI for VSPNDs. However, even during the transients, significant performances

can be extracted from the DR and FDI schemes, when applied on the set of VSPNDs

with consistent correlation structures.

Clustering is the task of grouping the most similar objects or variables into a group

or cluster such that intra-cluster variables are more similar to each other than to those

in other clusters. Hence, the VSPNDs may be grouped into different clusters based on

their correlations. DR and FDI analyses performed on each cluster are expected to be

effective. The k−means algorithm [53] in non-hierarchical or centroid-based clustering

is the mostly used method by the practising engineers [81]. In applications like FDI, it is

the variables, rather than the items that must be grouped. In this thesis, the k−means

algorithm is used for clustering the VSPNDs. DR and FDI analyses are performed on

one of the clusters with its own constraint model, when faults are introduced in some of

x
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the VSPNDs. When the signals possess similar algebraic relationships under the action

of spatial control, the constraint model of the cluster remains the same and can be used

for DR and FDI of other data sets.

When the reactor is in transient state, since the steady-state relations are no longer

trusted for FDI, dynamic models of the ion chambers and VSPNDs can be used for the

detection of at least abrupt jumps (additive biases) in the signals arising from faults.

Model based FDI techniques possess inherent capability of fault detection, even during

transients, though their performance would be strongly dependent on the accuracy of

the model [50]. To overcome the limitations of threshold testing based FDI schemes,

a GLR based FDI scheme relying on the temporal redundancy in the data is proposed

in [127, 128]. This scheme gives all the information regarding the fault, i.e., fault oc-

currence time, fault location and magnitude of the fault, but at the cost of increased

computational effort. Therefore, it is further modified [64] to reduce its computational

burden so that it can be used for on-line FDI and fault compensation and correction

efficiently. The on-line implementation of GLR based FDI scheme requires prior knowl-

edge of probable fault modes (state jump, state step, sensor jump, sensor step, hard-over

actuator or sensor, increased actuator or sensor noise, dynamic shift etc.) and associ-

ated fault signature matrices of the system for which it is designed [64, 127, 128]. A

Kalman filter based dynamic compensation for the VSPNDs with unknown input has

been evolved such that it also performs FDI using GLR method. In other words, a hy-

brid scheme can be developed which can dynamically compensate the VSPND signal for

promptness; minimize the random errors through Kalman filter; and perform detection

and diagnosis of the faults with GLR method. The efficacy of the method has been

validated from simulations.
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Synopsis

Some important contributions of the thesis are as follows:

1. The space-time kinetics model of the AHWR has been extended to include the

determination of the signals from the ion chambers and VSPNDs whose responses

are the functions of the neutron fluxes at their respective locations.

2. The effectiveness of the DR based scheme for FDI has been established under var-

ious simulated operating transients, which the reactors generally undergo. It was

revealed that the constraints model developed during one transient has success-

fully worked for other transients, provided the reactor is in steady-state. This kind

of procedure for knowing the accuracy characteristics of the neutron flux detectors

is the first attempt in the field.

3. The IPCT, which is a modified version of the conventional principal component

test, has been proposed in this work. This test proved to be efficient among its

counterparts.

4. The GLR based scheme that simultaneously compensates for the slow response of

the VSPNDs and performs FDI is also proposed in this work.

The conclusions from the work are:

• The effectiveness of the DR based scheme for the FDI of ion chambers and VSPNDs

of AHWR has been established. Constraint models developed from time-series

data of the detectors during an operating mode of the reactor have been used for

other operating modes involving similar correlation pattern among the signals. The

scheme exhibited desired performances in all cases, when the constraint relations

among the signals do not vary.

• For VSPNDs, clustering-based DR and FDI has been found to be efficient.

• The IPCT, which is the outcome of this thesis, also proved to be efficient. It can

be used for the FDI of the real-time systems.
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• The model based FDI based on the Kalman filter also performed well. The scheme

was found to compensate the slow response of the VSPNDs, while successfully

aiding in the FDI. This unique feature of the scheme may be of future use in the

field of control systems.

Possible future extensions of the work would be:

• An Augmented State Kalman Filter, which uses the spatial relationships alongwith

the dynamic models of the VSPNDs, can also be developed for FDI.

• Based on the dynamic model of the AHWR, a Dynamic Data Reconciliation

scheme for the FDI of the detectors can also be implemented in future.
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ū Input vector in state-space formulation

u Vector of faulty measurements

U Matrix of ordered set of eigenvectors

U1 Eigenvectors of principal component subspace

U2 Eigenvectors of residual subspace

Vi VSPND with number i, i = 1, ..., 200

V̄ Volume

V Matrix of right singular vectors in singular value decomposition

w Process noise vector

x̄ State vector

x̄(i) State vector for a VSPND i

x Vector of true values of measured variables

˙̄x Time derivative of x̄

x̂ Estimated value of x

X Xenon concentration

y Scalar measurement

y Measurement vector

Y Measurement data matrix

Y s Measurement data matrix scaled in IPCA algorithm

Z Number of nodes in core region

Zi Layer i in an ICDH

Z̄i Principal component i

xxvi



Vidya Sagar Yellapu: Data Reconciliation Based Scheme For Sensor Fault Detection

α Level of significance for false alarms, which is 0.05

β̄ Modified level of significance for IMT

β Effective fraction of delayed neutrons

βi Fraction of delayed neutrons of ith group precursors

δk,l Kronecker delta which turns unity when k = l

η State variable in in state-space formulation of VSPND

γ Fractional yield

Γ Input matrix in discrete domain

λi Decay constant of ith group precursors

µi Eigenvalue i

ν Mean number of fission neutrons

ω Coupling coefficient between nodes

φ One-group neutron flux

φC Per-unit value of the neutron flux

φIC Per-unit value of the neutron flux at the ion chamber location

φV Per-unit value of the neutron flux at the VSPND location

φg Neutron flux in energy group-g

ψ FCT statistic

Φ State transition matrix

Π Permutation matrix

ρh Reactivity in node-h

σ Vector of standard deviations

σ Microscopic cross section

σ0 Variance of measurement adjustments from DR

xxvii



Nomenclature

σj Auto-covariance of measurement adjustments with lag index j from DR

Σ Macroscopic cross section

Σ12 Scattering cross section from group-1 to group-2

Σ21 Scattering cross section from group-2 to group-1

Σag Absorption cross section for energy group-g

Σfg Fission cross section for energy group-g

Σ Covariance matrix

θ̂ Estimated instant of bias occurrence

τ Time constant of 52
23V

θ Instant of bias occurrence

ε Vector of random measurement errors

υ Mean velocity of neutrons

υg Mean velocity of neutrons in energy group-g

ϕ FDT statistic

ϑl Control signal applied to the lth RR drive

ξ̄ Set of innovations in a time window of Nf samples

ξ Innovation vector

ζ State variable in Kalman filter

Operations

A−1 Inverse of A

AT Transpose of A

Superscripts

0 Initial value

−1 Inverse Operator

xxviii



Vidya Sagar Yellapu: Data Reconciliation Based Scheme For Sensor Fault Detection

(c) Corrected value

(f) Component corresponding to fault condition

(i) Corresponding to VSPND Vi, i = 1, ..., 200

(h) Component corresponding to healthy condition

pu per-unit value

T Transpose Operator

κ Iteration index

Subscripts

1 Fast group

2 Slow group

a Absorption

a Measurement adjustments

C Core average value

d Statistics with maximal power in IMT

f Fission

g Energy group

i|j Conditional estimate at instant i, when measurements up to instant j are available

I Iodine

IC Ion chamber

k Sampling instant k in discrete domain

p Healthy measurements

p Error in the state estimate

ru Rank of unmeasured signals

r Constraint residuals

xxix



Nomenclature

u Unmeasured variables

u1 Independent unmeasured signals

u2 Dependent unmeasured signals

x True values

X Xenon

y Measured values

ε Measurement errors

ξ Innovations

Other Notations

cov[a, b] Covariance of variables a and b

exp{.} Exponential function

E[.] Expected value

f(.) Probability density function

N (.) Normal or Gaussian distribution

Pr{.} Probability

R Real space

svd(.) Singular value decomposition

sup Supremum value

λ(.) Generalized likelihood ratio

xxx



Chapter 1

Introduction

A system is a meaningful interconnection of many subsystems or components. For

improving the performance and reliability of controlled systems, a set of measurement

signals of potential interest are used for feedback control, monitoring, protection and

estimation. However, in general, a measurement represents the true value to certain

limited precision. In the process of approximation, errors are always inevitable though

the measuring instruments are precisely calibrated to represent the true values.

The signals might always contain high frequency components called random errors,

contributed by slight variations in operating conditions of the components and other

probabilistic phenomenon. As the name suggests they are random in nature as neither

the sign nor the magnitude can be estimated with certainty. Random errors cannot

be completely eliminated but their effects can be reduced considerably with the use

of filtering techniques and also with the use of their statistical properties as each out-

come of the random error has a certain probability of occurrence. On the other hand,

unpermitted deviations may also occasionally arise in one or more of the characteristic

properties of the components from the acceptable, usual and standard conditions. These

deviations are termed as ‘faults’ [34]. Faults, being either incipient or abrupt changes in

the parameters of the components, can appear due to either external or internal causes.

External causes can be environmental influences on the components. Internal causes
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may include miscalibration, wear and tear, overheating, leaks, ageing and poor main-

tenance etc. Faults in system or process components including sensors, if not detected

and diagnosed, reduce safety margins, establish the need for maintenance activities,

endanger the system reliability, activate safety systems and cause operational upsets.

They can also cause off-specification production, increased operating costs, unnecessary

line shut-downs, and detrimental environmental impacts. Usually faults can be detected

from their reflections in the signals associated with the system. However, they should

be detected early before serious consequences.

The total error which is the difference between the true and the measurement values

is contributed by both random errors and faults. In case of safety-critical control sys-

tems, apart from random error filtering, there is an intense need for timely detecting and

locating the faults. Three Mile Island and Chernobyl accidents are the best examples

demonstrating this need. Human operator should be timely provided with the informa-

tion regarding the faults and there should not be any operator error in taking the safety

actions. However, taking random errors and faults into consideration, it can be said

that a reliable system that automatically takes care of operators’ duties is of utmost im-

portance. Some data processing techniques may be used in such a system for achieving

this objective. In the early ages, analog and digital filters were designed for dealing with

random errors. Faults were dealt by limit checking in which the measured data and their

rate of change are checked to know whether they are in prescribed limits. Traditionally,

univariate Statistical Process Control tests are also applied on individual variables for

reducing the effects of faults. However, these tests are applied on each individual mea-

surements and not on all measurements together, hence, the interrelationships among

the variables are not exploited for improving the accuracy.

The problem of detecting and finding the location of faults is referred to as Fault

Detection and Isolation (FDI) in which fault detection is followed by fault isolation. A

Fault Detection and Diagnosis (FDD) involves, alongwith FDI, also the determination
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of magnitudes and sources of faults. It may be noted that hereinafter the term ‘FDI’

is predominantly used, when generic concepts such as fault detection, isolation and

estimation of magnitude and sources of faults are referred. It may also be noted that the

use of the term ‘FDI’ is continued for the techniques capable of finding the magnitude

of the fault, for the sake of alleviating the switching between the terminologies (FDI

and FDD). FDI is regarded as the number one problem that needs to be solved in many

industries such as petrochemical, pharmaceutical, power and so on, as it minimizes the

losses due to accidents [121].

Significant development in the field of process automation in the last four decades

led to improved product quality with increased economy. Process automation allows

to obtain measurement data at high frequency for the purposes of control, protection

and optimization. It significantly avoids errors in manual recording. The so obtained

large measurement database can be exploited for further improvement in the accuracy

of the data with the help of analytical redundancy. A simplified scheme of process

automation can be seen in Fig. 1.1. Process automation integrates the tasks of control

and supervision into the process operation. Control systems are applied to make the

process meet the specified requirements. They may also involve random error filtering.

Supervision includes monitoring the system for abnormal operations; detection of faults

in one or more components, finding the locations, magnitudes and sources of faults.

The supervision system obviates the human operator from the process, hence erroneous

counteractions with respect to partial shut-downs of the process and re-scheduling the

feedback control, can be avoided in case of operator errors. For example, after a fault

is detected and isolated by the FDI scheme, the supervision scheme reconfigures the

feedback control action by replacing the faulty feedback components, i.e., either sensors

or actuators by their substitutes, which are the duplicate devices or the techniques for

performing the similar operations. If the faulty component is a sensor, estimate of its
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Figure 1.1: A simplified scheme of process automation [34].

signal is used for reconfiguration; and if the actuator is faulty, an identical and healthy

or a substitute actuator is used. Therefore, the supervision scheme should encompass

most reliable FDI systems for right counteractions in case of faults.

An FDI scheme is realized by either hardware redundancy or analytical redundancy.

In hardware redundancy, many similar components instead of one and performing the

same function are deployed. Their responses are checked for consistency and the com-

ponents not obeying the consistency are faulty. However, the fault detection becomes

ambiguous when two or more signals are drifting in the same direction. In addition,

reconstruction of the redundant signals is also not possible. The major drawbacks of

hardware redundancy are the extra equipment and maintenance cost, as well as the ad-

ditional space required to accommodate the equipment. In analytical redundancy, more

information is embedded into the supervision scheme in the form of either quantitative

models (mathematical models or interrelationships among the variables) or qualitative

models. These models facilitate in more efficient FDI. Analytical redundancy helps also

in improving the accuracy by reconstruction of the redundant signals. So, it is prefer-

able to employ analytical redundancy alongwith the hardware redundancy for efficient

control, monitoring (supervision) and protection systems in safety-critical processes.
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The FDI methods can either be quantitative model-based, qualitative model-based

or process history-based, as will be explained in Section 2.1. In all these methods,

the FDI system, based on analytical redundancy, generates discrepancies between the

normal operation of the system and the actual behaviour. These discrepancies function

as features to recognise the existence of faults or anomalies responsible for deviations.

A suitable fault testing scheme, which tests the features, needs to be chosen based

on the FDI technique adopted among the above classification, i.e., either quantitative

model-based, qualitative model-based or process history-based methods. This scheme

should mainly possess the characteristics such as quick detection of faults, minimum

misclassification, robustness to noise and uncertainty, and efficient computational ability.

The criterion for selection of a testing scheme, out of many, may be the fraction of

the erroneous detection or identification of the faults. A test leading to less erroneous

detection or identification of faults is to be selected. It should be noted that quantitative

model-based and process history-based methods only are in the scope of this thesis.

Data Reconciliation (DR) is a technique based on analytical redundancy and adjusts

the measurements such that the adjusted measurements satisfy the interrelations among

the variables or a constraint model obtained either with quantitative model-based or

process history-based methods. The adjusted measurements are more accurate than the

original measurements, provided that there are no faults in the variables. However, if

faults are present, erroneous adjustments are made to the variables as a result of faults.

If the process is in steady-state, the reconciliation of the measurements alone is sufficient

to bring enhanced accuracy. On the other hand, if the state of the process is dynamic,

the reconciliation has to be done based on the dynamic model of the process. It should

be noted that irrespective of the type of DR technique (whether static or dynamic),

FDI techniques should function in a coordinative manner with DR for improving the

accuracy of the measurements.
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When compared to other industries listed earlier, viz., petrochemical, pharmaceuti-

cal, power and so on, FDI in nuclear reactors is a more crucial task, since they have

stringent requirements for safety and economy [50]. In reactors, neutrons are absorbed

in the fissile nuclei present in the core and lead to the birth of new neutrons. The ratio

of neutrons generated to those absorbed in the preceding generation is called multipli-

cation factor. The relative change in the multiplication factor is called the reactivity,

denoted by ρ. The reactor is called sub-critical, critical or super-critical respectively,

when the ρ has the values lesser than, equal to or greater than 1. Reactor power can be

raised by increasing the value of ρ and lowered by decreasing the value of ρ. The reactor

power typically ranges from 1× 10−9% Full Power (FP) to 120% FP. However, being an

unstable system, the nuclear reactor may become super-critical at any stage right from

the reactor start-up. If it is left uncontrolled, the reactor may reach dangerous operat-

ing conditions posing threat to the safety and environment. However, the instantaneous

fission power generated in the reactor is readily known from neutron flux, which is the

number of neutrons per unit volume moving with a certain speed or number of neutrons

travelling past a surface of unit area per second. Since a single detector cannot cover

entire power range of the reactor (of the order of 1014), different detectors are envisaged

for the source range, intermediate range and power range. These ranges vary typically

from 1× 10−9% FP to 1× 10−3% FP, 1× 10−5% FP to 1× 10% FP and 1% FP to 120%

FP respectively, ensuring sufficient overlap between successive ranges. Again, a large

number of neutron flux detectors are used in each range.

In large reactors, the detectors for power range are placed both inside and outside the

core for better monitoring and protection functions. The ex-core detectors, which are

outside the core, sense the leakage flux from the core which is proportional to the core

average flux or global flux. The ex-core measurement information is used not only for

performing control of the thermal power but also for different monitoring and protection

functions. Apart from this, functions such as monitoring spatial flux transients, flow
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changes in coolant channels, reactivity device movements and ensuring that peaking

factors are within analyzed safety limits, are also required in large reactors. These

functions are performed from the information about axial, azimuthal and radial flux

distributions obtained through an in-core detectors (those placed within the core) -based

flux mapping system.

Ex-core detectors are calibrated based on the steam flow rate. Ion chambers are used

in major reactors because of their insensitivity to applied voltage, proportionality to the

energy deposited and less vulnerability to gas deterioration. Faults in ion chambers are

due to factors such as humidity, gas leakage, operating pressure, temperature, vibration

and mechanical shocks, and degradation of the insulation cables [1, 44]. In addition to

occasional faults, the ion chamber signals also contain random errors, contributed by

slight variations in operating conditions of the ion chambers and probabilistic nature of

the neutron interactions with the detector materials. Coming to in-core detector appli-

cations, Self-Powered Neutron Detectors (SPNDs) are more prevalent because of their

small size, and requirement of simple electronics. Accurate signals from SPNDs, which

are placed at strategic locations within the core, can help in successful implementation

of both the flux mapping systems and flux tilt control. However, these SPND signals are

corrupted by random noise because of the probabilistic nature of the neutron flux hit-

ting the emitter material of the SPNDs and other factors related to operation of SPNDs

[115]. Apart from random errors, these SPNDs might also develop failures. Failures

in SPNDs can be broadly classified as hard failures (complete loss of signal, e.g., due

to sheath failure) and soft failures or faults (signal changes gradually or suddenly by

a relatively small amount). Hard failures in SPNDs can be easily identified and those

SPNDs can be replaced. However, faults are difficult to detect since they produce de-

graded signals over a period of time, because of changes in the parameters, which lead

to changes in the sensitivity; improper calibration; and systematic biases. These factors

reflect as faults in their output signals from the respective nominal values. Apart from
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random errors and faults, the response of SPNDs is significantly delayed because of the

inherent dynamics when materials like Vanadium are used as emitter. The Vanadium

SPNDs (VSPNDs) are generally preferred because of better life span, simple response

characteristics, ease of handling the replaced VSPNDs etc. The delayed nature can be

compensated with the use of a dynamic compensator, which uses the dynamic model of

the VSPNDs.

Random errors and faults in ion chambers may lead to erroneous inferences about

the operation of the reactor. This in turn would cause degradations in the performances

from control, monitoring and protection systems. Similarly, they make the SPND signals

inaccurate, which results in degraded performance of flux mapping and flux tilt control

systems. Therefore, the ion chamber and SPND signals should be very much reliable

such that random errors are filtered and any faults are timely identified.

For the detection of incipient faults in ion chambers and SPNDs, a dynamic model-

based FDI can be implemented in which all the dynamics of the reactor and the detectors

are included. Estimation of signals may be performed with the help of a Kalman filter.

This formulation of the problem is referred to as the dynamic DR-based FDI since

it uses the dynamic models. For the successful implementation of this scheme, the

dynamic models should be so accurate that even the faults of small magnitudes are

timely detected. However, it is extremely difficult to develop such an accurate model

when the complexity of the model increases as in the case of large reactors.

In this context, considering the limitations of model-based FDI in nuclear reactors,

the role of a data-based FDI system not relying on the dynamic models is very much

significant. When the reactor is in steady-state, a steady-state DR scheme can be

implemented on the detector signals. This scheme can handle both the incipient and

abrupt faults in the ion chambers and SPNDs. This scheme may be of great use for

FDI of ion chambers, since ion chambers provide gross information on the core average

flux and are least affected by the local flux variations in the core. Steady-state algebraic

relations (constraint models) among ion chamber signals can be obtained, which can
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further be used for DR and FDI.

Generally, in a plant with many detectors, the constraint model developed on all the

detectors is not consistent as a result of varying correlation patterns among the detector

signals in the course of a transient. This situation leads to infeasible performances from

DR and FDI schemes reflected in their indices. The control systems deployed in nuclear

reactors maintain the global power at the desired set point and the operating flux close

to the desired flux shape within the core, but during transients, the operating flux might

deviate from the desired flux shape for several hours. This leads to inconsistent algebraic

relationships among the SPND signals, which are strong functions of the local core flux.

This prohibits the use of steady-state DR coupled with FDI for SPNDs. However,

even during the transients, significant performances can be extracted from the DR and

FDI schemes, when applied on the set of SPNDs with consistent correlation structures.

Hence, the SPNDs may be grouped into different clusters based on their correlations

such that DR and FDI analyses performed on each cluster are effective.

However, one drawback of the process history-based models is that they are very sen-

sitive to the operating mode of the plant. It is highly desirable to test their applicability

to different operating modes of the plant [123]. The operating modes can be obtained

either from real-time process or from a simulated process. The simulated process gives

the wide-degree of flexibility in obtaining different operating modes representing the sys-

tem behaviour. The simulation requires a dynamic model of the process obtained either

through the first principles or through empirical modeling. In the perspective of FDI of

neutron detectors of a nuclear reactor, as considered in this thesis, the dynamic model

should also include the determination of signals from the neutron detectors. Once the

reactor behaviour under different transients is simulated with the help of such a model,

covariance models can be built from the operating data under healthy conditions for

facilitating FDI during actual run of the reactor.
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In this thesis, the FDI schemes have been tested on the neutron detectors of the

Advanced Heavy Water Reactor (AHWR) [103]. AHWR is a vertical, pressure tube

type, heavy water moderated and boiling light water cooled natural circulation reactor,

designed to generate 920 MW (thermal) power. AHWR core is very large in radial di-

mensions as a result of which, situations such as flux-tilt and variation of the transient

flux shape are possible. Hence, ex-core ion chambers and in-core VSPNDs in a large

number are used for control, monitoring and protection of the reactor. A detailed (non-

linear) mathematical model of AHWR is developed for the simulation of measurement

data from the ion chambers and VSPNDs. The effectiveness of the DR has been estab-

lished through simulations performed on the simulated measurement data with the help

of different FDI schemes capable of detecting multiple faults.

However, when the reactor is in transient state, since the steady-state relations are

no longer trusted for FDI, dynamic models of the ion chambers and VSPNDs can be

used for the detection of atleast the abrupt jumps (additive biases) in the signals arising

from faults. This later scheme can be of use with VSPNDs. Using the dynamic models of

VSPNDs, a random error filtering technique coupled with an FDI scheme can be devel-

oped, which also compensates for the slow response of the VSPNDs. A hybrid scheme,

which dynamically compensates the VSPND signal for promptness; minimizes the ran-

dom errors through Kalman filter; performs FDI; and corrects the faulty measurements

on-line has also been proposed in this thesis. The performance of the proposed strategy

is established through simulations using the mathematical model of AHWR.

Note that the steady-state DR and FDI; and Kalman filter-based FDI in this thesis

are performed based on sampled data since the controllers and protection systems in

modern nuclear reactors are based on digital or discrete-time control theory. Hence, a

discrete-time, as opposed to a continuous-time, Linear Time-Invariant (LTI) system also

has been considered for the Kalman filter-based FDI.
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Objectives of the Thesis

In large reactors like AHWR, there is an adequate degree of hardware redundancy in

the neutron detectors to ensure that faults do not hamper the intended functionality.

For example, each of the control, monitoring and protection systems are provided with

more than two ion chambers and the signal that deviates considerably from the signals

of other detectors is rejected. As there are redundant detectors, analytical redundancy

among these detectors can be derived for the purpose of cross-checking of the data of

the detectors or to continuously monitor the detectors for occurrence of faults and to

isolate the faulty reading. The main objectives of the thesis are:

• to develop a mathematical model of AHWR for the simulation of measurement

data of the neutron detectors as this data helps in the FDI of the detectors. This

is required since the applicability of constraint models is affected by the operating

mode of the reactor. For example, ion chamber signals may considerably differ

from each other during occurrence of flux-tilt in the reactor.

• to work out a best FDI scheme capable of detecting multiple faults.

• to investigate the effectiveness of the steady-state DR scheme for the FDI of both

the ex-core and in-core neutron detectors of AHWR under different operating

transients of the reactor.

• to examine the effectiveness of DR-based FDI when applied to a cluster of VSP-

NDs with consistent correlation. This is important, since the constraint model

developed on all the VSPNDs as a whole may not be consistent while the mod-

els developed on different groups of VSPNDs may be consistent during various

operating transients of the reactor.

• to test the performance of the Kalman filter-based FDI of VSPNDs.
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Contributions of the Thesis

The contributions of the thesis are as follows:

1. The space-time kinetics model of the AHWR has been extended to include the

determination of the signals from the ion chambers and VSPNDs whose responses

are the functions of the neutron fluxes at their respective locations.

2. The effectiveness of the DR-based scheme for FDI has been established under var-

ious simulated operating transients, which the reactors generally undergo. It was

revealed that the constraint model developed during one transient has successfully

worked for other transients, provided the reactor is in steady-state. This kind of

procedure for knowing the accuracy characteristics of the neutron flux detectors is

the first attempt in the field.

3. The IPCT, a modified version of the conventional Principal Component test, has

been proposed in this work. This test proved to be efficient among its counterparts.

4. A scheme that simultaneously compensates for the slow response of the VSPNDs

and performs FDI is also proposed in this work. This scheme also corrects the

signals for faults online.

The developed techniques are of use to the nuclear power sector and any other field

interested in the sensor fault detection.

Organisation of the Thesis

The rest of the thesis is organised as follows. Chapter 2 presents the literature survey

on fundamental FDI methods, DR, FDI tests, data driven methods for constraint model

development and FDI, clustering of the data, modeling of the AHWR and model-based

FDI. It may be noted that Chapter 2 is aimed at the techniques that are of use in DR-

based FDI and Kalman filter-based FDI. In Chapter 3, general approaches for the data
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driven modeling, data reconciliation and FDI techniques are presented. Chapter 4 gives

the detailed modeling of the AHWR; principle of operation, constructional details, fault

modes and locations of both ex-core ion chambers and in-core VSPNDs; and methods for

the generation of signals from these ion chambers and VSPNDs. In Chapter 5, the results

of the steady-state DR-based FDI scheme are presented when applied on ion chambers

and VSPNDs of AHWR. In Chapter 6, a model-based scheme has been proposed for the

simultaneous response time improvement and the FDI. Chapter 7 draws the important

conclusions from the work and presents the future scope.
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Literature Survey

This chapter presents some of the literature on various key concepts involved in the

solution for FDI of ion chambers and VSPNDs. The survey includes fundamental FDI

methods, DR, data driven modeling techniques, FDI tests that are suitable to be used

with DR, clustering of the data, modeling of nuclear reactors and model-based FDI for

VSPNDs. However, the survey is not intended to be exhaustive.

2.1 Fundamental FDI Methods

This section provides an overview of FDI methods across the broad spectrum of ap-

proaches using analytical redundancy. FDI basically involves methods for detecting and

diagnosing the faults. There are different approaches for detecting and diagnosing the

faults, the major difference being the knowledge used for formulating the diagnostics.

All the FDI methods compare the actual measurements with the predicted measure-

ments for the generation of features, which are thus used for the detection and diagnosis

of faults. The diagnostic approaches differ from one another by the theory behind the

‘prediction’ of the measurements. They can be based either on a priori knowledge or

empirical formulation. The approaches that use a priori knowledge are called as the

model-based methods, and the latter are called as the process history-based methods

in which case the models may not have any direct physical significance. The detailed

classification of FDI approaches is shown in Fig. 2.1.
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Figure 2.1: Classification of FDI methods

The model-based methods can again be classified as the quantitative model-based

methods and qualitative model-based methods. Quantitative model-based methods de-

pend on first-principles model or equations obtained after mathematical analysis of the

process. They use either detailed or simplified models [59, 121]. In general, every physi-

cal system can be represented by a non-linear dynamic model, which is a detailed model.

The simplified models can be represented by steady-state, linear dynamic models.

For the systems approximated by linear dynamic models, a Kalman filer algorithm

[41, 58] can be implemented which performs FDI by estimating the ‘state’ of the system.

Any discrepancy between the actual measurements and the estimated measurements

(functions of estimated state) indicate the existence of faults. The Kalman filer works

in the presence of uncertainties in the dynamic model and the measurements and it

predicts and update the state estimates in a recursive manner. In other words, it uses

only the present measurements and the previously calculated state and its uncertainty

matrix; no additional past information is required. Extensions to the Kalman filter have

also been developed, such as the Extended Kalman filter and the Unscented Kalman

filter, which work on non-linear systems [39, 94].
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Quantitative models have an advantage in modeling the transient behaviour of the

systems more precisely than any other modeling technique. The estimation and the

FDI of signals is most accurate, when the quantitative models are properly formulated.

However, the formulation is not only complex and cumbersome but also computationally

intensive. Their effectiveness reduces when the non-linear systems are approximated as

linear systems. Modeling uncertainties also limit the application of these methods.

In addition, model-based FDI schemes should be initially tuned for the detection and

isolation of each anticipated fault. Any shortcoming in this process doesn’t guarantee

the detection of unexpected faults. In addition, these models should manage noises,

disturbances and modeling uncertainties, for being effective. However, these problems

may be overcome with powerful computational ability and linear nature of the process.

Qualitative models use qualitative relationships or knowledge bases to draw conclu-

sions regarding the state of a system and its components [122]. Qualitative model-based

methods include rule-based and qualitative physics-based systems. Rule-based systems

may be categorized as those based on expert rules (human experience with the process is

used to derive rules), rules derived from first principles, and those based on limit checks,

which can be viewed as a limiting case of rule-based systems. In expert systems, com-

puter programs mimic the cognitive behaviour of human experts who solve problems in a

particular domain. The previous human experiences with the abnormalities can be used

to generate if-then-else rules that relate a set of observations with specific causes. The

programs contain such if-then-else rules and an inference engine, which searches through

the knowledge base to derive conclusions. The set of these rules grows substantially with

the behavioural complexity of the system. The expert systems have no understanding

of the underlying physics of the system. This makes them fail for the cases in which

there is a new condition not defined in the knowledge base [83]. However, the knowledge

base can be updated with the experience newly encountered [84]. Rule-based systems

based on first principles use reasoning about the cause and effect relationships. They
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aim at identifying functional changes, which resulted in malfunctioning of the process

[15, 83, 120]. Fault tree analysis, which also needs a complete understanding of the

system, can also be constructed by asking questions such as what could cause a hazard

[25]. Qualitative physics, which only requires a nominal information about the pro-

cess, employs a common sense reasoning [35, 42, 101]. The drawbacks of qualitative

models are that (i) they are specific to a given system; (ii) difficulty to set-up and test

the applicability of rules; and (iii) they depend on the expertise and knowledge of the

developer.

Process history-based models employ empirical modeling based on input and output

data from the plant [123]. However, output data is sufficient for the detection of faults

in sensors. In these models, some transformations are performed on the data to obtain

parameters or features for FDI. Process history-based models may be classified as black-

box models when the features have no physical significance, and grey-box models that

use first principles or engineering knowledge to specify the mathematical terms in the

model, and the features have some physical significance. For black box models, various

statistical and non-statistical methods are used to develop the relationship between in-

puts and outputs. Extensive survey of statistical methods is presented in Section 2.3.

Non-statistical methods include artificial neural networks and other pattern-recognition

methods. Examples of grey-box modeling techniques are linear or multiple linear re-

gression carefully performed for retaining the physical significance of terms appearing

in the models. Process history-based models are well suited to problems where there is

abundant data and development of first principles model is not only complex but also

involves non-realistic assumptions. The drawbacks are that these models cannot be used

to extrapolate beyond the range of the training data, and are specific to the system for

which they are trained. As stated in Chapter 1, quantitative model-based and process

history-based methods only are in the scope of this thesis.
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2.2 Data Reconciliation

DR technique is widely used in the field of chemical engineering. It was developed to

improve the accuracy of measurements by reducing the effect of random errors. It makes

use of a constraint model to obtain the reconciled estimates of signals, by adjusting the

measurements so that they satisfy the constraints. This problem was first posed by

Kuehn and Davidson in [45], where the analytical solution for a linear material balance

problem is obtained. This is further discussed in [118, 119] with respect to the cases

involving some unmeasured variables. It is elaborated that the use of graph-theory can

solve for both the measured and unmeasured variables in DR framework. Estimation

of unmeasured variables in the DR problem is also dealt in [55]. Crowe et al. [12]

brought the concept of projection matrix based on Q-R factorization into the static DR

problem for the estimation of some unmeasured variables and for reconciled estimates of

the measured variables. This concept was further enhanced in [92]. Some of the earliest

applications of DR for steady-state processes can be found in [31, 102, 126].

DR can also be applied to dynamic LTI systems using the Kalman filter [105]. The

estimates of the variables obtained through the Kalman filter are regarded as the recon-

ciled estimates. Equality constraints can also be imposed in this problem [100]. However,

inequality constraints cannot be handled with this framework.

For non-linear processes, DR was first used by Knepper and Gorman for parameter

estimation [43]. This work was followed by [73] in which successive linearization and

projection matrix were used. The application of DR when there are bounds and in-

equality constraints on the variables is addressed in [112] with the use of constrained

non-linear optimization.

A good review of DR can be found in [14]. For the cases in which the process is

almost steady and the linear relationships are not violated, a linear steady-state DR

is sufficient for random error reduction. In this case, the DR problem is minimization

of square of the differences between the true and the measured values weighted by the
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variance of the measurements subject to one or more sets of constraints. This least

squares problem can also be represented in Maximum Likelihood [37] and information

theory [13] frameworks. For the cases involving significant changes in the state of the

system, dynamic model-based reconciliation or dynamic data reconciliation is required.

However, DR, whether static or dynamic, works with the assumption that only random

errors are present in the data and it fails to give accurate estimates in the presence of

faults. Suitable FDI scheme needs to applied not only for the early detection of faults

but also for accurate reconciled estimates.

It should be noted that linear steady-state DR problem with no bounds on the

variables only is in the scope of the thesis. A steady-state linear model is required for

the implementation of the steady-state DR technique. A linear model can be built when

the process topology is known as in the case of process flow reconciliation problem.

However, when such a topology is not available, linear model identification from the

process history or data driven modeling would be the first step.

2.3 Data Driven Modeling

In the early stages of development of data driven modeling techniques, the problem was

concerned about detection of process changes from one mode to another [7]. Univariate

control charts, such as Shewhart control charts [96], cumulative control charts [72] and

Exponentially Weighted Moving Average charts [86], are also developed. These charts

can be used to detect abnormal events, and thereby to correct and bring the process

to normal operation. However, when the parameters being monitored are not indepen-

dent, univariate control charts, which cannot handle correlation among variables, are

misleading.

On the other hand, multivariate statistical techniques are powerful tools for data

reduction while retaining the most of the variability of the data, and for handling cor-

relation to extract the true information. The extensively used multivariate statistical
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techniques are Ordinary Least Squares, Principal Component Analysis (PCA), Partial

Least Squares (PLS) and Canonical Variate Analysis (CVA). PCA, proposed by Pearson

[74] and later developed by Hotelling [32], has capability to transform a set of correlated

variables to a smaller set of uncorrelated variables. It is the most commonly used tech-

nique for dimensionality reduction. It relies on orthogonal transformation of the data

matrices. In this process, PCA splits the multidimensional space into subspaces based on

the data variabilities they hold. In other words, PCA aims at splitting the multidimen-

sional space of the multivariate data into two subspaces namely the principal component

subspace and the residual subspace that respectively hold maximum and minimum vari-

ability in the data. PCA initially found its uses in detection of changes in the mode of

operation of the process. Statistic based on χ2 distribution, Hotelling’s T 2 statistic or Q

statistic (squared prediction error), obtained from the data of one of the subspaces, can

be used for process monitoring. Multiway PCA [70] for batch processes, nonlinear PCA

[18] for handling nonlinearities in batch processes are also developed. In [20], authors

used PCA for FDI of sensors via reconstruction. In that work, one sensor is assumed to

be faulty at a time and then the remaining sensor signals are reconstructed. In recursive

PCA [48], mean, covariance, principal components including number of components to

be retained, and thresholds are recursively updated for adaptive modeling. Structured

residuals approach wherein each residual is insensitive to one type of fault while sensitive

to other types of faults is discussed in [78] for sensor FDI. Fault subspace analysis for

process and sensor FDI is presented in [21]. Multi-scale PCA, which integrates PCA

with wavelet analysis is proposed in [5].

PLS, proposed by Wold [129], is conceptually similar to PCA and also useful in data

reduction. Unlike PCA, which is a procedure used for a single data matrix, PLS also has

an additional group of data, e.g. product quality variables. PLS models these two blocks

of data while compressing them simultaneously. There have been numerous extensions

of PLS like neural-net PLS [76] for incorporating feed-forward neural networks into the

PLS modeling to deal with nonlinearity and multi-block PLS [52] to facilitate FDI for
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very large processes. Recursive PLS [77] is also developed to make the PLS model time

variant to cope up with the time varying processes.

CVA is another technique for data reduction. It is similar to PLS in the sense that

it normalizes eigenvectors in the two blocks of data while maximizing the correlation

between them. The use of CVA in regression and system identification can be found in

[46, 93].

Much of the improvements proposed for PLS and PCA are with respect to adaptive

modeling of the methods to time varying process conditions and enhancing the resolution

properties. Compared to its counterparts like PLS and CVA, PCA is suitable for FDI

of sensors as there is no involvement of quality variables. The power of PCA lies in

its ability to also obtain the existing algebraic relations among the variables. These

relations are called ‘constraint models’ or ‘models’, which are further used for DR and

FDI. These models are different from ‘dynamic models’, which are dominantly used for

control analysis and design. An ordinary PCA can be suited to most of the sensor FDI

applications, subjecting to the condition that algebraic relations among the sensors’

signals do not vary. The residual subspace helps in identifying the process constraint

model [124], which is required for estimating the covariances of the measurement errors

of the variables and for DR and FDI analyses. However, the order of the residual

subspace, called as model order, is not known exactly from PCA. As an immediate

consequence of this, fault diagnosis could become erroneous. With an assumption that

the measurement error covariance matrix is known, the maximum likelihood PCA has

been proposed [125] as an improved version of PCA. Recently, an iterative method

known as Iterative Principal Component Analysis (IPCA) has also been developed to

combine PCA with a maximum likelihood estimation procedure [66]. This technique

aims at obtaining an estimate of the error covariance matrix simultaneously with the

constraint model that exactly represents the residual subspace. It should be noted that

the scope of the thesis is limited only to PCA and IPCA techniques. The outcomes of
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these techniques such as the constraint model and the error covariance matrix are then

used in DR for obtaining reconciled estimates of the detector signals. However, faults

in the signals invalidate reconciled estimates. Hence, a suitable FDI test needs to be

applied.

Efficient applications of PCA-based FDI are widely reported in literature [40, 49,

75, 80, 117, 130]. In [80], FDI of in-core detectors of Pressurized Heavy Water Reactor

(PHWR) has been achieved using PCA and IPCA techniques developed for static DR,

based on the operating data from the plant. In [75], authors attempted FDI of in-core

SPNDs of a reactor and reconstructed their signals.

2.4 FDI Tests

Excellent reviews of various fault detection and diagnosis methods can be found in

[121, 122, 123]. In this section, FDI tests used for process history-based methods (refer

to Section 2.1) are discussed.

For detecting the faults, threshold tests like k−sigma and sequential probability ratio

tests [57, 128] are traditionally used due to their simplicity and ease of implementation.

These tests, being univariate type, do not take other measurements into consideration.

Hence, they lead to false alarms when the operating point or the state of the process

changes from one to another. To get rid of these drawbacks, FDI tests that can be

applied on all measurements together are highly desirable.

Tests for single fault detection such as Global Test (GT) [3, 54, 85], Measurement Test

[3, 56], and Nodal Test [55, 82] were proposed in the early years of development in this

field. These techniques were developed in the years 1975 and 1976. In a well maintained

process, multiple faults (faults more than one in number) rarely occur. However, the

tests to detect the faults should be capable of detecting multiple faults. The main

mechanism for fault detection is the statistical distance. The errors (whether random

errors or faults) make the signal deviate from the true values. The random errors
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are assumed to be always present in the measurements. For the measurements to be

healthy or fault-free, the square of the deviations between the measured values and

their respective estimates; normalized by the variance of the random errors must be

lying within a limit specified by the variance of the random errors. Note that the

limit specified and the normalized deviations are in standard deviation units. If the

normalized deviations are outside this limit, the classical way is to declare the presence

of faults.

In maximum likelihood estimation techniques, unknown parameter values of the

random population are selected so that the joint probability density of the ensemble of

observations is maximized. They can be used in radiation detection in the applications

of localization of the radiation sources [9, 10, 11, 16, 17]. The Generalized Likelihood

Ratio (GLR) method uses the maximum likelihood estimation in the sense that a like-

lihood ratio is derived from the probability density functions of the observations under

the possible hypothesis and the unknown parameters are obtained as the maximum

likelihood estimates which best explain the likelihood ratio. A GLR approach to the

detection and estimation of jumps in linear systems was developed by Willsky and Jones

in 1976 [127]. Inspired from this work, Narasimhan and Mah developed GLR method

of fault detection for steady-state systems [63]. In [63], authors also proposed a serial

fault compensation strategy for identification of multiple faults. Multiple FDI was also

proposed in [88]. Following these developments, Tong and Crowe illustrated the efficacy

of Principal Component Test in fault detection in their work [113].

With this background, few more multiple FDI strategies were developed in [89, 95].

These papers also presented serial elimination strategy for multiple fault identification

and comparison among different methods with respect to their performances. In [33], the

role of simulation in evaluating the performances of different FDI methods and strategies

was demonstrated. Some performance indices that can be used for evaluation were also

presented in [33, 89, 95]. In contrast to serial strategies mentioned above, simultaneous
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strategies for multiple FDI were also proposed by Rosenberg et al. [89] and Rollins and

Davis [87]. However, there has not been any concrete stand point regarding the best

FDI method. One of the FDI methods can be used in accordance with the type of the

process and limitations of the methods.

In all the above mentioned methods, residuals which are the discrepancies between

the actual and predicted quantities play the key role. If multi-variate statistical tech-

niques are employed, contribution plots [51, 52] based on T 2 and Q statistics can also

aid for FDI. However, fault isolation is difficult with this approach. For steady-state

processes, tests with no-bounds on the variables such as GLR method, Iterative Mea-

surement Test (IMT) and Iterative Principal Component Test (IPCT), proposed in this

thesis, are suitable for dealing with multiple faults. These tests only are in the scope

of this thesis and they proved to be efficient when used alongwith the steady-state DR

scheme that requires the algebraic relations among the variables.

However, since the FDI techniques detect the faults based on the distance of residuals

(constraint residuals, measurement adjustments, or innovations) from the origin, they

should always be around the zero-mean, and there should not be any trend in them, i.e.,

they should be temporally independent. This suggests the whiteness of the residuals

[58]. A Whiteness Test (WT) may be conducted to test the whiteness of the residuals

[106].

Coming to the application of FDI techniques in nuclear reactors, FDI of in-core

detectors and other nuclear reactor components are widely reported in [40, 47, 49, 50, 57,

68, 80, 90, 91, 116, 117]. A review of the applications of different FDI schemes to nuclear

plants, is given in [50]. When the constraint model and the error covariance matrix are

available and there are a fewer number of measurements, DR and FDI are straight

forward, provided that there is a consistent correlation pattern among the variables.

However, clustering or grouping of the measurements with consistent correlation may

be required, when there are a large number of measurements as discussed in Chapter 1.
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2.5 Clustering of the Data
Clustering helps in dealing with statistical analysis of large number of variables, as

explained in Chapter 1 for the case of VSPNDs. It is the task of grouping the most similar

variables into a group or cluster such that intra-cluster variables are more similar to each

other than to those in other clusters. The similarity index can be Minkowski metric,

Euclidean distance, Canberra metric, or Czekanowski metric [36]. Cluster analysis finds

its use in many fields [114], viz., biology, medicine, business and marketing, world wide

web, computer science, social science, robotics, and others; apart from FDI. Clustering

can be implemented by numerous algorithms, which may be classified as hierarchical

or connectivity-based clustering [4, 22], non-hierarchical or centroid-based clustering

[4, 22, 29, 53] and statistical distribution-based clustering. Hierarchical methods can

be classified as agglomerative and divisive methods. In agglomerative methods, initially

there are as many clusters as there are variables. In divisive methods, initially there

is one cluster for all the variables. Either of these methods are followed to arrive at a

suitable cluster configuration. Non-hierarchical methods assume an initial number of

clusters and employ random assignment of the variables into the groups or initial set of

cluster centroids. Iterative schemes lead them to work out the variables in each cluster.

When there are a large number of variables to be grouped, it is the most used method.

Statistical distribution-based clustering [36] use the probability density functions for

clustering the variables. However, there is no stand-point for the best clustering method.

The k−means algorithm in non-hierarchical clustering is the mostly used method by the

practising engineers [80, 81]. In [81], FDI of SPNDs based on clustering is explained.

In this work also, the k−means algorithm [36, 53] is used for clustering the VSPNDs.

However, the need of clustering and the consistencies in the correlation patterns among

the variables can be efficiently checked with the help of a simulated process. As stated

earlier, for extracting the actual behaviour under different operational transients, the

simulated process needs to be built on first principles. Hence, a model of the reactor

with significant dynamics needs to be developed for this case of sensor FDI.
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2.6 Modeling of Nuclear Reactors
In large nuclear reactors, operational transients occur on time scales of seconds to min-

utes. While the prompt neutrons have influence till some milliseconds, delayed neutrons,

xenon build-up and core composition changes are responsible for longer transients. For

the analysis of these transients and for ensuring safety and economy, mathematical mod-

els need to be developed from first principles. The fundamental equation that represents

the dynamics of the nuclear reactors is the time-dependent Boltzmann transport equa-

tion for the angular flux [19]. However, its use coupled with delayed neutron precursors’

equations is prohibitively difficult for neutron kinetics problems of practical interest

[108]. Nevertheless, these problems can be solved with approximate methods like the

time dependent group diffusion equation derived from the original Boltzmann equation.

The simplest form of mathematical model that can be derived from the diffusion

equation is the point reactor kinetics model [19, 26] in which space and time dependence

of neutron energy is omitted. In other words, all the neutrons have the same speed, and

the neutron flux distribution is assumed to be time invariant. The material properties

are also considered to be uniform. Essentially the diffusion equation is coupled with the

set of delayed neutron precursor equations. The point reactor kinetics model, though

suitable for very small reactors, does not adequately describe large reactors.

Large reactors are heterogeneous in nature as they have functionally distinct mate-

rials, e.g. fuel, coolant, moderator, reflector and control mechanisms etc., distributed

in the core. In addition they have various regions with different burn-ups and coolant

densities. Within the core periphery, neutrons continuously either loose or gain energy,

diffuse from one location to another, and undergo several interactions with matter. It is

very important to determine the flux distribution under the operational transients for

ensuring safety and economy. Hence, unlike the point reactor kinetics model, the time

dependent group diffusion equation should be supported by the methods for treating the

spatial variables. These methods may broadly be classified as space-time factorization

methods, modal and synthesis methods and direct methods.

26



Vidya Sagar Yellapu: Data Reconciliation Based Scheme For Sensor Fault Detection

In space-time factorization methods, space, energy and time dependent neutron flux

is factorized into the product of two components: one, called the amplitude function,

depending only on the time variable and the other, called the shape function, depending

only on the space and energy and not on time [30, 38, 71].

In modal methods, the instantaneous flux inside the reactor core is expressed by

the linear combination of a set of pre-computed time independent flux distributions or

modes. Each mode has an associated magnitude [24, 62, 104]. Modal synthesis methods,

another class of modal methods, use expansion functions, which are static solutions of

the diffusion equation for some specified initial conditions. Acceptable degree of accuracy

from those methods can be guaranteed with small number of expansion functions.

In direct methods, the problem space is partitioned into a finite number of elemental

volumes in which the material properties are assumed to be uniform. Based on this

partitioning, spatially-discretized forms of the coupled diffusion and delayed neutron

precursor equations are obtained. The direct methods may further be classified as Fi-

nite Difference Methods (FDMs), coarse-mesh methods and nodal methods [28, 108]. In

FDMs, very fine mesh spacing is required for a good amount of accuracy. This increases

the number of unknowns, and hence the computational time. In coarse-mesh and nodal

methods, larger spacing can be used, e.g. uniform group diffusion parameters are used

for the entire fuel assemblies to treat them as spatially homogeneous. These methods

are computationally efficient, as they work on relatively smaller number of unknowns. In

coarse-mesh methods, determination of the multi-dimensional flux distribution within

a node is the integral part of the solution. In nodal methods [19, 26, 104], it is first

necessary to partition the reactor spatial domain into relatively large rectangular right

parallelepipeds, called nodes, to derive the nodal equations. Nodal methods are promis-

ing with respect to their formulations in terms of differential equations and computation

time, when they are used for control system studies [97].
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AHWR is a large reactor, which necessitates a space-time kinetics modeling for

accurately determining the space and time-dependent flux behaviour. A nodal model

with finite difference approximation of multi-group diffusion equation has been developed

for PHWR [111]. A nodal model of AHWR has been developed [97] aiming at finding a

model of reasonable order that maintains the requisite accuracy. In this work, the same

methodology has been adopted to develop the model of the AHWR in terms of neutron

fluxes. The treatment of the problem in terms of the nodal fluxes helps in the FDI of

neutronic sensors, which generate the output signals as functions of the neutron flux

at their respective locations. The methodology in [97] has been extended in this thesis

to develop the model of the AHWR in terms of neutron fluxes with the objective of

generating the in-core and ex-core detector signals from the mathematical model. This

signal data is just sufficient for the DR and the process history-based FDI. Model-based

FDI is also possible using signal data (process history) from the model of AHWR and

the model of the detectors.

2.7 Model-based FDI for VSPNDs of AHWR

VSPNDs are known for their delayed response characteristics [60, 81] and need to be

compensated for representing the prompt behaviour of the flux in the reactor. When

they are used for in-core neutron flux monitoring and control, a system that can com-

pensate for the delayed response of the VSPNDs could be deployed. If such a system is

based on a very accurate model of the VSPNDs, it can also be exploited for detection

and diagnosis of faults, if any, in the VSPNDs. A linear model developed for VSP-

NDs in [60] may be utilized for FDI. The design of residuals may be done using parity

equations [8], state observers and state estimation techniques [34]. State estimation

techniques such as Kalman filters differ from others in the sense that they can handle

stochastic disturbances. A Kalman filter-based dynamic compensation scheme has been

developed in [61] for improving the response time of VSPNDs. In that work, VSPNDs

were formulated in an unknown-input observer framework.
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For dynamic systems, a GLR-based FDI scheme relying on the temporal redundancy

in the data is proposed in [127, 128] to overcome the limitations of threshold-based

FDI schemes discussed in Section 2.4. This scheme gives all the information regarding

the fault, i.e., fault occurrence time, fault location and magnitude of the fault, but

at the cost of increased computational effort. Therefore, it is further modified in [64]

to reduce the computational burden so that it can be efficiently used for on-line FDI

and fault correction. However, the on-line implementation of GLR-based FDI scheme

requires prior knowledge of probable fault modes (state jump, state step, sensor jump,

sensor step, hard-over actuator or sensor, increased actuator or sensor noise, dynamic

shift etc.) and associated fault signature matrices of the system for which it is designed

[64, 127, 128]. There is still a scope for the extension of Kalman filter formulation in

[61] such that it also performs FDI using GLR method. In other words, a hybrid scheme

can be developed which can dynamically compensate the VSPND signal for promptness;

minimize the random errors through Kalman filter; and performs FDI with GLR method.

This aspect also has been addressed in this thesis for the detection of abrupt jumps or

measurement biases in the VSPND signal.

Different FDI techniques have been tried in the literature to chemical processes and

rotating machinery. However, not enough evidence is found with respect to nuclear

reactors. Also, the model-based FDI techniques are lacking. This thesis is an attempt

to apply Steady-state DR and FDI and a model-based FDI techniques to a large reactor.
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Steady-state FDI Techniques

This chapter introduces the PCA and IPCA models, DR and FDI techniques. Success

criteria, viz., Average Error Reduction, Average Adjustments, Overall Detection Rate,

and Overall Power are also introduced.

3.1 Data Driven Modeling using PCA and IPCA

A static linear model is required for the implementation of the steady-state DR technique

for FDI of neutronic detectors, viz., ion chambers and VSPNDs. Therefore, the first step

would be the model identification. The PCA and IPCA techniques, which are used for

model identification, are briefly described in the following:

3.1.1 Model Identification using PCA

PCA [36] is a multivariate statistical technique, which helps in obtaining the coordinate

axes rotated to reveal the variability of the data. The new axes are termed as principal

components, among which only a few represent the greater variability and the rest rep-

resent the lesser variability. When sufficient ratio of signal variability to noise variability

is assured, principal components corresponding to lesser variability may represent the

noise. In the presence of random errors, at a time instant k, the measurement vec-

A part of this chapter was published in 2015 IEEE International Conference on Control Applications
(CCA), Sydney, Australia.
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tor y(k) of variables is the summation of their true values x(k) and the corresponding

random errors ε(k), given by

y(k) = x(k) + ε(k), y(k) ∈ Rn, x(k) ∈ Rn, ε(k) ∈ Rn, (3.1)

where it is assumed that x(k) and ε(k) are considered to be independent of each other

and there exists sufficient signal to noise ratio.

Principal components depend entirely on the covariance matrix Σy of the measure-

ment vector. Let Σy be decomposed into eigenvalue-eigenvector pairs (µi,pi) ∀ i =

1, ..., n, with µ1 ≥ µ2 ≥ ... ≥ µn ≥ 0. Then principal components are given by

Z̄i = pTi y ∀ i = 1, ..., n. With this arrangement, the first principal component is the

linear combination of the measurement variables and the elements of the eigenvector

with maximum variance and the second principal component is the one with second

maximum variance and so on.

Let U , the matrix of ordered set of eigenvectors of Σy according to the eigenvalues

in decreasing order of magnitude, be partitioned into two parts, as U = [U 1 U 2], where

for any m < n, U 1 = (p1, ...,pn−m) represents the first n−m eigenvectors corresponding

to principal component subspace and U 2 = (pn−m+1, ...,pn) represents the remaining m

eigenvectors corresponding to residual subspace.

The variations in measurement data along last m eigenvectors of residual subspace is

negligible and UT
2 y = r, the vector of residuals which are temporally uncorrelated with

mean value ≈ 0. Hence, it can be said that the residual subspace is attributed to the

random errors in the measurement data, as the residuals obtained from the eigenvectors

are approximately white. Now the mth order constraint model, obtained with PCA is

given as AP = UT
2 , AP ∈ Rm×n, with the properties

APy(k) = r(k)

and APx(k) = 0.





(3.2)
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If it is assumed that not all the variables of true signal vector x(k) are independent

of each other, its covariance matrix, Σx, is not of full rank and the eigenvectors cor-

responding to zero eigenvalues span the residual subspace. As noise ε(k) is random in

nature, Σy is of full rank, making it impossible to get the exact order of residual sub-

space by looking at the eigenvalues. Hence, the exact model order is not known from

PCA. Apart from this, error variances of the variables are also unknown. However, with

a model of assumed order m, the residual vector given by r(k) = APy(k) is supposed

to be a random vector with zero mean. The quadratic term rT (k)Σr
−1r(k) where Σr

is the covariance matrix of r(k), amounts to the sum of the squares of m independent

standard normal random variables [36, 64]. Hence, it follows a central χ2 distribution

with m degrees of freedom. In the event of faults in one or more variables, this quadratic

term is supposed to exceed a chosen χ2 threshold and thus helps in FDI.

3.1.2 Model Identification using IPCA

IPCA [66], which is also a multivariate statistical method, is an improved version of

PCA. Its strengths lie in simultaneous estimation of the constraint model AI with exact

order of residual subspace and covariance matrix of measurement errors Σε. To perform

these functions, IPCA relies upon the concept of scaling of the data. It is assumed

that initial estimates of the non-zero elements of Σε are small fractions of those of

the data covariance matrix and the solutions are obtained in an iterative manner. Let

[U ,M ,V ] = svd(Y ) denote the singular value decomposition of an n×N data matrix

Y , where U is the n×n matrix of left singular vectors,M is an n×n matrix containing

the n non-zero singular values ordered from the largest to the smallest along the diagonal,

and V is an n×N matrix of right singular vectors. If Σy is assumed to be equal to the

sample covariance matrix of the data matrix (generally true for data with large number

of samples), it can be expressed as

Σy =
1

N

N∑

k=1

y(k)yT (k) =
1

N
Y Y T . (3.3)
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Now, the iterative algorithm for simultaneous model identification and error covari-

ance matrix estimation can be summarized as follows:

1. Initially, set iteration counter κ = 1 and non-zero elements of Σε
κ as small fractions

(say 0.0001) of the corresponding elements of Σy; assume a model order m and

sum of last m singular values λκ−1 = 0.

2. Scale the data using the standard deviations of variables, i.e., Y s = L−1Y , where

LLT = Σε
κ.

3. Perform the singular value decomposition of Y s, i.e., obtain [U ,M ,V ] = svd(Y s),

for the assumed model orderm. Pick U 2, the n×m sub-matrix of U corresponding

to the last m columns. Model corresponding to unscaled data Y is Aκ = UT
2L
−1.

4. Compute λκ as sum of last m singular values of Y s. If relative change in λ is less

than a specified tolerance, output the resultsAκ = AI , Σε
κ = Σε,M and stop the

procedure. On the other hand, if relative change in λκ is significant, the iteration

should continue by returning to step 2 for the next instant, k+ 1. However, before

returning to step 2, estimate the non-zero elements of the Σε
κ+1 which minimize

the log-likelihood function of constraint residuals given by

N log|AκΣε
κ+1(Aκ)T |+∑N

k=1 r
κ(k)(AκΣε

κ+1(Aκ)T )−1rκ(k)

where rκ(k) = Aκy(k).

The above algorithm is represented in the form of a flowchart in Fig. 3.1. The

measurement errors are assumed to be independent of each other, making Σε a diagonal

matrix. The vector of standard deviation of variables, σε is obtained from converged

Σε. Out of many, the maximum value of m for which the last m singular values of

Σε converge to 1 is the identified model order and the corresponding model is the

identified model. However, the model order has to be selected carefully because relative

magnitudes of standard deviations of measurement errors affect the detectability of faults

in the variables. A model order with which there is not much deviation in the estimates
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κ = 1, non-zero elements of Σε
κ =

0.0001 times the corresponding
elements of Σy, assume m and sum
of last m singular values λ0 = 0

Y s = L−1Y , where LLT = Σε
κ

[U ,M ,V ] = svd(Y s), for the assumed
m. U = [U1 U2], A

κ = UT
2 L

−1

λκ = sum of last m singular values

|λκ−1 − λκ| < ǫ?

Output the
results Aκ = AI ,
Σε

κ = Σε, M
and terminate

Minimize
N log|AκΣε

κ+1(Aκ)T |+∑N
k=1 r(k)(A

κΣε
κ+1(Aκ)T )−1r(k)

to obtain non-zero elements of Σε
κ+1

κ = κ + 1

Yes

No

Figure 3.1: Flowchart of IPCA

of standard deviation of errors from the true ones is selected. Residual vectors can be

obtained with the model and FDI can be attempted. It should be noted that the true

standard deviations of errors can be known from the covariance matrix of measurement

data, when the process is in steady-state.

The data used for PCA and IPCA constraint model development should have suffi-

ciently large signal variability compared to the noise variability [79] in order to achieve

the distinguishability between principal component subspace and residual subspace.

However, the constraint model is expected to work successfully for any data holding

the same correlations among the variables as exhibited by the training data.
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3.2 Data Reconciliation

In the following, A denotes the linear constraint model, which is either AP (if PCA is

used to obtain the constraint model) or AI (if IPCA is used).

3.2.1 DR Formulations: No-fault case

The estimates of the signals, at a time instant k, are obtained by minimizing the function

min
x(k)

(y(k)− x(k))TΣε
−1(y(k)− x(k)),

s.t. (3.4)

Ax(k) = 0.

The reconciled estimates of the true values of the measurements obtained from the above

optimization problem are given by [65]

x̂(k) = y(k)−ΣεA
T (AΣεA

T )−1Ay(k). (3.5)

The adjustments made to the measurements are given by

a(k) = y(k)− x̂(k). (3.6)

3.2.2 DR Formulations: With-fault case

For the DR to be effective, the measurements suffering from faults are to be eliminated

before DR is performed. The Q−R factorization [2, 69] does this job with the help of a

projection matrix P constructed from the columns of A corresponding to unmeasured

values or faulty signals [65]. In this method, overall estimation problem is divided into

two sub-problems: one is reconciliation of measurements and the other is estimation of

faulty signals, which are eliminated in the reduced DR problem.
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The n number of true variables x(k) are decomposed into p number of measured

variables, denoted by xp(k), and q = (n− p) number of unmeasured or faulty variables,

denoted by u(k). The constraint equations are written as

A1xp(k) +A2u(k) = 0, xp(k) ∈ Rp, u(k) ∈ Rq, (3.7)

where A1 and A2 are columns of A corresponding to measured and unmeasured vari-

ables, respectively. Performing a Q−R decomposition on matrix A2, matrices Qu, Ru,

and Πu are obtained such that
A2Πu = QuRu. (3.8)

In this, Πu is the permutation matrix whose columns are permuted columns of an

identity matrix of appropriate dimensions such that

ΠT
uu(k) =



uru(k)

uq−ru(k)


 , (3.9)

where ru is the rank of matrix A2.

Expressing

Qu = [Qu1 Qu2], Ru =



Ru1 Ru2

0 0


 , (3.10)

where Qu1, Qu2, Ru1 and Ru2 are m×ru, m× (q−ru), ru×ru and ru× (q−ru) matrices

respectively, the constraint equation can be written as

A1xp(k) + [Qu1 Qu2]



Ru1 Ru2

0 0






uru(k)

uq−ru(k)


 = 0. (3.11)

By pre-multiplying the above equation by QT
u , the following relations are obtained:

QT
u1A1xp(k) +Ru1uru(k) +Ru2uq−ru(k) = 0, (3.12)

QT
u2A1xp(k) = Gxxp(k) = 0, (3.13)
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where P = QT
u2 is the projection matrix and Gx = QT

u2A1 is the reduced constraint

model of the healthy measurements. From (3.13), the reconciled estimates of measured

variables are obtained as

x̂p(k) = yp(k)−ΣεpG
T
x

(GxΣεpG
T
x )−1Gxyp(k), (3.14)

where yp(k) is the measurement values of the healthy signals and Σεp is variance-

covariance matrix of yp(k). From (3.12) and (3.14), the estimates of unmeasured vari-

ables can be obtained as

uru(k) = −R−1
u1Q

T
u1A1x̂p(k)−R−1

u1Ru2uq−ru(k). (3.15)

From (3.15), two cases are possible:

1. Rank of Ru1 = ru = q

In this case, Ru2 and uq−ru(t) do not exist. The solution of unmeasured variables

is, therefore

uru(k) = −R−1
u1Q

T
u1A1x̂p(k). (3.16)

It is clear that all measured and unmeasured variables are estimable and a unique

solution is guaranteed.

2. Rank of Ru1 = ru < q

In this case, the variables uru(k) are estimated from (3.15), when the variables

uq−ru(k) are given. In this work, estimates for uq−ru(k) are taken from the rec-

onciled measurements values of all the variables given by (3.5), leading to a non-

unique solution for the variables.

In either of the above two cases, the vector of reconciled values of all the variables,

x̂(k) is obtained by suitably coupling the solutions for each variable from x̂p(k) and

û(k).
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For the evaluation and comparison of the performances of PCA and IPCA tech-

niques, following DR indices are computed from the data window with Ng number of

observations corresponding to a fault scenario. One of the indices, namely Average Er-

ror Reduction (AER), is already found in the literature, while the terminology Average

Adjustments (AA) is introduced in this thesis.

1. AER: Defining

E1 =
∑Ng

j=1(
∑n

i=1 |yij − xij|) (3.17)

and E2 =
∑Ng

j=1(
∑n

i=1 |x̂ij − xij|), (3.18)

the AER [63] is given by

AER =
(E1 − E2)

E1

× 100, (3.19)

where yij, xij and x̂ij are respectively the measurement, true and reconciled values

of ith sensor signal in the jth observation.

2. AA: This is the vector of the mean values of the measurement adjustments, which

are the differences between the measurements and reconciled values. Its element

corresponding to ith sensor is given by

AAi =
1

Ng

Ng∑

j=1

(yij − x̂ij). (3.20)

The following are the desirable properties of the above DR indices:

1. AER should increase in magnitude when conditions of detectors change from fault-

free to faulty.

2. AAs of the faulty detectors should be equal to the fault magnitudes of the respec-

tive detectors, while the AAs of healthy detectors are not affected.
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3.3 Fault Detection and Isolation

As discussed in Section 3.2, when the knowledge of faulty sensors is available, DR is help-

ful in obtaining reconciled estimates even in situations involving presence of faults. This

knowledge is provided by FDI, which has three sub-problems, viz., detection problem,

multiple fault identification problem, and estimation of magnitudes of faults.

As a part of detection problem, hypothesis testing is considered, which is basically a

method for testing a claim or hypothesis about a parameter in a population, using data

measured in a sample. A hypothesis regarding population parameter is assumed to be

true a priori, and some hypothesis is tested by determining the likelihood that a sample

statistic was obtained from the population.

In case of no fault, the constraint residual or measurement adjustment vectors, whose

elements are independent standard normal random variables, are of zero mean provided

that there is an accurate constraint model. This condition is assumed to be true in

hypothesis testing. In case of fault(s), the mean vector deviates from the zero. However,

the vector has the same covariance in both the situations. For the detection problem,

the null hypothesis H0 is that no fault is present or residual or adjustment mean is close

to zero and the alternative hypothesis H1 is that fault is present in one or more signals

or residual or adjustment mean is non-zero. Some suitable test statistic, which is a

measure of distance spanned by the residual or adjustment vector from zero or origin,

is computed. The value of this statistic is compared with a criterion to take a decision

about the fault. The criterion is usually obtained by the level of significance to be

applied on the distance metric of the residual vector from zero. The level of significance

should be carefully selected such that there is a compromise between the Type-I error

probability (the probability of declaration of H1 when H0 is true) and Type-II error

probability (the probability of declaration of H0 when H1 is true), as it largely affects

these probabilities.
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The FDI strategy can be chosen to deal with all the three sub-problems listed above.

Some of the FDI methods capable of handling multiple faults and suitable to be used

with the steady-state DR problem are described in the following:

3.3.1 GLR Method

For GLR method, GT [3, 54, 65, 85] is considered for the detection of faults. GT statistic

is derived from the constraint residual vector r(k) obtained from (3.2), as

γ(k) = rT (k)Σr
−1r(k), (3.21)

where Σr = AΣεA
T is the covariance matrix of r(k). It is obvious that γ(k) has a

χ2 distribution of m degrees of freedom as A ∈ Rm×n, if all m rows of A are linearly

independent. At a specified level of significance (α), P{γ ≥ χ2
1−α(m)} = α, where α

is taken as 0.05. If γ ≥ χ2
1−α(m), alternative hypothesis, H1 is declared. However, GT

declares only the presence of faults but not their origin, which necessitates a separate

procedure to identify their origin.

If H0 is rejected by the GT, the identification problem arises. Then GLR test is

conducted for all possible combinations of a single and multiple faults in the data and

test statistics are derived for each of these alternatives. At a time instant k, fault

signature vectors f j = Aej are developed for each measurement j, where ej is the

unit vector with 1 at position j. Suppose the fault signature matrix F i = {Aei1 , i1 =

1, ..., n;A(ei1 , ei2), ∀i1, i2 = 1, ..., n, i1 6= i2; ...;A(ei1 , ei2 , ..., eig), ∀i1, i2, ..., ig = 1, ..., n,

i1 6= i2 6= ... 6= ig} has fault signature vectors as its columns. The subscript i refers to

the set of combinations in which i1, i2, ..., ig are chosen to exhaustively consider all pos-

sible combinations of faults from 1, 2, ..., g. The residuals have a mean of 0 and F ib in

the presence of no and g faults hypothesized respectively, where b is a column vector of

unknown magnitudes of faults. It may be noted that the sizes of F i and b depend on

the number of faults hypothesized.

40



Vidya Sagar Yellapu: Data Reconciliation Based Scheme For Sensor Fault Detection

If f(r) denotes the probability density function of the m-variate residuals, then the

GLR can be written as

λ(r) = sup
f(r|H1)

f(r|H0)
. (3.22)

Using the normal probability density function for the constraint residuals r, (3.22) can

be written as

λ(r) = sup
ei,b

exp
{
−1

2
%Ti (k)Σr

−1%i(k)
}

exp
{
−1

2
rT (k)Σr

−1r(k)
} , (3.23)

where
%i(k) = r(k)− F ib. (3.24)

For simplicity, define

T = 2 lnλ(r) = sup
ei

Ti, (3.25)

where

Ti = rT (k)Σr
−1r(k)− sup

b
%Ti (k)Σr

−1%i(k). (3.26)

The maximum likelihood estimates of the fault magnitudes b̂ is obtained by equating

the first derivative of (3.26) with respect to b to zero, and is

b̂ = (F T
i Σr

−1F i)
−1(F T

i Σr
−1r(k)), (3.27)

and the corresponding test statistics are

Ti = (F T
i Σr

−1r(k))T (F T
i Σr

−1F i)
−1(F T

i Σr
−1r(k)). (3.28)

The Type-I error probabilities for each of the test statistics are given by

αi(k) = Pr(χ2
g ≥ Ti(k)), (3.29)

where χ2
g is a random variable following a central chi-square distribution with g de-

grees of freedom. The combination i chosen out of {i1 = 1, ..., n; i1, i2 = 1, ..., n, i1 6=
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i2; ...; i1, i2, ..., ig = 1, ..., n, i1 6= i2 6= ... 6= ig} and corresponding to minimum Type-I

error probability gives the number and locations of faults and the corresponding bias

magnitudes. From the outcomes of GLR method, two versions for FDI are possible:

1. Compensation for faults: Constraint residuals compensated for faults are formu-

lated from original residuals as rc(k) = r(k) − F g(k)b̂(k). These residuals can

be substituted in (3.5) in place of Ay(k), so that reconciled estimates are ob-

tained. This approach is known as GLR-Compensation method [63], denoted here

as GLR-C.

2. Elimination of faults: Eliminate signals in faults with the help of Q−R factoriza-

tion explained in Sec. 3.2, to get the reconciled estimates. This method is denoted

here as GLR-E.

The flowchart of the GLR method with reference to above steps is shown in Fig. 3.2.

3.3.2 IMT

IMT has two sub-problems, viz., detection problem and multiple fault identification

problem. IMT uses an iterative method for identification of multiple faults. However,

the number of allowable faults at the most is m, since the faulty variables need to be

discarded and, thus, there is no analytical redundancy if there are faults equal to m

(model order or the number of rows of matrix A). When H0 is rejected in one of the

measurements, that variable is declared as faulty and is added to a set of faulty signals,

which are eliminated from the DR problem with the help of Q−R factorization [2, 69],

leading to a reduced DR problem. In the next step of iteration, a check for a single fault

in one of the remaining variables is carried out. The procedure is continued either till

no additional fault is found or till the declared number of faults is less than the model

order m. On the other hand, when H0 is not rejected, IMT declares the hypothesis of

no gross error. The IMT algorithm is summarized as follows:
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Start

k = 1

Compute
the resisid-
uals r(k)
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γ(k) > χ2
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Compute the
fault signature
matrix F g

Compute Ti

and αi from F g

Declare i that yields
lowest αi as fault combi-
nation; and corresponding
b̂(k) as fault magnitude

GLR-Compensation:

1. rc(k) = r(k)− F g(k)b̂(k)

2. x̂(k) = y(k)−ΣεA
T (AΣεA

T )−1rc(k)

GLR-Elimination:
Eliminate the variables indicated by
combination i from the DR problem
with the help of Q− R decomposition
and obtain the reconciled estimates

k = k + 1

Yes

No

Figure 3.2: Flowchart of GLR method

Suppose eitherAP orAI is considered as the constraint modelA. Let S be the set of

all the healthy measurements, C be the set of all faulty measurements and T be the set

of measured variables in the reduced DR problem. Initially T has all the measurements

and C is empty.

1. Solve for reconciled estimates from (3.5) and measurement adjustments from (3.6).

Now determine the test statistics with maximal power [65, 109]

d(k) = Σε
−1a(k) (3.30)
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and covariance matrix of d(k), given by

Σd = AT (AΣεA
T )−1A. (3.31)

2. Compute the measurement test statistics

zd,j(k) =
|dj(k)|√
Σd,(j,j)

(3.32)

for each measurement j in the set T , where dj(k) is the jth element of d(k) and

Σd,(j,j) is the jth diagonal element of Σd. Each zd,j(k) follows a standard normal

distribution under H0.

3. Compare each zd,j(k) with the critical test value Zc = Z
1− β̄

2

, where β̄ = 1 − (1 −

α)1/nh is the modified level of significance [56] for a Type I error probability α, and

nh is the number of healthy measurement signals in T . If |zd,j(k)| ≤ Zc∀j ∈ T ,

proceed to step 5. Otherwise, select the signal corresponding to the largest value

of |zd,j(k)| and add it to the set C of faulty signals. If two or more signals have

the same maximum value of |zd,j(k)|, select the one with the lowest index j.

4. Remove the measurements contained in C from set S, and solve for reduced DR

problem by using the projection matrix P as explained in Section 3.2.2. Obtain T ,

the set of measurements in the reduced DR problem, x̂p(k) from (3.14) and uru(k)

suitably from either (3.15) or (3.16). Also the vectors a(k) and d(k) corresponding

to these measurements are computed from (3.6) and (3.30). Go to Step 2.

5. The measurements yf (k) ∀f ∈ C are suspected of containing faults. The estimates

of healthy and faulty measurement signals after removal of the variables in C are

those obtained in Step 4 of the last iteration.

The flowchart of IMT is shown in Fig. 3.3.
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u1Ru2uq−ru(k).
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Figure 3.3: Flowchart of IMT
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3.3.3 IPCT

Principal component tests are especially intended for detection and identification of sub-

tle gross errors, that are not traced by other techniques [113]. Principal component test

uses the PCA on measurement adjustments given in (3.6). IPCT, which is a modifica-

tion of the principal component test for better isolation of faulty sensors, is explained

in the following:

The measurement adjustments are considered for the generation of test statistics and

principal components are derived from the covariance matrix Σa of the same [113], given

by Σa = ΣεA
TΣr

−1AΣε. Singular value decomposition is performed on Σa, denoted

by

[H ,N ,J ] = svd(Σa), (3.33)

whereH is the n×n matrix of left singular vectors,N is an n×n matrix containing the

n non-zero singular values ordered from the largest to the smallest along the diagonal,

and J is an n× n matrix of right singular vectors. Principal components are derived as

z(k) = DTa(k), (3.34)

where D = H1N
−1/2
1 ; H1 and N 1 are the matrices holding the first ra columns of H

and the diagonal sub-matrix ofN holding the dominant singular values corresponding to

H1, where ra is the rank of Σa. Faults can be detected and identified in measurements by

inspecting the contribution from jth adjustment aj(k) to a suspect principal component

i, calculated as

gi,j(k) = Di,jaj(k), j = 1, ..., n, (3.35)

where Di,j is the jth element of ith singular vector in D. For this principal com-

ponent i, let g′i(k) be the same as the principal component statistic vector gi(k) =

[gi,1(k) gi,2(k)...gi,n(k)], except that its elements are sorted in descending order based on

their absolute values. The contributions of signals to principal components, are revealed

from G
′
(k) = {g′i(k),∀i = 1, ..., ra}.
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The identification is carried out as follows: Based on Sidak’s inequality [65], a χ2

variable with assumed confidence level (generally 95%; Type I error probability α = 0.05)

with ra degrees of freedom, is taken as the threshold Zc. Those principal components

in z(k) for which the statistic given by (3.34) exceeds the threshold, are the suspect

principal components, i.e., in all columns of G′
(k) the first few components whose sum

exceeds the threshold are found. In other words, in suspect principal components, those

variables whose contributions are dominant enough for the test statistic to exceed the

threshold are the variables identified to have faults.

However, incorrect identification may be possible with the above formulation. To

minimize this, it is proposed to adopt the following iterative procedure, since for nf

number of suspected measurements, 2nf −1 combinations are possible each representing

a fault scenario (e.g., for 3 suspicious faulty measurements 1, 2 and 3, the 7 possible

combinations are: {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3} and {1, 2, 3}.).

1. Identify all 2nf − 1 fault combinations. Choose a combination with number c = 1

and take an empty set O.

2. Let Tc be the set of all healthy signals for combination c. Eliminate the variables

pointed by the chosen fault combination, such that a reduced DR problem arises,

as explained in Sec. 3.2.

3. Calculate the measurement adjustments ac(k) = yc(k) − x̂c(k), where yc(k) and

x̂c(k) are the vectors of measurements and reconciled estimates respectively for

the reduced DR problem [12] corresponding to Tc. Compute covariance matrix of

ac(k), given by

Σac = ΣεcG
T
xc(GxcΣεcG

T
xc)
−1GxcΣεc, (3.36)

where Σεc, Gxc are the measurement error covariance matrix and the reduced

constraint matrix, respectively for combination c.
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4. Perform singular value decomposition of Σac, denoted by [Hc,N c,J c] = svd(Σac),

where all the quantities on LHS are analogous to those in (3.33) with appropriate

dimensions.

5. Derive the principal components as zc(k) = DT
c ac(k), where all the quantities are

analogous to those in (3.34).

6. Find whether the new principal components exceed the threshold. If |zc,j(k)| ≤

Zc∀j ∈ Tc, add c to set O.

7. If c = 2nf −1, conclude the algorithm. Otherwise, increment c by 1 and go to step

2.

After considering all the combinations, set O contains all the combinations of faulty

variables removal of which results in no further alarm regarding the faults. Since the

number of faulty variables is assumed to be as low as possible for a well maintained

plant, a combination in set O with least number of variables is declared as the faulty

measurement combination. In case of many combinations having least number of vari-

ables, declare a combination c among them for which the inner product of adjustment

vector, given by aTc (k)ac(k) is minimum. The idea behind this approach is that, if ex-

act faulty detectors are eliminated, variables in reduced DR problem have only random

errors leading to minimum adjustments to the retained measurements. The flowchart of

IPCT is shown in Fig. 3.4.

For successful FDI, the number of faults must not exceed m, the model order. How-

ever, for good identification rate, the number of faulty detectors (g) should be less than

one-half of n, the total number of detectors, i.e., g < n
2
. In addition, 100% identification

rate may not be achieved for g = n
2
. This is because for g ≥ n

2
, the number of healthy

detectors (n−g) ≤ g, and these minority detectors might wrongly be portrayed as faulty

detectors by g number of actual faulty detectors with their unbroken covariance struc-

tures. However, incorrect identification may be possible with the above FDI techniques
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Start

k = 1

a(k) = y(k)− x̂(k) and Σa = ΣεA
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−1AΣε.
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z(t) = DTa(t), where D = H1N
−1/2
1

1. Contribution from aj(k) to a PC i:
gi,j(k) = Di,jaj(k), j = 1, ..., n.

2. gi(k) = [gi,1(k) gi,2(k)...gi,n(k)]
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′
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elements in descending order.
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′
(k) = {g′
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c > 2nf − 1?
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ac(k) = yc(k) − x̂c(k) whose covariance
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T
xc(GxcΣεcG

T
xc)

−1GxcΣεc

Perform SVD on Σac: [Hc,N c,Jc] = svd(Σac)
zc(k) = DT

c ac(k)

Is |zc,j(k)| ≤
Zc ∀ j ∈ Tc?

Add c to the set O

For non-empty O, declare
a combination in O with
least number of variables
as faulty. If there are

many such combinations,
declare a combination c

with minimum aT
c (k)ac(k).

k = k + 1

c = c + 1

Yes

No

Yes

No

Yes
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Figure 3.4: Flowchart of IPCT
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and probability of correct identification largely depends on the columns of the constraint

model and magnitude of the fault [33]. Evaluation of the above FDI techniques needs

to be carried out through simulations. In Chapter 5, evaluation results of all the above

FDI methods are presented based on extensive simulations. The following FDI indices

can be computed for the evaluation of the performances of the FDI techniques.

1. Overall Detection Rate (ODR): It is the percentage of detection of one or more

faults or rejection of H0 out of total number of trials. It involves detection, even

during the cases where H0 is true.

2. Overall Power (OP): It is the percentage of trials when one or more faults are

correctly identified for a true H1.

The following are the desirable properties of the FDI indices:

1. ODR should be close to 100%.

2. OP should be close to 100%.

3.4 Clustering the VSPND Data

Since there is no stand point in selection of the clustering algorithm or method and as

selection completely depends on one’s expertise in the solution, the popular k−means

algorithm is chosen for clustering the large number of VSPNDs of AHWR. This algorithm

is centroid-based and falls under non-hierarchical clustering techniques. According to

this method, the number of clusters k is chosen in advance. Then k centroids (points

of mean) of the data are randomly chosen. The matrix Y ∈ Rn×N , where n is the

number of items (or detector signals for the case of Y being a measurement matrix)

and N is the number of observations, is supplied to the k−means algorithm. It may be

noted that in applications like FDI, it is the items, rather than the observations, that
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must be grouped. Hence, the data is visualized as n items in N dimensional space. The

algorithm is explained as follows:

1. The items are assigned to one of the k clusters.

2. The Euclidean distance between each item to all the centroids are computed.

An item is assigned to the cluster whose centroid is nearest. The centroids are

recalculated for the cluster receiving the item and for the cluster loosing the item.

3. Step-2 is repeated until no more reassignments of the items take place.

The procedure for selection of number of clusters into which the items are to be grouped

is described in the following: The k−means algorithm is run for values of number of

clusters from 1 to kf . It should be noted here that kf is any number less than n. In

each case, for each cluster, the quantity 1 − ρ̄min is calculated, which gives maximum

spread within each cluster, where ρ̄min is the minimum pair-wise correlation between

two items in the cluster. Then, average of 1− ρ̄min is taken over all the clusters, which

is averaged maximum spread. The averaged maximum spread is plotted against the

number of clusters, and the cluster configurations near the knee point of the curve are

taken as the candidates for the final number of clusters.

3.5 Discussions

The general techniques for development of steady-state constraint relations among the

detector signals are discussed and the constraint models are derived. The DR problem

that utilizes the constraint model for the accurate estimates of the measurements has

been addressed under the situations of both healthy and faulty detectors. A fault de-

tection and diagnosis scheme should also work in a coordinated manner with the DR

scheme for the timely detection and location and identification of the faults.

51



Chapter 3. Steady-state FDI Techniques

The above techniques can be applied to the ion chamber and VSPND data of the

AHWR for the assessment of the performance. However, for the VSPND data a cluster-

ing scheme has been suggested, which can achieve better performance when applied on

individual clusters or groups of VSPND worked out based on the correlations among the

signals. The next chapter derives a dynamic model of AHWR, which helps in the gener-

ation of data for the development of the constraint model, the key concept in DR-based

FDI.
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Chapter 4

The AHWR and its Modeling

The AHWR, designed with the aim of direct utilization of large thorium reserves in In-

dia, uses uranium-thorium and plutonium-thorium mixed oxide fuel [103]. The reactor

employs various passive safety features for decay heat removal and mitigation of postu-

lated accident conditions. Removal of core heat by natural circulation, another passive

feature, makes the reactor to be of vertical type.

There are three regions with burn-up decreasing towards the periphery of the core.

Control of reactivity in AHWR is achieved by on-line fuelling, boron dissolved in moder-

ator and control rods. Boron in moderator is essentially used for reactivity management

of equilibrium xenon load. In the core, there are 513 lattice locations out of which 452

are meant for fuel assemblies and the remaining 61 are reserved for control rods, as

shown in Fig. 4.1. Control rods include Regulating Rods (RRs), Absorber Rods and

Shim Rods, each are 8 in number; and 37 Shut-Off Rods. RRs are used to regulate the

rate of nuclear fission, Absorber Rods and Shim Rods, fully inside and outside the core

respectively, are used to meet the reactivity demands beyond the worth of RRs. RRs,

Absorber Rods and Shim Rods are used by RRS; Shut-Off Rods are used by SDS-1.

SDS-2, another independent protection system, is based on liquid poison injection into

A part of this chapter was published in 2013 IEEE International Conference on Control Applications
(CCA), Hyderabad, India.
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Figure 4.1: Core map with detector locations

the moderator. The radially large AHWR core is placed in a vessel called calandria

containing heavy water (D2O), which acts both as the moderator and the reflector. The

calandria is in turn surrounded by a light water filled vault that acts as an effective

radiation shield.
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The neutronic instrumentation system of AHWR monitors the power levels from

5 × 10−14 FP to 5 × 10−6 FP with the help of start-up detectors; and from 5 × 10−8

FP to 1.5 FP with the help of power range detectors. The reactor is under manual

control when the power is in start-up range, and under manual as well as automatic

control when it lies in power range. In this thesis, since the DR-based FDI is a part

of automation, the detectors in power range are of importance. Hence the discussion

is restricted to boron coated ion chambers with gamma compensation and VSPNDs,

which are the ex-core and in-core detectors in power range, respectively. In this chapter,

a mathematical model of AHWR is developed for the simulation of measurement data

of the ion chambers and VSPNDs as this data helps in achieving the objectives such

as estimation of the core neutron flux and its shape, ensuring non-violation of various

safety limits on fuel pellets and fuel clad barriers, validation of algorithms meant for

generation of the three dimensional flux map of the entire core alongwith the FDI of the

detectors.

4.1 Ion Chambers and VSPNDs of AHWR

The internal construction details and the fault modes of the ion chambers and VSPNDs

of AHWR are given in this section.

4.1.1 Ion Chambers

Standard ex-core ion chambers are almost insensitive to core leakage flux due to low

neutron interaction probability in the usual filling gases [1]. Hence, Boron-10 coated

ion chambers are generally used. They work on the principle that Boron-10 and filling

gas respectively get ionized as a result of the neutron flux and gamma radiation and

thereby emit alpha particles. The collection of these particles result into an electrical

signal proportional to the radiation dose. However, determination of slow neutron flux,
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Figure 4.2: Basic configuration of ion chambers.

which is representative of the core average flux, is difficult due to the presence of high

gamma radiation. Boron-10 coated gamma compensated ion chambers alleviate this

problem. These detectors, which are also used in AHWR, necessitate the construction

of a segmented ion chamber for the simultaneous measurement of the core leakage flux

and the gamma radiation, such that one segment of this detector is boron-lined, sensi-

tive to both neutrons and gamma-rays; the other is an ordinary ion chamber capable

of measuring only the gamma flux. The detectors consist of three coaxial cylindrical

Aluminium electrodes as shown in Fig. 4.2 with the annular volume filled with Nitrogen

gas so that a polarized voltage results in current flow. The outer and inner electrodes are

cathode and anode respectively, and the middle electrode is called the signal electrode.

The inner surface of cathode and the outer surface of signal electrode are coated with

Boron-10. The gamma radiation induced current Iγ is then subtracted from the total

current In + Iγ to obtain the neutron induced current In.

Some of the major fault modes of the ion chambers are listed as follows:

1. Leakage of gas: Leakage of gas from the volume of ion chamber results in reduction

of the insulation resistance. This could result in high leakage current.

2. Changes in the operating pressure: Reduction in operating pressure lowers the

insulation resistance thereby results into high leakage current.
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3. Humidity: Humidity reduces the insulation resistance and thereby increases the

leakage current from the ion chamber.

4. Changes in the polarization voltage: Ion chamber signal is directly related to the

polarization voltage. Any change in polarization voltage leads to degraded signal

from the ion chamber.

5. Radiation damage: Contamination of the anode and cathode components by dis-

association products of avalanche reactions degrades the ion chamber signals.

6. High temperature: Leakage current increases with high temperatures. This makes

the ion chamber signal faulty.

7. High neutron flux: This introduces non-linearity in the relationship between the

flux and current. This degrades the ion chamber signal.

8. Vibration and shock: Mechanical shocks against high voltage detector cables or

detectors themselves result in large noise pulse. This may be interpreted as a

faulty signal.

4.1.2 VSPNDs

In SPNDs, current is generated by means of emission of beta particle or an electron by

the emitter material as a result of interactions with neutron flux and gamma radiation.

This current is measured between the emitter and an outer shell or sheath, called the

collector. The intervening space is filled with an insulator that can withstand extreme

temperature and radiation environment in the reactor core. Performance of SPNDs is

solely governed by the choice of emitter material. The material with a moderate capture

cross section should be selected, because a too high value results in rapid burnup and a

too low value leads to detectors with low sensitivity. Also, the half-life of the induced

activity should be as short as possible for the quick response and sufficiently high energy

beta rays should be produced to avoid self absorption.
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Figure 4.3: Basic configuration of VSPNDs.

In a VSPND, the in-core detector in power range for AHWR, the material of emitter

is Vanadium. A typical VSPND, as shown in Fig. 4.3, has a co-axial configuration

with four parts, viz., emitter, insulation, collector, and mineral insulated co-axial cable.

Generally Magnesium Oxide (MgO) or Aluminium Oxide (Al2O3) are used as insulator

and Inconel as the sheath [60].

The following are the different fault modes of the in-core SPNDs [6, 116]:

1. Sensitivity changes: Sensitivity (Sv) is the current signal produced per unit neu-

tron flux received in a unit length of the SPND. With increase in fluence, the

sensitivity is observed to reduce because of burn-up of emitter material. It can be

compensated by increasing the amplifier gain.

2. Reduction in insulation resistance: Insulation resistance reduces from the nominal

value (of the order of 1012 ohms) mainly due to moisture contamination. This

increases the leakage current thereby reducing the signal from the SPND. This has

a gradual effect on the SPND signal.

3. Failure of seal: Detectors are filled with inert gases such as helium and sealed in

order to avoid corrosion. When seal gets deteriorated, conducting media like air

and moisture replace the inert gas thereby corrupting the signal.

58



Vidya Sagar Yellapu: Data Reconciliation Based Scheme For Sensor Fault Detection

4. Corrosion: Because of oxidizing and nitriding atmosphere surrounding the SPND

assembly, embrittlement of the Inconel sheath may happen when encapsulation

deteriorates. This gradually deteriorates the signal.

5. Ageing and activation products: Due to activation products, sheath and electrode

alloys are degraded leading to signal degradation.

6. Clipping and modulation: The SPND signal may be restricted at a particular level

or the signal may be modulated because of saturation of either the SPND or the

associated electronic circuitry. These effects are similar to faults in the SPNDs.

7. Bias error: Sudden jumps in the signal due to degradation of either the SPND or

the associated electronic circuitry can also manifest as faults in the SPNDs.

All the faults listed in the above subsections give rise to either a sudden change

or a slow change in the signals of the detectors. Though it is desirable to find out a

FDI method capable of detecting all these faults, formulating such strategy is rather

impractical due to computational limitations. However, since all these faults eventually

lead to a bias, a bias detection scheme is generally adequate. Hence, FDI techniques for

bias detection are presented in the subsequent chapters.

4.2 Locations of Neutron Detectors in AHWR

There are 8 out-of-core locations containing 9 ion chambers, with 3 detectors each for

the RRS, SDS-1 and SDS-2. There are 3 more spare ion chambers with one for each

of the RRS and SDSs. Ion chambers are placed in vault water around the calandria

vessel [103], in lattice tubes placed close to calandria as shown Fig. 4.1. Hence, each

ion chamber gives a current signal proportional to the core leakage flux at its location,

which is representative of the core average flux. Ion chambers 1, 2 and 3 are for RRS;

ion chambers 4, 5 and 6 are for SDS-1; ion chambers 7, 8 and 9 are for SDS-2; ion
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Figure 4.4: Location of an ion chamber near calandria (Top view).

chambers 10, 11 and 12 are the respective spare detectors for RRS, SDS-1 and SDS-2.

The aluminium lattice tubes of ion chambers are positioned vertically and are to be

installed through stainless steel lattice tubes provided in the top end shield, with lead

filling separating the inner and outer tubes. The outer lattice tube for the ion chamber

housing extends to an elevation of 700 mm below the centre of the AHWR fuel assembly.

As neutron flux attenuates quickly in vault water, these lattice tubes are located close

to calandria, at a distance of about 20 mm. The detailed sketch of the ion chamber

placement near calandria is given in Fig. 4.4.

On the other hand, 200 VSPNDs for in-core measurement are distributed in different

layers in 32 In-Core Detector Housings (ICDHs) at inter-lattice locations surrounded by

4 lattices each, as shown in Fig. 4.1. For each of the ICDHs, the surrounding lattices

are indicated in Table 4.1, and the locations are shown in Fig. 4.5(a). Each ICDH can

accommodate up to 7 VSPNDs at the positions indicated in Fig. 4.5(b). The VSPNDs,

numbered as Vi, i = 1, ..., 200, are placed in ICDHs at the positions given in Table 4.1.

Only eight ICDHs, i.e., ICDHs numbered as 5, 8, 13, 14, 19, 20, 25 and 28 contain

7 SPNDs each while the remaining 24 ICDHs contain 6 VSPNDs each. ICDHs are

depicted in Fig. 4.5(a). It can also be observed that each zone (one of the quadrants of

the core, shown in Fig. 4.5(a)) contains 50 VSPNDs.
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Table 4.1: Placement of 200 number of VSPNDs in 32 ICDHs

ICDH
No. Surrounding lattices

Layer No. No. of
VSPNDsZ1 Z2 Z3 Z4 Z5 Z6 Z7

1 X8, X9, Y8 and Y9 V1 - V41 V73 V105 V137 V169 6
2 X17, X18, Y17 and Y18 V2 - V42 V74 V106 V138 V170 6
3 W11, W12, X11 and X12 V3 - V43 V75 V107 V139 V171 6
4 W14, W15, X14 and X15 V4 - V44 V76 V108 V140 V172 6
5 S7, S8, T7 and T8 V5 V33 V45 V77 V109 V141 V173 7
6 S11, S12, T11 and T12 V6 - V46 V78 V110 V142 V174 6
7 S14, S15, T14 and T15 V7 - V47 V79 V111 V143 V175 6
8 S18, S19, T18 and T19 V8 V34 V48 V80 V112 V144 V176 7
9 R2, R3, S2 and S3 V9 - V49 V81 V113 V145 V177 6
10 R23, R24, S23 and S24 V10 - V50 V82 V114 V146 V178 6
11 O3, O4, P3 and P4 V11 - V51 V83 V115 V147 V179 6
12 O7, O8, P7 and P8 V12 - V52 V84 V116 V148 V180 6
13 O11, O12, P11 and P12 V13 V35 V53 V85 V117 V149 V181 7
14 O14, O15, P14 and P15 V14 V36 V54 V86 V118 V150 V182 7
15 O18, O19, P18 and P19 V15 - V55 V87 V119 V151 V183 6
16 O22, O23, P22 and P23 V16 - V56 V88 V120 V152 V184 6
17 L3, L4, M3 and M4 V17 - V57 V89 V121 V153 V185 6
18 L7, L8, M7 and M8 V18 - V58 V90 V122 V154 V186 6
19 L11, L12, M11 and M12 V19 V37 V59 V91 V123 V155 V187 7
20 L14, L15, M14 and M15 V20 V38 V60 V92 V124 V156 V188 7
21 L18, L19, M18 and M19 V21 - V61 V93 V125 V157 V189 6
22 L22, L23, M22 and M23 V22 - V62 V94 V126 V158 V190 6
23 H2, H3, J2 and J3 V23 - V63 V95 V127 V159 V191 6
24 H23, H24, J23 and J24 V24 - V64 V96 V128 V160 V192 6
25 G7, G8, H7 and H8 V25 V39 V65 V97 V129 V161 V193 7
26 G11, G12, H11 and H12 V26 - V66 V98 V130 V162 V194 6
27 G14, G15, H14 and H15 V27 - V67 V99 V131 V163 V195 6
28 G18, G19, H18 and H19 V28 V40 V68 V100 V132 V164 V196 7
29 C11,C12, D11 and D12 V29 - V69 V101 V133 V165 V197 6
30 C14, C15, D14 and D15 V30 - V70 V102 V134 V166 V198 6
31 B8, B9, C8 and C9 V31 - V71 V103 V135 V167 V199 6
32 B17, B18, C17 and C18 V32 - V72 V104 V136 V168 V200 6
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Figure 4.5: (a) Cross-section of the AHWR core, showing the location of ICDHs
(schematic) (b) Placement of 7 VSPNDs along an ICDH in AHWR (all the dimensions
are in mm).

4.3 Model Derivation for AHWR

The neutrons are born as fast neutrons (having high energy) and eventually slow down

to become thermal neutrons. There are numerous other interactions with the matter.

Each interaction, viz., absorption, scattering, fission etc., has a certain probability of

occurrence called as cross-section. The cross-sections are different for different regions

and also for different neutron energies. However, for the usual reactor kinetics modeling,

it is adequate to work with two-group neutron fluxes. The nodal model developed in

this thesis is in terms of an equivalent flux derived from two-group fluxes.

Benchmark problems and their reference solutions useful for validation of simplified

models are not available for AHWR, unlike Light Water Reactors and PHWRs. Hence,
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Table 4.2: Dimensional Details of the mesh boxes

S.
No. Region Dimension (mm)

Height Length
1 Core 143.83 225
2 Side reflector 143.83 133.33
3 Top reflector 133.33 225
4 Bottom reflector 150 225

validation of the mathematical model is carried out by comparing the flux distributions

with those generated using more accurate core physics calculation codes such as the

FDM. In other words, an FDM similar to that described in [67] is taken as the bench-

mark. In this FDM, the core including reflector is considered to be divided into 22950

fictitious meshes, distributed in 30 horizontal planes along the axis of the core. The

detailed core map with reflector region of one of the planes is shown in Fig. 4.6. First

3 planes from the top and last 3 planes from the bottom respectively form the top and

bottom reflector regions. The middle 24 number of meshes in 24 other planes belong to

either side-reflector region or the core region, depending on their position in the core,

as shown in Fig. 4.6. The dimensional details such as height and length of the 22950

finite difference meshes are given in Table 4.2. In Table 4.2, as the mesh boxes in the

side, top and bottom reflector regions are cubicles, the dimension of one of their two

sides only is given. However, their width is based on the dimension of the neighbouring

mesh boxes. Under nominal steady-state condition, reactor exhibits a quadrant core

symmetry in flux distribution and the FDM generates a fast and a thermal flux in each

of the 22950 mesh boxes.

4.3.1 The Nodal Method

The AHWR core is considered to be divided into 17 nodes, as shown in Fig. 4.7(a) by

the segments labelled from 1 to 17. The top and bottom reflector regions are divided

into 17 nodes in an identical pattern as the core, whereas the side reflector region is

divided into 8 nodes, giving 59 nodes in total. The side reflector region is shown in Fig.
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Figure 4.6: Cross-sectional views of AHWR core layout including reflector region (top
view).

4.7(a) by the segments labelled from 18 to 25. The top and bottom reflector regions

alongwith their nodal division are shown in Fig. 4.7(b) and 4.7(c) respectively.

AHWR operates with a slightly harder spectrum in the epithermal region and the

contribution of up-scattering, though small, needs to be accounted. Starting with

the two-group neutron diffusion equations and delayed neutron precursor concentra-

tion equation, the following set of equations characterizing the nodal model of AHWR
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(a)

(b) (c)

Figure 4.7: 17 node AHWR core nodalization for (a) the active core (17 nodes in core
and 8 nodes in side reflector) (b) top reflector region (c) bottom reflector region.

are obtained:

1

υ1

∂φ1

∂t
= ∇D1∇φ1−Σa1φ1−Σ12φ1 +Σ21φ2 +(1−β)(νΣf1φ1 +νΣf2φ2)+

md∑

i=1

λiCi, (4.1)

1

υ2

∂φ2

∂t
= ∇D2∇φ2 − Σa2φ2 + Σ12φ1 − Σ21φ2, (4.2)

∂ Ci
∂t

= βi(νΣf1φ1 + νΣf2φ2)− λiCi; i = 1, 2, ...,md, (4.3)
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where the subscripts 1 and 2 represent the parameters of fast and thermal group fluxes.

υg, φg, Dg, Σag, Σfg are mean velocity of neutrons, neutron flux, diffusion coefficient,

absorption cross section, fission cross section for energy group-g, g = 1, 2. Σ12 and Σ21

are the scattering cross sections from group-1 to group-2 and from group-2 to group-1

respectively. ν is the mean number of fission neutrons and md = 6 is the total number

of delayed neutron precursors’ groups. Ci, βi, λi are the concentration, fraction and

decay constant of delayed neutrons of ith group precursors. Effective fraction of delayed

neutrons β =
∑md

i=1 βi. The neutron fluxes φ1 and φ2 are functions of both space co-

ordinates and time. The parameters D1, D2, Σa1, Σa2, Σf1 and Σf2 are different for

different core locations as given in Table 4.3. If the spatial variations of D1 and D2 are

neglected, ∇D1∇φ1 = D1∇2φ1 and ∇D2∇φ2 = D2∇2φ2.

The discussion is restricted to the more tractable reactor kinetics problem, hence the

coefficients in the partial differential equation system are treated as piecewise constants

in space, with possible iterative updating in time in the course of a transient.

When two nodes h and k are considered,

D1
d2φ1

du2
V̄h = JuAhk, (4.4)

where V̄h is the volume of the node-h, Ju is the neutron current density in the direction-u

and Ahk is the area of interface between nodes h and k. From Fick’s law,

Ju = D1
dφ1

du
. (4.5)

From (4.4) and (4.5),

D1
d2φ1

du2
=
Ahk
V̄h

D1
dφ1

du
=
D1Ahk
V̄h

(−φ1h + φ1k)

∆hk

, (4.6)

⇒ D1∇2φ1|h = −ω1hhφ1h +

N̄h∑

k=1

ω1hkφ1k, (4.7)
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and similarly,

D2∇2φ2|h = −ω2hhφ2h +

N̄h∑

k=1

ω2hkφ2k, (4.8)

where

ωghk = DgAhk
V̄h∆hk

and ωghh =
∑N̄h

k=1 ωghk, g = 1, 2.; and N̄h is the number of all the neigh-

bouring nodes to node-h.

Substituting (4.6) to (4.8) in (4.1) and (4.2),

1

υ1

dφ1h

dt
= −ω1hhφ1h +

N̄h∑

k=1

ω1hkφ1k − (Σa1hφ1h + Σ12hφ1h)

+ Σ21φ2 + (1− β)(νΣf1hφ1h + νΣf2hφ2h) +

md∑

i=1

λiCih, (4.9)

1

υ2

dφ2h

dt
= −ω2hhφ2h +

N̄h∑

k=1

ω2hkφ2k − Σa2hφ2h + Σ12hφ1h − Σ21φ2. (4.10)

Adding (4.9) and (4.10), and defining equivalent flux φh = φ1h + φ2h,

Rh =
φ2h

φ1h

,

υh =
(1 +Rh)(

1
υ1

+ Rh
υ1

) ,

Dh =

(
D1h +D2hRh

1 +Rh

)
,

ωhh =

(
ω1hh + ω2hhRh

1 +Rh

)
,

ωhk =

(
ω1hk + ω2hkRh

1 +Rh

)
,

Σah =

(
Σa1h + Σa2hRh

1 +Rh

)
,

Σfh =

(
Σf1h + Σf2hRh

1 +Rh

)
,





(4.11)

67



Chapter 4. The AHWR and its Modeling

lead to

1

υh

dφh
dt

= −ωhhφh +

N̄h∑

k=1

ωhkφk − φhΣah + (1− β)νφhΣfh +

md∑

i=1

λiCih. (4.12)

Delayed-neutron precursor density can be expressed as

dCih
dt

= βiνφhΣfh − λiCih. (4.13)

Further defining prompt neutron life-time lh , multiplication factor Kh and reactivity ρh

as follows,

lh =
1

Σahυh
, Kh =

νΣfh

Σah

, ρh =
Kh − 1

Kh

, (4.14)

(4.12) and (4.13) can be written in a modified form as

dφh
dt

= −ωhhυhφh +

N̄h∑

k=1

ωhkυhφk + (ρh − β)
φh
l

+

md∑

i=1

υhλiCih, h = 1, 2, ...Z, (4.15)

dCih
dt

=
βiφh
υhlh

− λiCih, i = 1, 2, ...md. (4.16)

Equations (4.15) and (4.16) give the neutronics model of the reactor core without

internal feedbacks, where Z = 17 is the number of nodes in the core. In reflector nodes,

delayed neutron precursors’ concentration, fraction of delayed neutrons and reactivity

are not considered as there is no fuel material and no direct reactivity introduced into

them. Hence, the following equation holds good for the reflector region nodes.

dφh
dt

= −ωhhυhφh +

N̄h∑

k=1

ωhkυhφk, h = Z + 1, ..., Z +R, (4.17)

where R = 42 is the number of nodes in the reflector region. It may be noticed that the

total number of model equations would be Z(md + 1) +R.

In order to account for the reactivity variations due to internal feedbacks and control

devices, the reactivity term ρh in (4.15) is expressed as the sum of reactivity feedback due
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Table 4.3: Two-group cross-section data for different reactor elements (all cross-sections
(Σ) in cm−1 and diffusion coefficients (D) in cm).

Material Σa1 Σa2 Σf1 Σf2 νΣf1 νΣf2 Σ12 Σ21 D1 D2

Fuel
High burnup
region-top

0.00333 0.0118 0.000815 0.00481 0.00215 0.0126 0.00732 1.55 0.896 0.000221

High burnup
region-bottom

0.0035 0.012 0.000803 0.00475 0.00209 0.0124 0.00792 1.55 0.895 0.000218

Medium burnup
region-top

0.00332 0.0118 0.000814 0.0048 0.00213 0.0125 0.00729 1.55 0.896 0.00022

Medium burnup
region-bottom

0.00356 0.0124 0.000846 0.00508 0.00221 0.0133 0.00787 1.55 0.897 0.000224

Low burnup
region-top

0.0033 0.0116 0.000802 0.00474 0.00202 0.0121 0.00728 1.55 0.896 0.000219

Low burnup
region-bottom

0.00357 0.0126 0.000863 0.00522 0.00221 0.0137 0.00785 1.55 0.897 0.000227

AR,RR 0.002922 0.007255 0 0 0 0 0.009011 9.92×10−51.2994 0.8514
SR,SOR 0.006072 0.019909 0 0 0 0 0.006621 0.000258 1.27414 0.85382
Reflector 9.05×10−66.48×10−50 0 0 0 0.011427 9.26×10−71.3259 0.8374

to Xenon and that due to control rods, i.e., ρh = ρhx + ρhu. Other factors for reactivity

contribution such as fuel, coolant, moderator temperature feedbacks are ignored due to

their less significance in AHWR.

In the solution process, the physical parameters such as volume of the nodes, area

of interface, distance between the nodes, and the homogenized neutron cross-sections

for the nodes under consideration are essential for computation of coupling coefficients.

The average coolant densities in the bottom half (for a length of 1.75 m from the core

bottom) and top half (remaining 1.75 m length of the lattices) of the reactor core under

full power operating conditions are calculated as 0.74 g/cc and 0.45 g/cc respectively,

and corresponding cross-sections as given in Table 4.3 are used in the analysis. The

neutronic data of AHWR is given in Table 4.4.

4.3.2 Formulation of Xenon Reactivity Feedback

To formulate Xenon reactivity feedback, Iodine and Xenon dynamics in each node h in

the core region can be modelled as:

dIh
dt

= γIΣfhφh − λIIh, (4.18)
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Table 4.4: Neutronic data of AHWR

Parameter Value
β1 0.000136
β2 0.000745
β3 0.000575
β4 0.000855
β5 0.000234
β6 0.000098
λ1 0.0127 s−1

λ2 0.0323 s−1

λ3 0.133 s−1

λ4 0.328 s−1

λ5 1.21 s−1

λ6 2.68 s−1

λI 2.83×10−5 s−1

λX 2.09×10−5 s−1

γI 0.061
γX 0.003
σaX 2.65×10−18 cm2

υ1 1× 107 cm/s
υ2 3× 105 cm/s

dXh

dt
= γXΣfhφh + λIIh − (λX + σaXφh)Xh, (4.19)

where Ih and Xh are respectively the iodine and xenon concentrations in node- h , γI

and γX are their respective fractional yields, λI and λX are respective decay constants.

The Xenon reactivity feedback in a node h is given by

ρhX = −σaXXh

Σah

. (4.20)

4.3.3 Formulation of RR Reactivity Variation

For small-scale transients involving normal operational and control situations, reactivity

control requirements are met by RRs, i.e., ρhu is essentially on account of RR movements.

The AHWR has 8 RRs, each situated in a distinct lattice location of the core, as shown

in Fig. 4.10. Reactivity contributed by the movement of a RR is a non-linear function

of its position, but for the normal range of operation it can be approximated by a linear
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Table 4.5: Location of RRs in the core

Aspect
RR

RR-1 RR-2 RR-3 RR-4 RR-5 RR-6 RR-7 RR-8

Lattice Location E17 J21 R21 V17 V9 R5 J5 E9
Node 2 3 4 5 6 7 8 9

function. Thus, if node h contains the RR l, the node reactivity due to RR movement

is given by

ρhu = (−21.604Pl + 1440.311)× 10−6, (4.21)

where Pl is the %-in position of the lth RR. ρhu is zero for nodes not containing RRs.

The 8 RRs given in Table 4.5 are grouped into two banks, with one bank containing 4

RRs (viz., RR-1, RR-3, RR-5 and RR-7) is used for the automatic control of the reactor

while the other bank containing remaining RRs (viz., RR-2, RR-4, RR-6 and RR-8) is

used for manual control. Each RR is driven by its individual reversible variable speed

type three phase induction motors through a rope-pulley mechanism. Neglecting the

friction, damping and rotational to linear motion transmission dynamics, the speed of

RR-l is directly proportional to the applied voltage to the drive motor, i.e.,

dPl
dt

= GRRϑl, l = 1, ..., NRR, (4.22)

where NRR is the number of RRs available for control, ϑl is the control signal (in the

range of ±1 V) applied to the lth RR drive and GRR is a constant decided by the con-

straint in maximum speed of movement of RRs (thereby the maximum rate of reactivity

insertion) under the maximum control signal, as GRR = 0.56.

4.3.4 Homogenization of Nodes

The practical application of any coarse-mesh formulation requires a means of obtaining

spatially homogenized group-diffusion cross-sections, and a method of reconstructing

local pin power densities for actual heterogeneous sub-assemblies from the results of the
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Figure 4.8: Vertical sections and mesh boxes in all regions.

coarse-mesh calculation. These two steps are intimately related, since the accuracy in

reconstructing local information from a converged coarse-mesh solution largely depends

on an effective method of spatially averaging group reaction cross-sections or homog-

enized cross-sections and diffusion constants for a node. Homogenized cross sections

[19, 97] are obtained for each node by performing a series of local fine-mesh calculations.

The vertical alignment of the fictitious meshes in the top, bottom and side reflector

regions; and the core region is evident from Fig. 4.8.

When Σ represents the cross section, ζ denotes a neutron interaction, j denotes a

vertical section in the core (j may have 3 or 24 or 30 FDM mesh boxes depending on

its location whether in top and bottom reflector regions; or active core; or side reflector

regions respectively), f gives the indices of the mesh boxes, two group cross-sections are

computed through volume-flux weighted homogenization as follows:

72



Vidya Sagar Yellapu: Data Reconciliation Based Scheme For Sensor Fault Detection

1. For active core region:

Σζgj =

∑27
f∈j,f=4 Σζgfφgf V̄f∑27

f∈j,f=4 φgf V̄f
, g = 1, 2. (4.23)

2. For side reflector region:

Σζgj =

∑30
f∈j,f=1 Σζgfφgf V̄f∑30

f∈j,f=1 φgf V̄f
, g = 1, 2. (4.24)

3. For top reflector region:

Σζgj =

∑3
f∈j,f=1 Σζgfφgf V̄f∑3

f∈j,f=1 φgf V̄f
, g = 1, 2. (4.25)

4. For bottom reflector region:

Σζgj =

∑30
f∈j,f=28 Σζgfφgf V̄f∑30

f∈j,f=28 φgf V̄f
, g = 1, 2. (4.26)

In (4.23)-(4.26), V̄f is the volume of the mesh boxes. The group wise homogenized

constants of each node h are found using the relation,

Σζgh =

∑
∀j∈h ΣζgjφgjV̄j∑
∀j∈h φgjV̄j

, g = 1, 2, (4.27)

where V̄j is the volume of the vertical section. The steady-state equivalent flux in the

vertical section j for both the fast and thermal energy groups is given by

φ0
j = φ0

1j + φ0
2j, (4.28)

where φ0
1j and φ0

2j are the volume weighted homogenized fluxes for the fast and thermal

groups respectively in vertical section j. The steady-state equivalent flux in the node h
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obtained from both the fast and thermal energy groups is given by

φ0
h = φ0

1h + φ0
2h, (4.29)

where φ0
1h and φ0

2h are the volume weighted homogenized fluxes for the fast and slow

groups respectively in node h.

All the one-group homogenized constants of each parameter such as Σah,Σfh, Dh are

to be found from (4.11) by using the value of Rh given by,

Rh =
φ0

2h

φ0
1h

. (4.30)

In the course of a transient, the nodal fluxes vary according to (4.15) alongwith dynamics

of delayed neutron precursors concentration and xenon; and RR movements. The core

average flux at any instant during the transient is obtained by the volume weighted

average of all the nodal fluxes in the core region given by

φC =

∑Z
h=1 φhV̄h∑Z
h=1 V̄h

. (4.31)

4.4 Reconstruction of Three-Dimensional Fluxes from

Nodal Fluxes

The methods for developing homogenized parameters for large nodes from detailed het-

erogeneous solutions and the problem of deducing local pin powers from the nodal

solutions are generally applied to time-independent problems but these could also be

extended to situations involving slow variations. The pin-by-pin flux distribution within

each node is calculated using a de-homogenization method or Flux Reconstruction

Method (FRM) [27] from nodal solutions. The FRM is superior than FDM in terms

of computational time and it is based on the assumption that the fine-mesh point flux
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Figure 4.9: A node with vertical sections and mesh boxes.

can be expressed as the product of flux of the assembly to which it belongs, which is

obtained through a vertical grid level weighting factor applied on the global flux, and a

mesh box level weighting factor corresponding to it. A simple diagram representing a

fictitious node h, with vertical sections, mesh boxes and their indices is shown in Fig.

4.9.

From (4.28) and (4.29), the weighting factor for each vertical section j in a node h

is given by κj = φ0
j/φ

0
h. The weighting factor for each mesh box f in any vertical grid

j can be found from the axial flux distribution obtained from the steady-state FDM

computation. The weighting factor for each mesh box f in a vertical grid j is defined

as κjf = φ0
jf/φ

0
j . During a transient, the fluxes in vertical grids and mesh boxes vary

according to the transient value of the nodal flux and weighting factors κj and κjf

corresponding to vertical grid j and mesh box f. Transient value of flux in any vertical

grid j is given by φj = κj.φh, where φh is the transient value of flux of node h, in which

vertical grid j is a member. On the other hand, transient value of flux in any mesh box

f in vertical grid j is given by φjf = κjf .φj. From the expression of φj,

φjf = κjf .κj.φh. (4.32)
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Substituting the values of κjf and κj, (4.32) can be written as

φjf =

(
φh
φ0
h

)
φ0
jf . (4.33)

Hence the transient value of flux in any mesh box is expressed as the ratio of transient

to steady-state flux value of the node it belongs to, multiplied by its own steady-state

value. This way the flux distribution is reconstructed in all 22950 mesh boxes.

4.5 Signals from Ion Chambers

The fluxes at the locations of ion chambers whose axis is parallel to the calandria wall

in a distance of 20 mm (refer to Fig. 4.4), can be determined if the diffusion equation is

solved for the case in which reflector is considered as a plane source and the surrounding

vault water is taken as a non-multiplying medium consisting of a slab of infinite extent

as far as length and breadth are concerned and having finite thickness [19, 26]. The

calandria vault which holds light water is surrounded by air, which is treated as vacuum.

With this assumption, there is a flow of neutrons in only one direction, neglecting very

small scattering back from the air. So the boundary condition is then postulated as if

near the boundary between a diffusion medium and air, the neutron flux gradient is such

that linear extrapolation would lead to the flux vanishing at a certain distance beyond

the boundary. The diffusion coefficient for this case is

d2φ

dx2
− 1

L2
φ = 0, (4.34)

where x is the distance in the radial direction to the reflector, and L is the diffusion

length. The general solution of the above diffusion equation is

φ(x) = Ae{
−x
L
} + Ce{

x
L
}, (4.35)
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where A and C are constants determined by the boundary conditions. When x is equal

to ã, the hypothetical extrapolated boundary, the solution is

φ(x)|x=ã = Ae{
−ã
L
} + Ce{

ã
L
} = 0. (4.36)

Here ã is the thickness of the medium including the extrapolation distance. The constant

C can be evaluated as

C = −Ae{−2ã
L
}. (4.37)

Substituting (4.37) in (4.36),

φ(x) = Ae{
−x
L
} − Ae{−2ã

L
}e{

x
L
} (4.38)

= A(e{
−x
L
} − e{x−2ã

L
}). (4.39)

At the location of the source, i.e., when x = 0,

S = lim
x→0

= φ(x) = A(1− e{−2ã
L
}) (4.40)

From this,

A =
S

(1− e{−2ã
L
})

(4.41)

Substituting from (4.41) in (4.39),

φ(x) =
S

(1− e{−2ã
L
})

(e{
−x
L
} − e{x−2ã

L
})

=
Se{

−ã
L
}(e−{

x−ã
L
} − e{x−ãL })

(1− e{−2ã
L
})

=
S(e−{

x−ã
L
} − e{x−ãL })

(e{
ã
L
} − e{−ãL })

(4.42)
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Simplifying (4.42), the flux at a point x in the radial direction of the core is given by

φ(x) = S ×
sinh

(
ã−|x|
L

)

sinh
(
ã
L

) , (4.43)

where the source strength S is the node average flux value of the reflector node near

which the point x is located. Hence, fluxes at the locations of various ion chambers are

obtained from the flux values of the nearby reflector nodes shown in Fig. 4.7(a) which

act as sources of neutrons. Fig. 4.10 shows the nodal division of AHWR core and the

side reflector, and the locations of ion chambers(refer to Fig. 4.1 also). Unlike others,

ion chamber-9 is in the interface of nodes 18 and 25, so that average flux of the two nodes

is taken as the source strength. All ion chambers are mounted in the calandria vault of

thickness 88.75 cm, filled with light water. Hence, extrapolation distance ã expressed

as ã = a + 0.7108 × λtr is found as ã = (88.75 + 0.151) cm, where λtr is the transport

mean free path of light water. Diffusion length (L) of light water is taken as 2.73 cm.

Flux at any ion chamber with source strength S located at a distance of 2 cm radially

from the calandria vessel or from the reflector is given by

φ(x = 2 cm) = 0.4819× S. (4.44)

The signals from ion chambers are proportional to the local neutron flux, which in turn

is proportional to the core-average neutron flux. Hence the current of an ion chamber-j

can be represented as

iICj = GICφICj + 4 mA, j = 1, · · · , 9, (4.45)

where GIC = 10.667 is the product of detector sensitivity and the gain of the amplifier

stages. φICj denotes the per-unit (pu) value of the local neutron flux at the jth ion

chamber location. It is directly proportional to the core average flux φC for nominal
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Figure 4.10: Nodalization of AHWR core and side-reflector; and ex-core ion chambers
(schematic).

flux distribution. The above model brings the signal to (4 − 20) mA calibrated range,

during different operational power levels of the reactor.

4.6 Signals from VSPNDs

Each ICDH is surrounded by 4 fuel channels and accommodates an assembly containing

in-core detectors for neutron flux measurement. The location of VSPNDs in each ICDH

is such that each VSPND is surrounded by 8 number of FDM meshes as shown in
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Figure 4.11: VSPND in an ICDH surrounded by 8 mesh boxes.

Fig.4.11. Flux reaching an VSPND d is computed by weighted average of fluxes in the

surrounding 8 meshes [23] as follows:

φd =

∑8
i=1 φ

d
iD

d
i∑8

i=1D
d
i

, (4.46)

where φdi and Dd
i are the one-group flux and the diffusion coefficients of the surrounding

mesh box i.

Each VSPND signal is a function of the flux at its location and is amplified using

a linear amplifier. The response of each VSPND is characterized by a large delay but

a suitable dynamic compensation scheme such as Dominant Pole Tustin Method or

Direct Inversion Method can be deployed to reconstruct the prompt flux variations from

the delayed signal of a VSPND [60]. Hence, a VSPND, its amplifier and a dynamic

compensator can be lumped as a prompt VSPND and an amplifier. A linear amplifier is

considered as the amplifier of a VSPND signal. Thus the output signal of the amplifier

of a VSPND is

iV = GV φV + 4 mA, (4.47)

where gain GV = 10.667, and φV is the pu value of the flux observed at the VSPND

location.
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4.7 Validation of the Model

The methods of generation of core flux (Section 4.3) and detector signals (Sections 4.5

and 4.6) are now applied to the AHWR. For a given transient, responses obtained from

the FDM are taken as the reference solutions and comparison is made with the open

loop responses of the 17-node model for the same transient. Two different transients are

considered for simulations and in both, the reactor was assumed to be initially operating

on full power, with each RR equally at 16 mesh boxes from the top of the core or at

66.66 %-in position, absorber rods are fully in; shim rods, and shut-off rods are fully

out. In both the simulations, steady-state is maintained until 10 s, at which the tran-

sient commences. Reference solutions were obtained from the detailed three-dimensional

FDM computations based on a quasi-static approach, with shape calculations performed

whenever the rods reach a new mesh box level from the top of the core besides at time

t = 10 s, and amplitude calculations carried out with a time step of 2 ms. For each

transient, errors were computed between the nodal method and the reference solution.

During both the transients, the maximum root-mean-square error and the instance of

its occurrence were computed for three aspects: all the 22950 mesh box fluxes, the flux

values at the ion chamber locations, and those at the VSPND locations. The first 3 ion

chambers and VSPNDs with large relative absolute errors are listed in Table 4.7, at the

instances of their respective maximum root-mean-square error. Under each transient,

the plots of the fluxes at these detector locations during the simulation are also given.

For each transient, for the sake of evaluating the established model, the errors in zonal

and bulk fluxes were computed from the flux values at the VSPND locations. The four

zones (quadrants) of the core, with their designations, are given in Fig. 4.12.

The zonal and bulk fluxes, from the reference and nodal solutions, are computed

as follows: quadrant fluxes are obtained as an average of all the fluxes at the VSPND

locations in each quadrant; and the bulk flux is computed as the average of all the

quadrant fluxes. The relative errors in zonal and bulk fluxes are computed, and their
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Figure 4.12: Four quadrants of the core

plots are shown under each transient. The transients are described in the following.

4.7.1 Simultaneous Movement of 4 RRs

In this transient, all 4 RRs meant for automatic control, i.e., RR-1, RR-3, RR-5 and RR-

7, respectively located in nodes 2, 4, 6 and 8 were considered to be moved simultaneously

(refer to Table 4.5). At time t = 10 s, when a control signal of 1 V was applied

to the drives of these RRs, the rods moved linearly into the reactor core according

to (4.22) and secured a new position of 17 mesh boxes from the top of the core in

7.44 s. Then control signals were made zero in order to hold the rods at their new

positions. After a small interval of time, these rods were driven out linearly back to

their nominal positions under a control signal of −1 V. After another short interval

of time, an outward movement of these rods followed by inward movement back to

nominal position was simulated. Fig.4.13(a) shows the position of these RRs during the

transient. During this transient, all other reactivity devices were kept stationary at their

respective nominal positions. Responses for the core average flux in pu were obtained

from the nodal model and the quasi-static method and are shown in Fig. 4.13(b). The
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Table 4.6: Relative absolute error (%) at different detector locations under simultaneous
movement of 4 RRs

S.No. Ion chamber Error VSPND Error
1 2 6.89 V152 7.76
2 7 5.98 V151 7.43
3 4 5.16 V82 6.85

comparison makes clear that the nodal model shows a very good agreement with the

reference response throughout. The maximum values of root-mean-square error in the

fluxes in the mesh boxes, at ion chamber and at VSPND locations are 4.15 %, 4.05 %,

and 4.15 % respectively; these errors occurred at 43.88 s, 43.9 s, and 43.86 s respectively.

The first 3 ion chambers and VSPNDs that exhibited maximum error are given in Table

4.6. Fluxes at these ion chambers, i.e., ion chamber-2, ion chamber-7, ion chamber-4,

are respectively shown in Fig. 4.14(a), 4.14(b), and 4.14(c). Similarly, fluxes at V152,

V151 and V82 are respectively shown in Fig. 4.15(a), 4.15(b), and 4.15(c). As the detector

signals are proportional to the fluxes at their locations, major errors in the signals are

exhibited in the same detectors. The relative errors observed in quadrant and bulk fluxes

are shown in Fig. 4.16. As the typical values of these errors are within ±5 % during the

entire simulation, the established nodal model can be said to be accurate enough for the

transient considered.

4.7.2 Differential Movement of 2 RRs

As scenarios in which the power distribution in the reactor core undergoes variations in

spite of the total power remaining constant are of great significance in spatial reactor

control applications, a transient involving simultaneous counter-movement of two diag-

onally opposite RRs was simulated. At time t = 10 s, the RR-5 in node 6 was driven

linearly into the reactor core from its nominal position under a signal of 1 V while the

RR-1 at the diagonally opposite lattice location in node 2 was driven out simultaneously

at the same speed under a signal of −1 V. Movement of the two RRs, as shown in Fig.
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Figure 4.13: Simultaneous movement of 4 RRs: (a) Position of RRs (b) Comparison of
the nodal model response with the reference solution.

4.17(a), maintains the net reactivity near to zero and the total power is kept almost

constant. All other control rods were kept stationary at their nominal positions during

the transient. Responses for the core average flux in pu were obtained from the nodal

model and the quasi-static method and are shown in Fig. 4.17(b). The maximum values

of root-mean-square error in the fluxes in the mesh boxes, at ion chamber and at VSPND

locations are 9.77 %, 5.91 %, and 10.37 %; at 70 s, 62.1 s and 70 s respectively. The

first 3 ion chambers and VSPNDs with large root-mean-square error are given in Table
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Figure 4.14: Simultaneous movement of 4 RRs: flux values at the 3 ion chambers that
exhibited maximum error.
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Figure 4.15: Simultaneous movement of 4 RRs: flux values at the 3 VSPNDs that
exhibited maximum error.
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Figure 4.16: Relative errors in zonal and bulk fluxes during the simultaneous movement
of 4 RRs.

4.7 and fluxes at their locations are shown in Figs. 4.18(a) and 4.18(b). The relative

errors observed in zonal and bulk fluxes are shown in Fig. 4.19. The typical values of

these errors are within ±5 %, for 40 s from the commencement of the transient. Hence,

within ± 22.4 % movement of the manoeuvred RRs, from their nominal position, the

established nodal model can be said to be accurate enough for the transient considered.

Table 4.7: Relative absolute error (%) at different detector locations under differential
movement of 2 RRs

S.No. Ion chamber Error VSPND Error
1 6 9.96 V6 37.61
2 8 8.55 V5 28.14
3 1 6.34 V27 27.50
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Figure 4.17: Differential movement of 2 RRs: (a) Position of RRs (b) Comparison of
the nodal model response with the reference solution.
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Figure 4.18: Differential movement of 2 RRs: (a) Flux values at the 3 ion chambers (b)
Flux values at the 3 VSPNDs.
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Figure 4.19: Quadrant and bulk fluxes during the differential movement of RRs.
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4.8 Discussions

Knowledge of the in-core and ex-core detector signals is of much importance in the nu-

clear reactors. Large physical dimensions of the AHWR make this requirement more

stringent. In this chapter, ion chamber and VSPND signals of AHWR have been sim-

ulated using the nodal method, flux extrapolation and flux reconstruction methods.

Within a considerable region of perturbation around the steady-state operating point,

the core average flux, fluxes at the detector locations and the detector signals from the

nodal method are found to be in good agreement with the benchmark. As a result of

this, the flux values at the ion chamber and VSPND locations and the detector signals

are treated to be accurate enough for the subsequent analyses. From the signal data

of ion chamber and VSPND during different transients under healthy conditions of the

reactor, covariance models can be obtained enabling their use in further analyses such

as DR-based FDI. The outcomes of the DR-based FDI, when applied on the signal data

of ion chambers and VSPNDs, are presented in the next chapter.
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Steady-state DR and FDI

In this chapter, the DR and FDI techniques presented in the preceding chapters are ap-

plied to ion chambers and VSPNDs of AHWR. Although the ion chambers are expected

to give signals proportional to the core average flux, the signals of the 9 ion chambers

are seldom equal. Their outputs differ from each other due to differences in leakage

flux at their respective locations, caused due to rod shadowing effects. Also, the core

power distribution could be unsymmetrical due to refuelling or xenon-induced spatial

variations. Such regularly occurring variations are, of course, not to be treated as faults

in ion chambers. Accordingly, the DR and FDI analysis should be made robust to such

effects by proper tuning of PCA and IPCA algorithms. For the case of VSPNDs, since

the local flux variation within the core affect the performance of DR and FDI, they need

to be performed on individual clusters.

5.1 Steady-state DR and FDI of Ion Chambers

Data of ion chambers in typical situations have been obtained from simulations using

space-time kinetics model of the reactor. Suitable random noise has been superimposed

on this data for realistic representation. These data serve for development of constraint

Parts of this chapter were published in Annals of Nuclear Energy, Vol. 85 and in 3rd National
Symposium on Advances in Control & Instrumentation (SACI), Mumbai, India.
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model of ion chamber signals and subsequent DR and FDI analyses. Four different

transients are considered for DR and FDI analysis, out of which three transients involve

simulation under the action of an output feedback controller [99].

Fig. 5.1 depicts the implementation of the proposed IPCA-based scheme for DR and

FDI in the control of the reactor. Each of the control and protection systems is fed with

signals from the linear amplifiers of the ion chambers meant for them. Although signals

are tapped from the 9 ion chambers before being fed to the DR and FDI system, physical

separation and electrical isolation among control and each of the protection systems are

maintained. The reconciled estimates of ion chamber signals for control channels (ion

chamber-1, ion chamber-2 and ion chamber-3) are sent to the RRS, which in accordance

to appropriate control algorithms, generate signals to reactivity control devices.

For DR and FDI, it is proposed to use data from all 9 ion chambers for two reasons.

Firstly, the convergence of the IPCA algorithm (refer to Section 3.1.2) is usually not

achieved with the individual sets of 3 ion chamber data corresponding to control and

protection systems. This is due to the fact that a non-degenerate estimate for the error

covariance matrix is obtained only if m(m + 1) ≥ 2n [66]. For the data of individual

systems to be fed as the input to the IPCA algorithm, this condition requires the model

order m to be equal to only 2, since n = 3. This strict restriction does not guarantee the

convergence of the IPCA algorithm. In addition, the deployment of the data from all the

ion chambers enhances the redundancy which can be exploited for the better reconciled

estimates even in the presence of faults. However, the reconciled estimates of the signals

are used only for control, whereas for protection purposes, original measurement signals

are used. This is because of the protection functions are of safety-critical nature and

employing a complex computationally intensive algorithms are generally not permitted

in safety-critical systems.

Extensive simulations are carried out using a mathematical model of the reactor

core and the ion chamber model given by (4.45) to generate time-series data of all 9 ion
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chambers in steady-state and a number of transient situations. Some of these data are

used in the PCA and IPCA algorithms (refer to Section 3.1) to obtain the constraint

model and standard deviation of measurement errors, while the remaining data are used

for evaluation of the performance of the proposed DR and FDI schemes. However, IPCA,

owing to its mathematical advancements, is preferred over PCA in the control of the

reactor.

The noise levels of real-time data corresponding to ion chambers of various plants

[61] have been considered for simulating the measurement data of the ion chambers.

From the plant data it was revealed that, the noise takes almost a normal probability

distribution with a standard deviation of nearly 2% of the nominal value of the signal.

Simulations based on space-time kinetics modeling, in four representative situations of

reactor operation are considered. In one of the cases, the reactor power is assumed to

be unregulated while the signal to control rods is varied from the steady-state value,

in a preprogrammed manner. The other three cases correspond to typical operational

situations in which the reactor power is regulated by means of the RRS, but either the

demand power is changed or one coolant channel is being refuelled on-power, or the

closed loop system is experiencing xenon-induced spatial instability. In all these cases,

signals of all the 9 ion chambers belonging to regulating and protection systems are

generated and in order to represent realistic behaviour, a noise is added to these signals.

The added noise is intended to be in line with the real-time noise. Hence, it has a

normal distribution and standard deviation of 0.2933 mA, which is it is equivalent to

2% random fluctuations around the full power steady-state.
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For the case of ion chamber data, we have n = 9 and fault scenarios in which

g ∈ {1, 2, 3} are considered for the analyses (refer to Chapter 3). In all the four cases,

additive biases (equivalent to faults) are introduced into the sensor data corresponding

to three different variables, in a sequential manner. Initial 1
4

th length of data corresponds

to the case of no fault. Bias is added to signal of an ion chamber-a, a ∈ {1, 2, 3}, from

the instant corresponding to 1
4

th of the length of data. Again bias is added to ion

chamber-b, b ∈ {4, 5, 6}, from 1
2
of the data, and finally in ion chamber-c, c ∈ {7, 8, 9},

for the last 1
4

th length of data. In this way, the data is contaminated by a single fault, 2

faults and 3 faults during second, third and fourth quarters length of data respectively,

leading to fault scenarios with up to 3 simultaneous faulty sensors. It is to be reckoned

that reactor control and protection systems are designed to address 1-fault scenarios.

In 2 or more-fault scenarios, reactor is shut down. Hence, care has been taken not to

simulate two simultaneous faults in the ion chambers corresponding to a single system,

viz., RRS, SDS-1 and SDS-2. Hence, 27 different ion chamber combinations, as listed

in Table 5.1, are identified for the simulation of 3-fault scenarios. In these scenarios,

m can range from 3 to 8, by allowing at least one eigenvector to represent principal

component subspace. However, the maximum value of m with which the estimated

standard deviations of errors (from IPCA) are close to the true values is preferred to

represent residual subspace.

The DR and FDI statistics, viz., AER, AA, ODR and OP, (refer to Sections 3.2

and 3.3), are computed for each fault scenario for different additive biases, expressed as

percentage of the nominal values of the sensor signals. The additive biases are represen-

tatives of the extents of degradation of the signals. The detection system is effective if

the extent of detectable degradation is small. Different bias magnitudes are considered

in increasing magnitudes, in increased number of ion chambers, so that detectable bias

levels in different gross error scenarios are known. Bias percentages are considered from

0% to 20%, separated by 0.5%. In order to avoid infinite number of combinations of the
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Table 5.1: Different ion chamber combinations under consideration

Case No. Faulty ion chambers Healthy ion chambers
1 {1,4,7} {2,3,5,6,8,9}
2 {1,4,8} {2,3,5,6,7,9}
3 {1,4,9} {2,3,5,6,7,8}
4 {1,5,7} {2,3,4,6,8,9}
5 {1,5,8} {2,3,4,6,7,9}
6 {1,5,9} {2,3,4,6,7,8}
7 {1,6,7} {2,3,4,5,8,9}
8 {1,6,8} {2,3,4,5,7,9}
9 {1,6,9} {2,3,4,5,7,8}
10 {2,4,7} {1,3,5,6,8,9}
11 {2,4,8} {1,3,5,6,7,9}
12 {2,4,9} {1,3,5,6,7,8}
13 {2,5,7} {1,3,4,6,8,9}
14 {2,5,8} {1,3,4,6,7,9}
15 {2,5,9} {1,3,4,6,7,8}
16 {2,6,7} {1,3,4,5,8,9}
17 {2,6,8} {1,3,4,5,7,9}
18 {2,6,9} {1,3,4,5,7,8}
19 {3,4,7} {1,2,5,6,8,9}
20 {3,4,8} {1,2,5,6,7,9}
21 {3,4,9} {1,2,5,6,7,8}
22 {3,5,7} {1,2,4,6,8,9}
23 {3,5,8} {1,2,4,6,7,9}
24 {3,5,9} {1,2,4,6,7,8}
25 {3,6,7} {1,2,4,5,8,9}
26 {3,6,8} {1,2,4,5,7,9}
27 {3,6,9} {1,2,4,5,7,8}

different bias magnitudes for different detector signals, uniform magnitudes of biases are

taken for all the faulty sensors, in the scenarios of 2 and 3 faults. In all the four cases,

the DR and FDI statistics obtained from either of the PCA and IPCA models with a

known Σε obtained from IPCA, with its computed standard deviation vector σε, are

found to be almost the same. Hence the statistics obtained from IPCA are only pre-

sented. Also, evaluation of different FDI techniques presented in Section 3.3, viz., GLR,

IMT and IPCT, is performed in Section 5.1.1 to work out the most suitable technique.
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Figure 5.2: Simulated variation of position of RR-3

5.1.1 Data of Ion Chambers during Open-loop Response of the

Reactor for an RR Movement

When the reactor is critical, all the RRs are at 66.66 % -in position. Starting from this

configuration, movement of the RR-3 (refer to Fig. 4.10) was simulated in the manner

as explained in Section 4.7.1. Fig. 5.2 shows the position of the RR during the transient.

Other RRs remain at their original positions. During the transient, the signals of the ion

chambers vary as shown in Fig. 5.3(a). As RR-3 is relatively closer to ion chambers 3, 5,

6 and 8 than ion chambers 1, 2, 4, 7 and 9, the signals of the former set of ion chambers

are different from the signals of the later set of ion chambers, while at steady-state their

signals are equal. Fig. 5.3(b) shows the ion chamber signals corrupted by noise. The

sampling duration of 0.2 s led to the generation of 1500 observations. All ion chamber

signals are healthy for first 375 observations. At observation k = 375 (t = 75 s), a fault

is simulated in an ion chamber for RRS. From k = 750 (t = 150 s), in addition to the

ion chamber for RRS, fault is present in an ion chamber for SDS-1 also. Finally after

k = 1125 (t = 220 s), faults are present in 3 ion chambers corresponding to RRS, SDS-1

and SDS-2.
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Figure 5.3: Ion chamber signals during the transient corresponding to RR movement
(a) actual (noise-free) signals (b) signals with noise.

When the IPCA algorithm (refer to Fig. 3.1) is applied to the data shown in Fig.

5.3(b), the singular values of scaled data matrix Y s
† and standard deviations of error

for different model orders are obtained as given in Table 5.2. It can be observed that

with a model order of 7 as well as 8, the standard deviations of the measurement errors

are accurately estimated and the last 8 singular values are converged close to 1, while

the detectability considerations are satisfied. As a higher model order is preferred for

FDI, m = 8 is taken as model order for the residual subspace. The constraint model

†Singular values are slightly different for different model order values due to iterations converging
differently.
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Table 5.2: IPCA results for different model orders for the data corresponding to RR
movement

(a) Singular values of Y s

S. No. m = 8 m = 7

1 155.0112 154.9911
2 1.1595 1.1721
3 1.0911 1.0796
4 1.0582 1.0585
5 1.0496 1.0445
6 1.0381 1.0368
7 1.0279 1.0291
8 1.0164 1.0219
9 1.0000 1.0000

(b) Standard deviation vector (σε)

Ion
chamber True σε

Estimated σε
m = 8 m = 7

Ion chamber-1 0.2933 0.2908 0.2882
Ion chamber-2 0.2933 0.2962 0.2961
Ion chamber-3 0.2933 0.3062 0.2962
Ion chamber-4 0.2933 0.2928 0.2896
Ion chamber-5 0.2933 0.2888 0.2811
Ion chamber-6 0.2933 0.3024 0.2996
Ion chamber-7 0.2933 0.2944 0.2938
Ion chamber-8 0.2933 0.3117 0.2977
Ion chamber-9 0.2933 0.2917 0.2883

obtained by IPCA for m = 8 is given as follows:

A , AI =



0.2703 0.1087 −0.4557 0.2918 −0.4632 0.2612 0.1618 −0.4731 0.2987

−0.2180 −0.5647 −0.0317 −0.1032 −0.0412 −0.2132 0.5679 0.1151 0.4886

0.5022 −0.1753 0.1693 0.4180 −0.3693 −0.5184 0.0444 0.1925 −0.2632

−0.5623 0.3607 −0.1997 0.4959 0.1443 −0.2903 0.3287 −0.0474 −0.2287

0.2789 0.5017 0.0016 −0.5463 0.0650 −0.4777 0.2879 −0.2139 0.1032

0.0993 −0.0936 −0.1842 0.2617 0.4821 −0.3822 −0.5036 −0.1523 0.4726

−0.2894 0.0725 0.7369 0.1305 −0.2735 −0.0612 −0.1186 −0.4440 0.2470

0.2386 −0.3588 0.1137 0.0644 0.5005 0.0977 0.2882 −0.5349 −0.4097



. (5.1)
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Its reduced row echelon form [107] is given by the matrix

A , AI =



1 0 0 0 0 0 0 0 −1.0001

0 1 0 0 0 0 0 0 −1.0007

0 0 1 0 0 0 0 0 −1.0009

0 0 0 1 0 0 0 0 −0.9996

0 0 0 0 1 0 0 0 −0.9999

0 0 0 0 0 1 0 0 −1.0002

0 0 0 0 0 0 1 0 −1.0003

0 0 0 0 0 0 0 1 −1.0001



, (5.2)

which indicates that all the ion chamber signals are almost equal for this data. It is

evident from the pattern of the data shown in Fig. 5.3(b) that the data of all ion

chambers are highly positively correlated holding larger variability of signals than that

of noise. Hence, these outcomes are applicable for any other transient for which the

same correlation pattern persists.

All the FDI techniques, i.e., GLR, IMT and IPCT (refer to Section 3.3), depend

on the mismatch of the actual measurements from the expected measurements. This

mismatch is captured in constraint residuals r(k) = Ay(k) for GLR method and in

measurement adjustments a(k) = y(k)− x̂(k) for IMT and IPCT. Each element of the

residuals and adjustments should be ‘white’ for proper distance measure to be used in

FDI. The validity of the constraint model A plays an important role in the whiteness.

In other words, the residuals and adjustments are white if the constraint model A

is valid to represent the algebraic relationships among the variables (or ion chamber

measurements). To test the validity of the constraint model (5.1) or (5.2), a whiteness

test is conducted as follows:
For the case of fault-free ion chamber data simulated through the RR movement, as

described above, the reconciled estimates are obtained from (3.5) and the whiteness of

adjustments, obtained from (3.6), is tested [106]. A consistent estimate of covariance of

measurement adjustments of ith ion chamber signals is computed as

σ0 =
1

Nw

Nw∑

κ=0

a2
i (κ), (5.3)
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Table 5.3: Violation index of measurement adjustments of ion chamber data in WT for
RR movement transient

Measurement
adjustments a1 a2 a3 a4 a5 a6 a7 a8 a9

Violation
index (%) 1.86 1.46 1.99 1.73 1.66 1.26 1.46 1.99 1.06

where ai is the ith element of the adjustment vector and Nw is the number of observations

in the time-window. If the innovations are white, the auto-covariance

σj =
1

Nw

Nw−j∑

κ=0

ai(κ)ai(κ+ j) (5.4)

has the following properties:

σj ∼ N
(

0,
σ2

0

Nw

)
,∀j = 1, ..., k

cov[σj, σl] = 0, j 6= l, ∀j = 1, ..., k,

and
|σj|
σ0

≤ 1.96√
Nw

, ∀j = 1, ..., k, (5.5)

is satisfied with a 5% violation. This test is called Whiteness Test (WT), while the

threshold of
1.96√
Nw

is called WT threshold. If the percentage of violation or violation

index exceeds 5%, then the innovation sequence is declared as non-white.

Fig. 5.4 shows the adjustment sequence of all the 9 ion chambers, while Fig. 5.5

shows the auto-correlation characteristic as a function of the lag index j. It can be seen

that there are no trends or serial correlation in the adjustment sequence. The whiteness

violation index
|σj|
σ0

for each of the ion chambers is given in Table 5.3. Since the violation

index is less than 5% for all the 9 ion chambers, the adjustments are white. This means

that the constraint model of (5.2) is apt to carry out the DR and FDI analyses.

DR and FDI statistics (refer to Section 3.2 and 3.3) such as ODR or percentage of

detection of faults; OP or percentage of correct isolation of faults; and AER or percentage
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Figure 5.4: Open-loop RR transient: Adjustments for (a) ion chamber-1 (b) ion chamber-
2 (c) ion chamber-3 (d) ion chamber-4 (e) ion chamber-5 (f) ion chamber-6 (g) ion
chamber-7 (h) ion chamber-8 (i) ion chamber-9.

reduction in error due to DR, exhibited by all the FDI techniques of Section 3.3 when

coupled with IPCA-model-based DR scheme are computed. When the IPCT (refer to

Fig. 3.4) is applied in 3-fault scenarios, for bias magnitudes of 10% of the nominal

steady-state signals, the smallest OP of 93.54% is observed with ion chamber-2, ion

chamber-4 and ion chamber-9 being the faulty ion chambers (see Table 5.1). Signals of

these ion chambers for the bias magnitudes of 10% of the nominal steady-state signals

are shown in Fig. 5.6(a), 5.6(b), and 5.6(c) respectively. For the bias magnitudes of

10%, the largest OP of 100% is observed with ion chamber-3, ion chamber-6 and ion

chamber-8 being the faulty detectors. Signals of this ion chamber combination for the

bias magnitudes of 10% are shown in Fig. 5.7(a), 5.7(b), and 5.7(c) respectively. In

other combinations of 3 faults, the OP was found to be in between these smallest and

largest values.
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Figure 5.5: Open-loop RR transient: Whiteness test statistics for (a) ion chamber-1 (b)
ion chamber-2 (c) ion chamber-3 (d) ion chamber-4 (e) ion chamber-5 (f) ion chamber-6
(g) ion chamber-7 (h) ion chamber-8 (i) ion chamber-9.
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Figure 5.6: Data of ion chambers with smallest OP in the 3-fault scenarios during the
transient involving RR movement: (a) Data to RRS (ion chamber-2 is faulty) (b) Data
to SDS-1 (ion chamber-4 is faulty) (c) Data to SDS-2 (ion chamber-9 is faulty). (Note:
Sudden jumps in the above figures are because of additive biases in the signals.)
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Figure 5.7: Data of ion chambers with largest OP in the 3-fault scenarios during the
transient involving RR movement (a) Data to RRS (ion chamber-3 is faulty) (b) Data
to SDS-1 (ion chamber-6 is faulty) (c) Data to SDS-2 (ion chamber-8 is faulty).
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DR and FDI statistics exhibited by all the FDI techniques of Section 3.3 are given

in Tables 5.4 and 5.5. Table 5.4 gives the statistics corresponding to the combination

‘ion chamber-2, ion chamber-4 and ion chamber-9’, which exhibited minimum OP when

IPCT is applied. Table 5.5 gives those with combination ‘ion chamber-3, ion chamber-6

and ion chamber-8’, which resulted in maximum OP. The statistics given in Tables 5.4

and 5.5 are pictorially represented in Fig. 5.8 and 5.9, respectively.

In the 3-fault scenarios described above, it can be observed from Tables 5.4 and

5.5 that for a bias of 8.5% and more, the fault is successfully detected by all the FDI

techniques independently coupled with the IPCA-based DR scheme. This is evident from

the 100% ODR for a bias of 8.5% and more. However, at 8.5% bias, the OP statistics,

which are indicative of faulty-detector identification rate, are not significant for GLR

method and IMT, while the IPCT performed well. Since the errors in measurements are

because of random errors and faults, their magnitudes are expected to be reduced, when

the faults are successfully identified after their detection and the subsequent fault-free

data is efficiently reconciled for random errors. The AER statistics, which are measures

for the efficacy of the FDI schemes, are also found to be better with IPCT. The same

conclusions, as obtained with Table 5.4 (for smallest OP combination), can be drawn

from Fig. 5.8 in which the DR and FDI statistics are plotted with respect to the bias

magnitude. Similarly, Fig. 5.9 depict the DR and FDI statistics given in Table 5.5 for

the major OP combination. In Tables 5.4 and 5.5 and Fig. 5.8 and 5.9, the superiority

of the IPCT is also seen in terms of its better ability to detect subtle faults. However,

the effectiveness of the DR-based FDI can be observed with all the FDI techniques. In

the applications requiring online correction of the faults, the GLR method suits better

as it can estimate the magnitude of the faults. When this requirement is not there, any

other FDI technique exhibiting superior DR and FDI statistics can be used. Hence, the

IPCT is chosen as the FDI strategy from hereinafter, as the DR problem formulation

using Q−R factorization automatically corrects the faults in the variables.
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Table 5.4: DR and FDI statistics for the ion chamber combination with minimum OP
(Note: Highlighted rows under ODR, OP and AER represent a substantial change at a
particular bias magnitude.)

Bias
(%)

ODR (%) OP (%) AER (%)
GLR IMT IPCT GLR IMT IPCT GLR-C GLR-E IMT IPCT

0 0 12.90 35.48 0 0 0 22.32 22.32 20.95 23.21
0.5 3.22 9.67 35.48 0 0 0 23.01 23.38 21.41 24.94
1 6.45 12.90 35.48 0 0 0 24.68 25.43 23.90 27.16
1.5 9.67 16.12 38.70 0 0 0 25.62 25.43 25.30 30.11
2 12.90 19.35 41.93 0 0 0 25.82 27.75 26.60 31.61
2.5 16.12 25.80 48.38 0 0 0 25.14 28.16 29.93 31.37
3 22.58 29.03 51.61 0 0 3.22 23.16 28.79 31.67 30.77
3.5 38.70 35.48 64.51 3.22 0 9.67 20.00 30.90 32.01 32.95
4 51.61 41.93 64.51 6.45 0 19.35 16.05 31.73 31.77 29.88
4.5 61.29 64.51 70.96 9.67 0 19.35 13.21 32.44 36.02 29.24
5 61.29 70.96 83.87 16.12 3.22 41.93 11.64 32.86 33.23 35.22
5.5 67.74 74.19 87.09 19.35 9.67 45.16 8.49 34.12 34.37 40.15
6 77.41 80.64 93.54 29.03 12.90 54.83 5.95 36.51 35.57 43.19
6.5 83.87 80.64 96.77 35.48 22.58 61.29 6.00 43.04 36.54 49.77
7 87.09 83.87 100 41.93 32.25 70.96 5.96 44.68 38.72 49.90
7.5 96.77 87.09 100 45.16 41.93 83.87 5.43 53.25 40.68 52.44
8 100 96.77 100 54.83 54.83 87.09 3.85 54.40 43.30 53.70
8.5 100 100 100 58.06 54.83 90.32 3.66 55.57 47.49 55.74
9 100 100 100 61.29 74.19 90.32 3.53 57.35 53.14 57.21
9.5 100 100 100 64.51 80.64 93.54 3.39 58.87 54.88 56.96
10 100 100 100 64.51 90.32 93.54 3.25 60.13 55.93 58.19
10.5 100 100 100 64.51 96.77 90.32 3.18 61.15 59.19 58.11
11 100 100 100 67.74 100 87.09 3.27 62.75 60.77 59.44
11.5 100 100 100 67.74 100 87.09 3.15 63.75 61.75 60.34
12 100 100 100 67.74 100 87.09 3.02 63.79 62.68 61.45
12.5 100 100 100 70.96 100 90.32 3.06 63.31 63.55 61.00
13 100 100 100 74.19 100 90.32 5.06 65.15 64.38 61.78
13.5 100 100 100 70.96 100 90.32 6.00 65.96 65.17 62.51
14 100 100 100 61.29 100 90.32 8.00 67.18 65.91 63.20
14.5 100 100 100 58.06 100 90.32 8.77 66.86 66.62 63.86
15 100 100 100 54.83 100 90.32 10.52 66.64 67.30 64.49
15.5 100 100 100 45.16 100 90.32 12.72 67.15 67.94 65.09
16 100 100 100 35.48 100 87.09 14.10 66.86 68.56 65.14
16.5 100 100 100 19.35 100 83.87 14.15 63.45 69.14 64.76
17 100 100 100 16.12 100 83.87 13.83 61.74 69.71 66.09
17.5 100 100 100 12.90 100 83.87 14.56 61.49 70.25 66.55
18 100 100 100 6.45 100 87.09 13.76 57.66 70.76 67.94
18.5 100 100 100 0 100 90.32 13.36 54.59 71.26 67.95
19 100 100 100 0 100 90.32 13.43 54.12 71.74 68.41
19.5 100 100 100 0 100 90.32 13.10 53.50 72.20 68.85
20 100 100 100 0 100 90.32 11.90 48.66 72.64 69.27
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Table 5.5: DR and FDI statistics for the ion chamber combination with largest OP
(Note: Highlighted rows under ODR, OP and AER represent a substantial change at a
particular bias magnitude.)

Bias
(%)

ODR (%) OP (%) AER (%)
GLR IMT IPCT GLR IMT IPCT GLR-C GLR-E IMT IPCT

0 0 12.90 35.48 0 0 0 22.32 22.32 20.95 23.22
0.5 0 12.90 32.26 0 0 0 23.47 23.47 23.06 24.00
1 3.23 19.35 38.71 0 0 0 25.66 26.03 24.54 24.61
1.5 6.45 22.58 51.61 0 0 0 26.91 26.33 27.10 27.86
2 9.68 29.03 58.06 0 0 0 29.10 28.40 29.46 32.79
2.5 29.03 29.03 74.19 0 0 3.23 28.41 35.22 31.88 35.35
3 35.48 38.71 77.42 0 0 9.68 27.72 41.09 34.06 33.65
3.5 45.16 45.16 83.87 6.45 0 16.13 24.31 39.77 34.96 33.21
4 54.84 54.84 87.10 9.68 0 19.35 22.16 41.37 36.16 34.66
4.5 67.74 74.19 90.32 12.90 3.23 29.03 16.54 40.07 41.53 35.66
5 83.87 80.65 93.55 22.58 3.23 29.03 7.66 36.36 41.70 38.65
5.5 87.10 83.87 96.77 25.81 12.90 45.16 8.30 44.19 37.25 37.44
6 90.32 83.87 100 38.71 19.35 58.06 7.94 45.97 39.32 40.91
6.5 96.77 83.87 100 41.94 25.81 70.97 6.58 48.20 41.43 46.69
7 96.77 87.10 100 48.39 38.71 77.42 6.36 50.35 45.24 50.11
7.5 100 93.55 100 54.84 58.06 80.65 5.31 52.59 48.65 50.62
8 100 96.77 100 58.06 64.52 83.87 4.94 57.38 51.68 56.20
8.5 100 100 100 58.06 74.19 90.32 3.74 57.69 54.68 57.43
9 100 100 100 58.06 83.87 93.55 3.87 60.16 58.09 57.43
9.5 100 100 100 64.52 93.55 93.55 3.69 60.62 58.17 58.64
10 100 100 100 67.74 96.77 100 3.58 61.36 59.69 60.13
10.5 100 100 100 67.74 96.77 100 3.45 62.51 60.75 61.21
11 100 100 100 64.52 96.77 96.77 3.32 63.23 62.01 61.23
11.5 100 100 100 70.97 100 96.77 3.57 64.27 62.90 62.16
12 100 100 100 77.42 100 96.77 3.73 65.45 63.80 63.04
12.5 100 100 100 80.65 100 96.77 3.68 66.39 64.65 63.87
13 100 100 100 70.97 100 96.77 5.98 67.27 65.45 64.66
13.5 100 100 100 67.74 100 96.77 7.12 66.82 66.21 65.40
14 100 100 100 54.84 100 96.77 8.57 66.06 66.94 66.11
14.5 100 100 100 48.39 100 93.55 9.91 65.47 67.63 66.16
15 100 100 100 35.48 100 96.77 10.81 63.71 68.28 67.42
15.5 100 100 100 25.81 100 96.77 13.47 65.03 68.91 68.03
16 100 100 100 12.90 100 96.77 14.86 63.36 69.50 68.61
16.5 100 100 100 9.68 100 96.77 14.97 61.63 70.07 69.17
17 100 100 100 9.68 100 96.77 14.26 60.03 70.62 69.70
17.5 100 100 100 6.45 100 96.77 13.69 57.48 71.14 70.21
18 100 100 100 0 100 100 14.54 55.28 71.64 71.90
18.5 100 100 100 0 100 100 13.84 51.99 72.12 72.38
19 100 100 100 0 100 100 13.62 51.22 72.58 72.84
19.5 100 100 100 0 100 100 12.89 47.47 73.03 73.28
20 100 100 100 0 100 100 12.27 43.23 73.45 73.70
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Figure 5.8: DR and FDI statistics for additive biases in smallest OP combination during
open-loop transient, i.e., ion chamber-2, ion chamber-4 and ion chamber-9 signals (a)
ODR (b) OP (c) AER. (Note: ODR at 0% bias refers to detection of faults at healthy
condition of ion chambers. It refers to Type-I error as explained in Section 3.3.)
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Figure 5.9: DR and FDI statistics for additive biases in largest OP combination during
open-loop transient, i.e., ion chamber-3, ion chamber-6 and ion chamber-8 signals (a)
ODR (b) OP (c) AER.
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In the above simulation, the systematic bias percentages help in easy interpreta-

tion, however, they do not represent a realistic situation. Hence, another simulation

was conducted, in which the bias percentages were chosen at random, drawn from a

normal distribution, which is more realistic. Faults with a standard deviation of 10%

of the nominal values of the signals are first simulated at random. For the ion cham-

ber combination {1,4,7}, 100 realizations of randomly generated bias combinations as

shown in Fig. 5.10 are considered for the presentation of results. For each realization,

ion chamber-1, ion chamber-4 and ion chamber-7 are corrupted by the faults of the

corresponding bias combination, from the inception of second, third and forth quarters

of data, respectively. For this case, the DR and FDI statistics for all 100 random bias

combinations for 1-fault scenario in ion chamber-1 (during the fist quarter) are shown

Fig. 5.11. Fig. 5.11(a) shows the indices, viz., ODR and OP as a function of bias

magnitude, for a single fault in ion chamber-1. The inverted-bell shaped curves in Fig.

5.11(a) indicate that the positive and negative faults are equally likely to get detected

and identified. AER also increases as a function of bias (for positive and negative, both)

as shown in Fig. 5.11(b). From AA characteristics of Fig. 5.11(c), one fact can be

observed: for a bias of −20% in ion chamber-1, the adjustments made to the data of ion

chamber-1 are −2.9 mA, which is equal to about −20% of the nominal signal value of

14.67 mA. This means, DR coupled with IPCT scheme is able to remove the effects of

faults from the data. It can also be observed that the data of all other ion chambers are

not affected as a function of bias in the signal of ion chamber-1, since their AA charac-

teristics are close to zero. In the 2-fault case (simultaneous faults in ion chambers 1 and

4 during the third quarter) and the 3-fault case (simultaneous faults in ion chambers

{1,4,7} during the fourth quarter), DR and FDI statistics are as shown in Figs. 5.12 and

5.13, respectively. In these cases, the random biases in a realization are not the same,

thus, the characteristics, viz., ODR, OP and AER, being dependent upon the random

bias magnitudes in each of the signals, are generally high as there is a high probability
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Figure 5.10: Randomly chosen bias magnitudes for open-loop transient.

that one of the fault magnitudes being of large magnitudes. AA characteristics in Figs.

5.12 and 5.13 are seen to be sorted based on the magnitude of faults in one of the ion

chambers. The AA characteristics of the faulty ion chambers are seen to be non-zero

(with respect to the fault magnitudes), while the others are zero. It can be observed

that the ODR, OP and AER characteristics obtained in this case of bias magnitudes

chosen at random are identical to those with systematic bias. Hence, in the subsequent

sections, results with only systematic biases are presented.
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Figure 5.11: DR and FDI statistics in 1-fault scenario during the open-loop transient
(fault in ion chamber-1 only) (a) ODR and OP (b) AER (c) AA.
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Figure 5.12: DR and FDI statistics in 2-fault scenario during the open-loop transient
(faults in ion chamber-1 and ion chamber-4, both) (a) ODR and OP (b) AER (c) AA
when bias (%) in ion chamber-1 signal is taken as reference (d) AA when bias (%) in
ion chamber-4 signal is taken as reference.
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Figure 5.13: DR and FDI statistics in 3-fault scenario during the open-loop transient
(faults in all the ion chambers{1,4,7}) (a) ODR and OP (b) AER (c) AA when bias (%)
in ion chamber-1 signal is taken as reference (d) AA when bias (%) in ion chamber-4
signal is taken as reference (e) AA when bias (%) in ion chamber-7 signal is taken as
reference.
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Figure 5.14: Ion chamber signals during the transient corresponding to demand power
change.

5.1.2 Data of Ion Chambers during Closed-loop Response of the

Reactor for a Demand Power Change

A transient is considered in which the demand power changes from 1.0 pu to 0.9 pu.

Positions of all the 4 RRs meant for automatic regulation undergo variations and the

new steady-state corresponding to the new demand power is reached. Fig. 5.14 depicts

the resulting variations of ion chamber signals, sampled at 0.2 s for a simulation time of

500 s.

DR analysis is conducted on this data, which includes only the process variability

and not sensor faults, to test the validity of the constraint model given by (5.1), which

was obtained in Section 5.1.1. The analysis presented in Section 5.1.1 is conducted in

this case also. The measurement adjustments a (obtained from (3.6)) corresponding to

the constraint model in (5.1) and the covariance of the measurement errors obtained

from the standard deviation corresponding to m = 8 in Table 5.2(b) are shown in Fig.

5.15. Since all the WT violation indices given in Table 5.6 are less than 5%, it can

be concluded that the adjustments are white. This implies that the IPCA outcomes

obtained in Section 5.1.1 can be used for the cases of demand power change as well.

116



Vidya Sagar Yellapu: Data Reconciliation Based Scheme For Sensor Fault Detection

(a)

0 500 1000 1500 2000 2500
−0.06

−0.04

−0.02

0

0.02

0.04

0.06

Observations

A
dj

us
tm

en
t

(b)

0 500 1000 1500 2000 2500
−1

−0.5

0

0.5

1

Observations

A
dj

us
tm

en
t

(c)

0 500 1000 1500 2000 2500
−0.6

−0.4

−0.2

0

0.2

0.4

Observations

A
dj

us
tm

en
t

(d)

0 500 1000 1500 2000 2500
−1

−0.5

0

0.5

1

Observations

A
dj

us
tm

en
t

(e)

0 500 1000 1500 2000 2500
−0.1

−0.05

0

0.05

0.1

Observations

A
dj

us
tm

en
t

(f)

0 500 1000 1500 2000 2500
−0.1

−0.05

0

0.05

0.1

Observations

A
dj

us
tm

en
t

(g)

0 500 1000 1500 2000 2500
−0.4

−0.2

0

0.2

0.4

Observations

A
dj

us
tm

en
t

(h)

0 500 1000 1500 2000 2500
−1

−0.5

0

0.5

1

Observations

A
dj

us
tm

en
t

(i)

0 500 1000 1500 2000 2500
−1

−0.5

0

0.5

1

Observations

A
dj

us
tm

en
t

Figure 5.15: Demand power change transient: Adjustments for (a) ion chamber-1 (b)
ion chamber-2 (c) ion chamber-3 (d) ion chamber-4 (e) ion chamber-5 (f) ion chamber-6
(g) ion chamber-7 (h) ion chamber-8 (i) ion chamber-9.

Table 5.6: Violation index of measurement adjustments of ion chamber data in WT for
demand power change transient

Measurement
adjustments a1 a2 a3 a4 a5 a6 a7 a8 a9

Violation
index (%) 1.39 1.55 1.47 1.79 1.67 1.11 1.19 1.47 1.63

This conclusion can also be drawn from the algebraic relations among the ion chamber

signals as evident from Fig. 5.3(a) and 5.14.

Bias is applied to simulate 1, 2 and 3-fault scenarios, such that different combinations

with 3 ion chambers of control and protection systems are covered. This pattern is

repeated for all biases from 0% to 20% of the nominal steady-state signals separated by

0.5%. The constraint model given by (5.1) and the error variance matrix, which was

obtained in Section 6.1, are used for DR and FDI analyses in this case also. In the 3-fault

scenarios, for bias magnitudes of 10% of the nominal steady-state signals, OP values are
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Figure 5.16: Demand power change transient: data of ion chambers with smallest OP
in the 3-fault scenarios (a) Data to RRS (ion chamber-1 is faulty) (b) Data to SDS-1
(ion chamber-5 is faulty) (c) Data to SDS-2 (ion chamber-9 is faulty).

118



Vidya Sagar Yellapu: Data Reconciliation Based Scheme For Sensor Fault Detection

(a)

0 500 1000 1500 2000 2500
10

12

14

16

Observations

C
ur

re
nt

 (
m

A
)

 

 

Ion chamber−1
Ion chamber−2
Ion chamber−3

(b)

0 500 1000 1500 2000 2500
10

12

14

16

Observations

C
ur

re
nt

 (
m

A
)

 

 

Ion chamber−4
Ion chamber−5
Ion chamber−6

(c)

0 500 1000 1500 2000 2500
10

12

14

16

Observations

C
ur

re
nt

 (
m

A
)

 

 

Ion chamber−7
Ion chamber−8
Ion chamber−9

Figure 5.17: Demand power change transient: data of ion chambers with largest OP in
the 3-fault scenarios (a) Data to RRS (ion chamber-2 is faulty) (b) Data to SDS-1 (ion
chamber-6 is faulty) (c) Data to SDS-2 (ion chamber-7 is faulty).
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Figure 5.18: DR and FDI statistics in 1-fault scenario with smallest OP during the
transient involving change of demand power (fault in ion chamber-1 only) (a) ODR and
OP (b) AER (c) AA. (Note: ODR, OP and AER can be seen to increase with bias. AA
refers to the adjustment made to ion chamber-1 signal to nullify the fault magnitude in
it.)
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Figure 5.19: DR and FDI statistics in 2-fault scenario with smallest OP during the
transient involving change of demand power (faults in ion chamber-1 and ion chamber-
5, both) (a) ODR and OP (b) AER (c) AA. (Note: The signals of ion chamber-1 and
ion chamber-5 are seen to be corrected from the AA characteristics.)
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Figure 5.20: DR and FDI statistics in 3-fault scenario with smallest OP during the
transient involving change of demand power (faults in ion chamber-1, ion chamber-5
and ion chamber-9) (a) ODR and OP (b) AER (c) AA.
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Figure 5.21: DR and FDI statistics in 1-fault scenario with largest OP during the
transient involving change of demand power (fault in ion chamber-2 only) (a) ODR and
OP (b) AER (c) AA.
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Figure 5.22: DR and FDI statistics in 2-fault scenario with largest OP during the
transient involving change of demand power (faults in ion chamber-2 and ion chamber-
6, both) (a) ODR and OP (b) AER (c) AA.
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Figure 5.23: DR and FDI statistics in 3-fault scenario with largest OP during the
transient involving change of demand power (faults in ion chamber-2, ion chamber-6
and ion chamber-7) (a) ODR and OP (b) AER (c) AA.
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found to occur between 79.20% and 93.60%. The minimum OP of 79.20% is noticed

with ion chamber-1, ion chamber-5 and ion chamber-9 being the faulty ion chambers;

while the maximum OP of 93.60% is observed with ion chamber-2, ion chamber-6 and

ion chamber-7 being the faulty ion chambers. The data of ion chambers contaminated

by both random errors and faults in the ion chamber combinations that exhibited the

minimum and the maximum OPs are shown in Fig. 5.16 and 5.17 respectively. Again,

the data of three different systems, viz., RRS, SDS-1 and SDS-2, are shown separately.

For minor OP combination, i.e., ion chamber-1, ion chamber-5 and ion chamber-9,

DR and FDI statistics are shown in Fig. 5.18 for 1-fault scenario (fault in ion chamber-1

only), Fig. 5.19 for 2-fault scenario (faults in ion chamber-1 and ion chamber-5, both),

and Fig. 5.20 for 3-fault scenario (faults in ion chamber-1, ion chamber-5 and ion

chamber-9). Similarly, for major OP combination, i.e., ion chamber-2, ion chamber-6

and ion chamber-7, DR and FDI statistics are shown in Fig. 5.21 for 1-fault scenario

(fault in ion chamber-2 only), Fig. 5.22 for 2-fault scenario (faults in ion chamber-2 and

ion chamber-6, both), and Fig. 5.23 for 3-fault scenario (faults in ion chamber-2, ion

chamber-6 and ion chamber-7). It can be observed that for a bias of approximately 11%

and more, the fault is successfully detected and OP is more than 80%. For different bias

magnitudes, AER is observed to be proportional to the bias magnitude with non-zero

values of OP. Also, the adjustment in the data of faulty ion chambers is accompanied

with non-zero OP. From AA characteristics of Fig. 5.18(c), it can be observed that for

a bias of 20% in ion chamber-3, the adjustments made to the data of ion chamber-3

are 2.9 mA, which is equal to about 20% of the nominal signal value of 14.67 mA. This

implies that DR coupled with IPCT is able to remove the effects of faults from the

data. It can also be observed that the data of all other ion chambers are not affected

as a function of bias in ion chamber-3, since their AA characteristics are close to zero.

Similar conclusions can be drawn from the AA characteristics in other fault scenarios

as well.
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5.1.3 Data of Ion Chambers during Closed-loop Response of the

Reactor for a Refuelling Operation

A refuelling transient is considered as follows. Fuel is removed from one of the channels

and a fresh fuel is inserted; the removal of exhausted fuel at a uniform rate typically

leads to introduction of a negative reactivity of −0.5× 10−3 in 1800 s, while a positive

reactivity of 0.7 × 10−3 is introduced into the zone when it is gradually fuelled with a

fresh fuel in 1800 s. The resulting reactivity variation by the refuelling operation might

occur as shown in Fig. 5.24. Here, fuel removal is assumed to commence at t = 500 s

and end at t = 2300 s. Insertion of fresh fuel is assumed to begin at t = 2900 s and

end at t = 4700 s. During the transient in zone-2 (see Fig. 4.10), the linear amplifier

currents (mA) of the ion chambers sampled at every 0.2 s for 7200 s, vary as shown in

Fig. 5.25. In this case, there is hardly any deviation in the ion chamber signals due

to the RRs in all 4 zones manoeuvred in such a way that all the zones produce equal

power.

When the WT is conducted on the data corresponding to fault-free case, no serial

correlations have been observed in the measurement adjustments obtained with the

IPCA outcomes of Section 5.1.1. WT violation index is given in Table 5.7. Since no

measurement adjustment violated the 5% upper limit, the IPCA outcomes obtained in

Section 5.1.1 are used in this case as well.

The faulty ion chamber combinations {1, 4, 9} and {2, 5, 9} respectively yielded a

minimum OP of 81.33% and a maximum OP of 87.11%, for bias magnitudes of 10%

in 3-fault scenarios with IPCA algorithm corresponding to open loop data (that of Fig.

5.3(a)). The DR and FDI statistics obtained are shown in Fig. 5.27, 5.28, and 5.29 for

ion chamber combination {1, 4, 9}; and in Fig. 5.30, 5.31, and 5.32 for combination

{2, 5, 9}. For different bias magnitudes, AER is found to be increasing with non-zero

values of OP. The data of faulty ion chambers are adjusted properly as seen from AA

characteristics.
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Figure 5.24: Refuelling transient.

Table 5.7: Violation index of measurement adjustments of ion chamber data in WT for
refuelling transient

Measurement
adjustments a1 a2 a3 a4 a5 a6 a7 a8 a9

Violation
index (%) 1.38 1.32 1.23 1.36 1.24 1.36 1.31 1.21 1.39

5.1.4 Data of Ion Chambers during Xenon-induced Spatial Os-

cillations

Large reactors like the AHWR are provided with control systems consisting of total

power control as well as spatial control, with the overall objective of maintaining the

total power constant and at the same time, flux distribution close to the desired profile. If

spatial control is assumed to be ineffective, xenon-induced oscillations may be observed.

In such a situation, power in different regions of the core might oscillate while the total

power remains constant at its nominal value [98, 110]. During these oscillations, the

signals of the ion chambers vary as shown in Fig. 5.33. These ion chamber signals are

sampled for every 30 seconds in 45 hours of simulation, leading to the generation of 5400

observations.
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Figure 5.25: Ion chamber signals during refuelling transient in zone-2.

Table 5.8: Violation index of measurement adjustments of ion chamber data in WT for
Xenon oscillations

Measurement
adjustments a1 a2 a3 a4 a5 a6 a7 a8 a9

Violation
index (%) 26.68 34.64 42.10 22.08 40.38 28.38 35.38 44.32 31.30

The measurement adjustments and the WT statistic corresponding to the fault-

free case are shown respectively in Fig. 5.34 and 5.35. It can be observed that the

measurement adjustments are serially correlated, after about 1500 samples after the

commencement of the simulation. From Table. 5.8 it is clear that the measurement

adjustments do not represent a promising situation for the FDI, as the violation index

in WT is greater than 5% for the measurement adjustments of all the 9 ion chambers.

When the variation in the data from the respective steady-state is significant, it

might not be directly utilized, as the basic assumption for static DR and FDI analysis is

not satisfied. One way of dealing with such situations is to separate the data into many

windows, and to apply static DR to the aggregated data of all consequent windows,

where the sign of correlation of the variables is preserved. For the transient shown in

Fig. 5.33, the sign of correlation of variables is consistent for the first 1500 observations.

This is also supported by the fact that thre is no serial correlation in the fault-free

measurement adjustments in Fig. 5.34. When WT is conducted on the measurement
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Figure 5.26: Data of ion chambers in the 3-fault scenarios during the refuelling transient
(a) with minor OP (b) with major OP.
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Figure 5.27: DR and FDI statistics in refuelling transient: 1-fault scenario with smallest
OP (fault in ion chamber-1 only) (a) ODR and OP (b) AER (c) AA.
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Figure 5.28: DR and FDI statistics in refuelling transient: 2-fault scenario with smallest
OP (faults in ion chamber-1 and ion chamber-4, both) (a) ODR and OP (b) AER (c)
AA.
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Figure 5.29: DR and FDI statistics in refuelling transient: 3-fault scenario with smallest
OP (faults in ion chamber-1, ion chamber-4 and ion chamber-9) (a) ODR and OP (b)
AER (c) AA.
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Figure 5.30: DR and FDI statistics in refuelling transient: 1-fault scenario with largest
OP (fault in ion chamber-2 only) (a) ODR and OP (b) AER (c) AA.
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Figure 5.31: DR and FDI statistics in refuelling transient: 2-fault scenario with largest
OP (faults in ion chamber-2 and ion chamber-5, both) (a) ODR and OP (b) AER (c)
AA.

135



Chapter 5. Steady-state DR and FDI

(a)

0 2 4 6 8 10 12 14 16 18 20
0

20

40

60

80

100

Bias (%)

O
D

R
 &

 O
P 

(%
)

 

 

ODR
OP

(b)

0 2 4 6 8 10 12 14 16 18 20
12

14

16

18

20

22

24

Bias (%)

A
E

R
 (

%
)

(c)

0 2 4 6 8 10 12 14 16 18 20
−1

0

1

2

3

Bias (%)

A
A

 (
m

A
)

Ion chamber-1

Ion chamber-2

Ion chamber-3

Ion chamber-4

Ion chamber-5

Ion chamber-6

Ion chamber-7

Ion chamber-8

Ion chamber-9

Figure 5.32: DR and FDI statistics in refuelling transient: 3-fault scenario with largest
OP (faults in ion chamber-2, ion chamber-5 and ion chamber-9) (a) ODR and OP (b)
AER (c) AA.
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Figure 5.33: Ion chamber signals during xenon-induced oscillations.
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Figure 5.34: Xenon oscillations: Adjustments for (a) ion chamber-1 (b) ion chamber-
2 (c) ion chamber-3 (d) ion chamber-4 (e) ion chamber-5 (f) ion chamber-6 (g) ion
chamber-7 (h) ion chamber-8 (i) ion chamber-9.
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Figure 5.35: Xenon oscillations: Whiteness test statistics for (a) ion chamber-1 (b) ion
chamber-2 (c) ion chamber-3 (d) ion chamber-4 (e) ion chamber-5 (f) ion chamber-6 (g)
ion chamber-7 (h) ion chamber-8 (i) ion chamber-9.

Table 5.9: Violation index of truncated measurement adjustments of ion chamber data
in WT for Xenon oscillations

Measurement
adjustments a1 a2 a3 a4 a5 a6 a7 a8 a9

Violation
index (%) 1.49 1.22 1.11 1.55 1.33 1.27 0.99 0.94 1.27

adjustments obtained for the first 1500 samples, violation indices are obtained as given in

Table 5.9. Since the violation indices support the claim of whiteness, the static DR and

FDI can be performed from the operating data obtained in the first 1500 observations.

Hence, again the IPCA model given by (5.1) is used for DR and FDI.

In the 3-fault scenarios, for bias magnitudes of 10% of the nominal steady-state

signals, a minimum OP of 68.42% is found with ion chamber-3, ion chamber-6 and ion

chamber-8 being the faulty ion chambers; while a maximum OP of 92.10% is observed

with ion chamber-2, ion chamber-6 and ion chamber-7 being the faulty ion chambers.
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Figure 5.36: Data of ion chambers in the 3-fault scenarios during Xenon-induced oscil-
lations (a) with smallest OP (b) with largest OP.

Fig. 5.36 shows the data of ion chambers contaminated by both random errors and

faults in the ion chamber combinations exhibiting the smallest and the largest OPs. DR

and FDI statistics during 1, 2 and 3-fault scenarios for these ion chamber combinations

are shown in Fig. 5.37 to 5.42. Under all fault scenarios, it can be observed that for a

bias of approximately 10% and more, the fault is successfully detected and OP is more

than 80%. For different bias magnitudes, AER can be seen increasing with non-zero

values of OP. The data of faulty ion chambers are adjusted properly as seen from AA

characteristics and this effect is more pronounced with non-zero values of OP.

Hence the static DR coupled with IPCT is found to have worked well for the first 1500

observations. However, beyond these 1500 observations, the application of the technique

leads to false detections and infeasible adjustments. This is because the correlation
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Figure 5.37: DR and FDI statistics during Xenon-induced oscillations: 1-fault scenario
with smallest OP (fault in ion chamber-3 only) (a) ODR and OP (b) AER (c) AA.
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Figure 5.38: DR and FDI statistics during Xenon-induced oscillations: 2-fault scenario
with smallest OP (faults in ion chamber-3 and ion chamber-6, both) (a) ODR and OP
(b) AER (c) AA.
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Figure 5.39: DR and FDI statistics during Xenon-induced oscillations: 3-fault scenario
with smallest OP (faults in ion chamber-3, ion chamber-6 and ion chamber-8) (a) ODR
and OP (b) AER (c) AA.
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Figure 5.40: DR and FDI statistics during Xenon-induced oscillations: 1-fault scenario
with largest OP (fault in ion chamber-2 only) (a) ODR and OP (b) AER (c) AA.
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Figure 5.41: DR and FDI statistics during Xenon-induced oscillations: 2-fault scenario
with largest OP (faults in ion chamber-2 and ion chamber-6, both) (a) ODR and OP
(b) AER (c) AA.
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Figure 5.42: DR and FDI statistics during Xenon-induced oscillations: 3-fault scenario
with largest OP (faults in ion chamber-2, ion chamber-6 and ion chamber-7) (a) ODR
and OP (b) AER (c) AA.
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patterns among the variables beyond the first 1500 observations is different from the

correlation pattern near the steady-state. However, since xenon spatial oscillations are

controlled by the RRS, the variations in flux distributions in the core are not expected to

be so large as to affect the correlation pattern adversely. Hence, it can be expected that

the IPCA model alongwith the DR and FDI algorithms based on IPCT would work in

scenarios involving transient variations in flux distribution caused due to xenon-induced

spatial oscillations.

5.2 Steady-state DR and FDI of VSPNDs
In this section, results of DR and FDI analyses carried out on VSPNDs are presented.

As previously mentioned, the data of VSPNDs need to be clustered before attempting

DR and FDI and the k−means algorithm explained in Section 3.4 is used for this. In

this case, the measurement matrix Y is 200 × N dimensional, i.e., ∈ R200×N , since n,

the number of detector signals, is equal to 200. Out of 200, closely situated VSPNDs

are expected to be subjected to similar variations in the neutron flux and their mea-

surement data have good correlation. They show a strong tendency to fall in a single

cluster unless k, number of clusters, is large. A large k may lead to the allotment of

only 1 or 2 VSPNDs in a cluster, thereby reduces the degree of analytical redundancy

required for the identification of a fault in the VSPNDs of that cluster. A reasonable

OP (identification rate) in case of a single fault suggests that the number of VSPNDs in

each cluster should be more than 3, hence, there should be a limit for the value of k. It

means that for a fair distribution of 3 VSPNDs in a cluster, k should not be greater than

one-third of the total number of VSPNDs, i.e., 200. Hence, number of clusters has been

chosen to range from 1 to 66. However, the distribution of equal number of VSPNDs

in each cluster is generally not achieved, since highly correlated detectors show a strong

tendency to be in a single cluster. In the subsequent analysis, the averaged maximum

spread, as discussed in Section 3.4, is plotted against the number of clusters, and the

number of clusters near the knee point of the curve are taken as the final k.
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5.2.1 Data of VSPNDs during the Demand Power Change

The same demand power transient explained in Section 5.1.2 is considered for the gen-

eration of VSPND data. Since the spatial control is active, the correlations among the

VSPND signals do not change as a function of time. The sampling duration of 0.2 s

led to the generation of 2500 observations from VSPNDs. The same noise levels of ion

chamber data are assumed in this case also.

The averaged maximum spread can be seen in Fig. 5.43 in which a knee position

near k, number of clusters, is equal to 10 can be observed. 25-cluster configuration

of data of 200 VSPNDs is chosen from the outcomes of the k-means algorithm. This

selection of the 25 clusters was because of convergence achieved by the IPCA algorithm

(refer to Fig. 3.1) while being close to the knee point of the curve in Fig. 5.43. For this

25-cluster configuration, the VSPNDs and the clusters to which they belong to, can be

seen in the Table 5.10. It can be observed from Fig. 4.5, Tables 4.1 and 5.10, that the

closely situated VSPNDs, are more likely to fall into a single cluster. The results of DR

and FDI analyses on the data of VSPNDs in cluster-1 (see Table 5.10) are presented.

Fig. 5.44 shows the data of VSPNDs corresponding to cluster-1.

Cluster-1 has 8 number of VSPNDs as given in Table 5.10. Hence, model order m

can range from 1 to 7, since minimum and maximum model orders respectively are 1 and

n− 1, where recall that n is the number of measurements. When the IPCA algorithm is

applied to the data shown in Fig. 5.44, the singular values of scaled data matrix Y s and

standard deviations of errors for different model orders are obtained as given in Table

5.11.

It can be observed that with an m, the model order, of 7 as well as 6, the standard

deviations of the measurement errors are accurately estimated and the last 7 singular

values are converged close to 1. As a higher model order is preferred for FDI, m = 7

is taken as model order for the residual subspace. The constraint model obtained by
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Figure 5.43: Averaged maximum spread with number of clusters.

IPCA for m = 7 is given by

A , AI =



0.4904 0.2224 −0.3309 −0.3262 0.0259 0.5305 −0.4183 −0.1924

−0.0829 0.0693 −0.2888 0.4710 −0.5765 0.1611 −0.2602 0.5070

0.3968 −0.6765 0.2834 0.0642 −0.3898 0.2634 0.2272 −0.1658

0.2340 −0.2110 −0.5059 −0.3782 0.0772 −0.1775 0.4607 0.5020

0.2316 0.4678 −0.2141 0.1597 −0.3961 −0.2450 0.4675 −0.4699

0.0174 −0.3339 −0.4929 0.5947 0.4520 0.0454 0.0099 −0.2918

−0.5921 0.0248 −0.1454 −0.1545 −0.0702 0.6334 0.4272 −0.1229


. (5.6)

Its reduced row echelon form [107] is given by

A , AI =



1.0000 0 0 0 0 0 0 −0.9966

0 1.0000 0 0 0 0 0 −1.0004

0 0 1.0000 0 0 0 0 −1.0001

0 0 0 1.0000 0 0 0 −0.9990

0 0 0 0 1.0000 0 0 −1.0002

0 0 0 0 0 1.0000 0 −0.9978

0 0 0 0 0 0 1.0000 −0.9975


, (5.7)

which indicates that all the VSPND signals are almost equal for this cluster. Hence,

these outcomes can be used for any other transient for which the same correlation

pattern persists. Since the DR and FDI analyses on a data set, performed with the
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Table 5.10: VSPNDs in 25 clusters

Cluster
No.

No. of
VSPNDs VSPNDs

1 8 V13, V18, V28, V49, V82, V108, V113, V180

2 6 V16, V17, V58, V60, V127, V186

3 6 V46, V93, V100, V101, V178, V179

4 8 V12, V36, V74, V83, V112, V147, V160, V188

5 8 V14, V15, V21, V29, V64, V88, V111, V125

6 6 V63, V69, V76, V81, V139, V146

7 10 V78, V99, V115, V122, V137, V152, V172, V177, V184, V196

8 7 V3, V27, V30, V114, V129, V140, V169

9 9 V20, V67, V155, V158, V171, V183, V192, V194, V200

10 7 V23, V24, V53, V85, V97, V106, V156

11 9 V43, V59, V94, V105, V131, V138, V143, V149, V150

12 7 V1, V44, V52, V98, V136, V187, V190

13 8 V7, V8, V19, V25, V51, V57, V134, V142

14 15 V2, V9, V22, V26, V33, V45, V47, V65, V86, V120, V128, V144, V148, V151, V199

15 10 V32, V35, V70, V92, V102, V117, V123, V167, V181, V198

16 8 V5, V54, V103, V104, V110, V162, V175, V193

17 7 V11, V56, V80, V84, V87, V157, V185

18 9 V48, V61, V72, V77, V79, V91, V145, V168, V195

19 9 V4, V62, V73, V95, V118, V130, V135, V173, V174

20 6 V34, V39, V42, V50, V66, V109

21 9 V10, V37, V107, V113, V124, V132, V159, V182, V189

22 6 V55, V68, V75, V90, V116, V166

23 10 V31, V41, V89, V96, V119, V121, V126, V170, V176, V191

24 7 V6, V71, V141, V153, V154, V163, V197

25 5 V38, V40, V161, V164, V165

IPCA outcomes of the same data, are effective as evidenced by the case in Section 5.1.1,

the WT is not conducted in this case. However, it needs to be conducted, when these

outcomes are used for the DR and FDI of other data.

Additive biases are introduced into the data corresponding to three different VSP-

NDs, in a sequential manner as explained in Sections 5.1.1 to 5.1.4. Initial one-fourth

length of data corresponds to the case of no fault. Bias is added to signal of a VSPND Va

from the instant corresponding to one-fourth of the length of data. Again bias is added to

Vb, b 6= a, signal from half of the data, and finally in Vc, c /∈ {a, b}, for the last one-fourth

length of data. Here, the VSPND indices a, b, c ∈ {13, 18, 28, 49, 82, 108, 133, 180}.

As described, the data is contaminated by a single fault, 2 faults and 3 faults during

second, third and fourth quarters length of data respectively, leading to fault scenarios

with up to 3 faulty VSPNDs. The DR and FDI indices (when IPCT in Fig. 3.4 is

applied) are computed for each fault scenario for different additive biases from 0% to

20% of the nominal values of the VSPND signals, separated by 0.5%.
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Figure 5.44: Signals of VSPNDs in cluster-1 during the transient corresponding to de-
mand power change.

In the 3-fault scenarios, for a bias magnitude of 10% of the nominal steady-state

signals, the smallest OP of 81.02% is found with V13, V49 and V82 being the faulty

VSPNDs; while the largest OP of 88.35% is observed with V18, V82 and V180 being faulty.

In other combinations of 3 faults, the OP was found to be between these smallest and

largest values. DR and FDI statistics for the VSPND combination yielding the smallest

OP are shown in Fig. 5.45, 5.46, and 5.47, respectively for 1, 2 and 3-fault scenarios.

Those during 1, 2 and 3-fault scenarios for the VSPND combinations yielding the largest

OP are shown in Fig. 5.48, 5.49, and 5.50.

In all fault scenarios, it can be observed that for a bias of approximately 10% and

more, the fault is successfully detected and OP is more than 80%. For different bias

magnitudes, AER can be seen increasing with non-zero values of OP. Positive AER at

0% of the bias is error reduction in the data corresponding to random errors, since there

is no presence of faults at this bias. The adjustment in the data of faulty VSPNDs is

accompanied with non-zero OP. The data of faulty VSPNDs are seen to be adjusted to

represent the healthy values, as evident from the AA characteristics.
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Table 5.11: IPCA results for different model orders for the data corresponding to DP
Change

(a) Singular values of Y s

S. No. m = 7 m = 6

1 138.33 137.63
2 1.07 1.08
3 1.04 1.03
4 1.03 1.02
5 1.02 1.02
6 1.01 1.02
7 1.01 1.00
8 1.00 1.00

(b) Standard deviation vector (σε)

VSPND True σε
Estimated σε
m = 7 m = 6

V13 0.2933 0.2909 0.2870
V18 0.2933 0.2861 0.2864
V28 0.2933 0.2965 0.2947
V49 0.2933 0.2892 0.2881
V82 0.2933 0.2928 0.2931
V108 0.2933 0.2894 0.2781
V113 0.2933 0.2822 0.2781
V180 0.2933 0.2849 0.2847

5.2.2 Data of VSPNDs during the Refuelling Operation

In this section, the results of DR and FDI analyses are presented for the case of VSPND

signal data obtained during the refuelling transient explained in Section 5.1.3, when the

outcomes of the demand power change of Section 5.2.1 are utilized. In other words,

constraint model and error variances obtained from IPCA and the cluster configuration

of Section 5.2.1 are retained in this case also. DR and FDI analyses are carried out

on the data of cluster-1 (refer to Table 5.10) during the refuelling transient and IPCA

model in (5.6) (or (5.7)) is used for DR powered by the IPCT for FDI. The same bias

profile explained in Section 5.2.1 is used also in this case to simulate 1, 2 and 3-fault

scenarios.
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Figure 5.45: DR and FDI statistics in transient involving demand power change: 1-fault
scenario with smallest OP (fault in V13 only) (a) ODR and OP (b) AER (c) AA.
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Figure 5.46: DR and FDI statistics of VSPNDs in transient involving demand power
change: 2-fault scenario with smallest OP (faults in V13 and V49, both) (a) ODR and
OP (b) AER (c) AA.
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Figure 5.47: DR and FDI statistics in transient involving demand power change: 3-fault
scenario with smallest OP (faults in V13, V49 and V82) (a) ODR and OP (b) AER (c)
AA.

154



Vidya Sagar Yellapu: Data Reconciliation Based Scheme For Sensor Fault Detection

(a)

0 2 4 6 8 10 12 14 16 18 20
0

20

40

60

80

100

Bias (%)

O
D

R
 &

 O
P 

(%
)

 

 

ODR
OP

(b)

0 2 4 6 8 10 12 14 16 18 20
25

30

35

40

45

Bias (%)

A
E

R
 (

%
)

(c)

0 2 4 6 8 10 12 14 16 18 20
−1

0

1

2

3

Bias (%)

A
A

 (
m

A
)

16

V
13
, V

18
, V

28
, V

49
, V

82
, V

108
, V

133
, V

180

Figure 5.48: DR and FDI statistics in transient involving demand power change: 1-fault
scenario with largest OP (fault in V18 only) (a) ODR and OP (b) AER (c) AA.
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Figure 5.49: DR and FDI statistics in transient involving demand power change: 2-fault
scenario with largest OP (faults in V18 and V82, both) (a) ODR and OP (b) AER (c)
AA.
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Figure 5.50: DR and FDI statistics in transient involving demand power change: 3-fault
scenario with largest OP (faults in V18, V82 and V180) (a) ODR and OP (b) AER (c) AA.
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In the case when the zonal power control is not implemented, the constraint rela-

tionships of the VSPNDs are no longer the same as those obtained during the model

development. They vary as a function of time. The VSPND signals of cluster-1, which

are supposed to be equal with respect to time (from (5.7) and Fig. 5.44), are different

from each other as shown in Fig. 5.51(a). The VSPND combinations that exhibited

minor and major OP at 10% bias (during 3-fault scenarios) are V13, V28 and V82; and

V18, V49 and V180 respectively. As is evident from Fig. 5.52 to 5.57 (corresponding to no

zonal power control case), it can be said that the outcomes of the DR and FDI analyses

are not up to the mark. This is due to the higher misclassification of faults (from ODR

and OP statistics), negative error reduction (from AER characteristics) and infeasible

adjustments made to the healthy signals as a result of faults (from AA characteristics).

Hence, the scenario does not represent the effective DR-based FDI.

However, when zonal power control is successfully implemented, the VSPND signals

are consistent with the constraint relations obtained during the model development.

The same refuelling transient is simulated again with zonal power control to generate

the VSPND signals. In this case, the VSPND signals of cluster-1 are as shown in Fig.

5.51(b). When this data employed the same model and the error covariance matrix

obtained for the case of Section 5.2.1, the VSPND combinations that exhibited minor

and major OP at 10% bias (during 3-fault scenarios) are V18, V28 and V49; and V13, V18

and V82 respectively. The DR and FDI statistics are obtained as shown in Fig. 5.52 to

5.57 (corresponding to zonal power control case). It can be inferred from Fig. 5.52 to

5.57 that DR-based FDI scheme is promising for efficient detection, identification and

elimination of faults, while the random errors are successfully reconciled.

The non-suitability of the constraint model of Section 5.2.1 for the case of VSPND

data with no spatial control is also understood from the whiteness properties. The

violation indices in WT by the measurement adjustments of individual VSPNDs of

cluster-1 are given in Table 5.12 for the case of no spatial power control; and in Table

5.13 for the case in which the spatial power control is adopted. From the violation indices
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Figure 5.51: Signals of VSPNDs in cluster-1 during the transient corresponding to refu-
elling operation (a) with no zonal power control (b) with zonal power control.
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Figure 5.52: Refuelling operation: DR and FDI statistics for minor OP combinations
in 1-fault scenarios with (a) no zonal power control (fault in V13 only) (b) zonal power
control (fault in V18 only).

in both the cases, it can be concluded that spatial control is an important requirement

for the steady-state DR and FDI. However, spatial control is very commonly employed

for large reactors, hence, the steady-state DR and FDI is hassle-free.
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Figure 5.53: Refuelling operation: DR and FDI statistics for minor OP combinations in
2-fault scenarios with (a) no zonal power control (faults in V13 and V28, both) (b) zonal
power control (faults in V18 and V28, both).

Table 5.12: Violation index of measurement adjustments of VSPND data in WT for
refuelling operation with no spatial power control

Measurement
adjustments a1 a2 a3 a4 a5 a6 a7 a8

Violation
index (%) 70.36 70.36 70.36 70.36 70.36 70.36 70.36 70.36

Table 5.13: Violation index of measurement adjustments of VSPND data in WT for
refuelling operation with spatial power control

Measurement
adjustments a1 a2 a3 a4 a5 a6 a7 a8

Violation
index (%) 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10
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Figure 5.54: Refuelling operation: DR and FDI statistics for minor OP combinations in
3-fault scenarios with (a) no zonal power control (faults in V13, V28 and V82) (b) zonal
power control (faults in V18, V28 and V49).
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Figure 5.55: Refuelling operation: DR and FDI statistics for major OP combinations
in 1-fault scenarios with (a) no zonal power control (fault in V18 only) (b) zonal power
control (fault in V13 only).
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Figure 5.56: Refuelling operation: DR and FDI statistics for major OP combinations in
2-fault scenarios with (a) no zonal power control (faults in V18 and V49, both) (b) zonal
power control (faults in V13 and V18, both).
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Figure 5.57: Refuelling operation: DR and FDI statistics for major OP combinations in
3-fault scenarios with (a) no zonal power control (faults in V18, V49 and V180) (b) zonal
power control (faults in V13, V18 and V82).
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Remarks:

The following remarks about the above simulations are worth mentioning:

1. The steady-state FDI based on DR is concerned about the measurement vector only

at a single time instant and hence time dependent behaviour of the faults does not

affect the performance of FDI. Any type of faults, i.e., whether abrupt or incipient,

including those mentioned in Sections 4.1.1 and 4.1.2 can be detected and isolated

when they make test statistic exceed the threshold. Hence, in the simulations, some

degradations in the form of only additive biases are introduced in the signals and

FDI is performed. Since the multiple-fault detection and isolation techniques such

as IPCT (refer to Section 3.3) are used, the faults are detected even if they occur in

series with very little or no delay. However, to get enough observations in the 1-fault,

2-fault and 3-fault scenarios for the calculation of DR indices, viz., AER and AA; and

FDI indices, viz., ODR and OP, sufficient gap between their occurrence is assumed

in the simulations.

2. The algorithms and steps involved in statistical model building are given in Chapter

3. The online implementation of the scheme is depicted in Fig. 5.1 for the case of

ion chamber data. In this chapter, only the application is presented.

3. Online monitoring in this chapter does not need any moving window. This is due

to the fact that all the multiple-fault detection and isolation techniques, which are

explained in Section 3.3 and used in Chapter 5, work only on a measurement vector

at a single time-step. The fixed number of observations in each fault scenario (1-fault,

2-fault and 3-fault) are assumed only for the calculation of DR and FDI indices.

4. In the simulations, the performance of GLR method is seen to deteriorate in terms of

fault identification or OP. This is due to some columns of the constraint model being

proportional.
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5.3 Discussions

Simulations are carried out on the simulated measurement data of the ion chambers and

VSPNDs of the AHWR. Summarizing the results obtained in different simulations, it

is possible to state that faults in detector (both ion chambers and VSPNDs) readings

are detected with good overall success rate and the data of faulty detectors are seen

to be estimated properly from the developed IPCA-based model, when powered by the

IPCT. It was observed that the scheme requires the reactor to be near steady-state for

maintaining the consistent constraint relationships among the detector signals. However,

with successful spatial control [110], the models developed from the data of transients

of Sections 5.1.1 and 5.2.1 alone are sufficient to perform satisfactory DR and FDI

analyses under all transients. In summary, the DR-based FDI scheme can be said to be

successful in detecting the faults; identifying the faults; reducing the effects of random

errors from the data; and adjusting the measurement signals such that effects of faults

are compensated.

In the next chapter, a model-based scheme for FDI is proposed. This scheme is based

on the dynamic model of the VSPND.
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Chapter 6

Kalman Filter-Based FDI of VSPNDs

Kalman filter is a linear optimal state estimator. It utilizes both the process model and

the measurements, with uncertainty to obtain the best estimate for the states. It is best

suitable for online applications as it recursively processes the data.

In this chapter, the Kalman filter framework, when it is extended to perform FDI of

VSPNDs using GLR method, is explained. The estimates of faults are used for online

correction of VSPND measurements. The model of VSPNDs developed in [60] is used

here. A hybrid scheme is presented which dynamically compensates the VSPND signal

for promptness; minimizes the random errors through Kalman filter; performs FDI with

GLR method; and does online correction. The theoretical concepts are introduced one

by one and the effectiveness of the scheme is explained with the help of simulations

performed on the measurement data of VSPNDs.

6.1 General framework of GLR-based FDI

GLR method [127] is designed to detect abrupt changes either in the state variables or in

the measurements. It quantifies the type and magnitude of faults alongwith the time of

occurrence. This section describes the formulation of the GLR-based FDI scheme in LTI

systems in a stochastic framework, with a Kalman filter used for state estimation. Since

A part of this chapter was published in IEEE Transactions on Nuclear Science, Vol. 62 (6).
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FDI in recent times is performed using digital computers, discrete-time formulation is

required for the Kalman filter.

The equations characterizing the dynamics of an LTI system are given as

x̄(k + 1) = Φx(k) + Γū(k) +w(k), (6.1)

y(k) = Cx̄(k) + ε(k) + beis(k − θ), (6.2)

where x̄ ∈ Rm̄×1 is the state vector, ū ∈ Rp̄×1 is the input vector, y ∈ Rn×1 is the

output vector, Φ ∈ Rm̄×m̄ is the state transition matrix, Γ ∈ Rm̄×p̄ is the input matrix;

C ∈ Rn×m̄ is the output matrix,w ∈ Rm̄×1 represents the uncertainty involved in process

model on addition of which the modelled state reaches the true one, and ε ∈ Rn×1 is

the measurement noise, which accounts for the uncertainty in measurement. The last

term in (6.2) constitutes the measurement bias model or fault model, where b is the

magnitude of bias which occurs at a hypothesized time instant θ and persists thereafter,

ei ∈ Rn×1 is a vector with zeros in all positions except for a 1 corresponding to the

corrupted measurement i. s(k−θ) represents a step change, to account for the fact that

the bias occurs at the time instant θ, with the properties

s(k − θ) =





0 if k < θ

1 if k ≥ θ.

The uncertainty vectors w and ε are assumed to be normally distributed with the

following properties:

E[w] = 0,E[ε] =0,E[wεT ] = 0,

E[w(k)w(l)T ] = Σwδ(k, l),E[ε(k)ε(l)T ] = Σεδ(k, l),





(6.3)

where Σw and Σε are respectively the process and measurement uncertainties, and

δ(k, l) is Kronecker delta.
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Based on the above model, a Kalman filter can be designed for the estimation of the

states. The following recursive equations represent the Kalman filter [58]:

ˆ̄x(k|k − 1) = Φˆ̄x(k − 1|k − 1) + Γū(k), (6.4)

Σp(k|k − 1) = ΦΣp(k − 1|k − 1)ΦT + Σw, (6.5)

ξ(k) = y(k)−C ˆ̄x(k|k − 1), (6.6)

Σξ(k) = CΣp(k|k − 1)CT + Σε, (6.7)

K(k) = Σp(k|k − 1)CTΣξ
−1(k), (6.8)

ˆ̄x(k|k) = ˆ̄x(k|k − 1) +K(k)ξ(k), (6.9)

Σp(k|k) = (I −K(k)C)Σp(k|k − 1), (6.10)

where ˆ̄x is the estimated state, and Σp is the covariance of the error in the estimated

state. ξ(k) is the innovation, which reflects the discrepancy between actual measure-

ment y(k) and predicted measurement C ˆ̄x(k|k− 1), with covariance matrix Σξ(k) and

represents additional information available to the filter as a consequence of the new ob-

servation y(k). When the model of the system under consideration is accurate and the

VSPND, whose signal is used to update the estimates, is working properly, the innova-

tion sequence is expected to be a zero mean normal white noise process with covariance

given by (6.7) [61]. In (6.8),K(k) is the Kalman gain, which blends the innovation with

the predicted state as indicated in (6.9). In the set of equations (6.4)-(6.10), indices

k|k and k|k − 1 indicate the conditional estimates at instant k when measurements are

available up to instants k and k − 1 respectively.

Innovations from the Kalman filter can be used for detection of anomalies in the

system. When a fault is present, the whiteness property of innovations is lost. This fea-

ture of innovations can be exploited for FDI. A GLR method utilizing this phenomenon

[64, 127, 128] is developed, with which sudden jumps in the measurements and states

can be detected and estimated.
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6.1.1 Effect of a Step Change in the Measurements on Innova-

tions

A dual hypothesis method is adopted for fault detection, as per which the null hypothesis

H0 stands for no fault condition and H1 stands for existence of fault.

By utilizing the linearity property of the system under consideration, conditional

state estimates, measurements and innovations can be expressed respectively as

ˆ̄x(k|k) = ˆ̄x(h)(k|k) + ˆ̄x(f)(k|k), (6.11)

y(k) = y(h)(k) + y(f)(k), (6.12)

and ξ(k) = ξ(h)(k) + ξ(f)(k), (6.13)

where ˆ̄x(h)(k|k), y(h)(k) and ξ(h)(k) denote the respective variables corresponding to the

healthy condition while ˆ̄x(f)(k|k), y(f)(k) and ξ(f)(k) denote the effects of step change

in the measurement. In the following, a lemma on the effect of a bias on innovations is

given for which an alternate proof different from that in literature is presented.

Lemma I: Let b represent the measurement bias occurring in one sensor at a time

instant θ, then the components ξ(f)(k) and ˆ̄x(f)(k|k) are given by

ξ(f)(k) = bG(k, θ)ei, (6.14)

and ˆ̄x(f)(k|k) = bJ(k, θ)ei, (6.15)

where G(k, θ) ∈ Rn×n and J(k, θ) ∈ Rm̄×n are fault signature matrices obtained by the

recursive solution of

G(k, θ) = (I −CΦJ(k − 1, θ)); G(θ, θ) = I (6.16)

J(k, θ) = ΦJ(k − 1, θ) +K(k)G(k, θ); J(θ, θ) = K(θ), (6.17)

where I is the identity matrix of appropriate dimension.
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Proof. From (6.6) and (6.13), just before and at the instant of occurrence of step change,

ξ(f)(θ) = bei −C ˆ̄x(f)(θ|θ − 1) = bei −C(Φˆ̄x(f)(θ − 1|θ − 1)) = bei, (6.18)

as the term ˆ̄x(f)(θ−1|θ−1) is equal to zero, since it is the component of fault before its

occurrence. At θ, we can also compute ˆ̄x(f)(θ|θ) which helps obtaining the innovation

as a function of bias, at immediately next sampling instant θ+1. From (6.9) and (6.11),

we have

ˆ̄x(f)(θ|θ) = ˆ̄x(f)(θ|θ − 1) +K(θ)ξ(f)(θ). (6.19)

Substituting ξ(f)(θ) from (6.18) in (6.19) yields

ˆ̄x(f)(θ|θ) = Φˆ̄x(f)(θ − 1|θ − 1) + bK(θ)ei

= bK(θ)ei (6.20)

as ˆ̄x(f)(θ − 1|θ − 1) = 0.

Hence, by comparing (6.18) and (6.20) respectively with (6.14) and (6.15),

G(θ, θ) = I (6.21a)

J(θ, θ) = K(θ) (6.21b)

The component of innovation for bias subsequent to the instant of occurrence of step

change is given by

ξ(f)(θ + 1) = bei −C ˆ̄x(f)(θ + 1|θ)

= bei −C(Φˆ̄x(f)(θ|θ)). (6.22)
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Substituting ˆ̄x(f)(θ|θ) from (6.20) yields

ξ(f)(θ + 1) = bei − bCΦK(θ)ei = b(I −CΦK(θ))ei. (6.23)

Conditional state estimate after correction through Kalman filter, when measurements

up to instant θ + 1 are available, is as follows:

ˆ̄x(f)(θ + 1|θ + 1) = ˆ̄x(f)(θ + 1|θ) +K(θ + 1)ξ(f)(θ + 1)

= Φˆ̄x(f)(θ|θ) +K(θ + 1)ξ(f)(θ + 1),

= bΦK(θ)ei + bK(θ + 1)(I −CΦK(θ))ei. (6.24)

So,

G(θ + 1, θ) = (I −CΦK(θ)) (6.25a)

J(θ + 1, θ) = ΦK(θ) +K(θ + 1)(I −CΦK(θ)) (6.25b)

From (6.23), (6.24) and (6.25), it can be written that

ξ(f)(θ + 2) = bei −C ˆ̄x(f)(θ + 2|θ + 1) = bei −CΦˆ̄x(f)(θ + 1|θ + 1),

or,

ξ(f)(θ + 2) = b(I −CΦJ(θ + 1, θ))ei = bG(θ + 2, θ)ei. (6.26)

And from (6.26),

ˆ̄x(f)(θ + 2|θ + 2) = ˆ̄x(f)(θ + 2|θ + 1) +K(θ + 2)ξ(f)(θ + 2)

= Φˆ̄x(f)(θ + 1|θ + 1) +K(θ + 2)ξ(f)(θ + 1),

= b(ΦJ(θ + 1, θ) +K(θ + 2)G(θ + 2, θ))ei. (6.27)
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Table 6.1: Statistical properties of innovations at time k

Property H0 H1

Mean 0 bG(k, θ)ei
Covariance Σξ(k) Σξ(k)

Hence, the variation of fault signature matricesG(k, θ) and J(k, θ) at any other time

k > θ, are expressed by the set of recursive equations

G(k, θ) = (I −CΦJ(k − 1, θ)) (6.28a)

J(k, θ) = ΦJ(k − 1, θ) +K(k)G(k, θ). (6.28b)

For a hypothesized bias occurrence time θ̂ ' θ (with reference to Section 6.1.2), the

above fault signature matrix is calculated for any instant k after θ̂, as follows:

G(k, θ̂) = (I −CΦJ(k − 1, θ̂)) (6.29)

The GLR test explained in Section 6.1.3 is applied to obtain the maximum likelihood

estimate for the magnitude of bias over all choices for faulty VSPND i.

Now the statistical properties of the innovations, as shown in Table 6.1, are obvious

from (6.14) for the hypotheses H0 and H1. Thus the magnitude of bias is obtained from

G(k, θ) but the time instant θ needs to be specified.

6.1.2 Estimation of Time of Occurrence of Bias

During a fault, the innovation experiences a change in its mean value, which may exceed

certain threshold value. A Fault Detection Test (FDT) can be conducted based on the

test statistic defined as [64]

ϕ(k) = ξT (k)Σξ
−1(k)ξ(k). (6.30)
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In the above, Σξ(k) given by (6.7) is invertible as the measurement errors are assumed

to be independent of each other. Note that ϕ(k) is a quadratic term of innovations

normalized by their covariance Σξ(k) at kth instant amounting to the sum of the squares

of n independent standard normal random variables. Hence, ϕ(k) follows a central χ2

distribution of n degrees of freedom [36, 64]. It can be inferred that k̂ is the possible

instant of bias occurrence if ϕ(k̂) > χ2
n,1−α. Here, χ2

n,1−α represents the value of the

statistic at which χ2 distribution curve spans 1− α portion of the total area under the

curve, where α is a measure for false detection. Since the decision process is based

on the distribution known under healthy condition, it is natural that the α fraction of

the curve that represents the abnormalities also erroneously declares the faults if the

statistics under healthy condition exceed the threshold because of random errors. Hence

α is known as false detection rate and is generally chosen as 0.05 [64, 65]. Apart from

random errors, some occasional outliers (not step changes) also make the FDT statistic

exceed the threshold. One way for reliable detection of bias is to conduct a Fault

Confirmation Test (FCT) on the FDT statistics in a time window of certain number of

samples. According to this, k̂ is declared as the estimate of θ, the time of occurrence of

step change, if

ψ(k̂) > χ2
n×Nf ,1−α,

where ψ(k̂), FCT statistic, is defined as

ψ(k̂) =

k̂+Nf−1∑

i=k̂

ϕ(i), (6.31)

where Nf is the number of sampling instants in the time window. FCT statistic follows

a central χ2 distribution of n × Nf degrees of freedom. Thus the computation of fault

signature matrices can be initiated from k̂ = θ̂, where θ̂ is the estimate of θ. This

procedure is followed for each and every sampling instant.
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6.1.3 GLR Test for Fault Identification

Isolation of faulty VSPND and identification (estimation) of magnitude of bias needs

to be accomplished subsequent to the FDI. If f(ξ̄) denotes the joint probability density

function of the n-variate innovations from time θ̂ to θ̂ + Nf − 1, then the GLR can be

written as

λ(ξ̄) = sup
f(ξ̄|H1)

f(ξ̄|H0)
. (6.32)

Using the expression for the multivariate normal probability density function given

in [58] and from Table 6.1, we have

λ(ξ̄) = sup
ei,b

exp



−

1
2

θ̂+Nf−1∑

k=θ̂

%(k, θ̂, i)TΣξ
−1(k)%(k, θ̂, i)





exp



−

1
2

θ̂+Nf−1∑

k=θ̂

ξT (k)Σξ
−1(k)ξ(k)





, (6.33)

where

%(k, θ̂, i) = ξ(k)− bG(k, θ̂)ei. (6.34)

For simplicity, define

T = 2 lnλ(ξ̄) = sup
ei

Ti, (6.35)

where

Ti =

θ̂+Nf−1∑

k=θ̂

ξT (k)Σξ
−1(k)ξ(k)

− sup
b

θ̂+Nf−1∑

k=θ̂

%(k, θ̂, i)TΣξ
−1(k)%(k, θ̂, i), i = 1, 2, . . . , n. (6.36)
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The maximum likelihood estimate b̂ is obtained by equating the first derivative of

(6.36) with respect to b to zero. Thus

b̂ =

eTi

θ̂+Nf−1∑

k=θ̂

GT (k, θ̂)Σξ
−1(k)ξ(k)

eTi



θ̂+Nf−1∑

k=θ̂

GT (k, θ̂)Σξ
−1(k)G(k, θ̂)


 ei

. (6.37)

Substituting the value of b̂ in (6.34) and manipulating (6.33), (6.34) and (6.36), we get

Ti =


eTi

θ̂+Nf−1∑

k=θ̂

GT (k, θ̂)Σξ
−1(k)ξ(k)




2

eTi



θ̂+Nf−1∑

k=θ̂

GT (k, θ̂)Σξ
−1(k)G(k, θ̂)


 ei

. (6.38)

Note that Ti is computed for all ei, i = 1, ..., n. If a bias is detected by FCT, the

VSPND i that generated maximum Ti is declared as the faulty VSPND î. The estimate

computed from (6.37) corresponding to the faulty VSPND î is declared as the fault

magnitude b̂.

However, incorrect isolation of the VSPNDs is still possible because of occasional

rejections by fault detection and fault confirmation tests, due to the measurement noise

content in the healthy VSPND readings. Nevertheless, these erroneous rejections are

associated with a non-zero bias estimate close to zero. Such isolations and identifications

have negligible impact on the overall performance because of very small bias estimates.

6.1.4 On-line Correction for Bias

Step faults in the measurement data not only corrupt the quality of the data but also

make the innovations non-white, which might hinder the detection of subsequent faults,

if any. An on-line scheme for correction of the bias in the measurements is of utmost
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importance. The FDI outcomes such as isolation and estimation of bias can be used for

on-line correction for the bias in the measurement data. For an isolated VSPND î, the

corrected measurement vector is given by

y(c)(k) = y(k)− b̂eî. (6.39)

Note that the correction is delayed by Nf samples after the fault occurrence. Too

large a value for Nf makes the detection procedure delayed by the same number of

samples, while too small a value makes the bias estimate erroneous. So a trade-off is

required in the selection of Nf , and a reasonable value for it is known only by simulations

with different choices of Nf and looking for the best accurate bias estimate.

Flow chart of GLR method is shown in Fig. 6.1. At every instant, the Kalman Filter

generates the innovation vector from (6.6). This vector is used for conducting FDT

based on the statistic given by (6.30). FDT statistic ϕk is computed and FDT is carried

out. If H1 is false, the computations are continued over the new cycle. If H1 is found

true by FDT at an instant k, the instant is declared as the FDT rejection instant k̂.

Nf number of fault signature matrices are computed recursively from (6.16) and (6.17),

where θ = k̂, FCT statistic ψk̂ is computed using (6.31) and FCT is conducted. Note

that a rejection of null hypothesis H0 in FDT doesn’t guarantee the same in FCT, which

means that FCT rejection instants are a subset of FDT rejection instants which in turn

are a subset of entire set of observations. If FCT also declares the fault at k̂, the instant

is denoted as θ̂. The outcomes of the GLR test such as î and b̂ (refer to Section 6.1.3)

are used for the on-line correction of the faults using (6.39).
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6.2 Application of GLR-based FDI Scheme to

VSPNDs
The method discussed in Section 6.1 is used for detection and diagnosis of step changes in

VSPND signals. Its application necessitates a mathematical model of VSPNDs. Mod-

eling of VSPNDs is well explained in [60, 61], according to which the standard LTI

state-space formulation for a VSPND Vi, ∀ i = 1, 2, . . . , 200, in continuous time domain

is given by

˙̄x
(i)

(t) = A(i)x̄(i)(t) +w(t), (6.40)

y(i)(t) = c(i)x̄(i)(t) + ε(t), (6.41)

where

x̄(i)(t) = [ζ(i)(t) φ(i)(t) η(i)(t)]T (6.42)

represents the state vector, y(i)(t) represents the output, which is identical to the current

generated by the VSPND. A(i) and c(i) respectively denote the system and output

matrices, given as

A(i) =




−1
τv

Svfq
τv

0

0 0 1

0 0 0



, (6.43)

and

c(i) =

[
1 Svfp 0

]
, (6.44)

where τv is the time-constant of 52
23V ; Sv is the sensitivity of VSPND; fp and fq are

respectively the prompt and delayed fractions of the output signal of VSPND.

In (6.42), we have

ζ(i)(t) = y(i)(t)− Svfpφ(i)(t) (6.45)
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and the remaining two states correspond to the state-space representation of first order

power-series approximation for unknown input flux, given by

φ(i)(t) = η
(i)
0 + η(i)t, (6.46)

where η(i)
0 and η(i) are arbitrary constants.

The above continuous time model is discretized to obtain the following state and

measurement equations for the ith VSPND:

x̄(i)(k + 1) = Φ(i)x̄(i)(k) +w(i)(k), (6.47)

y(i)(k) = c(i)x̄(i)(k) + ε(i)(k), (6.48)

where Φ(i) ∈ R3×3 is the state transition matrix. The models given by (6.47) and (6.48)

for all the 200 VSPNDs can be arranged as

x̄(k + 1) = Φx̄(k) +w(k), (6.49)

y(k) = Cx̄(k) + ε(k), (6.50)

where

x̄(k) =




x̄(1)(k)

x̄(2)(k)

...

x̄(200)(k)



, w(k) =




w(1)(k)

w(2)(k)

...

w(200)(k)



,

Φ = diag.[Φ(1) Φ(2) · · ·Φ(200)],

y(k) = [y(1)(k) y(2)(k) . . . y(200)(k)]T ,

ε(k) = [ε(1)(k) ε(2)(k) . . . ε(200)(k)]T ,

and C = diag.[c(1) c(2) · · · c(200)].
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Figure 6.1: Flow chart of GLR method for dynamic systems
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For simulating a realistic behaviour, a white noise having standard deviation of the

order of 2% of the nominal signal around the full power steady-state is superimposed on

the VSPND output signal. Since the reactor is assumed to be operating at the power

level of 1.0 pu, the measurement noise variance obtained from the simulated data is

about 0.04 for each VSPND.

The process noise covariance matrix Σw
(i) for the ith VSPND is considered as [61]:

Σw
(i) = 4× 10−7 ×




0 0 0

0 0.01 0

0 0 1



.

In the above, the first diagonal element of Σw
(i) is considered zero, which corresponds

to the fact that the VSPND model is known with reasonably high accuracy as evident

from the validation results given in [60]. Remaining two diagonal elements of the process

covariance matrix are large because of poor confidence in approximation of neutron flux

near the VSPND by a first order power-series [61]. Now, the covariance matrices for the

process noise and measurement noise for the composite Kalman filter are

Σw = diag.[Σw
(1) Σw

(2) · · ·Σw
(200)]

and

Σε = 0.04I.

Optimality of the Kalman filter with these Σw and Σε matrices is addressed in the

following.

Whiteness of innovations of one of the VSPNDs Vi is tested [106] for the different

values for the tuning matrices. WT similar to that explained in Section 5.1.1 is conducted

on the innovation sequence of one of the VSPND signals. Fig. 6.3 shows the auto-

correlation characteristic as a function of the lag index j, when maximum value for it,
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Figure 6.3: Whiteness statistic

k, is taken as 1000 for Nw = 10000. Violation of the WT threshold by this characteristic

is calculated to be 0.16%. Since this is less than the 5% tolerance, innovation sequence

can be declared white. Hence, the Kalman filter is found to be optimal and no more

tuning is required [61].

6.3 Results

Methods described in the preceding sections can be generalized for FDI of all the 200

VSPNDs of the AHWR. However, for the purpose of illustration while retaining sim-

plicity, four different VSPNDs from the four quadrants are considered, which are on

the same layer. Specifically, VSPNDs V5, V8, V25 and V28 in layer Z1, are considered.

Individual VSPND signals are passed through the dynamic compensations. In this case,

since number of measurements n = 4, the fault signature matrix is a diagonal matrix of

size 4×4. Innovations from the Kalman filter combined with this fault signature matrix

are used for the identification of faulty VSPND and estimation of bias magnitude, using

the GLR method as already described in Sec. 6.1. The overall schematic of the proposed

method for this case is shown in Fig. 6.2, in which the block named ‘GLR method for

FDI’ works on the basis of the algorithm given in Fig. 6.1. Nf is taken as 50 and level

of significance (α) is taken as 0.05 for all tests.
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Table 6.2: GLR outcomes for the open-loop transient

S. No. VSPND Actual values Estimated values
b (%) θ b̂ (%) θ̂

1 V5 5 2500 5.20 2507
2 V8 −10 3500 −10.11 3500
3 V25 15 4500 14.14 4500
4 V28 −20 5500 −20.89 5501
5 V5 1.5 6500 - -
6 V8 2 7500 - -
7 V25 2.5 8500 2.45 8501
8 V28 3 9500 3.40 9503

In this section, results are presented for two different simulated operating conditions

of the AHWR. In the first transient, biases are introduced in the VSPND measurement

data during the open-loop operation, and in the second one, biases are introduced while

the reactor is maintained under closed loop control. Simulations are done for 300 s and

200 s respectively in first and second cases, with a sampling duration of 0.02 s. VSPND

signals are generated with the help of their dynamic models. Results are explained in

the following.

6.3.1 Open-loop RR Transient

When the reactor is critical, all the RRs are at 66.66 % -in position. Starting from this

configuration, simultaneous movement of the RRs in nodes 2, 4, 6 and 8 was simulated.

At time t = 150 s or at the sampling instant k = 7500, control signals to the drives of

these RRs are chosen such that the rods move linearly into the reactor core and take

100%-in position in 120 s, i.e., at t = 270 s or k = 13500. Then the RRs are held at

this position till t = 300 s or k = 15000. Fig. 5.2 shows the position of the RRs during

the transient.
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Figure 6.4: Position of RRs during open-loop transient.
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Figure 6.5: Different GLR outcomes during open-loop transient: FCT statistic on FDT
rejections, bias estimate and identified faulty VSPNDs at FCT rejection instants.
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Figure 6.6: Open-loop RR transient: Different plots for V5 (a) Innovation sequence, (b)
Actual, delayed and estimated signals before bias correction, and (c) Actual, delayed
and estimated signals after bias correction. (Note: Additive biases are introduced at
k = 2500 and at k = 6500 corresponding to which there can be seen some changes in
the innovation sequence. However, the bias at k = 6500, being lesser in magnitude, is
not detected by the algorithm. Hence, the estimated signal of V5 has been corrected for
the bias at k = 2500 and not corrected for the bias at k = 6500.)

Additive biases are introduced into the VSPND data, in a sequential manner. Initial

1
6

th length of data corresponds to the case of no fault. Bias equivalent to 5% of the

steady-state value, is added to signal of V5, from the 2500th sampling instant (t = 50

s). Similarly biases of different magnitudes are added in the simulated measurement

data of V8, V25 and V28 at the observation indices θ, as given in Table 6.2, in which

the GLR statistics (estimates of the bias magnitude (b̂) and bias occurrence instant

187



Chapter 6. Kalman Filter-Based FDI of VSPNDs

(a)

0 1500 3000 4500 6000 7500 9000 10500120001350015000
−0.2

0

0.2

Observations

In
no

va
tio

n

(b)

(c)

Figure 6.7: Open-loop RR transient: Different plots for V8 (a) Innovation sequence, (b)
Actual, delayed and estimated signals before bias correction, and (c) Actual, delayed
and estimated signals after bias correction. (Note: The magnitudes of bias and the time
of bias injection can be seen from Table 6.2.)

(θ̂)) are also given. From 6500th sampling instant, biases of magnitude 1.5, 2, 2.5 and

3% are introduced in the simulated measurement data of V5, V8, V25 and V28 for every

1000 sampling instants (20 s) till θ = 9500 (t = 190 s), as given alongwith the GLR

statistics in Table 6.2. FCT statistic is computed on the rejection of FDT, and on every

FCT rejection faulty VSPNDs are identified and the bias magnitude is estimated. From

Table 6.2, it is clear that for a bias magnitude greater than the standard deviation of

measurement errors, i.e., 2% (refer to Section 6.2), θ̂ and b̂ are close to their actual

values.
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Figure 6.8: Open-loop RR transient: Different plots for V25 (a) Innovation sequence, (b)
Actual, delayed and estimated signals before bias correction, and (c) Actual, delayed
and estimated signals after bias correction.

Fig. 6.5 shows the plot of FCT statistic computed from (6.31) for all the instants

for which H0 is rejected in FDT, estimate of bias, b̂ and the identified faulty VSPND î.

The sudden jumps in FCT statistic, at the observations 2500, 3500, 4500 and 5500, are

in response to the injected additive biases in the signals of VSPNDs V5, V8, V25 and V28,

respectively. The bias correction equivalent to b̂, is made in the VSPND signal using

(6.39) from the instant θ̂. The innovation sequence, VSPND output and the estimated

output for the 4 VSPNDs are shown in Fig. 6.6-6.9, for both before bias correction and

after bias correction, obtained using (6.2) and (6.39) respectively. The true reactor flux
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Figure 6.9: Open-loop RR transient: Different plots for V28 (a) Innovation sequence, (b)
Actual, delayed and estimated signals before bias correction, and (c) Actual, delayed
and estimated signals after bias correction.

variation is also shown. In these plots, it can be observed that the sudden jumps as a

result of faults in VSPND outputs before bias correction are eliminated after bias cor-

rection. The plot of innovation sequences shown in Fig. 6.6-6.9 have abrupt jumps that

can be related to the sign and magnitude of the bias in the corresponding VSPND. The

actual and estimated outputs of the VSPNDs also experience a similar jump following

the introduction of fault if bias correction is not incorporated. However, with correction

of bias the jump is appreciably reduced, establishing the effectiveness of the proposed

method.
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6.3.2 Demand Power Change

In this transient, the demand power changes from 1.0 pu to 0.9 pu, and all the 4 RRs

meant for automatic regulation act to reach the new steady-state corresponding to the

new demand power. The variation of total power of the reactor, in response to the

change in demand is depicted in Fig. 6.10.
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Figure 6.10: Variation of total power during demand power change.

In this case, additive biases are introduced in the signals of VSPNDs V5, V8, V25 and

V28 according to the magnitudes of biases and time instants at which they are introduced

as given in Table 6.3. It should be noted that when a bias is introduced in a VSPND at

a particular time instant, it is persistent thereafter. Table 6.3 gives the corresponding

statistics and Fig. 6.11 shows the characteristics such as FCT statistic, bias estimate,

and the identified faulty VSPND. Fig. 6.12(a)-6.12(d) show the innovation sequences,

reactor flux, and delayed and estimated values of all four VSPND signals. In this case

also, it can be observed that the fault-driven jumps in VSPND delayed outputs are not

present after bias correction obtained using (6.39). On overall basis, Table 6.3 and Fig.

6.12 make it clear that the proposed hybrid strategy for dynamic compensation and

FDI, performed well even for faults during the transient condition.

191



Chapter 6. Kalman Filter-Based FDI of VSPNDs

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
0

1000

2000

3000

FDT rejection instants

FC
T

 s
ta

tis
tic

 

 

FCT statistic
FCT threshold

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
−20
−15
−10

−5
0
5

10
15
20

FCT rejection instants

B
ia

s 
es

tim
at

e

 

 

Estimated
Actual

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
5

8

25

28

FCT rejection instants

Id
en

tif
ie

d
V

SP
N

D

Figure 6.11: Different GLR outcomes during demand power change: FCT statistic on
FDT rejections, bias estimate and identified faulty VSPNDs at FCT rejection instants.

Table 6.3: GLR outcomes for change in the demand power

S. No. SPND Actual values Estimated values
b (%) θ b̂ (%) θ̂

1 V5 5 2500 4.80 2500
2 V8 −10 3500 −9.56 3500
3 V25 15 4500 15.02 4500
4 V28 −20 5500 −19.73 5501

Summarizing the results obtained in these cases, it is possible to say that the devel-

oped strategy with bias correction shows significant improvement in the performance in

terms of successful detection and diagnosis of step changes in the measurement signals,

satisfactory tracking and the dynamic compensation as compared to the case in which

no FDI scheme is employed.
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Figure 6.12: Demand power change transient: Innovation sequence and actual, delayed
and estimated signals before and after bias correction for (a) V5, (b) V8, (c) V25, and (d)
V28.
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6.4 Discussions

When Vanadium or Rhodium SPNDs are used for in-core neutron flux monitoring and

control, a system that can compensate for the delayed response of the SPNDs could be

deployed. If such a system is based on a very accurate model of the SPNDs, it can also

be exploited for detection and diagnosis of faults, if any, in the SPNDs. In this chapter,

the Kalman filter-based dynamic compensator is coupled with GLR method for dy-

namic systems. Apart from dynamic compensation, the method performs simultaneous

detection and correction of step changes in the signals of the SPND or the associated

circuit as a result of faults, which might be experienced during their operation. The

fault correction is facilitated by the GLR method by virtue of its ability to quantify the

fault magnitude. As established through simulation of realistic transients in AHWR,

the hybrid method is effective in obtaining prompt neutron flux variations from the de-

layed signal of the VSPND as well as in estimation of magnitude of step change in the

signal alongwith the time of its occurrence. Moreover, when correction of step change is

incorporated, the estimated output matches closely with the true neutron flux variation.

The proposed technique would be useful to other instruments like Resistance Tempera-

ture Detectors, which are used extensively in nuclear reactors. If the fault correction is

deployed alongwith closed loop control, overall accuracy and availability will improve.
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Conclusions and Future Scope

The measurement signals from the sensors or detectors should accurately represent the

plant behaviour and should be free from errors, for the realization of the benefits from the

control, monitoring and protection systems. Faults and random errors add uncertainty

in the measurement data. Some filtering techniques, which are capable of eliminating

the random errors, were of use at the early stages. A fault detection and isolation

scheme should also be implemented alongwith the random error filtering to avoid erro-

neous inferences about the plant operation and erroneous counteractions by the control

and protection systems. A fault detection and isolation scheme utilizing analytical re-

dundancy is particularly important, as it exploits spatial redundancy to simultaneously

reduce the effects of both random errors and faults. Among different fault detection and

isolation schemes, the model-based schemes turn out to be not only complex but also

erroneous for the case of large processes in which large number of variables are involved.

Hence, data-based (process history-based) fault detection schemes are more suitable.

The data reconciliation scheme is particularly suitable for sensor fault detection and

isolation, as it involves only checking the detector signals for consistency represented

by a constraint model. However, this scheme requires the constraint model and a fault

detection and isolation scheme. In addition, a check also needs to be performed for

the validity of the constraint model under different operational transients of the plant.
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Development of a mathematical model of the plant may be required for the generation

of training data to the constraint model development as well as checking the validity of

the constraint model.

Nuclear reactors, besides being complex systems, also require large number of vari-

ables to be monitored. Detection of faults in the neutron flux detectors is very important

task, as the primary functions of monitoring, control and protection of the reactor are

achieved based on the signals from these detectors. These detectors are situated in harsh

environment either within or out of the core. Along with occasional faults, random errors

are also present in the detector signals.

In advanced heavy water reactor, a large reactor, 9 ion chambers are used in ex-core

locations for core flux measurement and 200 Vanadium self-powered neutron detectors

are placed at in-core locations for local flux monitoring. In this thesis, a detailed non-

linear dynamic model developed for advanced heavy water reactor has been augmented

with detector equations to obtain a simulation model for validation of the data based

schemes for fault detection and isolation of ion chambers and Vanadium self-powered

neutron detectors. Data-driven modeling techniques, viz., principal component analysis

and iterative principal component analysis have been used for the development of con-

straint model from the ion chamber and Vanadium self-powered neutron detectors signal

data of advanced heavy water reactor. The development of constraint model is straight

forward for the signals of ion chambers, which are relatively smaller in number than

Vanadium self-powered neutron detectors. Vanadium self-powered neutron detectors,

being large in number, necessitated the development of individual constraint models

for different highly correlated groups or clusters in them, which were obtained through

k-means clustering technique. Constraint models developed from time-series data of the

detectors during an operating mode of the reactor have been used for other operating

modes involving similar correlation pattern among the signals. The data reconciliation

and fault detection and isolation scheme exhibited desired performances in all cases,
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when the constraint relations among the signals do not vary. This was possible because

of spatial or zonal control, which is commonly employed by large reactors like advanced

heavy water reactor. As a part of fault detection and isolation, different multiple-fault

detection tests such as generalized likelihood ratio method, iterative measurement test

and iterative principal component test, which is the outcome of this research work, are

used alongwith data reconciliation. Out of these tests iterative principal component test

has been found to be efficient. As a part of data reconciliation, alongwith the reconciled

estimates of fault-free signals, estimates of faulty signals also are obtained using the

projection matrix. Results of data reconciliation-based fault detection and isolation are

presented when iterative principal component test is employed.

Apart from data reconciliation-based fault detection and isolation, model-based fault

detection and isolation with the use of dynamic model of the Vanadium self-powered

neutron detectors is also attempted in this thesis. This scheme using Kalman filter for

generation of the innovation also performed well, when coupled with generalized likeli-

hood ratio method for the information regarding the fault, i.e., fault occurrence time,

fault location, and magnitude of the fault. This hybrid scheme dynamically compensates

the Vanadium self-powered neutron detector signals for promptness; minimizes the ran-

dom errors through Kalman filter; performs detection and diagnosis of the faults with

generalized likelihood ratio method; and corrects the faulty measurements online. This

scheme may be implemented in the reactor regulating system of advanced heavy water

reactor. However, it can detect only the abrupt faults because of the unknown-input

framework.
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The work carried out for this thesis provides some directions for future scope in the

applications to nuclear reactors for sensor fault detection and isolation. In particular,

the following topics merit consideration:

• Adaptive modeling approach can be considered as in the case of recursive principal

component analysis for updating the constraint model recursively in response to

the operating modes.

• Structured residuals approach and fault sub-space analysis can also be considered.

• The principal component analysis or iterative principal component analysis con-

straint model among the Vanadium self-powered neutron detector signals may be

combined with the state-space formulation based on the Vanadium self-powered

neutron detector model to facilitate incipient fault detection. This technique refers

to the augmented state Kalman filter.

• A dynamic data reconciliation scheme, which utilizes the dynamic model of ad-

vanced heavy water reactor, can also be implemented.

Aspects such as online implementation of the algorithms, assessment of real time be-

haviour, etc. may also be investigated.
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