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Homi Bhabha National Institute 

 

SYNOPSIS REPORT 

 

Advanced Heavy Water Reactor (AHWR) currently being developed in India is a 900 MWth vertical 

pressure tube type, light water cooled and heavy water moderated nuclear reactor. Figure 1 shows the 

Main Heat Transport System (MHTS) of AHWR. In AHWR, the heat from the fuel bundles in core is 

removed by two-phase natural circulation. The two-phase 

steam-water mixture generated in core is separated in steam 

drums (4 Nos). The Steam drum is a horizontal cylindrical 

vessel of 4-meter diameter and 11-meter length and steam is 

separated purely based on gravity. The flow from tail pipes 

forms a bubbling pool inside the steam drum and water 

droplets are formed at the free separation interface as a 

result of bubble collapse/rupture. This can leads to 

carryover, i.e. pneumatic conveyance of water droplets by 

steam which means reduced separation efficiency. 

Carryover is thus undesirable and it needs be to minimized 

by careful design.    

 
Aim/Objective of the present research work is to accurately 

estimate carryover for AHWR steam drum, supported by 

experimental and numerical study of flow dynamics for horizontal 

steam drum geometry.  

 

Literature survey points out that reliable experimental data for the geometry relevant to AHWR is 

unavailable and therefore applicability of the empirical correlations derived from experiments in 

simpler geometry is also questionable. This forms main impetus for the present work.  Table 1 shows 

the challenges/gap areas identified, objectives/work plan and major results/highlights of the present 

work. 

 

 

Figure 1: MHTS of AHWR 
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Figure 2: Isometric view of AWL 

Table 1: Challenges, Objectives and results of the research work. 

 

Challenges/Gap area Objectives/Work Plan Results/Highlights 

• No reliable 

experimental database 

for entrainment, droplet 

size distributions, swell 

level variation as a 

function of boundary 

flows in a geometry 

relevant to AHWR 

steam drum. 

• Design, fabrication, 

installation, commissioning of 

a scaled down test facility, 

perform relevant experiments, 

numerical analysis/validation 

exercise.  

 

• Experiments performed using air-water 

mixture in a scaled down test facility 

measuring pool void fraction, two-phase 

natural circulation flow rates, pressure drops, 

carryover, near surface entrainment, droplet 

distributions.  

• Validation exercise identified accurately 

predicting void fraction correlations for tail 

pipe and drum pool. 

• Size distribution functions for droplet obtained 

by fitting the data with Upper Limit Log 

Normal (ULLN) curve.  

 

• Prediction of carryover 

for model and prototype 

(AHWR steam drum). 

 

• Prediction of swell level 

using numerical 

techniques and 

correlations. 

• Assessments of existing 

empirical correlations, 

Development of CFD 

methods, use of open Source 

CFD software Open FOAM. 

 

• Euler-Lagrangian simulations with validated 

solver predicted the trends which are 

comparable with correlations and 

experimental data.  

• Thresholds of operating steam drum level to 

minimize carryover obtained.  

• Standard drift flux models fail to predict pool 

void fraction.  

• Identified applicable correlations for pool void 

fraction and thus swell level. 

• Two-phase CFD solver validated for pipe 

geometries. Drift flux parameters can be 

obtained for pool conditions using CFD 

simulations. 

 

Issue 1: Generation of experimental database for carryover, pool swell level, droplet size 

distribution for horizontal steam drum geometry. 

 

Air-Water Loop (AWL), which simulates the scaled 

down steam drum using air-water mixture, was 

designed (see Figure 2), constructed and experiments 

were carried out. The model drum represents 1/8
th
 slice 

of prototype geometry. Volume of drum is then scaled 

down by ratio of 1:4 to the prototype. The component 

sizes are chosen such that the superficial velocity of 

gaseous phase (���and liquid phase (��� in tailpipe and 

various cross-section of drum are identical to prototype. 

Local flow losses are also identical to prototype. Steady 

state experiments were performed in AWL by injecting 

compressed air at the bottom of tail pipes. The natural 
Figure 2: 3-D view of AWL 
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circulation flow rates and two-phase pressure drop measured during experiments were validated by 

solving mass conservation and momentum balance in feeder and tail pipe section of loop. 15 different 

void fraction correlations (which included various drift flux and slip ratio based models were 

considered in calculations. The best performing correlations include correlation by Thom [2], Zivi [3] 

Baroczy [4]. Figure 3 & 4 shows the comparison between experiments and predictions.  Thom [2] 

correlation predicts flow rates within ± 30 % and two-phase pressure drop with accuracy of +10 to -15 

% of the measured values.  

  

Figure 3: Prediction of recirculation flow rate Figure 4: Prediction of water recirculation flow rates 

 

Swell level as a function of water and air flow rate was measured and average pool void fraction is 

estimated based on the volume of water present in drum and volume corresponding to swell level as 

follows: 

 ���	
�� �� ��� �	
���� = 1.0 − ����� ����  !��"#� $% & "#'��"#� (�  �)*�%&$%� �� )���� ��!�� Where +�
� ,
��	 ��-.� �� �	-. =  /���
� ,
��	 ��-.� + 1
��	 ��-.� ��2��
��� �	. ,
��	 �
�3 
�� �
������2 (1) 

 

The swell level was predicted using various drift flux correlations. Since the cross-sectional flow area 

changes along with height of drum, the void fraction is calculated in small volume with height ∆ℎ as 

shown in Figure 5. The void fraction also gives the liquid hold-up which is summed up and 

calculation is repeated iteratively until liquid hold up matches with experimental value. The 

corresponding height is the predicted swell level. Drift flux models were found to over predict the 

void fraction owing to the fact that large recirculation flows are observed in drum which is not 

accounted in correlations. However, it was found that a correlation by Boesmans et. al. [5] specifically 

developed for pool conditions predict the swell level accurately within ±5% of measurement (Figure 

6). 
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Measurement of Entrainment: The entrainment was measureable only for swell levels close to drum 

exit. Figure 7 shows photographs for these conditions, where large liquid fragments are also seen to 

be entrained in flow, as the air velocity increases sharply near the exit. As per literature, the maximum 

entrainment for air-water system is about 4 [6]. Entrainment measured during these experiments is of 

same order (see Figure 8). At operating levels below 1.8 m the carryover was not measureable; 

however the droplet size distributions were measured using high speed photography with 

shadowgraph technique aided by image processing (Figure 9). Figure 10 shows the DSD obtained 

with image processing in which the image is converted to black and white by subtracting the 

background and then thresholding. The wavy interface is removed from image by morphological 

operations and image with only droplets is obtained. 

  

Figure 5: Calculation of void fraction for 

drum geometry 

Figure 6: Prediction of swell level by Boesmans et. al. 

[5] 

 

Figure 7: Liquid fragments getting entrained in flow 
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Figure 8:  Experimental data on carryover compared with Kataoka and Ishii correlation [6]. 

 

The Droplet Size Distribution (DSD) has been found to follow Upper Limit Log Normal (ULLN) 

distribution curve. The distribution is fitted with curve given by following. 

 

�67� = 8�#�9√;�6�#�9 − �� �<=>?> 

Where 7 = �� @ �&&ABC<&D 

(2) 

Where � is the droplet diameter, �#�9 is maximum droplet diameter, 
 and 8 are distribution 

parameters. 

The distribution parameters were found out to be 
 = 10.0, 8 = 0.9 and �#�9 = 0.0027 . by curve 

fitting to the experimental data.  

(a) (b) (c) 

Figure 9: (a) original image, (b) binary image obtained after subtraction of background and 

thresholding, (c) Image of only droplets after removal of interface by morphological operations. 
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Figure 10:  DSD obtained using shadowgraph technique. 

Issue 2: Prediction of carryover for model and prototype geometries using numerical 

techniques. 

Solution: Euler-Lagrangian (EL) approach is used for prediction of carryover. In this approach the 

steam/air is treated as Eulerian phase and droplet trajectories are estimated with Lagrangian approach. 

3-D E-L calculations for AWL drum were carried out using open source CFD software OpenFOAM. 

A solver called “simpleReactingParcelFoam” was used which can solve compressible turbulent flows 

along with particle dynamics. Computational domain represents the air space above the swell level. 

CFD cases were constructed for swell levels varying from 0.3 to 1.8 m and air injection flow rate of 

7500, 6000 and 3000 lpm covering the range of experiments.  Figure 11 to 13 shows the geometry, 

mesh and salient results for a case with swell level of 0.965 m and air flow rate of 7500 lpm. The 

mesh used was arrived after performing grid independence study. Figure 12 shows the flow patterns 

for air capturing the flow acceleration near the exit as the area reduces sharply. DSD obtained in 

experiments is used for simulation of droplets. The heavier droplets were seen to fall back to interface 

while small droplets follow the bulk flow pattern (Figure 13).  

 

Figure 11:  Mesh used for AWL drum simulation (1164 k 

tetrahedral elements) 

Figure 12: Velocity field for Air 

obtained using Euler Simulation 
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Figure 13 : Droplet trajectories colored with size 

 

The sum of droplets at exit gives the value of 

carryover which is compared with the 

correlation (Figure 14). It was found that in a 

gravity separation, entrainment increases 

faster after a certain threshold value of bulk 

flow superficial velocity. Here for AWL case 

it can be noted that such transition occurs at 

level of 1.8 m. E-L CFD calculations under 

predict the carryover for high swell levels as 

it cannot account for oscillating levels and 

formation of non-spherical large liquid 

fragments and its motion with bulk flow. 

However, for lower swell levels the trends are similar to correlation.  

 

Carryover simulations for AHWR steam drum: Similar E-L approach is followed for AHWR 

steam drum. CFD cases are constructed by keeping the steam flow rate constant at 102 kg/s 

(corresponding to 100 % full power operation of reactor) and varying the swell level, so that a 

threshold value of level where carryover increases sharply can be found out. Figure 15 shows the 3-D 

model and mesh used in calculations. The DSD for the prototype conditions (70 bar and 285 OC) is a 

critical input for simulations but it is also unknown. However, the DSD measured for Air-Water can 

be transferred to AHWR conditions with the background knowledge that the droplet formation 

mechanisms would be identical but the size will be smaller as a result of fluid properties (The surface 

tension for air-water at 1 atmospheric and 30 
O
C is 0.0712 N/m and for steam-water at 70 bar and 285 

OC is 0.0176 N/m, i.e. nearly 4 times smaller than air-water mixture). The droplet formation processes 

are often characterized with Weber number which is ratio of kinetic energy to surface energy of 

droplet. Assuming that the maximum Weber number, 1�#�9 = IJK�#�9 L⁄  is conserved for model 

Figure 14: Comparison of carryover predicted 

by correlation [6] , CFD and experiments 
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and prototype, the maximum droplet diameter for prototype i.e. AHWR steam drum is found out to be 

0.9 mm. Figure 16 shows corresponding DSD. Figure 17 & 18 show the flow patterns obtained and 

the droplet trajectories for case of swell level of 2.0 m.   

 

  

Figure 15: 3-D modeling and Meshing of AHWR steam drum 

 

Figure 16: DSD obtained for AHWR 

simulation 

Figure 17: Velocity field for AHWR steam drum 

(swell level 2.0 m & steam flow rate 102 kg/s) 

 

Figure 19 shows carryover predicted by CFD for various swell levels in AHWR steam drum. It shows 

that for AHWR at normal full power operation, carryover is within the limits (<0.1%) if swell level is 

maintained below 3.5 m. 

 

Swell level is function of boundary flows to drum. Figure 20 shows the variation of swell level and 

average pool void fraction for AHWR steam drum calculated using the correlation [5] and 

methodology validated for AWL drum. It can be noted that at 100% FP the swell level is estimated to 

be 2.23 m, and carryover corresponding to it is negligible. The steam quality at drum exit for 100% 

FP and 2.23 m level is predicted as 99.97% by Kataoka & Ishii correlation [6] and 99.98% by CFD 

method (Figure 21) 
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Figure 18: Droplet trajectories calculated by 

OpenFOAM 

Figure 19: Entrainment at drum exit as a 

function of swell level for steam flow rate of 

102 kg/s. 

 

 

Issue 3: Simulation of two-phase flow distribution below the separation interface and 

calculation of gas hold up. 

 

Solution: 3-D CFD simulation of two-phase flow inside the drum using Euler-Euler (E-E) 

methodology has been carried out. OpenFOAM solver “twoPhaseEulerFoam” was validated for 

bubble column two-phase flow experiment by Hills [7] (see figures 22 & 23). After validation the 3-

D simulations for AWL geometry and experimental conditions are carried out to predict the swell 

level and pool void fraction. Figure 24 shows a snapshot from transient simulation and Figure 25 

shows the comparison of swell level predicted by CFD simulations with the experimental 

measurements and drift flux model [5] predictions.                             
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Figure 20: Swell level and pool void fraction in 

AHWR SD 

Figure 21: Steam quality as a function of swell 

level 
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Figure 22 : Geometry of test section by Hills et 

al. [7] 

Figure 23: Comparison between CFD and 

experiments 

 

 

Figure 24: Instantaneous void fraction 

distribution obtained using CFD for 

experiement in AWL (initial water level 

=0.650m, Air flow rate=3000 lpm total). 
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Conclusion: 

A scaled down model of AHWR steam drum was designed which has 1/24
th
 symmetry with 

prototype and  it conserves the superficial velocities of phases and local pressure losses. Experiments 

were carried out with air-water mixture. Measurements were made for two-phase natural circulation 

flow rate, pressure drop in the various sections, average pool void fraction; swell level, carryover and 

droplet size distribution. The recirculation flow rates and pressure drop data was validated using 

numerical technique based on momentum balance in feeder and tail pipe section of the loop. Void 

fraction correlation by Thom [2] predicts the results accurately. However such drift flux models do 

not predict pool void fraction satisfactorily because there are large internal recirculation of water flow 

inside the pool. A dedicated correlation for pool type conditions developed by Boesmans et al [3] was 

found to be accurately predicting the swell level (within ± 5%).  

Near surface entrainment at high swell levels were measured and found to be in the range of 

30-600%. At lower swell levels (lower superficial velocities) the carryover was not measurable. 

Droplet size distribution was measured using high speed photography and their distribution 

parameters were obtained. The motion of droplets was simulated using E-L method in Open FOAM. 

The CFD predictions were found to be comparable to correlation [4].  The E-L simulations under 

predict carryover for the cases with swell level near the exit because it is difficult to incorporate the 

effects of level fluctuations and violent ejection of water fragments in the current CFD set-up. The E-

L methodology was extended for prototype calculations. The predictions show that for AHWR at 

normal full power operation, carryover is within the limits (<0.1%) if swell level is maintained below 

3.5 m. The steam quality predicted by CFD simulations is 99.98 % for the 100%FP operating 

conditions of AHWR and swell level of 2.23 m. The CFD calculations thus confirm that steam drum 

design is adequate to minimize the carryover and gravity separation is effectively achieved. 
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Chapter -1 

 

Introduction 
 

1.1 Background: 

 

Steam drum is one of the important component of power plants. Design of steam drum is 

aimed at achieving high efficiency of separation, along with compact, robust and cost 

effective construction. Mechanical steam separators (Cyclone, Chevron type separators) are 

often employed to improve the separated steam quality, however such equipments introduce 

additional pressure drop in the system. In order to simplify the equipment, gravity based 

steam separation poses an attractive alternative and is being sought in some of the advanced 

reactor designs. Performance of steam drum system depends on the dynamics of two-phase 

flow inside the geometry which is complex in nature. The behavior of two-phase flow 

distribution below vapor-liquid interface, turbulence and separation of phases at the interface 

and flow dynamics of dispersed liquid phase in bulk of the vapor phase above the vapor-

liquid interface needs to be understood thoroughly. Details of such processes can be modeled 

empirically with series of simplifying assumptions; however, their applicability and accuracy 

for a given practical geometry under different combinations of parameters remains a 

question. Thorough experimental validation of the empirical models/methodologies is 

therefore of utmost important. Therefore experiments are performed on models/prototypes 

prior to design implementation to develop mathematical models for prediction of equipment 

performance. Development of computational fluid dynamics (CFD) techniques has added 

another dimension to the understanding that can be developed altogether. CFD is also being 

extensively employed to derive information on complex flow characteristics in steam 

generators and its impact on structures, system response to the change in operating conditions 

and to apply design modification and optimization. Multi-phase flow CFD is yet an evolving 

field of research and there is huge potential to develop/validate the models used. CFD models 
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having known the capabilities and limitations can simultaneously be applied to an evolving 

engineering design. This proposed research derives motivation from the current 

developments in CFD with an objective to reduce the simplifying assumptions, adding details 

to the modeling and simulation of steam generator processes.  

 

1.2 Geometry under consideration 

Geometry under consideration in the present study is the steam drum of Advanced Heavy 

Water Reactor (AHWR). Advanced Heavy Water Reactor (AHWR) is a vertical pressure 

tube type, boiling light water cooled and heavy water moderated nuclear reactor [1]. AHWR 

employs two-phase natural circulation as a mode of coolant recirculation through the reactor 

core. Thermal hydraulic design ensures that the natural circulation flow efficiently removes 

the heat generated in fuel rod bundle in normal as well as accidental operating conditions. In 

order to enhance the flow, geometry of flow loop is designed such that it minimizes the 

pressure drop and provides maximum driving buoyancy head. Figure 1.1 shows the schematic 

of two-phase natural circulation loop in Main Heat Transport System (MHTS) of AHWR.  

The coolant flow through core is a result of balance between buoyancy and pressure drop in 

the MHTS loop. The two-phase boiling water from the core (1) of the reactor is transported to 

steam drum (2) situated 30 meters above the reactor core, via tail pipes (3). The separated 

water returns to core via down comer (4) and feeders (5). The steam drum is a horizontal 

pressure vessel with circular cross-section having 4 meters in diameter and 11 meters in 

length. There are total 452 fuel channels (6), 452 tail pipes and 452 feeders which are 

connected to 4 number of steam drums. Each steam drum receives flow from 113 tail pipes 

which are arranged symmetrically and are connected from sides at the bottom portion of 

drum. Vertical baffles are placed inside the drum to avoid mixing between two-phase flow 

entering the drum and the separated water in down comer region. As steam leaves the drum 
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and MHTS, equal amount of mass of feed water is introduced in the drum. The steam gets 

separated by gravity i.e. due to density difference between steam and water. No mechanical 

separator is used. The horizontal orientation of steam drum provides large area for steam-

water separation. 

 

Figure 1.1: Schematic of Main Heat Transport System of AHWR. 

 

Figure 1.2 shows the cross-sectional view of AHWR steam drum. AHWR steam drum is a 

horizontal pressure vessel with cylindrical cross-sectional closed at the ends with 

torispherical dish heads. The internal diameter of steam drum is 4.0 m and total length of 

vessel is 11.0 m. There are 4 down comers (300 NB Sch. 120 pipe) provided at the bottom 

centre of steam drum. 113 tail pipes enter into steam drum from both sides of the down comer 

at different angles as shown in cross-sectional view. Longitudinal baffle plates are provided 

to prevent the two-phase mixture from tail-pipe to enter in down comer region. Lower 
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submerged perforated plate is provided at the top of baffle plate, which breaks down large 

slug bubbles coming from tailpipe into smaller bubbles. This shall reduce the fluctuations of 

the separation interface. Upper submerged perforated plate is provided in steam drum pool 

region just above the centerline. This plate distributes the bubbles in the pool and thus 

functions to reduce the turbulence of the free surface at separation interface. Overhead 

perforated plate offers additional resistance to the steam flow and minimizes the droplets 

entraining in the steam flow. There are four nozzles and piping (200 NB Sch. 120) provided 

for steam collection into the steam collector header (300 NB Sch. 120). Steam is sent from 

collection header to the turbine for power production.  

 

 

Figure 1.2: Cross-sectional view of AHWR steam drum. 

 Due to horizontally placed steam drum, large separation interface is available which reduces 

the superficial velocity of steam at separation interface. This assists for efficient gravity 

separation. As the steam separates by gravity i.e. due to density difference between steam and 
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water, without aid of any mechanical separators, it simplifies the operation of steam drum. 

Gravity separation also improves the economy as lesser parts involved in construction and 

subsequent maintenance requirements are reduced. However, the effectiveness of gravity 

separation depends on the amount of carryover. Carryover is the entrainment of liquid 

droplets in the vapor phase. When the steam bubbles arrive at the separation interface, it 

bursts out and water droplets are formed as result of breakage of water film surrounding the 

bubble. Some of these small droplets may get carried out of the drum along with steam to the 

turbine circuit, if the separation of steam-water in the steam drum is not complete. Carryover 

should be eliminated as much as possible to avoid erosion corrosion of the turbine blades.  

The steam at the exit of drum may contain droplets of various sizes ranging from few 

micros to few millimeters depending on the efficiency of separation in the drum. Even after 

careful design and use of mechanical separators fine droplets are still entrained in the steam 

flow. These droplet subsequently impact on the turbine blades rotating at high velocity. For 

example if turbine blade having height of 2 m rotates at 3000 RPM, the tip speed is of the 

order of 625 m/s. Water being an incompressible fluid, droplet impact on blade surface 

generates high pressure on the impact area. The contact stresses at the impact interface cause 

the material to flow and create depressions and asperities. These surface irregularities 

enhance the surface roughness and subsequently continuous impact of droplets lead to 

formation of pits and cracks. These surface defects aggravate the fatigue loading and blade 

may fail during service. This subject of water droplet erosion has been focus of several 

researchers till date.   

Wang et al [2] and Mazur et al [3] studied failures of steam turbine blades, and 

concluded that blades mainly fail due to fatigue cracking, which occurs due to surface wear. 

In a case study of turbine failure at Dresden power plant, Chynoweth et al [4] performed a 
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root cause analysis and showed that surface erosion was one of the reasons for such failure. 

Failure of turbine has serious economic consequences in any power plant. 

The droplet size is one of the important factors that decide severity of surface erosion 

of turbine blades. Small droplets of size 0.1 to 4 µm deposits on blade surface and may 

coalesce to form film which after breakage gives large droplets( > 1 mm). These large 

droplets however get atomized in to smaller droplets (10-400 µm) due to high rotational 

speed of blades [5]. Förster [6], has claimed that the effective droplet size that causes erosion 

is between 50–200 μm. He added that droplets smaller than 50 μm in size do not cause 

damage, and those larger than 200 μm atomize into smaller dropletes. 

Figure 1.3 shows a photograph of turbine ex-service blade from LP stage turbine 

where at the end of  expansion significant amount of water droplets are generated. The 

photograph is taken from study published by Kirlos et al. [7]. The photograph shows the 

water droplet erosion occurring at the trailing edge of blade and it is severe near the tip of 

blade.  

 

 

 

Figure 1.3: Ex-service turbine blade showing the water droplet erosion. 
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The systematic study by Kirlos et al. [7] on microstructure of the surface reveal that the rough 

surface asperities were of the size in the range of 200 μm, which can be related to the 

effective droplet sizes range impacting the surface, 50–200 μm. The results of above 

mentioned studies are not only important to erosion in Low Pressure turbines but the 

conclusions are generic and applicable to water droplet erosion due to carryover. Thus the 

consequences of carryover / presence of water droplet can be severe. 

The carryover depends on the geometrical parameters of the steam drum like 

diameter, height available for separation along with the operating conditions like pressure and 

steam velocity. Estimation of carryover thus forms an important aspect of steam drum design 

for AHWR. 

In the normal operating conditions of the reactor the average core exit quality is about 

19.1% which corresponds to a void fraction of 82.79%. This causes a swelling in the steam 

drum (i.e. an increase in the steam drum level). The void fraction correlations for the small 

diameter pipes (Such as tail pipes) are available which are validated but for the large diameter 

pipe or pool (such as steam drum) information on validated models is scarce. The swell level 

inside determines the available vapor space height. The swell level should have sufficient 

distance from exit location so that carryover is minimized. Therefore, studies are required to 

know the exact void fraction and swelling in the steam drum. 

 

1.3 Project work plan: 

Objectives of the proposed research work are as following 

1. To construct model of prototype having sufficient windows for flow visualization.  

2. Experimental Measurements – Droplet size and flow distribution inside steam drum 

model. Attention will be focused on drop size and velocity distribution at the vapor liquid 

interface. These are useful for setting up the boundary conditions for carryover 
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simulations. Swell level and vapor hold up below the separation interface will also be 

measured. This will be required to validate the CFD multi-phase flow models. 

3. CFD simulations in model and validation of CFD methodology and flow visualization 

strategy. 

4. Validation / testing of empirical models for carryover and pool void fraction. 

5. CFD Simulation of scale steam drum describing the concentration and velocity profile of 

the droplets (carryover) in the vapor phase and pool swell dynamics. 

6. To establish adequacy of steam drum design and margins with respect to design goals. 

Table 1.1 gives the summary of the gap areas of the topic under consideration and the work 

planned. 

Table 1.1: Major challenges/gap areas for the proposed work and work plan 

Challenges/Gap area Objectives/Work Plan 

• No reliable Experimental database for  

 Entrainment,  

 Droplet Size Distributions  

 swell level variation i.e. location 

of separation interface as a function of 

boundary flows of liquid and vapor 

phase 

 Bubble size and its distribution  

in a geometry relevant to AHWR steam 

drum.  

• Design, fabrication, installation, 

commissioning of a scaled down test facility 

simulating gravity separation process in 

AHWR steam drum and carry out relevant 

experiments.  

• Generate database on swell levels as a function 

of two-phase natural circulation flows, 

carryover, near surface entrainment rates at 

various operating conditions. 

• Optical investigations on nature of interface, 

droplet formation mechanisms, Droplet size 

distribution, bubble size distribution.  
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• Prediction of carryover for model and 

prototype (AHWR steam drum) 

geometries using numerical techniques. 

• Prediction of two-phase flow dynamics 

below the separation interface using 

numerical techniques.  

• Develop CFD techniques and workflow for 

simulating carryover process in model and 

prototype geometries using open source CFD 

software OpenFOAM.  
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Chapter 2– Literature review 

2.1 Introduction 

Estimation of carryover in the design of new equipment is still based on the empirical 

correlations developed upon the experimental data. The chronological development of the 

subject has occurred in both: experimental and analytical approaches culminating into the 

empirical correlations. Computational fluid dynamics is relatively new and has not yet been 

extensively applied to simulate the carryover phenomenon.   

First comprehensive approach to estimate the carryover for the case of high pressure 

industrial boilers has been given by Davis [8]. He used information from photographic 

studies on bursting of bubbles and droplet formation in order to estimate the droplet sizes that 

may be formed at the interface inside the boilers. He presented an expression for maximum 

height that can be attained by droplets and thus the variation of carryover above the 

separation interface was predicted.  Davis [8] could estimate the limiting vapour flow rates 

for minimizing the carryover. His calculations were very conservative; however a systematic 

approach was presented by him. This approach was later used by Zenz and Weil [9] for 

estimation of carryover from fluidized bed reactor. Cheng and Teller [10] also followed 

similar methodology to analyze carryover in sieve tray column for air-water system. These 

analytical works also stress on the development of database for droplet size distribution in 

order to produce accurate and reliable results.  

The earlier experimental work on measurement of carryover and droplet size distribution 

includes studies by Newitt et al. [11] and Garner et al. [12]. Newitt et al. [11] measured 

droplet sizes for air-water system using magnesium oxide coated plates. Garner et al. [12] 

studied entrainment in an evaporator geometry (diameter 0.3 m) at pressures ranging from 2.0 

to 12.5 bar. Garner et al. [12] found out that 95% of the carryover is composed of droplets 

smaller than 20 µm. Also they observed that, for a large sized bubbles (diameter greater than 
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5 mm), droplets are generated from rupture of liquid film of bubble domes. Spiel [13] studied 

droplets generation by bursting of bubbles up to size of 3 mm in air-water system and noticed 

that large droplets are formed by rupture of small bubbles. Aiba and Yamada [14] have 

measured droplet size distribution for fluids such as air-water, air-butanol, air-glycerine 

mixtures. Experimental geometry used by Aiba and Yamada [14] was a vertical glass 

cylinder of 0.096 m diameter and air superficial velocity was varied from 0.086 to 0.1037 

m/s. Rozen et al. [15] have studied the droplet size distribution in vertical cylindrical 

geometries (diameter varying from 0.4 to 0.6 m) with steam-water at 1 and 2 atmospheric 

pressures. Apart from these, there are numerous studies available in literature on the 

fundamental process of bubble collapse and droplet formation, such as Afeti & Resch [16] , 

Wu [17] and Gunther et al. [18]. These studies show that two types of droplets are formed 

after bubble rupture. The larger sized droplets are formed from the liquid jet arising from 

momentum of liquid surrounding the bubble. As bubble collapses the surrounding liquid 

rushes in and a central spout is thrown upwards, which further breaks up into droplets. These 

are called jet droplets which are of the order of few milli meters (Kientzler et al. [19]). Very 

fine sized droplets are also found to be generated from the disintegration of thin liquid film of 

bubble dome. These are called film droplets. Afeti & Resch [16], Wu. [17], Blanchard et al. 

[20] have reported formation of film droplets as small as 20 µm. Gunther et al. [18] have also 

presented a summary of various previous experimental studies on the droplet formation. Most 

of such experiments show that for larger bubble diameters (greater than 4 mm), jet droplets 

are not observed and formation of film droplet is the only dominant mechanism.  

Sterman [21] and Kolkolostev [22] have investigated carryover for steam-water mixture 

operating at high pressure and temperature. Sterman [21] has provided experimental database 

for in a vertical cylindrical geometry of diameter 0.24 m with steam-water mixture operating 

at 17.22, 36.47, 92.20, 111.47 & 187.45 bar pressure. Kolkolostev [22] measured entrainment 
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fraction in a cylindrical vessel of diameter 0.3 m for steam-water mixture at pressures 17.22, 

36.47, 92.20, 111.47 & 187.45 bar. 

Very few geometry specific carryover experiments are available in literature. Mochizuki 

and Hirao [23] have experimentally studied the carryover in steam separator geometry using 

air-water mixture.  Cosandy et al. [24, 25] studied the entrainment from a bubbling pool that 

is formed in reactor containment during accidental conditions scenario in a scaled down 

model.  Recently Sun et al. [26-27] have experimentally studied the entrainment from upper 

plenum of AP-1000 during the blow-down and depressurization conditions. The carryover 

was found to be primarily dependent on the operating level in PWR vessel, where the 

entrainment increases significantly when levels are close to side exit of vessel. These 

experiments were carried out in a scaled down facility [26] with steam-water conditions. 

Subsequently the phenomenon has been also studied in air-water system with test section 

(0.380 m diameter and 2.2 m height) having side and top exit [28].  

Empirical correlations existing in literature are based on dimensional analysis and fit to 

the experimental database, for example, Sterman [21], Kruzihilin [29] etc. Kataoka and Ishii 

[30] proposed a set of correlations based on a mechanistic model incorporating information 

from all the experimental data available at that time. The approach and correlations provided 

by Kataoka and Ishii [30] have been used to predict the entrainment fractions by Nayak et al. 

[31] and Koch et al. [32] in their respective geometries under consideration.Subsequent 

studies have found & pointed out some deviations from Kataoka and Ishii [30] model in their 

own measurements, for example Iyer et al. [33], Cosandy et al. [24], Zhang et al. [28]. 

However, it remains the most well known correlation.  

Previous experimental studies which are relevant to AHWR steam drum have been done 

by Iyer et al. [33] and Basu et al. [34]. Iyer et al. [33] have conducted experiments in vertical 

cylindrical geometry (0.3 meter diameter, 1.2 meter long and 0.437 meter diameter, 1.45 
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meter long) using air-water mixture. Experiments were carried out for superficial velocities 

of the phases similar to that of AHWR steam drum. Iyer et al. [33] found some deviations 

from Kataoka and Ishii [30] model and proposed an extension of correlation to fit their 

experimental data. Basu et al. [34] conducted experiments in transparent horizontal drum of 

diameter 0.8 m and length 1.2 m using air-water mixture. Basu et al. [34] showed that the 

amount of carryover increased with an increase in the superficial velocity of air for a given 

initial level of water.  

From the foregoing discussion, it is clear that, a good number of papers have been 

published to address the issue of entrainment. It was thought desirable to classify the 

published papers into four categories: (a) mathematical description of the phenomenon using 

analytical models (b) experimental studies (c) development of empirical correlations and (d) 

recent studies on numerical models. All available literature has been analysed and critically 

reviewed in the following sections. 

 

2.2 Analytical Development 

Davis [8] addressed the issues related to the production of steam at high pressures in 

industrial boilers and the problems of mechanical failure of components due to salts 

deposited by the entrainment carried by the steam. He studied the bubble generation at the 

heater tubes, their movement in the pool towards the separation surface and the behaviour of 

steam bubbles at the free level. When a bubble arrives at the free level, it forms a nearly 

complete hemispherical dome shaped lamina of liquid and remains floated with stability for 

certain time duration before rupture.  

Figure 2.1 shows the various structures of the surface bubbles as visualized by Davis [8]. 

 



 

Figure2.1: Structure of floating bubbles at separation interface

The hemispherical shape is due to the formation of a thin water film which is a result of 

balance between the excess pressure inside the bubble and the surface tension. 

Size of bubble dome is given by:

However the bubble at the free

dome takes place. The rupture of the film of bubble dome gives rise to formation of number 

of small droplets termed as film rupture droplets (see 

small of the order of few microns. 

measured film droplets as small as 20 

Figure 2.2: Formation of droplets due to rupture of bubble at free surface.

Following the rupture of film, the 

outward and downward. Eventually, a ring of fluid at the base of what was the bubble 

contracts to a point, throwing a plume of fluid upward in the form of a high
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Structure of floating bubbles at separation interface 

The hemispherical shape is due to the formation of a thin water film which is a result of 

balance between the excess pressure inside the bubble and the surface tension.  

Size of bubble dome is given by: 

fQ − fR = 8L[�  

However the bubble at the free interface is unstable and rupture of thin liquid film at the 

dome takes place. The rupture of the film of bubble dome gives rise to formation of number 

of small droplets termed as film rupture droplets (see Figure 2.2). Film droplets are very 

order of few microns. Afeti & Resch [16], Wu. [17], Blanchard et al.

measured film droplets as small as 20 µm.  

.2: Formation of droplets due to rupture of bubble at free surface.

Following the rupture of film, the surface tension rapidly pulls the rim where they intersect 

outward and downward. Eventually, a ring of fluid at the base of what was the bubble 

contracts to a point, throwing a plume of fluid upward in the form of a high-speed jet. The jet 

The hemispherical shape is due to the formation of a thin water film which is a result of 

(2.1) 

interface is unstable and rupture of thin liquid film at the 

dome takes place. The rupture of the film of bubble dome gives rise to formation of number 

.2). Film droplets are very 

et al.[20] have 

 

.2: Formation of droplets due to rupture of bubble at free surface. 

surface tension rapidly pulls the rim where they intersect 

outward and downward. Eventually, a ring of fluid at the base of what was the bubble 

speed jet. The jet 
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will often break up into a number of drops. These large droplets are call jet droplets (see 

Figure 2.2). These jet droplets are comparatively larger than the film droplets and are of the 

order of few mm (Kientzler et al. [19]). 

Davis [8] has proposed the following stepwise mechanism for the “jet droplet” generation: 

(a) when the bubble dome ruptures the rim of the bubble sinks  

(b) which leads to rise of the depressed portion at the bubble centre due to momentum 

of inflowing liquid  

(c) it throws a spout upwards  

(d) the tip of which necks of under the action of surface tension into separate drops. 

Based on the above mechanism (see Figure 2.3), it can be understood that only small bubbles 

can eject droplets, as large bubbles do not depress the liquid sufficiently in proportion to their 

size to cause rise of centre of depression.  

 

Figure 2.3: Mechanism for jet droplet formation (a) Bubble rim sinks following the rupture of 

bubble dome (b) the central depressed portion rises up due to momentum of liquid (c) A spout 

is thrown upwards (d) the tip of the sprout necks under action of surface tension and a 

droplet is formed [taken from Davis [8] ] 

(a) (b)

(c) (d)
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Davis [8] pointed that the height up to which the droplet can rise depends on the droplet 

velocity after formation and resistance of the vapour while rising. He developed equation 

based on the force balance for the droplet to predict the maximum height gained by a droplet 

(����) in vapour space. 

Considering force balance on the droplet, during upward flight of droplet we can write 

1� �� �� = −r& ��� K −1 (2.2) 

And during downward motion of droplet 

1� �� �� = r& ��� K −1
 

(2.3) 

At height � from free surface at time �, it can be written as 

� = ����  ℎ���� �� �� = � �� ��
 

(2.4) 

Using above equation and integrating it can be found that 

ℎ#�9 = 6��� #$%���K2� ��� �1 + _�$ − ��aK|K � − ��  1 − ��K|K¡¢
+ ����� #$%��2� £�
�<Q l�$ − ��| o + �� ]��� #$%�� + ����� #$%�� − ��c¤

 

(2.5) 

Where ��� #$%�� is terminal velocity of droplet and is given as 

6��� #$%���K = 1r& �� 
(2.6) 

It can be seen from equation (2.5) that the droplet having terminal velocity equal or very 

close to vapour velocity gets carried all the way in the vapour flow, which happens to be the 

minimum amount of carry over that will always be present in the flow. The above expression 

requires the knowledge of velocity of projection and diameter of droplet and the terminal 

velocity of droplet i.e. drag coefficient during the various stages of motion. Davis [8] pointed 

out the importance of the experimental evidence for validation. Davis [8] made several 
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simplifications and based on the observations of earlier experiments deduced that the average 

velocity of projection of droplets can be taken as 1.4 m/s. Based on the knowledge of bubble 

size at the heater tubes and their growth while reaching the free surface he could deduce the 

bubble diameter and the corresponding droplet dimension. Using equation (2.5) he predicted 

the quantity of carry-over for different steam flow rates. Davis [8] also calculated the 

permissible velocities or steam rates at various pressures (see Figure 2.4).  

 

Figure 2.4:  Height of projection of water drop at different steam velocities and 

pressures 

Davis [8] estimated that the calculations had a factor of safety of 4 when compared 

with the actual entrainment at the exit of boiler. It may be noted that Davis [8] attempted to 

obtain the entrainment rates based on the force balance for the droplets. However, the size 

and velocity distribution of droplets and their generation rates at the free surface was not 

completely understood at that point of time. Davis [8] has further pointed out that the 

entrainment depends on the bubble dynamics in the pool below. He has also brought out the 

importance of the design of internals in the phenomena of carry-over. Thus it may be pointed 

out that Davis [8] has made pioneering contribution to the subject of entrainment. 
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 Cheng and Teller [10] followed the approach developed by Davis [8] to analyze 

behavior of entrained particles in the zone between trays in a sieve tray column for the air-

water system. The droplet size distribution was experimentally obtained and was found to 

have log-normal distribution. In the absence of velocity data, the velocities of drops were 

assumed/ deduced from the experiments of Aiba and Yamada [14]. The carryover estimation 

was found to agree within 28% when compared with the experimental measurements. 

Zenz and Weil [9] addressed the problem of particle entrainment in fluidized bed.  

Figure 2.5 shows schematic representation of the phenomenon. An equation of motion for the 

solid particles was formulated for instantaneous velocity of particle, terminal velocity of 

particle and maximum height attained by a particle using similar approach developed by 

Davis [8]. However, to obtain the complete entrainment gradient pattern, the entrainment rate 

for various size particles must be known at the free surface. The entrainment rate at free 

surface was empirically modeled by authors. 

 

Figure. 2.5: Schematic representation of entrainment and dispersion in gas solid 

fluidization 
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Nayak et al. [31] analytically studied the carryover of water droplets by the steam in a 

3.5 m diameter, horizontal steam drum. The steam-water separation by gravity was modeled. 

The droplet size and velocity distribution at the separation interface was assumed and 

trajectory of the droplets was computed. The droplet size distribution suggested by 

Kocamustafagullari et al. [35] was used in the calculation. The maximum droplet size and 

ejection velocity distribution was estimated based on the mechanistic model given by 

Kataoka and Ishii [30]. Droplet dynamics considered the equation of motion of drop as a 

perfect sphere under the action of drag and buoyancy forces in a constant velocity field. 

Parametric study was carried out to predict the critical droplet diameter and carryover for the 

various steam flow rates. Nayak et al. [31] concluded that carryover is less than 0.1% when 

steam velocity at separation interface is less than 0.7 m/s. The analysis however did not 

consider the effect of change of flow cross-section and acceleration of steam flow towards the 

exit. The various analytical studies conducted on carryover and the various assumptions made 

are summarized in Table 2.1. From above analytical work carried by various researchers, it 

can be noted that the subject of droplet size distribution, velocity distribution and number of 

parameters affecting it including the geometries is complex. However to obtain initial 

estimations, simplified approach as given by Davis [8] can be followed  with  knowing the 

fact that empirical models involved can lead to conservative designs. 

 

2.3 Experimental work 

Newitt et al. [11] carried out experimental studies on bubble bursting at the air-water 

free surface. They studied the bubble behavior with photography techniques. They measured 

the droplet size distribution using microscope slides coated with magnesium oxide and 

measuring the impression made by the droplets after impact on the coating (measurement 



48 

 

accuracy 20µm). The entrainment was obtained at different heights above the pool surface. 

The authors proposed the following stepwise mechanisms: 

(a) Disintegration of liquid film of stable bubble at the free surface (film drops). 

(b) Fragmentation of jet ejected due to rushing liquid as bubble rim sinks and center of 

depression rises (Jet drops). 

Figure 2.6 shows the experimental observations by Newitt et al. [11] which indicate existence 

of film droplets of small diameters with high frequency of generation and large sized jet 

droplets with lower frequency of generation.  

Newitt et al. [11] further compared the jet droplet size observed experimentally with 

the theoretical analysis. The jet formed after bubble collapse was assumed to have hyperbolic 

shape (in x-y plane). They have shown the height of the rising jet to be: 

ℎ¥ = ¦ 2@�I`L D − @ 1��D (2.7) 

They have further estimated the velocity of the rising jet and is given by: 

Newitt et al. [11] assumed t  to be of the order of 0.00003 seconds and found that the 

observed velocity of jet droplets agrees well with that given by equation (2.8).  They 

considered the criterion of break-up of cylindrical liquid column into drops when its length 

becomes greater than the circumference. Further, they employed the recommendation of 

Weber upon the favorable wave length at which such breakup occurs. As a result, they have 

shown that the jet droplet diameter is related with the jet diameter by the following equation: 

� = 1.89[¥  (2.9) 

�¥ = 32 lf� + 4�[¥ o[¥I` � 
(2.8) 
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Experimental observations by Newitt et al. [11] for jet droplet diameter were close to those 

given by the above equations. Authors also developed equations of drop ballistics based on 

the force balance for droplets. The maximum height attained by the droplets was found to be 

predicted accurately by the proposed theoretical procedure. 

 

Figure. 2.6: Size and frequency of film and jet droplets by Newitt et al. [11] 

Garner et al. [12] measured the droplet size distribution (using MgO coated slides) 

inside an evaporator apparatus for different steam rates. They measured the entrainment 

carried at the exit of equipment by chemical analysis of salt (potassium nitrate) premixed in 

water. They also investigated the effect of bubble size on the production of various sizes of 

droplets. For this purpose, they used air-water system.  

Figure 2.7 shows the experimental observations of Garner et al. [12] for the frequency 

of generation of various sized droplets. The results appear to be consistent with the findings 

of Newitt et al. [11] thus underlining the fact of existence of very high number of small 

droplets above the separation surface. More than 95% of droplets were below 20µm size. 

Figure 2.8 shows the entrainment as a function of droplet diameter. It is interesting to see 

that, in spite of a decrease in number with an increase in size, the mass fraction of 
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entrainment was found to increase with increase in the droplet diameter as the liquid volume 

is proportional to[©. The larger droplets were obviously present closer to separation interface 

and thus entrainment was found to be high near the surface. Away from the surface up to exit, 

as expected the entrainment was found to decrease as the mean droplet size decreases. Garner 

et al. [12] found that 95% of the droplets entrained in the vapor space were having size less 

than 20µm. However as the size of droplets is small, the total entrainment caused by these 

droplets is small. Garner et al. [12] found that droplets above 100µm would be the major 

contributor to entrainment.     

Lowering the liquid level inside the evaporator was found to reduce the entrainment. 

Experimental results point out that the entrainment rises quite fast beyond a certain steam 

rate. At high vapor rate the liquid droplet flux at the separation interface rises due to agitation 

of boiling water. This results in to high entrainment rates. Author also noted that in the 

presence of foaming agent, a foam blanket is formed at the separation interface which acts as 

a viscous layer eliminating the droplets formed by splashing and thus reducing entrainment. 

 

Figure 2.7: Frequency of droplets of different sizes [taken from Garner et al. [12]] 
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Figure 2.8: Entrainment as a function of droplet diameter [taken from Garner et al. [12]] 

Garner et al. [12] investigated factors that influence size of droplets formed in the air-

water system. They measured mean bubble diameter and the droplet size distribution at a 

distance of 10mm above the free surface. The important experimental observations are shown 

Figure 2.9 and Figure 2.10. 

The mean droplet diameter increased initially but after bubble size of 5 mm the 

mechanism of formation of jet droplet was found to be ineffective to produce droplets. For 

larger bubbles the mean droplet diameter dropped drastically (below 25µm) and it was 

observed to be formed by the fragmentation of the liquid film. Thus Garner et al. [12] 

systematically provided insights into the droplet production mechanisms, their size 

distribution and influencing factors such as bubble diameter. Further, they have indicated the 

necessity of extensive experimentation to study the entrainment particularly at high pressures 

and establish factors affecting the droplet sizes, their projection velocities, resistance offered 

in the steam space, etc.  
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Figure 2.9: Relationship between Bubble diameter and droplet size [taken from Garner et al. 

[12]] 

 

Figure 2.10: Effect of bubble diameter on frequency of droplet production [taken from Garner 

et al. [12]] 
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size distribution for the drops other than the first top drop was found to be bimodal. The top 

drop radius was found to be dependent on bubble radius by: 

}& = 0.03677}�Q.KR« (2.10) 

Gunther et al. [18] carried out experiments on the droplet production rate at a water 

surface with the presence of single and multiple air bubbles of same dimensions (3 mm 

diameter). Effect on the droplet size distribution because of the presence of multiple bubbles 

was found to be important as the erstwhile correlations were pointed out to be based on the 

data from collapse of a single bubble. The measurements were carried out using Phase 

Doppler Analyzer (PDA). It was found that the number of droplets produced by the 

disintegration of fluid film upon the collapse of bubble is one magnitude higher than the 

droplets produced by the momentum leading to rise of jet at the centre and its necking. Jet 

drops from single bubble had higher diameter than in case of multiple bubbles. Coalescence 

of small bubbles creates larger bubbles of dimensions 4 mm in diameter and the droplets 

produced by the film disintegration was found to be dominant. Due to insufficient gas 

velocities all these were found to be re-entrained in the pool.  

There are numerous studies on film droplet production based on bursting of single 

bubble, for example Wu [17], Afeti & Resch [16] etc. Gunther et al. [18] summarised various 

experimental studies and measurement techniques on the droplet formation by bursting of 

single bubble in air-water & air-seawater environment. Their experiments showed that for 

bubble diameters greater than 4 mm, no jet droplets are observed and film droplet formation 

is the only mechanism. Gunther et al. [18] also concluded that effect of bubble swarm, bubble 

coalescence on droplet formation should be also carefully studied.   

Aiba and Yamada [14] studied the entrainment phenomena experimentally with air-

water mixture.  Experiments were carried out in a vertical cylinder filled with water and air 

injection at the bottom with a sparger pipe. Measurement of droplet sizes was carried out at 
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different elevations using glass plates and cascade impactor. From cumulative volume 

fraction measured at various heights the mean droplet diameters were found out at the 

corresponding height.  Using the equation of motion from force balance for the mean droplet 

size, projection velocity at separation interface was back calculated. This can be considered 

to be the most important result of the experiments. Garner et al. [12] and Newitt et al. [11] 

did not obtain the droplet ejection velocities. Aiba and Yamada [14] made estimation on 

droplet ejection velocities for the first time.  The mean velocity of ejection was shown to 

decrease with increasing mean droplet size. However, reliable information on the droplet 

ejection velocity is still needed for case of high pressure systems involving steam-water 

mixture. Rozen et al. [15] analyzed the carryover in a conventional bubble type evaporators 

and bubble columns. Experimental measurements included the droplet collection on the plate 

coated with carbon layer at different elevations in the equipment. The droplet size distribution 

was found to be normal and distribution parameter was found to be independent of height. 

Only the mean droplet diameter was observed to change with respect to height. The total 

carryover out of the equipment was estimated from the samples and measuring the content of 

soluble salt (sodium chloride). The carryover was described as a function of separator height 

using the following power-law equation:  

è � = �_k�%a (2.11) 

On the basis of available experimental data Rozen et al. [15] found two regions. In the 

first region of relatively low vapor velocity the carryover was found to depend weakly on the 

vapor velocity. The value of power is unity in this region. In the second region of high 

velocities, the value of power =n 4.5 to 5.5. They attributed that the exponent is a result of 

atomization laws, dispersion and distribution of drop dimensions. First region indicates 

different mechanism of droplet formation i.e. bubble breakdown.  
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Figure 2.11 shows the entrainment measured at 185 atmosphere pressure by Sterman 

[21].  Different regions can be seen depending on the value of k� ℎ⁄ . Experimental data can 

be approximated by power law,  è � = �_k� ℎ⁄ a%
 where �  and � have different values for 

different regions.  The three different regions can be explained with various scenarios shown 

in Figure 2.11. Consider a vessel with initial liquid height is , and the gas/vapor flux in 

gradually increased. The two-phase mixture expands and separation interface height 

increases. At low gas flux values, the exit entrainment consists of small droplets which are 

carried along the vapor flow. Larger droplets fall back into the liquid. Hence resulting 

entrainment is small quantitatively. This is regarded as region-I, where exponent of  k� ℎ⁄  is 

close to unity. As the gas flux increases the mixture height also increases reducing the vapor 

space above the separation interface. The large sized droplets are also reaching up to the exit 

and are carried out of the equipment. This shows increase in entrainment and change of slope 

of the curve. This is regarded as region-II, where exponent of k� ℎ⁄  is about 3.0 to 4.0. At 

very high gas flux the height of vapor space further reduces and the separation interface 

reaches very close to the exit. In this case the entrainment rises sharply. The separation 

interface is highly agitated at high gas flux and the large liquid fragments and droplets are 

carried out of equipment along the gas. This is regarded as region-III, where exponent of  k� ℎ⁄  is about 7.0 to 20.0. 

Mochizuki and Hirao [23] performed experiments on the pilot model of the steam 

separator for the Advanced Thermal Reactor (ATR) which is a boiling light water nuclear 

reactor. The experiments were performed with air-water mixture at atmospheric conditions 

and the entrainment was measured using tracer salt and with iso-kinetic probe which is 

generally used in aerosol measurements. Based on the basic data separation efficiency was 

found to be acceptable for reactor geometry. 
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Figure 2.11: Entrainment as function of superficial velocity of steam and height of the vapor 

dome [taken from Sterman [21]] 

 

Figure 2.12: Mechanisms of Entrainment 

Cosandy et al. [24] analyzed the problem of radio-nuclide entrainment in the reactor 

containment in case of severe accident where the core melt is covered with the pool of water. 

Bubbling at the surface of water would transport radionuclides by carryover phenomenon. 
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by sampling and measuring the soluble salt concentration (KI, NaI and CsI) and also of solid 

tracer (alumina).  

Koch et al. [32] studied the carryover of radionuclides from bubbling pool of water in 

case of severe accident.  Koch et al. [32] modeled droplet formation at bubbling surface using 

empirical correlations. The droplet formation at bubbling surface depends on the various 

mechanisms of formation. The droplets generated from the rising jet disintegration are called 

as jet droplets. Droplets formed due to disintegration of bubble liquid film are called as film 

droplets. When the steam flow rates are high, steam jets out at bubbling surface and shearing 

the liquid into droplets. This are called as churn flow droplets. Authors used correlations for 

the film droplets and churn flow droplets. The jet droplets were modeled using numerical 

method, solving the Navier-Stokes equation on eulerian grid. The computer module RECOM 

(Voβnacke et al. [36]) based on above models was validated against experimental data from 

KAREX facility (Minges et al. [37]). Good agreement was found by authors between 

theoretical and experimental results.  

Iyer et al. [33] studied the effect of superficial gas velocity and the diameter ratio (of 

vessel to inlet pipe) on the carryover. The experiments were performed carried out at 

atmospheric conditions with air and water mixture. The carryover was measured with the 

help of tissue papers suspended above the separation interface and the collected amount of 

entrainment was weighed. Authors proposed a new correlation based on experimental data. 

The proposed correlation satisfies their experimental data within ±375%.  The various 

experimental studies conducted on carryover are summarized in Table 2.2.  

Basu et al. [34] performed preliminary studies on carryover for AHWR geometry in a 

scaled down experimental facility using air-water mixture at atmospheric operating 

conditions. They scaled down the natural circulation heat transport system loop of AHWR 

using non-dimensional analysis. They measured entrainment/carryover in a scaled drum of 
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size 0.8 m diameter and 1.2 m length, with two inlets for two-phase flow (tailpipes) and one 

outlet for separated air at the top (drum exit), and one outlet (down comer) for separated 

water at bottom. During experiments they could measure the carryover for high swell levels 

inside the drum. They observed that carryover increases with air flow rate due to highly 

agitated interface inside the drum. They introduced perforated plates near the drum exit and 

close to water levels inside the drum and found that it reduced the carryover as droplets with 

high momentum were effectively separated due to impact on the plates. The study produced 

overall qualitative observations on carryover process for a horizontal steam drum geometry; 

however more studies on specifics of phenomenon are required for further understanding.  

Sun et al. studied the carryover/entrainment in the upper plenum of pressure vessel of 

AP-1000 PWR, during the depressurization transient under accidental scenario. During such 

transient the scenario inside the vessel is similar to pool entrainment. The entrainment 

through side branch / hot leg was studied in a scaled down facility ADETEL [26] using 

steam-water as working medium. The pressure vessel diameter used for the studies was 0.6 

m. They observed that entrainment reduces significantly with reduction of operating level, i.e. 

reduction of vapor space height (distance between the exit and two-phase interface). They 

also observed that increase in steam velocity leads to dramatic increase in entrainment rates.  

Zang et al. conducted entrainment studies relevant to AP1000 scenario as described above, in 

a transparent vessel of diameter 0.380 m and length of 2.2 m, using air-water mixture [28]. 

The experimental measurements covered larger range of superficial velocities and vapor/gas 

space heights. Based on experimental data they proposed a correlation for entrainment 

suitable for high gas flux conditions.  

Kim and No [38] studied liquid entrainment in the case of a vessel of the 

depressurization system of Advanced Power Reactor (APR-1400). The liquid off take from 

the swelled two-phase mixture surface in vessel was studied with experiments on the model 
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with air-water mixture. Entrainment was measured by directly noting the water collected at 

the end of discharge pipe. Isokinetic probes were also utilized to measure the entrainment 

fractions. They described the entrainment as a function of the distance between the break 

location and swell level of two-phase mixture pool. As shown in Figure 2.12 when the break 

is close to the level of mixture, the vapor accelerates through break due to sudden area 

change (Bernoulli Effect) and can carry large amount of liquid sheets splashing at the 

interface. While at lower mixture levels the droplets either may get carried away with flow or 

fall back into the vessel. Authors developed a new correlation for the liquid entrainment and 

the experimental data were found to be proportional to the seventh power of 
1** −

hJ g and had 

higher values than other existing correlations.   
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Table 2.1: Summary of previous analytical work 

Srn 

 

Author Assumption

s 

Geometrical parameters System Pressure 

(Pa) 

Temperature 

(OC) 

Physical Properties Range 

of gJ  

(m/s) 

DH 

(m) 

DI 

(m) 

DO 

(m) 

H 

(m) 

Hmm 

(m) 

ρf 

(kg/m3) 

ρg 

(kg/m3) 

µ f 

(kg/m.s) 

µg 

(kg/m.s) 

σ (N/m) 

1 Davis 

[8] 

1, 2, 5, 6, 7, 

8, 9, 10, 11, 

12, 13, 14 

     Steam-

Water 

20×10
5 to 

90×105 

212 to 303  849.8 to 

705.0  

10.03 to 

13.60  

1.25 ×10
-4

 

to 8.35 

×10-5 

1.608×10
-5 to 2.22 

×10-5 

34.98  

×10-3 to 

12.60×1

0-3 

0 to 0.9  

2 Kataoka 

and Ishii 

[30] 

1, 2, 3,4, 5, 

6, 7, 8, 9, 

10, 11, 12, 

13 

0.2 to 

0.305 

  2.5

5  

 Applicable 

to Steam-

Water and 

Air-water 

 

1.01325

×105 to 

185×105 

20.0 to 360.2 115.5 to 

996.6 

0.98 to 

145.04 

2.39 ×10-4 

to 8.54 

×10-4 

1.82 ×10-

5 to 6.13 

×10-5 

0.00262 

to 

0.0717 

0 to 1.7 

3 Nayak 

et al. 

[31] 

1, 2, 5, 6, 7, 

8, 9, 10, 11, 

12, 13, 14 

 

3.75  0.12

5 

0.3 3.7

5 

 Steam-

Water 

70 bar 285.6 740.0 36.53 9.42×10-5 1.90 ×10-

5 

0.0177 0.2 to 

1.0 m/s 

4 Koch et 

al. [32] 

1, 2, 5, 6, 7, 

8, 9, 10, 11, 

12, 13, 14 

     Steam-

Water 

1.01325

×105 

100.0 958.4 0.59 2.82×10-4 1.20 ×10-

4 

0.0588 1.0×10-4 

to 10.0 

List of assumptions 

1. Droplets are considered of having perfect spherical shape. 

2. When the bubble at the free surface bursts and the due to the momentum of falling rim of the bubble, the center of depression rises and 

forms a jet, disintegration of which due to necking at the tip generates a droplet. 

 

3. When the bubble bursts at the free surface the disintegration of bubble dome generates the droplets. 



61 

 

4. The vapor rushing through the liquid free surface performs the work which is converted into required surface energy for the droplets and 

initial momentum for droplets formed. 

5. The droplets generated at the free surface have different sizes and thus a size distribution. 

6. The velocity distribution of the droplets can be simplified by assuming that the droplets of the same diameter are ejected with a 

representative average velocity. 

7. The equation of motion of the droplet can be written by applying Newton’s second law and performing force balance. 

8. Among the forces upon a droplet, forces considered include drag due to relative motion between droplet and bulk motion of vapor and 

gravity force.  

9. The drag coefficient for droplet can be given as that for a spherical rigid body. 

10.  Spin and rotation of droplet is neglected. 

11. The number of droplets generated at the free surface travel certain trajectory in the vapor space and during their flight in the vapor space 

the effect of their collision and coalescence is neglected. 

12. Effect of droplet evaporation is neglected. 

13. The bulk flow of vapor is co-current. 

 

14. The effect of droplets interaction with the solid walls by deposition is neglected. 
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Table 2.2: Summary of published literature: Experimental work on carryover 

Srn 

 
Author 

Geometrical parameters 

System 
Pressure 

(Pa) 

Temperature 

(OC) 

Physical Properties Range 

of gJ  

(m/s) 

DH 

(m) 

DI 

(m) 

DO 

(m) 

H 

(m) 

Hmm 

(m) 

ρf 

(kg/m3) 

ρg 

(kg/m3) 

µ f 

(kg/m.s) 

µg 

(kg/m.s) 

σ 

(N/m) 

1 
Newitt et al. 

[11] 
    

0.0064, 0.0191, 

0.0317, 0.0444, 

0.0571 

 

Air -

Water 

 

1.01325×

10
5
 

 

Atm. 

 

996.63 

 

1.205 

 

8.54 

×10
-4

 

 

1.82 

×10
-5

 

 

0.071

7 

 

0 

2 
Garner et al. 

[12] 

0.30

5 
 

0.07

5 
2.55 0.203 and 0.4318 

Steam-

Water 
2.254×105 124.1 947.89 0.934 

2.43 

×10-4 

1.26 

×10-5 
0.0561 

0.459 to 

1.161 

3 Sterman [21] 0.24    0.5 to 0.9 
Steam-

Water 

1.72×10
5
 to 

187.0×105 

115.52 to 

360.181 

946.65 

to 

527.60 

0.9803 

to 

145.045 

2.39 

×10
-4

 to 

8.54 

×10-4 

1.82 

×10
-5 

to 

6.13 

×10-5 

0.0557

4 to 

0.0026

2 

0.01 to 

1.3 

4 
Kolkolostev 

[22] 
0.3    0.5, 0.6 

Steam-

Water 

1.29×105 to 

110.0×105 

106.9 to 

318.06 

953.25 

to 

671.73 

0.749 to 

62.606 

2.6 ×10-4 

to 7.9 

×10-4 

1.23 

×10-5 to 

2.0 ×10-5 

0.0574 

to 

0.0102

7 

1.0 to 

1.7 

                

5 
Aiba and 

Yamada [14] 

0.09

6 

 

 

  0.47 

0.006, 

0.025,0.019,  

0.044, 0.065, 

0.072, 0.1, 0.155, 

0.215 

Air -

Water 

1.01325×1

05 
Atm. 996.63 1.205 

8.54 

×10-4 

1.82 

×10-5 
0.0717 0 

6 
Rozen et al. 

[15] 
0.2    0.0 to 3.5 

Air –

Water 

1.01325×1

05 
Atm 996.63 1.205 

8.54 

×10-4 

1.82 

×10-5 
0.0717 

0.6 to 

3.0 

7 Spiel [13]      
Air –

Water 

1.01325×1

05 
Atm 996.63 1.205 

8.54 

×10-4 

1.82 

×10-5 
0.0717 0 

8 
Mochizuki 

and Hirao [23] 
0.28   0.95 At exit 

Steam-

Water 
70×105 285.6 740.01 36.53 

9.42 

×10-5 

1.90 

×10-5 
0.0177 

0.36 to 

1.5753 

9 
Cosandy et al. 

[24] 
1.5   3.5 At 2 m and at exit 

Air -

Steam -

Water 

2×105 to 

6×105 
120.2 to 158.8 

908.2 to 

942.8 

1.122 to 

3.1708 

1.709 × 

10-4  to 

2.317 × 

10-4 

1.28 

×10-5 to 

1.48 

×10-5 

0.0467

6 

To 

0.0548

3 

0.005 to 

0.027 

10 
Kim and No 

[38] 
0.3 

hole 

diam

eter 

0.005 

m 

0.05 2 At exit 
Air -

Water 

1.01325×1

05 
Atm 996.63 1.205 

8.54 

×10-4 

1.82 

×10-5 
0.0717 

0.09 to 

0.35 
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11 
Iyer et al. [33] 

 

0.3 

and 

0.43

7 

0.05 

to 

0.08 

 

1.2 

and 

1.45 

0.4 and 0.6 (above 

the water level) 

Air -

Water 

1.01325×1

05 
Atm 996.63 1.205 

8.54 ×   

10-4 

1.82 ×   

10-5 
0.0717 

0.048 to 

0.2 
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2.4 Empirical correlations 

Kruzhilin [29] developed a correlation for the entrainment assuming that the droplets 

generated from the disintegration of a bubble dome contribute little to the entrainment. Further, 

he opinioned that the entrainment is mainly due to the droplets formed by the action of kinetic 

energy of vapor. The effect of drop disintegration/coalescence can also be neglected. Kruzhilin 

[29] listed the parameters that affect the entrainment. These are I�k�K, I` , L, x  
 

Following dimensionless groups were defined:  

ΠQ = h`L�_ I�k�KaKk� y I` I� (2.12) 

                

ΠK = v> �WVW>�>�  (2.13) 

       

 

Π© =  I�k�K�I`i'  → g	-�� u-.��	 (2.14) 

            

 Π¯ = L�I`i'K  → 1���	 u-.��	 (2.15) 

From the definition of entrainment 

Neglecting the effect of droplet coalescence/disintegration, the Weber number was neglected 

from the dimensionless groups and thus the entrainment was related by the following correlation: 

 

è � = g�-� � ��|-�� �ℎ
2�g�-� � �
�	 �ℎ
2� = I` k̀I�k� (2.16) 
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The function � lv> �WVW>�>� ,  �WVW>��\°o was assumed to be constant and thus  

è � = �Q ± I�k�̄L� y I� I`² (2.18) 

It must be noted that height of vapor dome i'
 
has not been included in the above expression; 

hence it cannot predict entrainment for any general height of vapor dome.  

Panasenko [39] attempted to obtain the correlation for the data at the transition point from 

region II to region III (i.e. region where droplets from bubble disintegration are dominant as 

compared with the region where highly agitated liquid splashes cause the major entrainment (see 

Figure 2.12). Authors extended the important results of Kruzhilin [29] and described the 

entrainment as:  

è � = �K ± I�k�̄L� y I� I`² ΠK#Π©%Π�̄  (2.19) 

Where  
3

 ,
2

ΠΠ and 
4

 Π  are given by equation (2.13), (2.14) and (2.15), respectively. The 

constant was obtained by fitting the experimental data by Sterman [21] and given by the 

following equation: 

è � = 1.96 × 10´ _I��aR.¯«xQ̀.«k�Q.µ¶�R.R«_I��aQ.R©LQ.K·i'Q.Q« (2.20) 

Note that the above expression shows dependence on i' i.e. height of vapor space which can be 

given as 

è � = ± I�k�̄L� y I� I`² � ]xK̀ I�k�KLKI` ,  I�k�K�I`i'c (2.17) 
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Where the pool void fraction �, is given as: 

� = 0.67
⎝⎜
⎜⎛ k�K
�y L�_I` − I�a⎠⎟

⎟⎞
Q ©b

]I` − I�I` c<Q ©b ]k̀k�c
K µb

⎝⎜
⎜⎛ [\
y L�_I` − I�a⎠⎟

⎟⎞
<Q ¶b

 (2.22) 

Sterman [21] attempted to provide groups of dimensionless numbers based on the conservation 

equations that governs the droplet formation and its transport in vapor space. He neglected the 

droplets formed due to disintegration of bubble dome and only considered the mechanism where 

droplets are formed due to kinetic energy of vapor at the free surface. The kinetic energy of 

vapor rushing out at free surface works against surface tension and friction with liquid film. He 

described the process using energy balance during drop formation. The rate of change of Kinetic 

Energy balances the rate of change of Surface energy combined with heat and potential energy of 

fluid. He also considered force balance on a droplet during flight and heat transfer during 

evaporation droplet. Based on these governing equations he developed a similarity criteria in as 

shown below: 

è � = �  ,, }��, e-, I�k�K[�L , k�K�i' , ∆fL [b , ] �∆fℎ`�I� +)∆+c , �, i'[ , �&k� , I�I`¡ (2.24) 

After neglecting the terms related to droplet evaporation, the similarity criteria was written as: 

i' = i − is @ �1 − �D (2.21) 

è � = �
⎩⎪⎨
⎪⎧�]^L I�b c©��K , k�K�i' ,

�^L I�bℎ`� , �, i'^L I�b , I�I`⎭⎪⎬
⎪⎫

 (2.25) 
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In the above criterion 
\°^� �Wb  was found to have no significant effect when 

VH is small hence it 

was neglected.  Also the self-evaporation of droplet was neglected. Thus the term 
Å^� �WbÆW   was 

neglected. 

Finally, the entrainment was expressed in terms of dryness fraction of steam which is defined as: 

è � = 1 − , = � ⎩⎪⎨
⎪⎧� ]^L I�b c©

��K , k�K�i' , �, I�I`⎭⎪⎬
⎪⎫

 (2.26) 

Sterman [21] analyzed the experimental data of Kolkolostev [22] and Sterman [21]. He proposed 

following correlation: 

è � = 2.75 × 10« ] k�K��i'cK.©
È�_L �_I` − I�a⁄ aQ.·��K ÉQ.Q _I� _I` − I�a⁄ aR.K· (2.27) 

In the above correlation the knowledge of void fraction ( )α and height of vapor dome ( )VH is 

needed. The correlations have been proposed for ( )α  and ( )VH .  

� = 0.26 ⎝⎛ k�K�^L _I` − I�a⁄ ⎠⎞
R.¯ _I� _I` − I�a⁄ aR.QK

 (2.28) 

i' = i − is @ �1 − �D (2.29) 

 

Combining equation (2.27) & (2.28), the final correlation was proposed as follows: 
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è � = 6.1 × 10µ ] k�K�i'cQ.©«�	Q.Q ]^L _I` − I�a⁄ c  
,ℎ�	� �	 = � ]^L _I` − I�a⁄ c©

��K I` − I�I�  

(2.30) 

The above correlation indicates that the entrainment also depends on hydrodynamics of two-

phase flow below the separation interface. 

Kataoka and Ishii [30] developed a mechanistic model by combining the physics of 

phenomenon (droplet formation, size and velocity distribution, droplet motion, etc.) known from 

the observations and various experimental data (entrainment data with air-water and steam-

water) reported by Kolkolostev (1952), Garner et al. [12], Sterman [21] and Rozen et al. [15]. 

The authors thought that the phenomenon of droplet generation can be treated statistically by 

introducing the distribution functions for size and velocity. The following relations were found to 

hold for size distribution function �_�, k�a
 
 and velocity distribution function �_�$ , �, k�a: 

Ê �_�, k�a��Ë
R = 1 

 

(2.31) 

Ê �_�$ , �, k�a��Ë
R = 1 (2.32) 

Let �Æ be the initial velocity required for droplet to attain height ℎ, then the entrainment can be 

given as, 

è �_ℎ, k�a = ∈qI�k� Ê Ê �_�$ , �, k�a!ÍË
!Í!Î

&ÍË
&ÍR �_�, k�a��$�� (2.33) 
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Where 
∈q�WVW is the entrainment rate at the interface. 

The droplets can be categorized into two groups, i.e. 

1. � < �(, where [(is critical diameter of droplet for which the terminal velocity is equal to 

vapor velocity. These droplets are always carried in the flow. 

2. � ≥ �(, these rise to certain height and then fall back.  

Introducing a term representing the entrainment at the surface as: 

eR_�, k�a = ∈qI�k�Ê �_�, k�a��&
R  (2.34) 

Garner et al. [12] measured this quantity, which can be expressed as 

eR_�, k�a ∝ _ k��aQ.·
 (2.35) 

After fitting experimental data, the following correlation was obtained: eR_�, k�a = 0.3975_k�∗ �∗aQ.·  (2.36) 

,ℎ�	� k�∗ = k�]L�_I` − I�aI�K cR.K·  
�� �∗ = �y L�_I` − I�a 

(2.37) 

Incorporating the effect of pressure in equation (2.38), we get: 

eR_�, k�a = ∈qI�k� Ê �_�, k�a��&
R = 2.48 × 10<¯ ] I�I` − I�c<Q.R _k�∗ �∗aQ.·

 (2.38) 

Differentiating above equation with respect to �, 

y L�_I` − I�a ∈qI�k� �_�, k�a = 3.72 × 10<¯ ] I�I` − I�c<Q.R _k�∗ �∗aQ.·
 (2.39) 
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This equation gives the relationship between the entrainment at the interface and the droplet size 

distribution in terms of steam superficial velocity and the droplet diameter.  

It has been known that the droplet formation mechanism depends on the pool 

hydrodynamics. The gas velocities required for bubbly flow in the pool is given by the drift flux 

model as follows: 

k�∗ = 0.325yI�I` (2.40) 

For bubbly flow the value of k�
 
required is very small. Therefore, Kataoka and Ishii [30] stated 

that, in equipments of practical interest, seldom bubbly flow would exist. Authors envisaged that 

the churn turbulent flow may be the most dominant flow regime in bubbling pool. Thus the 

mechanism of droplet generation due to bubble burst (film droplets and jet droplets) was not 

considered in the formulation. The authors alternatively proposed a mechanism as schematically 

shown in Figure 2.13. 

 

Figure 2.13: Formation of film droplets by shear [taken from Kataoka and Ishii [30]] 

The force balance for a liquid film being sheared by the gas is written as: 

k�  � 

� �� 

 � 

�����	�
��  

��  
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I`[��`�� = �$%�� `�(� − _I` − I�a�[ (2.41) 

,ℎ�	� �$%�� `�(� = �$%�� `�(� 12 I���K (2.42) 

Neglecting the gravity term, it was obtained that: ��`12 I�I` 1[ �$%�� `(���K = �� = ���`  
(2.43) 

Integrating the above equation and putting_�`aÒÍ� = �$, we get: 12 I`�$K[ = 12 �$%�� `�(�I���K� (2.44) 

Above equation shows that the kinetic energy of droplet is equal to the work exerted on 

the element by the gas flow. In addition, Authors made assumptions that �$%�� `�(� ≈ PZ ≈}�Z<R.·and � ≈ [, and obtained the following relationship: 

�$∗~_k�∗ a© ¯⁄ 6��<© ¯⁄ _uv�aQ ¯⁄ 6�∗�<Q ¯⁄ ]I�I`cQ K⁄
 (2.45) 

The gas velocity is related to the pool void fraction by: 

�� = k��  (2.46) 

�$∗~_��∗a© ¯⁄ _uv�aQ ¯⁄ 6�∗�<Q ¯⁄ ]I�I`cQ K⁄
 (2.47) 

Where

 uv� = x�
¦I�Ly L�_I` − I�a

 

(2.48) 
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�$∗ = �$
]L�_I` − I�aI�K cR.K· 

(2.49) 

��∗ = ��
]L�_I` − I�aI�K cR.K· 

(2.50) 

Kataoka and Ishii [30] proposed the following correlation for the void fraction as: 

�~_k�∗aK ©⁄ 6[\∗ �<R.K« ] I�I` − I�c<R.Q·© (2.51) 

Therefore, 

�$∗ = P_k�∗aQ ¯⁄ _uv�aQ ¯⁄ 6[∗�<Q ¯⁄ ]I�I`cQ K⁄ 6[\∗ �<R.K« ] I�I` − I�c<R.Q·© (2.52) 

                               

The velocity distribution for a given size of droplet is neglected and instead it is considered to 

have average velocity for the given drop diameter. Therefore, it can be expressed with delta 

function as: 

�_�$ , �, k�a��$ = 86�$∗ − �Õ∗XXX���$∗ (2.53) 

Kataoka and Ishii [30] also proposed a procedure for determining maximum height attained by 

the droplet. The force balance for the droplet can be written as: 

���� = −6I` − I��I` − 34PZ 1� I�I` _� − ��aÖ� − ��Ö (2.54) 

Above equation was solved for various drop diameters and the following approximate solution 

was obtained for the velocity required by a droplet to reach height ‘ℎ’, 

�Æ = 0 �	 � < �( (2.55) 
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�Æ = y2�ℎ ]I�I`c    �	 � ≥ �[( (2.56) 

The entrainment now can be expressed as follows: 

è �_ℎ, k�a = Ê Ê 86�$∗ − �Õ∗XXX� × 3.72 × 10<¯!×ÍË
!×Í!Î

&ÍË
&ÍR
× ] I�I` − I�c<Q _k�∗ aQ.·6�∗�R.·��$∗ �[∗ 

(2.57) 

Three distinct regions for entrainment as a function of h can be identified as shown in Figure 

2.14. 

 

Figure 2.14: Regions of entrainment above the separation interface [taken from Kataoka and Ishii 

[30]] 

The entrainment is maximum at heights very close to separation interface as droplets are formed 

here as a result of disintegration of gas bubbles and breakage of liquid film surrounding it. This 

is called near surface region (see Figure 2.14). The near surface region is small and is within few 

centimeters (4-6 cm) above the interface. The droplets which are ejected with initial momentum 

at the time of formation reach to certain height and then fall back to liquid due to gravity. 

h

( )gfg JhE ,

Near Surface 

Region

Momentum Controlled region

Deposition Controlled Region

(without deposition)



74 

 

Therefore the entrainment starts reducing as we traverse in vapor space. This region is called 

momentum controlled region, because droplet momentum (i.e. diameter and velocity) governs 

the entrainment. After a certain distance from interface most of the droplet attain maximum 

height and then fall back to liquid, but some droplets which achieve equilibrium with gas flow 

travel beyond the momentum controlled region and are permanently entrained in flow. Thus 

entrainment remains practically constant beyond the momentum controlled region. However 

some of these droplets get deposited on walls of equipment and entrainment may reduce 

marginally. This is called deposition controlled region as shown in Figure 2.14.  

Kataoka and Ishii [30] integrated equation (2.57) and obtained correlations after fitting the 

experimental data available which covered different fluids and operating parameters. Kataoka 

and Ishii [30] proposed correlations for all three regions, also showed that in momentum 

controlled region entrainment has dependence of gas flux. Therefore they proposed three regions 

within momentum controlled region i.e. high gas flux, intermediate gas flux and low gas flux 

region, along with their transition criteria. The final set of correlations is as follows: 

• Near Surface Region 

è �_ℎ, k�a = 4.84 × 10<© ] I�I� − I�c<Q.R
 

 (2.58) 

• Deposition controlled region 

è �_ℎ, k�a = 7.13 × 10<¯k�∗ ©uv�R.· ] I�I� − I�c<Q.R �@<R.KR·ÆZØ D
 

 (2.59) 

• The momentum controlled region  

For momentum controlled region the correlation for entrainment is given for three gas flux 

regimes, high, intermediate and low gas flux. 
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• Low gas flux regime 

è �_ℎ, k�a = 2.21[\∗ Q.K·uv�Q.· ] I�I� − I�c<R.©Q k�∗  ℎ∗<Q
 

 (2.60) 

• Intermediate gas flux regime 

è �_ℎ, k�a = 5.42 × 10¶k�∗ © ℎ∗<©[\∗ Q.K·uv�Q.· ] I�I� − I�c<R.©Q
 

 (2.61) 

• High gas flux regime  

Equation (2.58) holds good for the high flux regime. 

The transition from near surface region to momentum controlled region occurs at condition: 

ℎ∗ > 1.038 × 10©k�∗  uv�R.·[\∗ R.¯K ] I�I� − I�cR.K©
 

 (2.62) 

The transition from low flux momentum controlled regime to intermediate gas flux momentum 

controlled regime occurs at  k�∗  ℎ∗<Q = 6.39 × 10<¯  (2.63) 

The transition from intermediate gas flux momentum controlled regime to high flux momentum 

controlled regime is given by 

]k�∗ℎ∗c = 5.7 × 10<¯[\∗ <R.¯Kuv�<R.· ] I�I� − I�cR.QR
 

 (2.64) 

The transition from momentum controlled region to deposition controlled region occurs at a 

condition given by following equation: 

ℎ∗�l<R.R¶« Æ∗ZØ∗ o = 1.97 × 10©[\∗ R.¯Kuv�R.©© ] I�I� − I�cR.K©
 

 (2.65) 
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Kataoka and Ishii [30] claim that above correlations are the best among the available and 

fit most of the experimental data available till date. To verify we carried out inter-comparison 

among these correlations with the experimental data available from literature. Figure 2.15 shows 

prediction for experimental measurements by Garner et al. [12] for air-water system at 

atmospheric pressure. The correlations given by Sterman [21], Kruzhilin [29] were developed 

based on the experiment in steam-water system while Kataoka and Ishii [30] considers 

experimental data from air-water system also. Thus it was seen that for the case of Garner et al. 

[12], Kataoka and Ishii [30] gives better prediction compared to others, but still the error is 

noticeably high (400-1000%).  Figure 2.16 to Figure 2.20 show the comparison for experimental 

data on entrainment by Sterman [21] and Kolkolostev [22] for steam-water system at operating 

pressures of 1.27, 17.0, 36.0, 91.0 and 110.0 bar respectively. The correlation by Kataoka and 

Ishii [30] predicts three different regions depending on the gas flux and height at which the 

entrainment is measured. However, the correlations by Kruzhilin [29] and Sterman [21] do not 

have such distinction for these three regions. The correlation by Kataoka and Ishii [30] has been 

found to be most accurate after comparison. Hence, it is recommended to be used for assessment 

of carryover in steam-water systems. It can be noted that it is valid for equipments having 

constant cross-sectional flow area. This correlation was also used in subsequent experimental 

work by Cosandy et al. [24] and Iyer et al. [33]. But these authors have found disagreements 

between correlation and experimental observations. 

 



77 

 

 

Figure 2.15: Prediction by correlations for experimental data by Garner et al. [12] 

 

Figure 2.16: Prediction by correlations for experimental data of Sterman [21] at 1.27 atmospheric 

pressure 
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Figure 2.17: Prediction by correlations for experimental data of Sterman [21] and Kolkolostev 

[22]  at 17 atmospheric pressure 

 

Figure 2.18: Prediction by correlations for experimental data of Sterman [21] and Kolkolostev 

[22] at 36 atmospheric pressure 
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Figure 2.19: Prediction by correlations for experimental data of Sterman [21] and Kolkolostev 

[22] at 91 atmospheric pressure 

 

Figure 2.20: Prediction by correlations for experimental data of for Sterman [21] and 

Kolkolostev [22] at 110 atmospheric pressure. 
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Cosandy et al. [24] analyzed the problem of radio-nuclide entrainment in the reactor 

containment in case of severe accident where the core melt is covered with the pool of water. 

Bubbling at the surface of water would transport radionuclides by carryover phenomenon. 

Authors predicted the measured carryover fractions using the correlation provided by Kataoka 

and Ishii [30]. The entrainment factors predicted in upper momentum controlled region agreed 

well with the correlation but overall trend in the momentum controlled region and entrainment in 

deposition controlled region was measured to be as high as 5 times the prediction by Kataoka 

and Ishii [30] correlation. This difference was attributed to the following possible reasons. 

a) The fit of Kataoka and Ishii [30] correlation is based on the data with higher superficial 

velocities (>0.5 m/s) whereas the superficial velocities in the experiment were between 5 

to 27 mm/s. 

b) Concentration of solid tracer particles in and above the pool can affect the entrainment. 

This has not been accounted for in the Kataoka and Ishii [30] correlation. Therefore it can 

be inappropriate to compare the experimental results with the correlation by Kataoka and 

Ishii [30]. 

It was also stated that the Kataoka and Ishii [30] correlation was good for the prediction of solid 

fission products in air-steam atmosphere above the pool, but was erroneous for pure steam 

atmosphere as the effect of pressure is not properly described. 

Iyer et al. [33] studied the effect of superficial gas velocity and the diameter ratio (of 

vessel to inlet pipe) on the carryover. The experiments were performed at atmospheric conditions 

with air and water mixture. The carryover was measured with the help of tissue papers suspended 

above the separation interface and the collected amount of entrainment was weighed. The 

entrainment was measured with vessel to inlet diameter ratio = 1, where the bubbles were 
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generated through gird plate with hole diameter 5 mm. It was found to agree very well with the 

Kataoka and Ishii [30] correlation. With diameter ratio more than unity it was observed to be 

higher than the prediction by correlation and this was attributed to the jetting effect of two-phase 

mixture that issues from the riser. Thus in the first case with grid plates it appears that the 

bubbles at the interface had uniform distribution while without grid plate the separation interface 

is turbulent and there is splashing of liquid. Author concluded that thus the mechanism of droplet 

generation and associated size and velocity distribution considered by Kataoka and Ishii [30] 

may not hold good for the experimental case.     

 

2.5 Two-phase flows – CFD approaches: 

 

Numerical models for fluid-particle flows are based either on one-way or two-way coupling. In a 

model based on one-way coupling it is assumed that the presence of the particulate phase has a 

negligible effect on the properties of the carrier phase. The assumption of one-way coupling is 

typically valid for small particle-fluid mass concentration ratios and/or high Stokes numbers. 

Two-way coupled models include the effect of the particles on the carrier phase. For example, a 

two-phase turbulent flow model that includes the effect of the particles on the turbulent velocity 

fluctuations would be two-way coupled. The ideal numerical model for a fluid-particle flow 

would provide the properties of each particle in the field and the detailed properties of the carrier 

phase at any point in the fluid. Thus the motion of each particle, as well as the particle 

temperature and mass, would be obtained by integrating the particle equations using the local 

velocity, temperature, and density of the carrier flow and accounting for all particle-particle 

collisions. The model for the carrier phase 
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would require the direct solution of the Navier-Stokes equations including the boundary 

conditions imposed by all the particles in the field. Such an exact model is well beyond current 

computational capability so approximate models are required to carry out the numerical analyses 

Numerical models for the particle field in turbulent fluid-particle flows have developed along 

two parallel paths according to the manner in which the dispersed phase is treated. In the 

Lagrangian model Crowe et a1. [40] the particle field is represented by particle trajectories 

obtained from integrating the particle motion equation. Simultaneously, the particle mass, 

velocity, and temperature are calculated along the trajectories. A mixture of 100-micron particles 

in air at standard conditions with a particle mass concentration ratio of unity would require 

tracking 10
9
 particles per cubic meter of mixture, well beyond current computer capability. 

Current Lagrangian models identify a packet of particles as a single computational particle with 

the same properties as the physical particles. The other approach is the two-fluid model. Volume-

averaged properties of the particulate phase are used. Conservation equations are developed for 

the mass, momentum, and energy of the particle cloud and these are integrated to predict the 

volume averaged particle properties throughout the field.  

The modeling equations are composed keeping in mind the Eulerian and Lagrangian framework; 

we model the continuous phase by Eulerian method and depending upon the complexity of the 

flow we consider if the dispersed/ secondary phase can be modeled by either Eulerian or 

Lagrangian framework. Multiphase flow can be modeled mainly by three different approaches 

listed below. 

• Eulerian – Lagrangian Approach: Eulerian framework for the continuous phase and 

Lagrangian framework for dispersed phases 

• Eulerian – Eulerian Approach: Eulerian framework for both the phases 



83 

 

• Volume of Fluid Approach: Eulerian framework for both the phases with specialized 

interface treatment. 

 2.5.1 Eulerian-Eulerian approach: 

 In Euler-Euler model each phase is treated as a continuum, each inter-penetrating each other, 

and is represented by averaged conservation equations. The averaging process introduces the 

phase fraction, � into the equation set, which is defined as the probability that a certain phase is 

present at a certain point in space and time. Figure 2.21 (a) shows a sketch of the two-fluid 

model. The velocity of each phase is represented by one set of velocity vectors, which are shown 

in red and blue for fluid 1 and 2, respectively. The phase fraction of the dispersed phase is shown 

by small numbers in the lower right corners of the cells. Due to the loss of information associated 

with the averaging process, additional terms appear in the averaged momentum equation for each 

phase, which require closure. In addition to the Reynolds stresses, which enter into the averaged 

single-phase flow equations, an extra term that accounts for the transfer of momentum between 

the phases appears. This term is known as the averaged inter-phase momentum transfer term and 

accounts for the average effect of the forces acting at the interface between continuous phase and 

the dispersed phase/ particles. The Euler-Euler methodology is applicable to all flow regimes, 

including separated, dispersed or intermediate regimes, since the topology of the flow is not 

prescribed. However, the formulation of the inter-phase momentum transfer term and the two-

phase turbulence model is the crux of the Euler-Euler methodology because it depends on the 

exact nature of the flow. Consequently, the resulting predictive capabilities rely heavily on them. 

The main components of inter-phase momentum term are due to the drag, lift and virtual mass 

forces acting at the interface between the two phases.  
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The dispersed phase or particle characteristics can also be discretised using the multi-group 

approach, where the number density becomes a vector such that each group is identified by a 

particular characteristic range, e.g. groups based on separate particle diameter ranges to simulate 

a polydisperse flow field. In this case, transport equations are need for each Eulerian group. The 

Euler-Euler approach is valid for denser (>10%) volume fractions of dispersed 

phase. e.g. fluidized bed reactors, bubble column reactors, multiphase stirred reactors, etc. 

 

 

 

 

 

Figure 2.21 (a):Euler-Euler simulation of 

two-phase flows 

Figure 2.21 (b): Euler-Lagrangian simulation 

of two-phase flows 

 

2.5.2  DNS of two-phase flows 

Direct Numerical Simulation (DNS) is the branch of CFD in which the Navier-Stokes equations 

are numerically solved without any turbulence model. DNS differs from conventional CFD in 

that the turbulence is explicitly resolved, rather than modeled by a Reynolds-averaged Navier-

Stokes (RANS) closure. It differs from large-eddy simulation (LES) in that all scales, including 
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the very smallest ones, are captured, removing the need for a subgrid-scale model. DNS can thus 

be viewed as a numerical experiment producing a series of non-empirical solutions, from first 

principles. Its great strength is the ability to provide complete knowledge, unaffected by 

approximations, at all points within the flow, at all times within the simulation period. DNS is 

therefore ideal for addressing basic research questions regarding turbulence physics and 

modeling. This ability, however, comes at a high price, which prevents DNS from being used as 

a general-purpose design tool. The defining characteristics of DNS stem from the distinctive 

characteristics of turbulence. Because turbulence is inherently unsteady and three-dimensional, 

DNS requires time dependent calculations within a three-dimensional domain. These two 

features are shared with LES (and therefore LES/RANS hybrid strategies such as detached eddy 

simulation (DES)). The unique feature of DNS is associated with the manner in which turbulence 

is affected by viscosity. This is responsible for the two chief drawbacks of DNS – its extreme 

computational cost (~}�©), and severe limitation on the maximum Reynolds number that can be 

considered. 

From a mathematical point of view multiphase flow problems are notoriously difficult and much 

of what we know has been obtained by experimentation and scaling analysis. Not only are the 

equations, governing the fluid flow in both phases, highly nonlinear, but the position of the phase 

boundary must generally be found as a part of the solution. In order to solve the Navier-stokes 

equations for two-phase systems, one fluid formation is considered where the both fluid share the 

same velocity, the fluid properties are defined as function of phase fraction or with proper 

interface jump condition. The one fluid formation allows the simplification with a methodology 

for interface tracking. Variety of numerical methods have been devised and are broadly 

categorized in surface tracking methods (Marker And Cell, Level Set Methods), Moving mesh 
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methods and Volume tracking methods (Volume of Fluid). Each of these have their own 

limitations and advantages. Most popular method for simulation include Volume Of Fluid (VOF) 

methods which conserves the fluid mass accurately. Advanced methods combining VOF and 

Level Set (LS), Ghost Fluid Method, LES/VOF methods have been also evolved to include 

advantages from each individual method.  True DNS of multi-phase flow is still not yet possible, 

so far the LES/VOF has been the state of art.  

 

2.5.2.1 MAC methods 

The MAC method first appeared in 1965. It was developed by Harlow and Welch [41, 42] 

specifically for free surface flows. Based on an Eulerian staggered grid system, the MAC method 

is a finite difference solution technique for investigating the dynamics of an incompressible 

viscous fluid. It employs the primitive variables of pressure and velocity. One of the key features 

is the use of Lagrangian virtual particles, whose coordinates are stored, and which move from a 

cell to the next according to the latest computed velocity field. If a cell contains a particle it is 

deemed to contain fluid, thus providing flow visualization of the free surface. 

 

2.5.2.2 Level Set (LS) Method 
 

Motion of both the fluids is assumed to be governed by the incompressible Navier-Stokes 

equation. The interface between the fluids Γ is the zero level set of � 

 

Γ = Ú�|�6�, �� = 0Ü (2.66) 

Also 



87 

 

�6�, �� = �> 0 �� �ℎ� ��|-��= 0 
� ����	�
��< 0 �� �ℎ� �
2 Ý (2.67) 

 

Thus the domain which is discontinuous at interface is now can be expressed as continuous 

function of level set�6�, ��. Velocity is also continuous by defining as follows: 

 

- = Þ-� , � > 0 -�, � ≤ 0 Ý (2.68) 

 

The evolution of surface is then be given by 

à�à� + -. ∇� = 0 
(2.69) 

 

To determine the gas-liquid interface evolution, above equation is first parameterized with co-

ordinates6�, ��. The resulting equation is then non-dimensionlized. The fluid properties like 

density and viscosity are also expressed as continuous function using Heaviside function. The 

velocity terms are represented by stream functions in the final equation of motion valid over 

entire domain. The detailed formulation and solution procedure can be found in the references. 

The advantage of Level Set method is that the level set function is continuous throughout 

the domain which numerically very convenient method to represent the interface.  It’s is easy to 

directly locate the interface on a fixed grid and calculate accurate surface normal and curvature 

and related surface tension terms. But LS methods have been found to incur significant error in 

amount of liquid mass as the calculations advance in time domain [43] and special procedures 

are required to alleviate this problem [45, 46]. These limitations of LS method gave rise to 
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formulation of volume of fluid method where interface is reconstructed/tracked based on the 

volume fraction function. 

 

2.5.2.3 Volume Of Fluid (VOF) method 
 

VOF belongs to the class of Eulerian methods which are characterized by a mesh that is either 

stationary or is moving in a certain prescribed manner to accommodate the evolving shape of the 

interface. As such, VOF is an advection scheme—a numerical recipe that allows the programmer 

to track the shape and position of the interface, but it is not a standalone flow solving algorithm. 

The Navier–Stokes equations describing the motion of the flow have to be solved separately. The 

same applies for all other advection algorithms. 

 

2.5.2.3.1 Formulation of VOF 
 

In VOF one-fluid formulation for a multiphase flow is used. According to this model, dynamics 

of viscous, incompressible and immiscible fluids is governed by single Navier-Stokes equations 

(2.24) and continuity equation (2.25) as follows: 

 

à6I-$�à� + à_I-¥-$aà�¥ = − à�à�$ + àà�¥ £x ]à-$à�¥ + à-¥à�$c¤ + I�$ + L3�$  (2.70) 

 

à-$à�$ = 0 
(2.71) 

where -$ is the i-th velocity component, I denotes density, x is the dynamic viscosity, � is the 

pressure, �$  is the i-th component of the gravitational acceleration. The additional term that 

appears in Navier-Stokes equation (2.24) is inherited from one-fluid formulation. This term 

represents surface tension acting locally at the interface between fluids. In the case of constant 
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surface tension coefficient L the force resulting from surface tension acts in the direction normal 

to the interface given by: 

� = ∇∅|∇∅| (2.72) 

Where ∅ denotes the volume fraction of the background fluid.  ∅ = 1, �	 
 ���� ��2��� �ℎ� ��-�� 0 < ∅ < 1, �	 
 ���� �� �	
�2���� 	����  ∅ = 0, �	 
 ���� ��2��� �ℎ� ��-�� 

One needs to notice that ∇∅  has a non-zero value only at the interface, indicating a local 

character of the surface tension term. From the definitions of the indicator function/volume 

fraction, the effective local density and viscosity in a computational cell can be estimated as 

 I = 61 − ∅�IQ + ∅IK  
��  x = 61 − ∅�xQ + ∅xK (2.73) 

 

where I¥  , x¥  represent, respectively, the density and dynamic viscosity of the j-th fluid. 

Substituting constitutive relation (2.70) to the conservative form of the continuity equation and 

taking into account the assumption about incompressibility of the fluids, one can derive equation 

for transport of the volume fraction 

 à∅à� + -¥ à∅à�¥ = 0 
(2.74) 

 

To model a multiphase flow and capture the interface position, one needs to solve 

equations. (2.70)-(2.73). It should be noticed that both fluids are treated as single continuous 
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since they share the same velocity in each control-volume This simplification allows for 

relatively easy numerical solution of the problem also when more than two fluids are considered. 

On the other hand, sharing the same velocity is a disadvantage of this formulation, because one is 

not able to model the slip phenomenon 

The major difficulties to achieve accurate interpretation of interface solving equation 

(2.74) are the numerical diffusion which may arise due to descritization of second term. We can 

try to solve the transport equation for the volume fraction, with a normal finite volume 

descritization scheme. It will do something like this close to the interface: 

 

 
 

Figure 2.22: Example of Numerical problems related to sharp jump in the volume fraction 

function 

 

Here the low order schemes cause the surface to become overly diffusive while the higher order 

schemes causes the volume fraction function to take on unphysical values. Overall mass 

conservation can be kept, but some cells may get negative amounts of water or more water that 

the cell volume allows. 
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Tracking the interface location in Eulerian grids can be performed using interface tracking or 

interface capturing methods. While the interface tracking methods, such as SLIC [46], PLIC [48] 

and their variations, demand detailed reconstruction of interfaces using geometric formulations, 

the interface capturing methods (CICSAM [48] and HRIC [49]) employ algebraic methods to 

identify the interface locations. 

 

2.5.2.3.2  Geometrical reconstruction 
 

We may use pure geometrical means to flux the surface. As an example, consider the fact that a 

cell in 1D must fully fill up before the next cell can get any fluid: 

 

 
Figure 2.23: Geometric reconstruction of interface in 1D 

 

In 2D and 3D there are two popular choices: 

• SLIC: Simple Line Interface Calculation 

• PLIC: Piecewise Linear Interface Construction 

In the SLIC method the direction of the surface normal is established first, typically based on the 

value of the volume fraction function ∅ in the neighboring cells. There are 4 options for the 

configuration in 2D if we round the normal direction to the closest 90 degrees on a rectangle cell 

(see Figure 2.24).  
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Figure 2.24: SLIC configurations with four face cell 

 

If we take the normal direction into account when we advect the volume fraction function field ∅ 

then we can avoid numerical diffusion in many cases, since we can avoid fluxing through faces 

that are not wetted. 

 
 

Figure 2.25: Example of 2D flux of ∅ using SLIC. 

 

 

Figure 2.25(a) and 2.25 (b) shows the real position of the interface in two subsequent time steps. 

The gray fields in 2.25 (c) and 2.25 (d) are two possible descritization of the Figure 2.25 (a) The 
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green fields in Figure 2.25 (c) and (d) are the volume fraction that will be fluxed right between 

two time steps. Scheme as per Figure 2.25 (d) will cause a numerical diffusion a “drop” will 

break away from surface.  

 

In the SLIC method the free surface will be staircase shaped, this is the price we pay for 

simplicity. The more advanced PLIC method identifies the most wetted corner. For a 

quadrilateral element we can identify four cases for each corner, exemplified for the lower right 

corner as shown in Figure 2.26. 

 

 
Figure 2.26: PLIC configurations with four face cell 

 

We can then use flux based on the surface angle and a bit of trigonometry which can get further 

tricky in 3D with irregular meshes. 

The geometrical reconstruction methods are not perfect. First of all the surface is not 

really staircase or piecewise linear. It is also a problem to advect in multiple directions at once. 

With a regular grid this can be solved by advecting and reconstructing twice, one time in each 

coordinate direction, the so called direction split scheme. With unstructured meshes this is 

harder. Typical problems are lack of mass conservation, numerical diffusion and drops that tear 

free from the surface. 

Geometrical reconstruction becomes difficult on unstructured meshes and especially in 

3D. Ensuring mass conservation and obtaining a smooth interface may be hard. The geometrical 

schemes must also be explicit which causes small time steps and slow simulations. 
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2.5.2.3.3 Higher order schemes for advection of volume fraction 
 

If instead we can solve an equation for the ∅ field just like for the velocity and pressure then it 

becomes much easier to implement, but we need a special compressive scheme to make sure the 

interface stays sharp. The following schemes are most used: 

• HRIC: High Resolution Interface Capturing 

• CICSAM: Compressive Interface Capturing Scheme for Arbitrary Meshes 

• MULES: MUlti-dimensionsal Limiter for Explicit Solution 

The MULES algorithm is badly documented in literature and will not be described here. It is 

only used in OpenFOAM. CICSAM and HRIC are similar algorithms and better documentation 

of these can be found in literature.  Both CICSAM and HRIC uses a combination of the first 

order upwind differencing scheme (UDS) and the first order downwind differencing scheme 

(DDS). UDS is diffusive and smears the interface, but is unconditionally stable. DDS is 

compressive, but unstable. It may be interesting to know what the most common CFD programs 

use in practice for interface capturing. The major commercial codes support a wealth of 

specialized models (like special particles for thin films on walls), but they also support VOF and 

many of the schemes mentioned above. Some example programs are: 

• OpenFOAM: uses MULES by default, but both CICSAM and HRIC have been 

implemented by various people, but not in the main source code repository. The 

OpenFOAM extend project has a CICSAM implementation. 

 

• Fluent: implements CICSAM in an explicit scheme and a modified HRIC in an implict 

scheme. Also implements geometrical reconstruction. 
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• Ansys CFX: implements CICSAM in an explicit scheme and a modified HRIC in both 

implicit and explicit schemes. Also implements geometrical reconstruction. 

• Star CCM+: uses HRIC 

 

2.5.2.4 Advanced Methods: 

2.5.2.4.1 Combined Level Set and Volume Of Fluid (CLSVOF) 

As discussed earlier the Level Set and VOF has their own limitations and strengths, 

Sussman and pukett [50] developed a coupled approach in which the interface is defined with 

Level-Set function as well as VOF volume fraction function. They developed methodology for 

tracking the interface by solving advection equations using higher order operator split scheme. 

This was termed as CLSVOF. 

In level set method the interface is represented by a Level Set Function with value of 

zero, value of level set function away from interface is represented by a signed distance from 

interface. The advantage of such formulation is calculation of interface curvature is simplified. 

But the LS method lacks in conservation of mass during time stepping calculations. VOF 

conserves the mass but the interface is not maintained as sharp as by LS method. In CLSVOF the 

volume fraction function is related to LS function as: 

∅6Γ, t� = 1|Γ| Ê i6�6�, ���
Γ

�� 
(2.75) 

Where i is the Heaviside function, 

i = ã 1      �� � > 0 0     �ℎ�	,�2�Ý (2.76) 
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An advantage of representing the free surface as volume fractions is the fact that one can 

write accurate algorithms for advecting the volume fraction function so that mass is conserved 

while still maintaining a sharp representation of the interface. 

In the CLSVOF method, the curvature is obtained via finite differences of the level set 

function which in turn is derived from the level set function and volume-of-fluid function at the 

previous time step. 

Sussmann et. al. [50] showed that in CLSVOF comparable mass conservation properties 

as with other second order volume-of-fluid advection methods is maintained and it can also 

accurately compute surface tension driven flows by coupling. Details of CLSVOF advection 

algorithm can be found in [50]. 

 

2.5.2.4.2 Ghost Fluid Method (GFM) 

Fedkiw et. al. [51] developed a new technique called Ghost Fluid Method (GFM) in order to 

address the issue of large oscillations in pressure and velocity near interface for compressible 

flows using level set methods. One of the central issues with two-phase flow simulations lies in 

the numerical descritization of the pressure gradient term. Indeed, this term contains the density, 

which exhibits a jump at the interface, and the pressure itself is discontinuous at the interface 

because of both the surface tension force and the viscous jump. An efficient descritization of this 

term requires a specific treatment. The ghost fluid method accounts for the pressure jump caused 

by surface tension, while the jump caused by the discontinuous viscous stress is handled by the 

continuum surface force technique. GFM relies on the assumption that all the jump conditions 

for a given variable and its spatial derivatives are known at the interface. Then, the GFM is based 

on the extension by continuity of fluid in the gas and of gas in the liquid. This extension allows 
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defining the jump of variable, not only at the interface, but also in the neighborhood of the 

interface. Details of GFM can be found in [51]. 

 

2.6 Summary and conclusion on literature survey: 

In gravity separation of two-phase flows, the droplets are generated at the interface as a 

result of bubble disintegration. Various mechanisms exist such as formation of film droplet from 

rupture of bubble film, formation of jet droplets from the rising jets after collapse of bubbles. 

Droplets are also formed at high gas flow rates due to shearing of liquid surface. These droplets 

have various sizes and have certain initial momentum at the time of formation. Droplets travel in 

gas space after and either fall back into liquid or are carried along with the flow permanently.  

The entrained droplets constitute the carryover out of equipment. Carryover can have adverse 

effects such as corrosion of piping and equipment due to presence of soluble salts. In case of 

power plants the carryover from steam generator can cause severe damage to steam turbine 

blades. In case of evaporators, the carryover reduces the equipment efficiency and product yield. 

It can be noted that complete elimination of carryover is not possible but it can be reduced by 

proper design. Separators can reduce the carryover further. It is thus important to pay careful 

attention to the design of equipment to minimize the carryover by controlling the parameters that 

govern the carryover process.  

A review of the prediction procedures for the entrainment/carryover has been carried out. All 

the procedures consist of the following two steps: 

(a) Estimation of liquid fragments, droplets present just above the separation interface. 

(b) Prediction of the motion of such liquid droplets above separation interface in the bulk of 

the gas phase. 
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Above methodology is applicable where the separation of phases takes place purely by 

gravity and no mechanical equipments/internals are employed to alter droplet momentum in 

favorable direction.  

Following are the important conclusions derived from the review of available literature and 

contributions of several researchers to the subject of entrainment/carryover in gas-liquid flows: 

1. Experimental investigations on the basic input parameters to the process i.e. the 

entrainment flux at the interface  in terms of droplet size and velocity distribution and 

droplet production rate has been limited. The following parameters govern the process: 

a) Nature of turbulence at interface  

b) Bubble dynamics below and at the interface  

c) Governing mechanism of droplet formation. 

The bubble dynamics and turbulence at the interface depend on the flow rates of the two 

phases, geometry of equipment and the fluid properties which in turn depend on 

operating parameters such as pressure and temperature. Owing to such multi-dimensional 

array of affecting parameters very few experiments are performed to study the role of 

these parameters. Also practical difficulties of instrumentation for visualization and 

measurement at high pressures have limited the scope of experiments. Therefore except 

few, the reliable data on these basic parameters do not exist. 

2. A number of simplifying assumptions have been made regarding the droplet size, 

velocity distribution by researchers investigating the subject analytically. Such 

assumptions are either very conservative or sometimes irrelevant. In practice, the 

geometry and operating parameters for equipment under consideration differs from the 

geometry used in experiments. As far as the estimation of the liquid droplet dynamics in 
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gas space is concerned the assumptions on the forces considered (drag, buoyancy and 

gravity) and their estimation appears to be conservative. All analytical studies have 

neglected the effect of flow pattern of bulk gas phase on the droplet trajectories. This 

could present major limitation as the drag forces exhibit different behavior when bulk is 

flow accelerated or decelerated.  

3. Due to complexity of the subject, it is mostly dealt with empirical approach and hence 

none of the attempts can be regarded as universally applicable. Though such correlations 

can provide quick estimates but needs validation through the experiments in model 

closely simulating the equipment under consideration. Such validation would provide 

better confidence in design. Literature review indicated that applicability of the empirical 

correlations can be seriously doubted as some experiments show unacceptable deviation 

from correlations.  

4. Computational methods are promising in the view of availability of fast computing tools. 

CFD tools have great potential to model the basic two-phase processes taking place at the 

interface with techniques such Level Set methods, VOF, Volume tracking and front 

tracking methods etc. The dispersed liquid phase in the gas space and gas bubbles in 

liquid can be efficiently modeled using Euler-Lagrangian methods. Although the CFD 

offers great potential to address the number issues in detail, a major challenge still 

remains that is validation of these CFD methodologies with relevant, reliable 

experimental data. 
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Chapter 3 

Air Water Loop – experimental facility 

3.1 Aim and Objectives: 

An experimental facility known as Air-Water Loop (AWL) has been set up with an objective to 

investigate the carry-over phenomena in steam drum of AHWR. The Air-Water Loop has been 

designed with basic goals as follows: 

1. To have a drum geometry similar to AHWR steam drum, i.e. horizontal cylinder with 

identical configuration of inlet tail pipes, down comer, outlet and internals 

2. The set-up should provide scope for visual observations on fundamental aspects of 

carryover in gravity based separation i.e. droplet generation mechanisms, size distribution 

etc.    

 

3.2 Scaling philosophy: 

Figure 3.1 shows the cross-section of AHWR steam drum and different interfaces/regions 

considered.  In order to simulate the key parameters affecting phenomenon in interest, an attempt 

has been made to maintain practically same values of the superficial velocities of both phases at 

different regions inside the drum.  

The dimensions of model drum are arrived upon such that the local pressure drop at different 

junctions is also similar to that of prototype. From the description of the prototype steam drum it 

appears that if torispherical heads are not considered, the locations of tail pipes and down comers 

have a 1/4
th

 symmetry. Therefore for full scale simulation it is only required to simulate 1/4
th

 of 

steam drum with a single down comer and 28 tail pipes. Semi-circular cross-section has been 

selected due to symmetry and thus model simulates the 1/8
th

 of a steam drum. Further volume 
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scaling ratio of 1:10 was selected. This scaling leads to reduction in drum size i.e. space required 

for installation and as cross-sectional area reduces the air flow rate and water flow rate 

requirement is also reduced. The parameters which are conserved in prototype and model are 

shown in Table-3.1. 

 

Figure 3.1: Cross-section of AHWR steam drum considered for scaling 

 Calculations were performed to arrive at suitable size of model drum so that it will preserve 

these scaling parameters. A drum diameter of 1.93 m with length of 1.154 m and semi circular 

cross-section was found to be suitable for experiments after design calculations. Table-3.1 also 

gives the comparison of scaling parameters obtained for the model and the prototype for these 

dimensions.   

In case of AHWR steam drum, the tail pipes enter to steam drum symmetrically on the sides of 

bottom portion. Baffles are also symmetrically placed. Due to this symmetrical arrangement it 

was envisaged that for ideal conditions (identical flow rates of phases from both sides of steam 

drum) the flow patterns would emerge symmetric. Only half portion of steam drum was 
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considered in model. During experiments it is observed that the bubble plume from tail pipes is 

guided upwards by baffle plate and in upper portion of pool the bubbles spread out uniformly. In 

our model drum the center plane is a wall instead of symmetric boundary. This has definitely 

distorted flow pattern near the center plane, however the distortion would be limited to small 

region near wall (boundary layer portion). Due to presence of wall bubbles are not allowed to 

cross the center plane. If we imagine full drum then similar conditions would exist in both the 

half portions and bubbles from one side would try to cross the center plane and such movement 

would be restricted by bubbles on other side. Thus in our opinion having solid wall would not 

alter the bubble distribution significantly. The semi-circular cross-section in model has served 

two purposes in our case (1) it allowed to put a transparent wall at center and we were able to 

observe, visualize and measure the bubble size distribution across the length of drum and (2) 

since there was limitation on available flow of compressed air, it would have been difficult to 

simulate 28 tail pipes with large sized drum.  

As discussed in previous section, the previous studies and development of empirical correlations 

has indicated that superficial velocity and height above separation interface are the key 

parameters governing amount of carryover.  

After the sizing calculations for scaled drum, carryover analysis is performed. This 

analysis is based on the empirical correlation by Kataoka and Ishii [30] which is best fit to the 

experimental data from literature. For analysis of model drum, air-water mixture at atmospheric 

conditions is considered. For prototype geometry, operating conditions of high pressure and 

temperature (70 bar, 285
O
C) with steam-water is considered.  
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Table 3.1: Parameters for scaling the AHWR steam drum 

Sr. 

No. 
Parameters for scaling 

Location in Steam Drum 

(refer Figure 3.1) 
Model Prototype 

1. _k�<��$�*$*�aä = _k�<��$�*$*�aå 
Superficial velocity of 

gas in the tail pipe 

 

2.1020 2.607 

2. _k�<��$�*$*�aä = _k�<��$�*$*�aå 
Superficial velocity of 

liquid in the tail pipe 

 

0.4840 0.5454 

3. 

l +
�� ���� ����ℎ+
�� ���� ��
.���	oä= l +
�� ���� ����ℎ+
�� ���� ��
.���	oå 

Ratio of tail pipe pitch 

and diameter 
3.2376 3.5454 

4. 6e��	� �22�2�ä = 6e��	� �22�2�å In to the steam drum 0.8203 0.8584 

5. _k�<��aä = _k�<��aå 
In the riser at baffle top 

level 

 

0.1980 0.1922 

6. 6k�<���ä = 6k�<���å 

In the riser at baffle top 

level 

 

0.0456 0.0400 

7. _k�<&�aä = _k�<&�aå 
At interface in the steam 

drum 

 

0.0823 0.0896 

8. 6k�<�(�ä = 6k�<�(�å 

Horizontal cross flow 

over the baffle plate 

 

0.0456 0.0446 

9. _k�<�`aä = _k�<�`aå 

In steam drum down 

comer region between 

the longitudinal baffles 

 

0.0858 0.0918 

10

. 

6��
� �22�2 �,��.�	 �ä= 6��
� �22�2 �,��.�	�å 

From steam drum to 

down comer 

 

0.4890 0.4886 

11

. 

6��
� �22�2 
� 2��
. ���� �ä= 6��
� �22�2 
� 2��
. �����å 

From interface to steam 

drum exit piping 

 

0.4994 0.4996 

12 

l ~��
. �	-. �����ℎ~��
. �	-. ��
.���	oä= l ~��
. �	-. �����ℎ~��
. �	-. ��
.���	oå 

Ratio of steam drum 

length and diameter 
0.5979 0.4875 

13

. 

l �
���� ℎ���ℎ�~��
. �	-. ��
.���	oä= l �
���� ℎ���ℎ�~��
. �	-. ��
.���	oå 

Ratio of baffle height 

and Steam drum 

diameter 

0.1196 0.1335 
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Figure 3.2 shows the carryover at drum exit for model and prototype with respect to ratio of 

height available above the separation interface and drum diameter. Since the model and 

prototype diameter are different the ratio of h/d is taken as x-axis. For ℎ/[ closer to 1, the 

operating level is near the exit. At such conditions due to reduced flow cross-section the 

superficial velocity of gas is high and the carryover is highest. For air-water and steam-water the 

correlation gives different values of è �<#�9 i.e. near surface entrainment. For lower operating 

levels the entrainment is governed by intermediate and low gas flux momentum region. Here in 

steam-water the intermediate flux region is negligible and is not visible. For air-water case the 

region is very small but distinguishable. In low gas flux momentum controlled region we can see 

the variation/trend is similar in both the cases. This is the region of interest. The operating levels 

should fall in this region. The transition where the carryover rises suddenly would decide the 

limiting operating level.  

 

Figure 3.3 shows the carryover analysis for model and prototype with respect to non-dimensional 

parameter �� ∗/ℎ ∗. Here also we can notice similar observations that the slope of curve for low 

gas flux momentum controlled region is same for both the cases. For a given value of �� ∗/ℎ ∗ the entrainment for steam-water case is almost twice as that of air-water case. This is due to the 

fact that for steam-water case the droplet sizes produced will be finer as an effect of fluid 

properties and thus more number of fine droplets will be present at exit, leading to higher 

entrainment rate. 
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Figure 3.2 : Entrainment variation with respect to height of vapor space to diameter ratio 

 

 

Figure 3.3: Entrainment variation with respect to  ��∗ ℎ∗⁄ . 
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Thus from carryover analysis it is seen that the behavior of carryover cannot be mapped one to 

one with steam-water conditions except the low flux momentum controlled region. Even with 

these dissimilarities the air-water is the choice of fluid for most of the two-phase flow 

experiments. It is impractical to carry out visual observations for steam drum vessel operating at 

high pressure, high temperature conditions of prototype, while with air-water mixture optically 

transparent model can be constructed. Air-water is often used to investigate the fundamental two-

phase flow phenomenon including entrainment studies. For example Welter et al. [52] studied 

entrainment in horizontal pipes with vertical up branch (T-junctions, geometry relevant to ADS-

4 of AP-1000) in Air Water Test Loop for Advanced thermal hydraulics Studies (ATLAS). They 

tested various correlations and also developed new models for entrainment. Recently Meng et al. 

[53] compared the entrainment studies performed in air-water and steam-water experiments for 

T-junction geometries. They concluded that experimental data of steam-water and air-water have 

similar trends and correlation developed with air-water can agree well with steam-water 

experimental data. Meng et al. [53] concluded that the effect of working medium on liquid 

entrainment is negligible. 

 

In the present research work though we started our analysis with empirical correlation of 

Kataoka and Ishii [30], a sincere attempt has been made to explore the CFD / numerical 

simulations to predict the carryover. The CFD methodology needs validation as well as crucial 

inputs that govern the solution accuracy and the air-water experiments have immensely helped to 

fill up the missing information required for CFD methods. 

In order to simulate the liquid superficial velocities in model the total water circulation 

flow rate required was estimated to be 1350 lpm, i.e. 90 lpm per channel (total 15 channels). 
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Instead of using centrifugal pumps (forced circulation) for generating the required water flow 

rate, relatively simple and economic way of employing natural circulation was chosen. For 

obtaining required natural circulation flow rate, a configuration shown in Figure 3.4 was 

envisaged. In this configuration, the air is injected at the bottom of vertical tail pipes to generate 

two-phase flow. The air gets separated in drum. Drum is connected to storage tank via down 

comer pipe. The water inventory separated in drum is transported to storage tank and again back 

to drum through vertical feeders and tail pipes. The density difference between single phase 

(water) in vertical feeders and two-phase (air-water) in tail pipe is the driving force for the 

establishment of the flow. The resistive forces include pressure drop across components, skin 

friction losses and two-phase friction losses. A steady flow is obtained when the total driving 

force is balanced by the total resistive force in the loop. 

Steady state design calculations were carried out. For these calculations, the loop is 

simulated as a simple closed loop as shown in Figure 3.4. All the tail pipes and feeder pipes have 

been lumped in to a single pipe. The following steady state equation has been solved iteratively 

for the estimation of the flow rate through the loop. 

∆fQ∅ + ∆fK∅ = −�çI�� 
(3.1) 

Where, 

∆fQ∅ = è] �t$[$�$K + rs<$�$K c©
$ÍQ

.q �K2I� +è] �t$[$�$K + rs<$�$K cQQ
$Í´

.q �K2I�  (3.2) 

∆fK∅ = è] �t$[$�$K + rs<$�$K c¶
$Í¯

.q �K2IK∅ 

(3.3) 
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� is calculated based on the Reynolds number estimated assuming the total flow to be water, rs$ 
is the local loss coefficient based on the area changes and the IK∅ is estimated as follows: 

IKé = �I� + 61 − ��I� (3.4) 

Initially, the required flow rate of air and water for the model was given as input. The 

pressure drops in single-phase and two-phase regions were calculated. The steady state water 

flow rate is first assumed and pressure drops in various sections of the loop are calculated. For 

calculation of two phase density and two phase pressure drop, void fraction correlation is 

required. The void fraction in tail pipe is determined by the correlation of Chexal-Lellouche [54]. 

The void fraction in the steam drum pool is calculated from Kataoka and Ishii model [55]. Figure 

3.5 (a) and (b) shows the comparison of estimated variation of tailpipe void fraction and flow 

rate in the loop for model and prototype. It indicates the scaling is acceptable and model can 

closely simulate the flow dynamics expected in prototype. 

 

Figure 3.4: Air-Water natural circulation loop configuration for design analysis 
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(a) 
(b) 

Figure 3.5: Scaling between prototype and model (design calculations) (a) tail pipe void 

fraction as a function of superficial velocity of lighter phase (b) superficial velocity of water 

(corresponding to natural circulation flow generated) as a function of superficial velocity of 

lighter phase 

3.3 Description of Air Water Loop 

Figure 3.6 shows the 3-D view of the Air Water Loop. Components of Air Water Loop 

include air-water drum (1), tail pipes (15 nos.) (2), down comer (3), storage tank (4), air injection 

lines (5) and air separation line (6) as shown in Figure 3.6. Figure 3.7 to 3.9 show the 

photographs of various components of Air Water Loop. The air-water drum simulates 1/8
th

 

symmetry of the prototype, with 15 tail pipes (62.7 mm ID) and one down comer (97.15 mm ID). 

Ends of these tail pipes and down comer are connected to the air-water drum and storage tank. 

The air-water drum has three plane surfaces and once curved surface. The curved surface is 

constructed with stainless steel plate. The two planes of adjoining sides are made up of 

transparent Acrylic sheet (7) and the third plane side is made of stainless steel plate (8). The 15 

tail pipes are arranged in three different rows: Type-I (outermost row having maximum pipeline 
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length) (9), II (intermediate row) (10) and III (innermost row) (11). Each row has 5 tail pipes & 

feeders. This arrangement forms three parallel natural circulation loops as shown in Figure 3.10. 

Specification of each type of channels is given in Table-3.2. 

 

Figure 3.6: Air Water Loop – 3D view 

Three separate compressed air headers (12) are used for air injection in Type-I, II and III 

channel rows respectively. Air is injected at the bottom end of the vertical tail pipe (13) using a 

sparger. The sparger is made up of 25 mm NB vertical pipe with number of holes of 2 mm 
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diameter on the periphery of pipe surface. Transparent section (15)  above the sparger is 

provided in all tailpipes for visualization of flow. The two-phase flow of air-water mixture then 

enters the vertical test section and passes through the steam drum riser and finally to the 

separator drum. Traces of water in the air are separated through a separator, which is open to the 

atmosphere as shown in the schematic diagram. Loop flow is generated by natural circulation i.e. 

due to density difference between single-phase water in vertical feeder (section AA’, refer to 

Figure 3.10) and two-phase air-water mixture in tail pipe (section DE, refer Figure 3.10). The 

water tank is kept open to atmosphere. 

Table 3.2: Geometrical specifications for channels in AWL (refer Figure 3.10) 

Channel 

Type 

Channel 

Number 

Pipe ID 

(mm) 

Section 

AB (m) 

Section 

BC (m) 

Section 

DE (m) 

Section 

B’C’ 

(m) 

Section 

D’E’ 

(m) 

I 1,2,3,4,5 62.7 4.41 5.0 3.7 3.2 1.805 

II 6,7,8,9,10 62.7 4.07 4.52 3.15 2.4 1.43 

III 11,12,13,14,15 62.7 3.70 4.07 2.255 2.0 1.0 

 

Compressed air is injected in individual channels at same pressure using spring loaded Pressure 

Regulative Valve (PRV) in air injection line. Each PRV (total 15 Nos.) is set at 2 bar. The air 

flow rate is measured using conventional float type rotameters calibrated in instrumentation 

laboratory. The loop is provided with differential pressure transmitters in horizontal portion of all 

15 channels, down comer and tail pipes after the air injection point (refer to Figure 3.10). The 

level in air-water drum and water tank is measured with level transmitters. Level transmitters 

measure the differential pressure between atmosphere and pressure at the tapping where they are 

connected and convert this pressure difference in terms of height of a water column. Thus it 

gives the collapsed level which is different from actual swell level in the equipment. 



112 

 

 

Figure 3.7: Air water drum and Water tank 

 
 

Figure 3.8: Air injection Header and Air 

injection lines. 

Figure 3.9: Tail pipes and Air injection lines. 
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The actual position of separation interface i.e. swell level is recorded by visual 

observation from transparent section of drum using a scale. The natural circulation flow rate in 

the individual channel is estimated from single-phase pressure drop measured in horizontal 

portion (across B’C’, refer Figure 3.10) of each channel. The pressure drop versus flow 

characteristics i.e. flow calibration curve for each channel was experimentally established before 

starting the actual loop experimentation. The flow calibration was carried out using an ultrasonic 

flow meter. Figure 3.11 gives the calibration curve fitted to experimental data.  

 

 

Figure 3.10:  Simplified schematic of AWL. 
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Figure 3.11: Flow calibration curve 

3.4 Instrumentation 

The different parameters to be measured are as follows 

• Air-Water Drum:  Pressure, swell level, pool void fraction and exit entrainment  

• Tail pipes:     Flow rate and pressure drop   

• Down comer:     Flow rate and pressure drop 

• Entrainment:    Bubble and droplet size 

The measurements carried out are as follows: 

• Swell in the air-water drum is measured by change in measured levels with and without 

air injection.  

• Flow measurement in the single-phase horizontal pipe is carried out by calibrated pipe 

taps (pipe flow meter).  

• Pressure drop and level measurement is done with differential pressure transducers or 

transmitters.  
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• Pressure measurement in the steam drum is carried out using pressure transducer. 

• Entrainment (carryover) is obtained by measuring separated water and High Speed 

photography. 
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Chapter 4 

Steady State Experiments and its validation 

4.1 Steady state experiments 

Steady state experiments have been carried out in AWL at atmospheric pressure (top of 

separator and water tank are kept open to atmosphere) with different initial inventory in Air-

Water drum. The loop is filled with water up to the required height in air-water drum. 

Compressed air is then injected in the tail pipes. The air pressure is set to 2 bar for all channels. 

For the steady state behavior experiments air injection flow is kept constant in all channels. 

Experiments are carried out at 50 lpm, 100 lpm, 150 lpm, 200 lpm, 250 lpm, 300 lpm, 350 lpm 

and 400 lpm air injection flow rate which corresponds to superficial air velocity of 0.27 m/s, 0.54 

m/s, 0.81 m/s, 1.08 m/s, 1.35 m/s, 1.62 m/s, 1.89 m/s, 2.16 m/s in each tailpipe respectively. 

After adjusting the air injection flow rate in each channel, the loop is operated for at least 15 

minutes to collect the steady state trends of the measured parameters. Experiments were carried 

out with initial water level in drum ranging from 500 mm to 1000 mm. 

Figure 4.1 shows the transient variation for single-phase pressure drop in horizontal 

portion of channels 1 to 5 (Type-I) during an experiment with initial drum level 650 mm and air 

injection flow rate varying from 50 to 400 lpm. With each step rise in air injection flow rate the 

buoyancy and driving force increase leading to rise in recirculation flow rate. The single phase 

pressure drop measured across the horizontal leg of each flow channel thus increases with an 

increase in the air injection flow rate. It can be noted that between the 5 channels in the same 

group some difference prevails in the single phase pressure drop measured at the same air 

injection flow rate. This could be due to slight difference in orientation of channels, pipe 
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roughness and also due to pressure fluctuations at ends of channels (which are connected to drum 

and tank). 

 

Figure 4.1: Variation of single phase pressure drop for Type-I channels measured during 

experiment (Initial Drum Level = 650 mm) 

Figure 4.2 shows the total pressure drop (gravity and frictional) in two-phase portion of 

channel 1 to 5 (Type-I) during steady state experiments with initial drum level 650 mm and air 

injection flow rate from 50 to 400 lpm. The total pressure drop in two-phase portion decreases 

with an increase in the air injection flow rate, because the hydrostatic head loss decreases as air 

injection leads to increase in void fraction and two-phase mixture density and hence reduction in 

total pressure drop. 

Figure 4.3 shows the variation of level in air-water drum and water tank. As the air 

injection flow rate is increased in steps, the level in drum increases and level in tank decreases. 

The level in drum increases as the two-phase mixture is less dense and occupies more volume. 

The water inventory is also transported from water tank to drum due to two-phase natural 
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circulation. Law of conservation of mass implies that the water flow rate in down comer shall 

always be equal to the total water flow rate in channels at steady state. In order to maintain the 

momentum balance in down comer line (section FG, refer Figure 3.10) the tank level decreases 

as the total recirculation flow rate increases with an increase in the air injection flow rate. 

Fluctuations were observed in water tank level and drum which is recorded by level transmitter 

and also could be visually observed. These perturbations in the level cause perturbation in the 

pressure drop across the channels and it is also reflected in signal recorded as shown in Figure 

4.1 and 4.2. Such high frequency low amplitude flow fluctuations are always present in natural 

circulation loops. However if these fluctuations do not grow in amplitude with respect to time, 

the flow is considered to be stable.  

 

Figure 4.2: Variation of total phase pressure drop in two-phase region for Type-I channels 

measured during experiment (Initial Drum Level = 650 mm) 
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Figure 4.3: Variation of level in Drum and Water tank measured during experiment (Initial Drum 

Level = 650 mm) 

4.2 Uncertainties in measurements: 
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• The measuring instrument - instruments can suffer from errors including bias, changes 

due to ageing, wear, or other kinds of drift, poor readability, noise (for electrical 

instruments) and many other problems. 

• The item being measured - which may not be stable? (Imagine trying to measure the 

size of an ice cube in a warm room.) 

• The measurement process - the measurement itself may be difficult to make. For 

example measuring the weight of small but lively animals presents particular difficulties 

in getting the subjects to co-operate. 

• ‘Imported’ uncertainties - calibration of your instrument has an uncertainty which is 

then built into the uncertainty of the measurements you make. (But remember that the 

uncertainty due to not calibrating would be much worse.) 

• Operator skill - some measurements depend on the skill and judgment of the operator. 

One person may be better than another at the delicate work of setting up a measurement, 

or at reading fine detail by eye. The use of an instrument such as a stopwatch depends on 

the reaction time of the operator. (But gross mistakes are a different matter and are not to 

be accounted for as uncertainties.) 

• Sampling issues - the measurements you make must be properly representative of the 

process you are trying to assess. If you want to know the temperature at the work-bench, 

don’t measure it with a thermometer placed on the wall near an air conditioning outlet. If 

you are choosing samples from a production line for measurement, don’t always take the 

first ten made on a Monday morning. 

• The environment - temperature, air pressure, humidity and many other conditions can 

affect the measuring instrument or the item being measured.  
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4.2.2 Estimation of uncertainty: 

The uncertainty can be estimated based on statistical parameters such as variance or 

standard deviation. In most of cases number of repeated measurements of a given quantity under 

identical conditions is possible from which the standard deviation and standard uncertainty is 

estimated. This method is called ‘Type A’ or standard calculation. In some cases if such 

measurements are not possible, the standard deviation can be estimated based on other 

information. This could be information from past experience of the measurements, from 

calibration certificates, manufacturer’s specifications, from calculations, from published 

information, and from common sense. The uncertainty calculated based on this is called ‘Type 

B’ calculation. 

Standard uncertainty-Type ‘A’ calculation 

When a set of several repeated readings has been taken (for a Type A estimate), the 

uncertainty can be expressed in terms of standard deviation as follows: 

-���	�
���� = 2√� 
(4.1) 

 Where Standard Deviation is defined as : 

 

2 = y∑ _�$ − ��!�aK%$ÍQ � − 1  

(4.2) 

And Arithmetic mean of measurement is defined as: 

��!� = ∑ �$%$ÍQ�  
(4.3) 
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Standard uncertainty-Type ‘B’ calculation 

Sometimes the standard deviation or variance is provided by manufacturer/calibration of 

handbooks for a given instrument or measurement process. This information can be used to 

estimate the uncertainty in similar way to type ‘A’ calculation (equation (4.1)). However many 

times the accuracy in terms of % of measurement range specified / available for an instrument 

under consideration. In that case we can expect that a measurement will vary between � ± �. The 

instrument error band is thus 2�. The uncertainty then can be calculated as:  

 

-���	�
���� = 6��2�	-.��� �			 �-��� 2⁄√3 = �√3 
(4.4) 

 

The purpose of the “Type A” and “Type B” classification is to indicate the two different ways of 

evaluating uncertainty components and is for convenience of discussion only; the classification is 

not meant to indicate that there is any difference in the nature of the components resulting from 

the two types of evaluation. Both types of evaluation are based on probability distributions, and 

the uncertainty components resulting from either type are quantified by variances or standard 

deviations.  

 

“Type A” standard uncertainty is obtained from a probability density function derived 

from an observed frequency distribution, while a Type B standard uncertainty is obtained from 

an assumed probability density function based on the degree of belief that an event will occur 

(often called subjective probability). Both approaches employ recognized interpretations of 

probability.  
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The accuracy and uncertainty for standard instruments of measurements such as level 

transmitter, rotameters can be estimated with “Type-B” calculation. The swell level and water 

recirculation flow rate measurement uncertainty can be estimated using “Type-A” calculation. 

The results of uncertainty calculation for measuring techniques/ instruments are indicated in 

Table-4.1. and Table 4.2, and Table 4.3 

The swell level by visual observation is difficult due to the reason that the interface is 

always oscillating due to free surface turbulence. Operator however observes the minima and 

maxima of such oscillations and records the mean value. However, over the repeated readings 

there is uncertainty due to human factor. The water recirculation flow rate is estimated from 

single phase pressure drop and a calibration curve obtained in laboratory. The steady state 

experiments in AWL were repeated for same initial conditions of water level in AWL drum and 

same air injection flow rates. The measurements of water flow rate and pressure drop in two-

phase portion are then analyzed to obtain standards deviation and uncertainty is calculated as per 

eq. (4.1). The values estimated are shown in Table 4.2 and 4.3. 

As seen from table 4.2 uncertainty at lower air injection rate as high as 5 lpm otherwise it 

is smaller than 2 lpm. The flow rates measured during experiments are in the range of 30 to 100 

lpm. The uncertainty thus in some instances is about 10% of measured value. The single phase 

pressure drop was having range of 2 mm to 25 mm of water column i.e. 20 to 250 pa. Such low 

pressure drops was difficult to measure accurately with available instruments. Thus instrument 

accuracy might have played a role in these large values of uncertainty.  

  For two phase pressure drop measurements the maximum uncertainty is about 100 pa 

while during experiments the measurements vary from 5000 to 9000 pa. Compared to range of 
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measured values the uncertainties are small and acceptable to be a reasonably accurate 

measurement.  

 

Table 4.1: Accuracy and uncertainty of Instruments and measurement techniques 

Measurement Instrument 
Range of 

measurement 
Accuracy Uncertainty 

Air flow rate Rotameter 0-400 lpm ±6 lpm 
3.46 lpm (Type-

B) 

Drum and tank 

level 

Level 

Transmitter 
0-2 m ± 5 mm 

2.88 mm (Type-

B) 

Swell level 
Visual 

observation 
0-2 m ± 30 mm 20 mm (Type-A) 

 

Table 4.2: Uncertainty calculation for AWL- Natural Circulation Flow rate 

 50 lpm 100 lpm 150 lpm 200 lpm 250 lpm 300 lpm 

1 4.34 2.33 1.94 0.87 0.85 0.82 

2 1.75 1.22 0.62 0.77 0.35 0.73 

3 2.20 1.81 2.22 1.56 1.70 1.81 

4 5.55 2.04 0.65 1.76 1.56 1.48 

5 4.02 1.18 1.30 0.71 1.41 1.08 

6 1.43 1.22 1.25 1.07 1.15 1.11 

7 2.31 1.31 1.38 0.92 1.50 1.95 

8 3.49 1.35 0.60 1.09 1.21 1.31 

9 0.91 0.89 0.75 0.93 0.50 0.80 

10 0.72 0.82 1.15 0.54 0.51 1.07 

11 1.56 1.91 2.09 2.54 2.10 2.66 

12 3.44 2.32 1.77 2.77 2.12 2.28 

13 2.26 2.48 1.46 1.23 1.58 2.07 

14 2.47 1.69 2.03 1.75 2.01 1.59 

15 2.86 2.17 1.68 1.71 2.51 2.32 

 

Table 4.3: Uncertainty calculation for AWL- Two-Phase Pressure Drop (Pa) 

 50 lpm 100 lpm  150 lpm 200 lpm 250 lpm 300 lpm 

1 99.34 77.50 86.34 70.40 71.58 38.17 

2 58.67 77.14 55.83 67.32 68.66 72.19 

3 42.41 32.69 11.15 39.92 55.46 11.59 

4 62.76 46.06 28.45 32.05 23.50 41.13 
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5 62.38 49.51 48.51 50.10 41.06 42.50 

6 41.36 27.69 55.91 32.60 39.67 82.31 

7 42.76 25.32 80.88 98.99 37.25 52.13 

8 66.43 38.56 81.23 46.34 41.59 53.99 

9 43.31 25.71 36.46 43.26 48.23 80.01 

10 40.18 39.52 29.65 27.06 57.48 90.89 

11 63.20 34.27 14.75 12.70 23.75 19.16 

12 52.91 27.53 10.36 39.28 11.31 24.63 

13 35.42 29.70 9.18 17.61 21.78 33.63 

14 22.51 11.27 17.45 14.01 18.73 16.04 

15 54.67 58.94 48.37 55.76 54.95 61.49 

 

4.3 Numerical analysis of steady state data 

Figure 3.10 shows the simplified flow diagram of AWL with one tailpipe. Air-water 

drum and water tank are connected to each other via tailpipe (point A to E) and a down comer 

(point F to G). There are 15 tailpipe connections from water tank to air-water drum, arranged in 

3 groups of 5 identical tailpipes. A single down comer connection is provided from air-water 

drum to water tank. For explaining the code formulation single tailpipe is shown in the schematic 

representation. 

Consider momentum balance from point ‘A’ to ‘E’. We can write as follows: 

fì − fÅ = I��tÅí − I��tSZ − IKé�tZì
−Ê ∆fQ∅ −Z

Å Ê ∆fK∅ −èrs I���K2 −Z
Å

ì
Z èrI���K2ì

Z î 

(4.5) 

Upon rearranging, 

fì − fÅ = 6I� − IKé��tZì −Ê ∆fQ∅ −Z
Å Ê ∆fK∅ −èrs I��sK2Z

Å
ì
Z −èrs I���K2ì

Z î 

(4.6) 

The two phase density can be written as: 

IKé = ��I� + 61 − ���I� (4.7) 
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The void fraction �� is very significant parameter in the description of two-phase flows. Various 

correlations exist for the estimation of void fraction in two-phase flows. Simplest model is based 

on homogeneous flow assumption. However, in practical case the velocities of individual phases 

are not equal due to action of gravity and friction at the interface of the phases. In 

vertical/upward two-phase flows the lighter phase moves with higher velocity than the heavier 

phase, and there is slip between the two phases. If such slip between the two phases is accounted 

then the void fraction is given as: 

� = 11 + � 61 − ��� I�I�  
(4.8) 

The parameter slip ratio S contains effects of geometries, orientation etc. and is not 

deterministic. The slip ratio is therefore empirically found out by undertaking a large number of 

experiments. The non-homogenous nature of two-phase flow is treated in Drift flux model 

approach by considering the superficial velocities, distribution parameter and drift velocity. The 

void fraction based on drift flux model is given as: 

�� = k�PR6k� + k�� + J�� (4.9) 

The distribution parameter PR and drift velocity J�� are found empirically from a large 

number of experimental observations.  In the view of availability of different approaches and 

number of correlations existing for describing void fraction, choice of suitable correlation is 

crucial. Several studies on assessment of void fraction correlations against available 

experimental data are available in literature which include Vijayan et. al. [56, 57], Coddington et. 

al. [58], Woldesemayat et. al. [59] and Ghajar et. al. [60]. Vijayan et. al [56, 57] carried out 

assessment of 34 void fraction correlations against experimental database from literature and 

showed that Chexal-Lellouche [54] and Chexal [61] produced consistently relatively accurate 
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predictions for natural circulation flows even with different orientation of pipe. Coddington et al. 

[58] reviewed 13 different correlation and recommended use of Chexal [61] correlation. 

Coddington et al. [57] also suggested the use of correlations by Bestion [62] and Dix [63] which 

performed very well without using iterative procedure like Chexal [61]. Woldesemayat et al. [59] 

have reviewed 68 void fraction correlations against 2845 experimental data from literature and 

produced best performing correlation with modification in correlation by Dix [63]. Recently  

Ghajar et. al. [60] reviewed 11 correlations based on slip ratio based and drift flux model and 

recommended correlations by Bhagwat and Ghajar [64] for low values of void fraction (bubbly 

flow regimes). 

  In the present study, some of the void fraction correlations  as suggested in earlier work [56-

60], are used for predicting the experimental results. Table 4.4 summarizes the void fraction 

correlations used in the present study. 
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Table 4.4: Void fraction correlations used in the code 

 

Model/ 

Author 
Correlation 

Homogene-ous flow model 

 

�� = 11 + 61 − ��� I�I�  
 

Lockhart and Martinelli [65] 

 

�� = 11+ 0.28 l1 − �� o0.64 lI�I� o0.36 ]x�x�c 

 

Chishlom [66] 

 

 

�� = 11 + ±y1 − � ]1 − I�I�c² 61 − ��� I�I�
 

 

Spedding and Chen [67] 

�� = 11 + 2.22 l1 − �� o0.65 lI�I� o0.65 

 

Smith [68] 

�� = 1
1 + ⎣⎢⎢⎢

⎢⎡0.4 + 0.6òI�I� + 0.4 l61 − ��� o1 + 0.4 l61 − ��� o ⎦⎥⎥⎥
⎥⎤ 61 − ��� I�I�

 

 

 

Thom [69] 
�� = 11 + l1 − �� o lI�I� o0.89 ]x�x�c0.18 
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Zivi [70] 

�� = 11+ l1 − �� o lI�I� o0.67
 

 

Baroczy [71] 

 

�� = 1
1 + l1 − �� o0.74 lI�I� o0.65 ]x�x�c0.1

 

 

Awad  and Muzychka [72] 

 �� = P1 +PK 

PQ = 12⎩⎪⎨
⎪⎧ 1
1 + £@1 − �� DR.«´· lI�I� oR.¶· lx�x�oR.Q©¤

Q¶ Qµb
⎭⎪⎬
⎪⎫

 

 

PKÍ 12  ⎩⎪⎨
⎪⎧ 11 + 0.28 £@1 − �� DR.«´· lI�I� oR.· lx�x�oR.QK·¤R.´Q⎭⎪⎬

⎪⎫
 

 

 

Zuber and Findlay [73] 

 

�� = k�P06k� + k�� + J�� , P0 = 1.13, J�� = 1.41 wL� @I� − I�DI�2 {1 4b
 

 

Rouhani and Axelsson [74] 

 �� = k�P06k� + k�� + J�� , P0 = 1. +0.261 − �� ]�[I�2h2 c 
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J�� = 1.18 ]L�_I� − I�aI�K cQb̄
 

 

Gomez et. al. [75] 

�� = k�P06k� + k�� + J�� , P0 = 1.15, 
Jös = 1.53 ]L�_I� − I�aI�K cQb̄ _1 − ��a 

 

 

 

 

Hibiki and Ishii [76] 

�� = k�P06k� + k�� + J��  , P0 = 1.2 − 0.2yI�I�  

J�� = 1.41 ]L�_I� − I�aI�K cQb̄ _1 − ��aQ.´·
 

 

Chexal-Lellouche  [54] 

�� = k�P06k� + k�� + J��  , P0 = tr0 + 61 − r0���	 

J�� = 1.41 ]L�_I� − I�aI�K cQb̄ �K�©�¯�µ 

t = 1 − �<(m��1 − �<(m  , �Q = 4f( $�Kf6f( $� − f� , rR = �Q + 61 − �Q� lI�I� oQ̄
 �Q = .�� ÷0.8, QQø�_ùúû üTTTTb aý, }� = .
�þ}��, }���, 	 = QøQ.·´�W��Q<ím  �K = 0.4757 £�� ]I�I�c¤R.´ �� I�I� ≤ 18.0, �K = 1.0   �� I�I� > 18.0 & �· ≥ 1 
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�K = l1 − �@ <(�Q<(�Do<Q  �� I�I� > 18.0 & �· < 1 �© = .
� �0.5, 2�@<��� ¶RRRRb D� , �¯ = 1.0 �� �´ ≥ 1, �¯ = l1 − �@ ù	
mù	
Do<Q ���´ < 1  , �· = ^150 @�W�� D   , �´ = @R.RµQ¯¯Z DR.¶
 

 �µ = _1 − ��aím
 

 

Dix [63]  
�� = k�P06k� + k�� + J��  , P0 = È k�k� + k�É �1 + Èk� + k�k� − 1É¢]I�I�c0.1

 

J�� = 2.9 ]L�_I� − I�aI�K cQb̄
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The single phase frictional pressure drop can be calculated as follows: 

∆fQ∅ = �tI���K2[  
(4.10) 

Blasius [77] has given a correlation for the estimation of friction factor in smooth pipes 

for laminar and turbulent flows. However, Blasius [77] does not provide friction factor in a 

transition flow region (i.e. between laminar and turbulent flow). Another limitation of this 

correlation is that it does not take into account the roughness of internal surface of pipe. 

Colebrook [78] has provided correlation to calculate the friction factor in rough pipes as: 

1�� = −2��QR ] �3.7[ + 2.51}���c 

For }� ≥ 4000 

(4.11) 

Colebrook [78] does not provide the friction factor for laminar and transition flow 

regions. Also the correlation for friction factor is implicit which requires iterative procedure 

which not so convenient. Hence, in the present work, correlation developed by Churchill [79] is 

used which provides smooth transition between laminar and turbulent flow regime and also 

accounts for the pipe roughness. The friction factor by Churchill [79] is gives as: 

� = 8 £l 8}�oQK + 16� + ��Q.·¤@ QQKD  
 

(4.12) 

� = �2.457��  1@ 7}�DR.µ + @0.27ϵ[ D��
Q¶

 

 

(4.13) 
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� = l37530}� oQ¶ 
(4.14) 

There are number of correlations proposed for the estimation of two-phase frictional 

pressure drop. Fang et al. [80] have reviewed 29 different correlations and compared with 3480 

experimental data points from the open literature, with the experimental range of hydraulic 

diameters from 0.0695 to 14 mm, and mass flux from 8 to 6000 kg/m
2
. They concluded that 

Muller-Steinhagen and Heck [81] based on separated flow model and homogeneous model by 

McAdams [82] performed best over the entire experimental database and recommended them for 

pressure drop calculations in two-phase flow. In present study frictional pressure drop is 

estimated from Muller-Steinhagen and Heck [81] and also with homogeneous model by 

MaAdams [82].  

In Homogeneous model the two-phase friction pressure drop is calculated using the same 

procedure as that of single-phase frictional pressure drop, by replacing the single-phase flow 

properties by averaged properties of both phases. 

∆fK∅ = �K∅hK∅K t2[IK∅   (4.15) 

The two phase friction factor is calculated from Churchill [79], replacing the single phase 

Reynolds number by mixture Reynolds number }�#$9�" � and it is given as: 

}�#$9�" � = hK∅[xK∅   (4.16) 

Where the void fraction and two phase viscosity is estimated as below: 

�� = �I� + 61 − ��I�  
(4.17) 

1xKé = �x� + 61 − ��x�  
(4.18) 
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The local loss coefficient due to sudden expansion and contraction can be estimated as 

follows: 

6rs��9*�%)$�% = l1 − �Q�KoK 
(4.19) 

6rs�(�%� �(�$�% = 0.5 l1 − �Q�Ko
©b̄

 
(4.20) 

Two phase local loss coefficient is calculated same as that for single phase loss 

coefficient, in addition a multiplier is added in the term to account for inter-phase friction as 

given as: 

� = 1 + �]I�I� − 1c 
(4.21) 

Two-phase pressure drop based on Muller-Steinhagen and Heck [81] is calculated in terms of 

frictional pressure drop of individual phases and flow quality as follows: 

l�f�toK∅ = ∆fK∅t = lh ′61 − ��Q©o + 6�′�©�  (4.22) 

Where h� = �� + 26�� − ��� � (4.23) 

�� = l�f�to� = ��I���K2[  
(4.24) 

�� = l�f�to� = ��I���K2[  
(4.25) 

And 

�� = 64}��    �� }�� ≤ 1187 
(4.26) 

�� = 64}��    �� }�� ≤ 1187 
(4.27) 
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�� = 0.31646}���Qb̄    �� }�� > 1187 
(4.28) 

�� = 0.3164_}��aQb̄    �� }�� > 1187 
(4.29) 

A computer code has been developed in C++ programming language to solve Eqn. (4.5) 

using Eqn. (4.6) to (4.29) iteratively for all the tailpipe channels. Subroutines were written for 

the various void fraction correlations used.  Figure 4.4 shows the algorithm used for the analysis 

of steady state experimental data. For estimation of steady state parameters, geometry for each 

channel in Type-I, II and III and air injection flow rate is read initially. Water recirculation is 

assumed for iteration. With assumed water velocity single phase frictional drop in feeder portion, 

void fraction in tail pipe and two-phase pressure drop is estimated. The driving force due to 

buoyancy is calculated. Iterations are continued till the driving force matches with resistive force 

of pressure drop, which gives the estimated steady state flow and other parameters such as 

pressure drop and void fraction in tail pipe.  
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Figure 4.4: Flow chart for prediction of steady state parameters 
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4.4 Results and discussion on numerical analysis 

Steady state water recirculation flow rate in each channel is calculated using the in-house 

code developed on the methodology explained in previous section. Combination of different void 

fraction correlations and pressure drop correlations were used. The flow rate and the pressure 

drop predictions then were analyzed using statistical parameters i.e. error �$ , mean error �# , 

absolute mean error �#� , RMS error � #) and standard deviation L. It was found that use of 

Muller Steinhagen and Heck correlation [81] for pressure drop calculation over the homogeneous 

model by McAdams [82] did not produce significant improvement in calculated steady state flow 

rate. However, the choice of void fraction model affects the predictions significantly, which is 

more obvious as the void fraction governs the driving buoyancy force. The comparison is shown 

in Tables 4.5 and 4.6 for two pressure drop models and 15 void fraction correlations described in 

Table 4.4. From the statistical analysis it is the Thom [69] correlation performs better than the 

other correlations. The next lowest statistical parameters predicted are by the Baroczy [71] and 

followed by Zivi [70]. These top three correlations are slip ratio based models. The drift flux 

based models have not performed well in the present study. The mean error in the predictions of 

flow rate is less than 30%. The mean error in pressure drop prediction is also low (< 10%).  

 

Figure 4.5 and 4.6 shows the comparison of predicted circulation flow rates and the 

pressure drop (in two-phase region) with all the experimental results using Thom [69] correlation 

for the void fraction and Muller Steinhagen Heck [81] for two-phase pressure drop. It has been 

estimated that for prediction of recirculation flow rate, about 85% predictions are within 30 % of 

the experimental measurements. In case of the two-phase pressure drop the predictions are within 

+10 to -15 % of the measured values. The two-phase pressure drop has two components i.e. 

gravity head loss, which has strong dependence on void fraction, and frictional pressure drop 
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(which includes inter-phase and wall friction). It was found during calculations that the skin 

friction pressure drop component in total two-phase pressure drop is significantly smaller 

compared to gravity head loss term. Hence a proper choice of void fraction correlation will also 

lead to correct prediction of two-phase pressure drop.  

 

Figure 4.5: Comparison of predicted recirculation flow rate for water (Thom [69] correlation 

void fraction and Muller Steinhegan Heck [81] for two-phase pressure drop) against 

experimental measurements for complete database (Type-I, II and III channels, all experiments). 
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Figure 4.6: Comparison of predicted two-phase pressure drop (Thom [69] correlation void 

fraction and Muller Steinhegan Heck [81] for two-phase pressure drop) against experimental 

measurements for complete database (Type-I, II and III channels, all experiments). 
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predictions for Type-I are slightly lower than measurements but this is for the particular 

experiment while Type-II and III predictions follow measurements nicely, however there is 

spread of experimental data around the prediction. Several experiments were performed with 

different initial levels in drum. The prediction trends were sometimes following the data nicely 

and sometimes over predicting or under predicting. There is no definite pattern followed by 

predictions.  

 

 

Figure 4.7 (a): Prediction of water recirculation flow rate for Type-I channels (Initial Drum 

Level = 900 mm) 

0 50 100 150 200 250 300 350 400 450
0

25

50

75

100

125

150

R
e
c
ir
c
u
la

ti
o
n
 F

lo
w

 R
a
te

 (
lp

m
)

Air Injection Flow Rate (lpm)

 CH-1

 CH-2

 CH-3

 CH-4

 CH-5

 PREDICTION



141 

 

 

Figure 4.7 (b): Prediction of water recirculation flow rate for Type-II channels (Initial Drum 

Level = 900 mm) 

 

Figure 4.7 (c): Prediction of water recirculation flow rate for Type-III channels (Initial Drum 

Level = 900 mm) 
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Figure 4.8 (a): Prediction of gradient of total pressure drop in two-phase leg for Type-I channels 

(Initial Drum Level = 900 mm) 

 

Figure 4.8 (b): Prediction of gradient of total pressure drop in two-phase leg for Type-II channels 

(Initial Drum Level = 900 mm) 
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Figure 4.8 (c): Prediction of gradient of total pressure drop in two-phase leg for Type-III 

channels (Initial Drum Level = 900 mm) 
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accuracies are known. Pressure drop transmitters have accuracy of ±0.1% of full scale (-100 to 

+100 mm of water column). The air flow rotameters were calibrated by manufacturer and have 

accuracy of ±1% of full scale (0-500 lpm). While carrying out the experiment, operator has to set 

the air flow rate in each channel by visually observing the position of float of rotameters. This 

can also introduce some amount of human error in spite of utmost care taken by trained operator 

personnel. When the data is compared with prediction the spread/deviation from prediction 

indicates the uncertainty of measurement which is accumulated effect all above errors.   

 

Figure 4.9 shows the variation of superficial velocity of water with respect to superficial 

velocity of air/vapor phase for prototype and experimental measurements in model. As discussed 

earlier (and evident from Figure 4.7(a) to (c)) the three types of channel produce different flow 

rates, however the average water & air flow rate into the drum needs to satisfy the criteria of 

maintaining similar trends of superficial velocities between model and prototype. Figure 4.9 

shows that this criterion is very well satisfied. The average flows are as expected from pre-test 

lumped channel analysis. The deviation between model and prototype is the distortion which is 

accepted.   

Figure 4.10 shows the variation of void fraction in tail pipes with respect to air/vapor 

superficial velocities for prototype and model. The void fraction is not measured in model, but 

predicted with correlation given by Thom [69], which was found best suitable correlation from 

assessment on two-phase natural circulation flow rates and two-phase pressure drop data 

measured experimentally. Void fraction predicted for all 15 channels is shown in the Figure 4.10. 

It can be concluded that void fraction simulated in model is close to the prototype. These 
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comparisons (Figure 4.9 & Figure 4.10) have confirmed the adequacy of scaling for two-phase 

natural circulation for AWL satisfying the design objective. 

 

Figure 4.9: Comparison of superficial velocity of water for AWL and for prototype. 
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Figure 4.10: Comparison of tail pipe void fraction for AWL and for prototype. 
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Table 4.5: Comparison of various correlations for prediction of experimental data – (Muller Steinhegan Heck model [81]for 

pressure drop) 

Correlation Flow Rate Pressure Drop 

 
�#� �#��% � #) 2 �#� �#��% � #) 2 

Thom [69] 19.87 8.4 29.28 8.32 7.2 -6.3 9.31 6.24 

Baroczy [71] 25.09 17.97 37.73 17.8 8.05 -7.45 9.78 7.38 

Zivi [70] 33.84 -31.79 36.4 31.49 3.93 0.19 5.55 0.197 

LockHart Martinelli [65] 34.63 30.82 49.56 30.53 10.05 -9.71 11.48 9.61 

Spedding and Chen [67] 39.56 37.06 54.78 36.71 11.26 -11.01 12.61 10.9 

Rouhani and Alexssan 

[74] 
45.3 -25.75 48.58 25.52 5.59 -0.38 8.61 0.38 

Chexal Lellouche [54] 52.07 50.91 64.88 50.42 15.37 -15.21 17.08 15.06 

Dix [63] 53.32 51.79 67.28 51.3 15.13 -14.96 16.53 14.82 

Awad and Muzychka 

[72] 
58.65 -58.24 60.01 57.7 4.51 3.22 6.62 3.19 

Zuber and Findley [73] 64.32 64.04 77.43 63.42 18.45 -18.32 19.99 18.15 

Gomez et. al. [75] 65.17 64.95 78.25 64.32 18.69 -18.57 20.25 18.39 

Smith [68] 66.7 66.47 81.54 65.83 18.21 -18.11 19.28 17.94 

Hibiki and Ishii [76] 67.72 67.59 81.02 66.91 19.21 -19.09 20.66 18.91 

Chislom [66] 71.89 71.76 86.7 71.07 19.58 -19.48 20.62 19.29 

Homogeneous model 98.81 98.81 112.33 97.86 28.07 -27.99 29.54 27.73 
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Table 4.6: Comparison of various correlations for prediction of experimental data – (Homogeneous model [82] for pressure 

drop) 

 

Correlation Flow Rate Pressure Drop 

 
�#� �#��% � #) 2 �#� �#��% � #) 2 

Thom [69] 21.02 10.9 31.11 10.8 7.65 -6.81 9.8 6.74 

Baroczy [71] 26.01 20.54 38.79 20.35 8.57 -8.09 10.36 8.01 

Zivi [70] 31.69 -29.35 34.8 29.07 4.29 -0.22 7.06 0.23 

LockHart Martinelli [65] 35.32 32.37 49.87 32.06 10.45 -10.17 11.96 10.07 

Spedding and Chen [67] 39.98 38.02 54.72 37.66 11.58 -11.37 13.01 11.26 

Rouhani and Alexssan 

[74] 
45.28 -7.87 50.17 7.81 8.48 -4.79 11.8 4.74 

Chexal Lellouche [54] 50.7 49.64 63.45 49.16 15.11 -14.95 16.87 14.8 

Dix [63] 51.85 50.49 65.39 50.01 14.91 -14.75 16.38 14.6 

Awad and Muzychka [72] 54.3 -53.68 55.7 53.19 4.47 3.32 6.48 3.29 

Zuber and Findley [73] 61.38 61.09 74.53 60.5 17.68 -17.55 19.26 17.38 

Gomez et. al. [75] 62.06 61.83 75.21 61.23 17.89 -17.76 19.49 17.59 

Smith [68] 63.92 63.71 78.53 63.1 17.61 -17.5 18.77 17.33 

Hibiki and Ishii [76] 64.44 64.31 77.83 63.7 18.34 -18.22 19.83 18.05 

Chislom [66] 68.22 68.1 82.87 67.45 18.71 -18.61 19.83 18.43 

Homogeneous model 88.74 88.74 102.84 87.89 24.76 -24.68 26.05 24.44 
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Chapter 5 

Carryover experiments and CFD simulations 

 

5.1 Experimental observations 

With an increase in the air injection flow rate, the pool void fraction and swell level in the 

air-water drum increases. The operating swell levels during experiment were varied using 

combination of initial level and air injection flow rate. It was observed that when the operating 

levels were well below the exit pipe of the drum, the carryover was very low and not even 

measurable. The loop was allowed to run for long duration but separator did not show collection 

of any measurable quantity of water. At lower swell levels, the phenomenon of bubble bursting 

and the formation of droplets were observed and the large droplets were seen falling back to the 

liquid. During experiments it was observed that when the swell level reaches closer to exit pipe, 

significant amount of carryover is collected in the separator. Visual observations through 

transparent acrylic sheet revealed that large chunk of water segments were carried out of the 

drum by flowing air. As the area drastically reduces near the drum exit, air velocity increases 

sharply and all droplets reaching close to exit are immediately entrained in the flow. Figure 5.1 

shows some snapshots taken during experiments at high swell level which show large droplets as 

well as liquid filaments can be seen getting entrained in flow. The bubble density below the 

interface was very high and they were seen coalescing to form larger bubbles at the top. Foamy 

froth mixture of air-water is observed to form at the top as seen in photographs in Figure 5.1. 

The entrainment measured during instances shown in Figure 5.1 corresponds to region-III 

or near surface entrainment phenomenon. The entrained water in the experiment was collected in 

separator and measured with measuring flasks. The time duration of collection of water was 
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noted down. Based on total air flow rate, total water collected for the given time span of 

measurement, average entrainment rates were obtained. 

  

(a) (b) 

  

(c) (d) 

Figure 5.1: Photographs showing entrainment phenomenon at operating levels near the exit. 

The operating swell levels were close to exit of the drum. The entrainment varied from 30 

to 600 % at these different operating levels closer to exit with total air flow rate varying in the 

range of 3000 to 7500 lpm per channel. The measured data is shown in Table-5.1. These 

measurements were compared with correlation given by Kataoka and Ishii [30] as shown in 

Figure 5.2. The correlation is plotted for total air flow rate of 3000 & 7500 lpm. The correlation 

predicts entrainment as a function of superficial velocity of gas at the interface and the elevation 

above the interface. Correlation considers constant velocity of gas above the interface. It can be 
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therefore noted that the effect of curvature of drum on superficial velocity of gas is not 

considered in correlation. Since the flow cross-section area keeps on reducing as we traverse 

from interface towards exit, the velocity of gas/air varies accordingly. The comparison shows 

that correlation by Kataoka and Ishii [30] agrees with the present experimental data from AWL.  

Kataoka and Ishii [30] stated that for air-water system the maximum near surface entrainment 

was close to 400%. i.e.  è � ≡ 4.0 . The maximum entrainment measured during these 

experiments was also of the similar order.  Our experimental data are limited to high gas flux / 

near surface region and hence entrainment is very high. However, in prototype the operating 

levels will be well below this condition and carryover will be smaller. As per technical guidance 

document on steam purity for turbine operation by The International Association for the 

Properties of Water and Steam (IAPWS), the amount of carryover in saturated steam from 

BWRs is to be limited to less than 0.1% [83]. The line corresponding to 0.1% carryover is also 

plotted in Figure 5.2. The operating levels shall be such that the entrainment is sufficiently 

smaller than the prescribed limit by IAPWS. It is therefore important that method used for 

predicting the level for limiting carryover should be accurate and reliable. In our experiment 

carryover at lower operating levels was too small to collect and accurately measure. For example 

at 7500 lpm total air flow, which corresponds to 0.152 kg/s air flow, if carryover is 0.1%, the 

amount of water corresponds to 1.52×10
-4

 kg/s in the form of fine droplets. We could measure 

the droplet size distribution near interface at various operating levels and therefore have 

attempted to predict carryover for varying swell levels using CFD techniques.  
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Table 5.1 – Experimental parameters and entrainment measured during experiment 

Total Air Flow 

Rate (lpm) 

Swell 

Level (m) 
� (m) p� (m/s) p�∗  �∗  p�∗ �∗⁄  ��� 

6000 1.866 0.064 0.251 0.435 23.705 0.018 0.740 

4500 1.896 0.034 0.256 0.444 12.602 0.035 2.412 

5250 1.815 0.115 0.166 0.288 42.561 0.007 1.093 

1500 1.905 0.025 0.099 0.172 9.252 0.019 4.900 

3250 1.915 0.015 0.277 0.481 5.551 0.087 0.677 

3000 1.895 0.035 0.168 0.292 12.953 0.023 6.014 

3250 1.865 0.065 0.135 0.234 24.056 0.010 0.541 

3750 1.806 0.124 0.114 0.199 45.910 0.004 2.286 

4000 1.836 0.094 0.139 0.242 34.807 0.007 3.328 

4500 1.806 0.124 0.137 0.239 45.910 0.005 0.806 

4750 1.846 0.084 0.174 0.303 31.106 0.010 3.326 

5250 1.796 0.134 0.155 0.268 49.611 0.005 0.686 

5500 1.796 0.134 0.162 0.281 49.611 0.006 0.459 

7000 1.806 0.124 0.214 0.371 45.910 0.008 0.381 

7250 1.816 0.114 0.230 0.400 42.209 0.009 0.371 

 

 

Figure 5.2: Carryover data compared with Kataoka & Ishii correlation 
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5.2 Droplet size distribution measurements 

Droplet size distribution (DSD) was measured at various operating levels using high 

speed photography and shadowgraph technique. In this technique the camera is placed directly in 

the path of illumination and droplet images were captured (see Figure 5.3 for schematic of 

photography set-up). 

 

Figure 5.3: Shadowgraph technique 

 

As explained in Figure 5.3, the light entering the droplet gets scattered due to refraction and thus 

droplet appears dark on bright background. The refraction occurs due to difference in refractive 

index of air (n=1.0) and water (n=1.3). High speed camera FASTCAM-1280 PCI capable of 

capturing 1000 frames per second was used with Nikon 50 mm fixed focal length lens. The focal 

plane was set to be inside the drum. 100 W CFL bulbs were used to illuminate the droplet 

background. Approximately 18000 images were taken for a given operating swell level, with 

camera set at frame rate of 60 frames per second.  Two sets of such measurements were carried 
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out for each swell level. The images recorded were then processed with an image processing 

algorithm to obtain images containing only droplets. The various stages of image processing are 

shown in Figure 5.4(a) to 5.4 (d). Images collected were first converted to Grayscale. An image 

of background only was then subtracted from the images. This eliminated any background 

elements present in image. These images were then converted to pure black and white by setting 

a threshold value (Figure 5.4(b)). The wavy structure of separation interface was also captured in 

these images which were removed by morphological operations. The wavy structure of interface 

contains holes of background pixels (pure black) which are removed by hole-filling algorithm. A 

new image is stored in which droplets were removed first by morphological operation of image 

erosion, thus containing only the wavy structures of interface. This new image was modified to 

smoothen and dilate the edges of interface structures. This new image was then subtracted from 

original image to get final image of only droplets (Figure 5.4(c)). Figure 5.4(d) shows 

superimposition of 500 such images of only droplets above interface. The data of droplets such 

as average diameter, centroid and position is stored sequentially in a data structure as all captured 

images are processed in iteration. Histogram of droplet size and numbers is obtained from the 

data structure file.  

In order to estimate the droplet size in milimeters, the images were calibrated using an 

image taken with a tube placed at focal plane having outside dimater of 10 mm. The lens and 

camera set up was used to take images of a tube without disturbing the focus settings of the lens. 

From this image pixel to millimeter conversion factor was obtained. In most of readings, 1 pixel 

correpsonded to 126-130 microns. The measurement accuracy with this technique was estimated 

to be ± 0.200 mm with uncertainity of 0.075 mm. Figure 5.5 shows droplet distributions obtained 

from image processing. 
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(A) (B) 

  

(C) (D) 

Figure 5.4: Steps in image processing for droplet size measurement: (a) Original Image, (b) 

Binary image after grayscale conversion and thresholding, (c) Image of only droplets after 

morphological operations, (d) Superimposition of 500 images of only droplets. 

 

 It was found that DSD followed similar trends at different levels. It can be seen that it 

follows the Upper Limit Log Normal (ULLN) distribution. The ULLN can be described by 

following set of equations: 
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�67� = 8�#�9√;�6�#�9 − �� �<=>?> 

 

(5.1) 

Where 7 = �� @ �&&ABC<&D (5.2) 

The distribution parameters in the equation (5.1) & (5.2) were found out to be 
 = 10.0, 8 =
0.9 and  �#�9 = 0.0027 . by curve fitting to the experimental data as shown in Figure 5.5. It 

was further observed during experiments that the bubble density near the interface was very high 

and the coalescence of bubbles occurred. The size of bubble at interface was observed to be of 

size 30-50 mm for all cases. The high speed photography at 1000 frames per second has revealed 

that the droplets are generated due to disintegration of bubble dome at interface.  Figure 5.6 

shows the sequence of the events following the formation of bubble dome and its breakage into 

number of small droplets. The bubble arrived at surface forms a thin film which is unstable and it 

continues to thin down due to upward flux of gas/air. The film gets punctured near top and it 

propagates across the dome creating liquid filaments, which finally are broken up into number of 

small droplets due to surface tension effects. Image processing showed that the frequency of 

droplets having size greater than 1.8 mm is very low. Maximum droplet of size up to 2.7 mm 

was observed as per the photographic measurements.   

Shadowgraph and image processing is the simplest and most economic measurement 

technique available to assess the size distribution of droplet inside the drum. The photograph 

captures droplet shadow which crosses the plane in focus. During experiments it was observed 

that bubble density at the interface is quite high and bubbles are uniformly distributed. The 

process of bubble rupture and droplet ejection was observed to happen uniformly all over the 

interface. Thus information of droplet sizes at selected 2-D plane of focus would be accurate 
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representation. The error is minimized by taking large number of pictures (about 36,000 

photographs were taken for one operating condition).  

  

(a) (b) 

  

(c) (d) 

Figure 5.5: Droplet Size Distributions measured at (a) Swell level 1.05 m i.e ℎ = 0.92,  

��= 0.0225 m/s, (b) Swell level 0.930 i.e ℎ = 1.0,  ��= 0.0673 m/s, (c) Swell level 1.86 m i.e ℎ = 

0.07 m,  ��= 0.0750 m/s, (d) Swell level 1.48 m i.e ℎ = 0.45,  ��= 0.0530 m/s, 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 

Figure 5.6:  Formation of droplets due to bursting of the bubble film 
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5.3 Euler-Lagrangian methodology for carryover prediction 

It can be noted that the empirical correlations for entrainment are based on the previous 

experiments in geometries having constant cross-section flow area. While the prototype 

geometry which is horizontal cylinder with exit at top surface, has varying cross-section as area 

near the exit reduces gradually. Therefore investigations are necessary to develop a methodology 

to account for this effect. Generally the carryover prediction methods found in the literature start 

with assumption of Droplet Size Distribution (DSD) and then their motion in the vapor space is 

predicted. Same methodology with CFD technique is employed in the present study. With the aid 

of CFD simulations we are able to obtain 3-D flow patterns above the interface using Eulerian 

approach and then the droplet movement in vapor/gas space is traced using Lagrangian approach. 

 

5.4 1-D Euler-Lagrangian approach 

 

5.4.1 Formulation of 1-D Euler-Lagrangian equations 

 The equation of motion of droplet particle can be written and solved with certain 

simplifying assumptions. The droplet/particle can be considered to be of spherical shape and thus 

its mass can be given as 

.* = ;6 �*©I* (5.3) 

The cross-sectional area/projected area of the droplet can be given as, 

�* = ;4 �*K (5.4) 

Let J*the velocity of droplet. The force balance on the droplet of diameter �*travelling in the 

bulk of vapour having constant velocity J(can be described as   
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Inertia Force = Drag Force + Gravity Force – Buoyancy Force 

.* �J*�� = gZ + gö − gí (5.5) 

Where  

gZ = [	
� �	�� � �
	����� =  PZ I(2 ÖJ( − J*Ö_J( − J*a�* (5.6) 

gö = h	
���� �	�� � �
	����� =  .*� (5.7) gí = �-�
��� �	�� � �
	����� =  I(��* (5.8) 

where I( is density of bulk fluid and �*is volume of the particle 

The drag coefficient is given in terms of particle Reynolds Number }�*defined as 

}�* =  I(�*ÖJ( − J*Öx(  (5.9) 

For the spherical particle the drag coefficient for small Reynolds number (}�*<0.5) is expressed 

as: 

PZ =  24}�* (5.10) 

The regime where }�*<0.5 is often referred as Stokes Flow. 

For transition region (0.5 <}�*<1000) various correlations are available, but the most 

suitable correlation frequently used is by Schiller and Naumann [84] given as following: 

PZ =  24}�* _1 + 0.15}�*R.¶«´a 
(5.11) 

 

In the regime }�*> 1000 the drag coefficient remains practically constant and is given as 

PZ ≈ 0.44 =  2454.54 

(5.12) 
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The regime where }�*> 1000 is referred as Newton-regime. 

Now, the equation of motion of particle can be written as: 

.* �J*�� =  24}�* �Z I(2 ÖJ( − J*Ö_J( − J*a�* + .*� − I(��* 
(5.13) 

 

Where  �Z = 1.0    �	 ~�3�2 g�, }���.� _}�* < 0.5a (5.14) �Z = 1 + 0.15}�*R.¶«´   �	 +	
�2���� g�, }���.� _0.5 < }�* < 1000a (5.15) 

�Z = }�*54.54 
(5.16) 

The equation (5.5) can be written as �J*�� =  24.*}�* �Z I(2 ÖJ( − J*Ö_J( − J*a�* + � − I(� �*.* (5.17) 

�J*�� =  24�(;6 �*©I*�*ÖJ( − J*Ö �Z I(2 ÖJ( − J*Ö_J( − J*a ;4 �*K + � − I(� �*I*�* (5.18) 

After re-arranging we get, �J*�� =  ]24�(�* �Z 34 I(I*�*c _J( − J*a + � ]1 − I(I*c (5.19) 

The above equation gives the instantaneous velocity of the particle, by integrating during time 

step between � to � + ∆�, and we get, 

ÝJ*Ö�ø∆� = ÝJ*Ö� + �l24�(�* �Z 34 I(I*�*o J( + � l1 − I(I*o� ∆�1 + l24�(�* �Z 34 I(I*�*o ∆�  (5.20) 

Solving above equation, in each time step gives variation of velocity with respect to the time. 

The instantaneous position of particle can be estimated based on the average velocity during the 

time step. It can be noted that in Equation (5.20), the term �Z is function of }�*which depends on 
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the velocity of particle during the interval. The  }�* is estimated using only known velocity ÝJ*Ö� 
which is not exactly the average velocity during time step. Therefore numerical solution of 

motion of particle will contain some error, which can be minimized using smaller time steps. A 

computer code was developed to solve the Equation (5.20). The code enables to obtain the 

critical droplet diameter, i.e. size of a droplet below which all droplets will be entrained in the 

vapor flow. All droplets above this critical droplet diameter will travel some finite distance 

above vapor space and fall back to liquid. 

The simplifying assumptions made during above formulation are summarized as below: 

1. The droplet is treated as perfect rigid sphere. 

2. Droplet is ejected in vertically upward direction. i.e. velocity has no horizontal components. 

3. Droplet coalescence and evaporation is not considered.  

4. Virtual mass force and Basset’s history force on droplet are not considered.  

5. The vapor flow is having uniform constant velocity. 

 

The first assumption simplifies the treatment of forces on droplet as well established drag 

correlations are developed for spheres. Second assumption leads to further simplification as 

angle of ejection is fixed i.e. perpendicular to surface and upwards. In practice, there is 

distribution of angle of ejection for droplets. Droplet coalescence will increase droplet diameter 

and it may get fall back to liquid pool, thus entrainment will be reduced. On the other hand 

evaporation will lead to reduction in size of droplet and entrainment will increase as smaller 

droplet tend to attain higher elevations and if the size falls below critical droplet diameter it will 

get entrained in the flow. The fourth assumption gives conservative estimate as all these are 

retarding forces for droplet motion. Fifth assumption simplifies the treatment of drag forces as 

the nature of drag is different in accelerating or decelerating flows. Although these simplifying 
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assumptions introduce uncertainty in prediction, we can have a tool to study basic droplet 

dynamics and the assumptions can be slowly removed to obtain realistic simulations. The 

calculation of critical droplet diameter is illustrated in a test case described as follows: 

 

5.4.2 Test cases for 1-D simulation 

A test case has been considered for a droplet laden air flow in a domain 0=x to mx  1= .  

Following are the inputs for calculation: 

Velocity of air : J( = 5m/s 

Droplet diameter : �* = 1 µm to 2500 µm 

Droplet initial velocity  : ÝJ*Ö�ÍR = 1.0 m/s 

Density of air : I( = 1.24 kg/m
3 

Viscosity of air : x( = 1.82×10
-5

Pa.s 

Density of water droplet : I* = 993.26 kg/m
3
 

 

 Water droplets of various diameters were considered to be ejected vertically upward 

(along only x-axis) with initial velocity of 1 m/s, in the bulk of air flow having velocity of 5 m/s. 

The droplets initial position is at � = 0.2 .. The droplet trajectories are solved in time domain 

with time step ∆� = 0.001 2. Calculation is stopped when the droplet hits the domain bottom i.e. � = 0.0 .. Or top of the domain i.e. � = 1.0 .. 

 Figure 5.7 shows the variation of position of droplet of various sizes with respect to 

time. It can be seen that very tiny droplets of size 10 µm are transported out of domain along 

with air in short duration of time. Larger droplets are sluggish as the net force i.e. Drag-gravity is 

smaller. Droplet of size 1015 µm is seen to attain a steady position inside the vessel and it is 
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perfectly balanced by the forces and floats at that position throughout calculation. Larger 

droplets find their path towards back to liquid at the bottom of domain due to larger gravity 

force.  

 

Figure 5.7: Particle positions for test case. 

Figure 5.8 shows the velocity variation of particles. It can be seen that small particles attain 

velocity close to velocity of the bulk flow. When particle steady state velocity is greater than 

zero it gets entrained in flow. It can be observed that for the case under consideration the critical 

droplet diameter is 1015 µm.  
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Figure 5.8: Particle velocity for the test case 

 

5.4.3 Entrainment prediction for Air-Water Loop 

 Further studies are carried out using the Lagrangian particle tracking code for water 

droplets of various sizes ejected in air medium with varying bulk flow velocity. Please note that 

analysis is only one dimensional. In this study the critical droplet diameter is found out by 

simulations for the combinations of bulk gas phase velocity and droplet ejection velocity. Figure 

5.9 shows the variation of critical droplet diameter for different gas phase velocities and different 

ejection velocities.   

 Figure 5.9 shows the results up to J( = 1.0 ./2. From Figure 5.9, the critical droplet 

diameter can be assumed to be independent of initial ejection velocity when J( < 1.0 ./2. The 

maximum bulk air velocity for various operating levels in AWL drum is smaller than 1 m/s. 

Hence we can neglect the effect of initial droplet ejection velocity.  
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Figure 5.9: Critical droplet diameter for air-water mixture at atmospheric pressure and 

temperature. 

Thus with available experimental measurements on droplet size distribution and particle tracking 

algorithm we can attempt to predict the carryover for various operating levels of AWL drum.  

Carryover out of the AWL drum shall consist of group of droplets having diameter smaller than 

the critical diameter, as well as the droplets which travelled to exit due to their momentum after 

ejection from surface (See Figure 5.10).  
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Figure 5.10: Estimating amount of entrainment at drum exit as a fraction of near surface 

entrainment. 

         Droplet size distribution parameters obtained experimentally (as described in Section 4.3) 

is considered for the analysis. From air flow rate, the air superficial velocity above the operating 

level in the gas space is calculated. The effect of the drum curvature is neglected although the 

velocity will increase towards the exit due to reduction in flow cross-section. The droplet size 

distribution in divided in number of groups and their cumulative volume is calculated. This 

cumulative volume represents the entrainment at the interface. Now the sum of volumes for 

droplets having diameter less that �( $� is calculated. There are some droplets which will reach to 

exit of drum due to initial momentum. Cumulative volume of all these droplets thus represents 

the carryover at the drum exit. Figure 5.11 shows carryover predicted at drum exit for various 

operating levels using correlations and particle tracking method described above. 
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Figure 5.11: Prediction of carryover for AWL drum by correlations and 1-D particle tracking 

code 

        It can be seen that the entrainment prediction is closely matching with experiment and 

Kataoka and Ishii correlation and experiments for operating levels near to drum exit. The 

carryover increases sharply above swell level 1.8 m, this is due to fact that all droplets with 

initial ejection velocity have sufficient momentum to reach to exit level. For lower operating 

levels upto 1.6 m, it can be seen that entrainment remains more or less constant and is 

comparable to prediction with correlation. The value of entrainment is very low of the order of 

10
-4

. As per technical guidance document on steam purity for turbine operation by The 

International Association for the Properties of Water and Steam (IAPWS), the amount of 

carryover in saturated steam from BWRs is to be limited to less than 0.1% i.e. è � < 10<© [83]. 

There are differences in values predicted by Kataoka & Ishii correlation and 1-D particle 

tracking analysis at levels lower than 1.6 m, however those are very small values of entrainment 

and can be neglected. The entrainment starts rising after level 1.6 m and sharply increases at 1.8 
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m. The entrainment predicted in this region (level from 0.3 m to 1.8m) is described by equations 

for deposition controlled region and momentum controlled region with low and intermediate 

flux. The 1-D analysis predicts similar trends as that of correlation. The difference between 

predicts starts reducing and threshold of momentum controlled regime from intermediate flux to 

high flux is predicted to similar by correlation as well as 1-D analysis.  

            For the available resolution of camera used in the experiments we could only detect 

droplets as small as 120 µm and therefore the droplet size distribution function was extrapolated 

for droplets of diameters smaller than 120 µm (see Figure 5.5). For this distribution the 

cumulative volume is small (< 0.1%) for droplets diameter up to 120 µm. Numerical calculations 

have shown that for low operating levels (swell level < 1.8 m) and low gas flux values, 

entrainment at the drum exit mainly consists of small diameter droplets. Therefore the accuracy 

of prediction is dependent on the extrapolated size distribution for small diameter values. As the 

carryover value for these conditions is so low that there could not be any reliable measurement of 

actual carryover in experiments. In the absence of data for the low gas flux values, the prediction 

is compared with correlation and was found to agree reasonably well with it. Therefore the 

assumed/extrapolated distribution is acceptable for numerical calculation.    

        There are various conservative assumptions made for particle tracking for example only one 

dimensional movement of particles is considered (only upward direction). In practice the 

droplets travel parabolic path inside the vessel with varying angle of ejection. Also droplets have 

velocity distribution at the time of ejection from surface, while in this analysis velocity of 

ejection was considered to be 1.0 m/s for all groups of particles. However, the calculations prove 

that we can thus conservatively estimate carryover based on the experimental droplet size 

distribution and equation of motion of droplet. 
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5.5 3-D Euler-Lagrangian approach 

5.5.1 OpenFOAM Solver - Governing equations 

The Euler-Lagrangian simulation of droplet transport in Air-Water drum of AWL is 

performed using opensource CFD software OpenFOAM v2.3.1. The present work is based on the 

standard solver for steady state calculation of compressible, turbulent flows with a reacting 

multiphase particle cloud, known as “simpleReactingParcelFoam”. Air flow was treated as a 

continuum (Eulerian) while the droplets were treated as discrete phase (Lagrangian) with two-

way coupling i.e. exchange of momentum, energy between the two phases. The solver solves the 

continuous phase flow using equations for balance of mass, momentum and energy. These 

governing equations establish a closed system of variables, density (I), velocity (�), pressure (�) 

and internal energy (�) or enthalpy (i). 

The mass balance: 

àIà� + ∇. 6I�� = ~�! 
(5.21) 

Above equation describes the variation of mass due to change in density and convection in a 

given control volume. The right side term is mass source term appearing due to phase change.  

The conservation of momentum: 

à6I��à� + ∇. 6I��� = −∇f + ∇. � + I� + ~$,#� 
(5.22) 

Where � is stress tensor which can be expressed in terms of bulk viscosity 6��, dynamic viscosity 6x�, velocity gradient and identity tensor (��  as follows: 

� = l� + 23 xo 6∇. ��� + x6∇� + 6∇���� − 23 x6∇. ��� 
(5.23) 

~$,#�is source term due to interaction/momentum exchange with particles. 
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The energy equation in terms of enthalpy is as follows:  

à6Iℋ�à� + ∇. 6Iℎ�� + à6Ir�à� + ∇. 6Ir�� − àfà� = −∇. | + ∇. 6�. �� + I�. � + ~Æ� 
(5.24) 

Where ~Æ� is source term due to heat transfer from discrete phase.  r ≡ |�|K 2⁄  is kinetic energy, −∇. | is  heat flux and | = �∇+, with � as thermal conductivity. ~Æ� is source term arising from 

exchange between continuous phase and particle phase.  

The energy equation expressed in terms of internal energy � takes following form;  à6I��à� + ∇. 6I��� + à6Ir�à� + ∇. 6Ir�� − ∇. 6�f� = −∇. | + ∇. 6�. �� + I�. � + ~Æ� 
(5.25) 

Enthalpy is sum of internal energy and kinematic pressure i.e. ℋ ≡ � + � = � + ä� . Also the 

term  ∇. 6�. �� + I�. � in Equation (5.25) represents source from mechanical energy which can 

be neglected in the absence of any external mechanical energy source, thus the equation (5.25) 

takes the following form: à6Iℋ�à� + ∇. 6Iℋ�� + à6Ir�à� + ∇. 6Ir�� − à�à� = −∇. | + ~Æ� 
(5.26) 

The vapor formed due to evaporation from droplet phase is treated as species � and conservation 

equation of mass fraction of species �$ is as below: à6I�$�à� + ∇. 6I��$� = −∇. pq + }$ + ~$ (5.27) 

Where pq is diffusion flux of species which arises due to gradient of concentration, temperature. }$ is source net rate of production of species � by chemical reactions (combustion etc.), ~$ is rate 

of creation by addition from dispersed phase.  

Using Fick’s Law,  pq =  −Id$,#∇�$ (5.28) 
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The thermal diffusion is neglected in above equation. The diffusion of species in turbulent flow 

is mainly due to mixing action of chaotic turbulent velocity fluctuations. The turbulent diffusion 

coefficient is calculated from turbulent viscosity x�  as follows: 

d� = x�I~�� 
(5.29) 

Where ~�� is turbulent Schmidt number, which is a model constant and is taken as 0.7 in case of 3 − � turbulent models and as 1.0 when Reynolds stress model (RSM) is used. 

It can be noted that equation (5.21), (5.22), (5.26 and 5.27) are set of general equations 

applicable to transient flows, for steady state calculations the transient terms can be neglected 

and final set of governing equations are as follows: 

Conservation of mass: àIà� + ∇. 6I�� = ~�! 
(5.30) 

Conservation of momentum: ∇. 6I��� = −∇� + ∇. � + I� + ~$,#� (5.31) 

Conservation of energy: ∇. 6Iℋ�� + ∇. 6Ir�� = −∇. | + ~Æ� 

 

(5.32) 

Solution of continuity and momentum equation is not straightforward because explicit equation 

for pressure is not available. The most common approach is taking divergence of momentum 

equation and substituting it into continuity equation to obtain a pressure equation. These final set 

of equations for flow are solved using SIMPLE (Semi-Implicit Method for Pressure Linked 

Equations) algorithm.  
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The equation of motion of droplet particle can be written and solved with certain simplifying 

assumptions. Let J* the velocity of droplet. The force balance on the droplet of diameter 

�*travelling in the bulk of vapour having constant velocity J(can be described as   

Inertia = Drag Force + Gravity Force – Buoyancy Force 

.* �J*�� = g& �� + g� �!$�� − g�"���%(� (5.33) 

Where  

g& �� = [	
� �	�� � �
	����� =  PZ I(2 ÖJ( − J*Ö_J( − J*a�* (5.34) 

g� �!$�� = h	
���� �	�� � �
	����� =  .*� (5.35) g�"���%(� = �-�
��� �	�� � �
	����� =  I(��* (5.36) 

where I( is the density of bulk fluid and �*is volume of the particle. The drag coefficient is given 

in terms of particle Reynolds Number }�*defined as 

}�* =  I(�*ÖJ( − J*Öx(  (5.37) 

The particle forces that can be considered in the solver are lift, drag, virtual mass etc. The forces 

can be selected during CFD calculations during case set up, which will be discussed later. 

 

5.5.2 Validation test case (Cyclone separator) for OpenFOAM solver  

CFD simulations of cyclone separator were carried out to validate the chosen Euler-Lagrangian 

solver of OpenFOAM i.e “simpleReactingParcelFoam”.  

The cyclone separator is often used in chemical industries and similar construction is used in 

steam separators of Boiling Water Reactors and separator units of Pressurized Heavy Water 
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Reactors steam generator. The cyclone separator is ideal case for equipments having accelerating 

and swirling flow patterns. Strong vortex formation occurs in cyclone separator and it is very 

challenging problem to simulate the particle trajectories in the complex flow patterns of cyclone. 

Though there is no vortex formation in drum, we encounter strong flow acceleration near the 

exit. Therefore cyclone case has been selected as validation test case where all the CFD 

parameters (such as turbulence models, convection schemes etc.) can be tested and validated 

with reliable experimental data.  

Ji et. al.[85] carried out experimental investigations on separation performance of cyclone 

separator with particle concentrations of 5-2000 mg/m
3
 and inlet velocities of 6-30 m/s at 

ambient temperature and pressure. Geometry of the cyclone separator used in experiments by Ji 

et. al. [85] is shown in Figure 5.12 . Solid particles of calcium carbonate, with density of 2700 

kg/m
3
 and size distribution from 0.6 to 40 µm were used. 

 

Figure 5.12: Schematic of Cyclone separator (Ji et. al. [85]) 
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Ji et. al. [85] used a particle dispersion generator to feed the solid particles in to the flow 

and particle size distribution and particle concentration were measured using aerosol 

spectrometer and isokinetic probes. Figure 5.13 shows the particle size distribution 

experimentally and a Rosin-Rammler fit [86] to the data. The Rosin-Rammler fit is used as input 

required for specifying the  size distribution of particles during CFD simulations. CFD 

simulations are carried out to simulate cases with inlet particle concentration on 40 mg/m
3 

at air 

inlet velocities of 6, 8, 10, 12, 15, 18, 20, 22, 25 and 30 m/s.   

 

Figure 5.13: Particle size distribution measured by Ji. et. al.[85] and Rosin-Rammler Fit [86] to 

data. 

The geometry has been descritized using tetrahedral elements as shown in Figure 5.14. 

Various meshes are used to study the effect on the CFD results. The computational domain is 

closed by four boundaries named Inlet, Outlet, Collector and Wall as shown in Figure 5.12.  

The calculations are performed in three steps. First the flow is solved using 

“potentialFoam” solver, a solver for velocity potential to calculate the flux-field from which 
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velocity field is obtained. The velocity field obtained is then used as initial condition for 

“simpleReactingParcelFoam” solver, which solves conservation equations for mass, momentum 

and energy as described in earlier section. In this step, no particles are injected and a converged 

solution for flow, pressure and energy field is obtained. In third step, particles are injected in to 

the flow (converged solution from earlier step) and iterations are performed till the steady state 

results with particle flow are obtained. 

 

Figure 5.14: Mesh used for calculation of validation of cyclone separator case (714 ×10
3
 

tetrahedral cells). 

The fluid considered for simulation is air at ambient pressure and temperature. The 

OpenFOAM solver considers the polynomial based thermodynamic model for properties of fluid 

under consideration. The properties of air are modeled as follows: 
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I�$ = 4.0097 + 6−0.016954� × + + 63.3057 × 10<·� × +K + 6−3.0042 × 10<«� × +©
+ 61.0286 × 10<QQ� × +¯ 

(5.38) 

 P*<�$ = 948.76 + 60.39171� × + + 6−9.5999 × 10<¯� × +K + 61.393 × 10<¶� × +© +6−6.2029 × 10<QR� × +¯ 

(5.39) 

 x�$ = 1.5061 × 10<¶ + 66.16 × 10<«� × + + 6−1.819 × 10<QQ� × +K (5.40) 

��$ = 0.0025219 + 68.506 × 10<·� × + + 6−1.312 × 10<«� × +K (5.41) 

The air temperature + is taken as 300 K. The dispersed phase is represented by solid spherical 

particles of diameter varying as per Rossin-Rammler fit given by; 

�& = �<l &&B�Wo�
 

(5.42) 

Where ��  is mass fraction of droplets of sizes greater than �.  The constant �
��  is the value of 

diameter �  for which �� = �<Q ≈ 0.368 . From the experimental data given by Ji et.al. [85] the 

constants were found out to be  �
�� = 10.477 × 10−6
 and � = 2.2 . The minimum and maximum 

diameter of particle for simulation is taken as 0.6 and 40 µm respectively. 

For simulations the spherical drag and gravity forces are considered for particles. No heat 

transfer, combustion, chemical reaction, radiation and evaporation models are applied for particle 

phase. The density of particles is taken as 2700 kg/m
3
. Temperature of particles is also taken as 

300 K. The turbulent dispersion of particles is considered with Discrete Random Walk (DRW) 

model given by Gosman and Loannids [87]. Interaction of particles with solid wall is considered 

to be inelastic with coefficient of restitution as 0.9. The particles interaction with inlet and outlet 

is modeled as escape condition.  The particles are injected at the inlet uniformly with velocity 

equal to velocity of air at inlet. 
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Initial & Boundary Conditions: The initial conditions for velocity in the computational 

domain are obtained by using “potentialFoam” solver. Velocity at the wall is taken as zero (No 

slip condition). For turbulence, 3 − � − ~~+ model by Menter[88] has been used. The values of  

3 and � are calculated as follows: 

3 = 32 _J �`/aK 
(5.43) 

� = �Pv3 
  (5.44) 

Where 

� = Pv©b̄ 3© K⁄0.07t 
 (5.45) 

Wall functions are used for 3 and � at the solid walls. Pressure is fixed at the outlet and zero 

gradient condition is given at the inlet. Temperature field is kept uniform as 300 K within the 

domain as initial condition and at inlet, while outlet temperature is given zero gradient condition.  

The solver is run in parallel on 24 processors using domain decomposition, in which the 

geometry and associated fields are broken into sub domains and each processor performs 

computation for the sub domains. Public domain openmpi implementation of standard message 

passing interface (MPI) is used for parallel running. The domain is decomposed using simple 

method with 2 splits in x and y direction and 6 splits in z-direction.  

The solution of pressure is carried out using GAMG (Geometric Agglomerated algebraic 

Multi Grid) solver while other variables such as velocity, species mass fraction, enthalpy,  3 and 

�  are solved using linear smoothsolver. Relaxation factors used for pressure, velocity, 

species mass fraction, enthalpy,  3 and � are 0.3, 0.7, 0.7, 0.7, 0.7 and 0.7 respectively.  
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The various descritization schemes for divergence, gradient and laplacian terms in 

conservation equations are specified using fvschems dictionary. The schems specified for the 

simulation  in Table-5.2: 

CFD simulations with parameters and boundary conditions as described above were 

performed for three different meshes having 84 ×10
3
, 307 ×10

3
 and  714 ×10

3
 tetrahedral cells. 

Calculations for 10 different cases of inlet air velocities i.e. 6, 8, 10, 12, 15, 18, 20, 22, 25 and 30 

m/s were performed for each mesh. The Figure 5.15 shows, velocity contours obtained with inlet 

air velocity of 30 m/s for the three meshes considered. It can be seen that core structure of vortex 

flow is captured properly with increasing the mesh resolution.  

Table 5.2: Descritization schemes used in OpenFOAM 

Modeling term Keyword for scheme Description Scheme 

Convection term divSchemes 

Descritization of 

divergence terms with 

an operator ∇. 
Bounded Gauss 

upwind 

Gradient term gradSchemes 

Descritization of  

gradient terms with 

operator ∇ 

default Gauss linear 

Diffusive term lapacianSchemes 

Descritization of terms 

with Laplacian operator ∇K 

Gauss linear 

corrected 

Time derivative ddtSchemes 
Descritization of time 

derivatives 
steadyState 

Other InterpolationSchemes 
Point to point 

interpolation of value 
Default linear 

 snGradSchemes 
Component of gradient 

normal to cell value 
Default corrected 

 

Figure 5.16 (a) shows the velocity vectors, which demonstrates the formation of forced 

vortex flow inside the cyclone separator. It can be seen the flow is highly rotational inside the 
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cyclone. The injected particles get separated from flow depending on the balance between forces 

acting on particle, i.e. gravity and drag. Figure 5.16 (b) shows the steady state particle tracks 

obtained for the case on inlet air velocity of 30 m/s. It can be seen that lighter particles leave the 

cyclone while heavier particles settle and gets collected at the bottom. The overall separation 

efficiency is obtained as a ratio of particle mass leaving the cyclone and particle mass introduced 

at the inlet. The results with various meshes are compared with experimental measurements as 

shown in Figure 5.17. As the mesh count increases the prediction improved which can be 

attributed to fact that the velocity profiles are accurately calculated with higher mesh counts. 

This exercise validates the OpenFOAM solver. It seen that to obtain accurate results we need to 

accurately capture the velocity field inside the computational domain. 

           (a)           (b)            (c) 

Figure 5.15: Velocity contours obtained for case with inlet air velocity of 30 m/s (a) Mesh-

1(84×10
3
 cells) (b) Mesh-2 (307×10

3
 cells) (c) Mesh-3 (714 ×10

3 
cells) 
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Figure 5.16 (a) : Velocity vectors obtained using Euler-Lagrangian simulation for cyclone 

separator validation test case at inlet air velocity of 30 m/s, using Mesh-3 (714 ×10
3 

cells) 

 

Figure 5.16 (b) : Particle tracks obtained using Euler-Lagrangian simulation for cyclone 

separator validation test case at inlet air velocity of 30 m/s, using Mesh-3 (714 ×10
3 

cells) 
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Figure 5.17: Separation efficiency predictions by CFD compared with experimental data. 

 

5.5.3 Euler-Lagrangian Simulation for Air-Water Loop drum 

The geometry of the drum is as shown in Figure 5.18. It can be seen that as we move 

from separation interface to exit, the area available for flow sharply reduces near the exit and the 

flow accelerates near the exit. For CFD calculations only the space above separation interface 

was considered. Table-5.3 gives the some of the simulation cases considered in this study. The 

total air flow rate is taken as 7500 lpm, i.e. 500 lpm per tail pipe channel. The corresponding 

superficial velocities at the interface are calculated as shown in Table-5.3.  
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Figure 5.18 : Geometry of AWL drum. 

Table 5.3 – Simulation cases for AWL & boundary conditions 

Sr. No. Swell Level (m) 
Total air flow 

rate (lpm) 

Velocity of air at 

interface (m/s) 

Turbulent 

Kinetic Energy – 

� (m
3
/s

3
) 

Specific 

Dissipation Rate 

– � (m
2
/s

3
) 

1 0.3 7500 0.155 8.998×10-5 0.284 

2 0.5 7500 0.128 6.154×10-5 0.209 

3 0.75 7500 0.117 5.110×10-5 0.181 

4 0.965 7500 0.112 4.726×10-5 0.170 

5 1.1 7500 0.113 4.819×10-5 0.173 

6 1.3 7500 0.119 5.372×10-5 0.188 

7 1.5 7500 0.135 6.821×10-5 0.227 

8 1.7 7500 0.173 1.125×10-5 0.341 

9 1.8 7500 0.224 1.880×10-5 0.524 

10 1.85 7500 0.281 2.973×10-5 0.779 

11 1.9 7500 0.454 7.719×10-5 1.831 
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Simulations are also carried out for total air flow rate of 6000lpm and 3000 lpm covering 

the range of air flows for which entrainment was measured. The superficial velocity varies with 

swell level though the total air flow rate is same, because of curvature of the drum. The air gets 

separated at interface and is treated as continuous phase with “Euler” formulation. At the 

interface droplets are formed due to bubble rupture and are treated as discrete phase (Lagrangian) 

for simulation. Droplets were assumed to be spherical in shape. The flux of droplets and size 

distribution present at the interface is one of the important input parameter for simulation. The 

droplet size distribution measured experimentally is used for simulation. The droplet ejection 

velocity can be conservatively taken as 1 m/s. Figure 5.19 shows mesh generated for the case-4 

swell level 0.965 m, (Table-5.3). The domain is descritized with 1164×10
3
 tetrahedral elements. 

The element size near the exit of drum and in the exit pipe is kept smaller than the remaining 

domain, in order to capture the sharp gradients of velocity and other fields, and to effectively 

reduce the computational time by using coarser mesh on other areas. In the meshed domain, the 

bottom surface is taken as inlet, pipe exit is taken as outlet, remaining all surfaces are taken as 

wall boundary. 
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(a) (b) 

Figure 5.19: Mesh used for case-4 (swell level 0.965m) 1523 k tetrahedral elements 

The calculations were performed in three steps. First the flow was solved using 

“potentialFoam” solver, a solver for velocity potential to calculate the flux-field from which 

velocity field was obtained. The velocity field obtained was then used as initial condition for 

“simpleReactingParcelFoam” solver, which solves conservation equations for mass, momentum 

and energy as described in earlier section. In this step, no droplets were injected and a converged 

solution for flow, pressure and energy field was obtained. In third step, droplets were injected in 

to the flow (converged solution from earlier step) and iterations were performed untill the steady 

state results with droplets (Lagrangian phase) were obtained. 

The fluid considered for simulation was air at ambient pressure and temperature. The 

polynomial based thermodynamic model for properties of air were modeled as described by 

following equations.  
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I�$ = 4.0097 + 6−0.016954� × + + 63.3057 × 10<·� × +K + 6−3.0042 × 10<«�
× +© + 61.0286 × 10<QQ� × +¯ 

 

(5.46) 

P*<�$ = 948.76 + 60.39171� × + + 6−9.5999 × 10<¯� × +K + 61.393 × 10<¶�× +© + 6−6.2029 × 10<QR� × +¯ 

 

(5.47) 

x�$ = 1.5061 × 10<¶ + 66.16 × 10<«� × + + 6−1.819 × 10<QQ� × +K 

 

(5.48) 

��$ = 0.0025219 + 68.506 × 10<·� × + + 6−1.312 × 10<«� × +K (5.49) 

 

The air temperature +  was taken as 300 K. The dispersed phase was represented by solid 

spherical droplets having droplet size distribution as per Equation (5.1) & (5.2). The DSD was 

entered as an input in tabular form in “reactingCloudProperties” file in “constant” directory of 

test case. For simulations, the spherical drag and gravity forces were considered. No heat 

transfer, combustion, chemical reaction, radiation and evaporation models were applied. The 

density of droplets was taken as 1000 kg/m
3
. Temperature of particles was also taken as 300 K. 

The turbulent dispersion of particles was considered with Discrete Random Walk (DRW) model. 

[87]. Interaction of droplets with solid wall was modeled as “capture” condition, which 

represents the deposition of droplet on wall. The particles interaction with inlet and outlet was 

modeled as “escape” condition.  The droplets were injected at the inlet uniformly with velocity 

of 1m/s. The initial conditions for velocity in the computational domain were obtained by using 

“potentialFoam” solver. Velocity at the wall was taken as zero (No slip condition). For 

turbulence, 3 − � − ~~+  model [88] has been used. Table-5.3 gives the inlet boundary 
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conditions for velocity, 3 and � for the cases considered. Standard wall functions were used for 

3 and � at the solid walls. Pressure was kept fixed at the outlet boundary and zero gradient 

condition was given at the inlet. Temperature field was kept uniform as 300 K within the domain 

as initial condition and at inlet boundary, while outlet boundary temperature was given zero 

gradient condition.  

The various descritization schemes for divergence, gradient and laplacian terms in 

governing equations were specified using “fvschems” dictionary of OpenFOAM case directory. 

The schemes specified for the simulation are as per Table-5.4. 

 

Table 5.4: Descritization schemes used in OpenFOAM simulation of cyclone separator 

Modelling term Keyword for scheme Description Scheme 

Convection term divSchemes 

Descritization of 

divergence terms with 

an operator ∇. Gauss upwind 

Gradient term gradSchemes 

Descritization of  

gradient terms with 

operator ∇ 

default Gauss linear 

Diffusive term lapacianSchemes 

Descritization of terms 

with Laplacian operator ∇K 

Gauss linear corrected 

Time derivative ddtSchemes 
Descritization of time 

derivatives 
steadyState 

Other InterpolationSchemes 
Point to point 

interpolation of value 
Default linear 

 snGradSchemes 
Component of gradient 

normal to cell value 
Default corrected 
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Figure 5.20 shows the velocity contours obtained for the case-4 (Table-5.3). The 

acceleration of flow near the exit is clearly seen in the Figure 5.20. The flow in the exit pipe is 

not symmetric due to the fact that it is placed off the centerline of geometry. Velocity at the 

interface is of the order of 0.11 m/s, while maximum velocity of 20.6 m/s was found to be near 

the exit.  As discussed earlier in validation test case that the accurate prediction of velocity flow 

patterns gives accurate results for Lagrangian simulation also. The mesh shown in Figure 5.19 

was refined to get higher resolution mesh and the simulation was carried out to obtain the 

velocity flow patterns in the drum. Figure 5.21 shows the variation of velocity along the vertical 

line aligned with axis of exit pipe for the three meshes. Figure 5.22 shows the velocity magnitude 

along the horizontal line at the cross-section of exit pipe for the various meshes considered in 

simulation. These figures show that the mesh size with 15.2 lacs is sufficiently fine to capture the 

velocity gradients. The meshing parameters were thus optimized and the same were used to 

generate meshes for other simulation cases. 

 

The droplets trajectories obtained after Euler-Lagrangian simulation for case-4 are shown 

in Figure 5.23 (a) and (b). It can be seen that the heavier droplets travel some distance above the 

interface and fall back to the interface (inlet boundary). Droplets of size 50 to 60 microns and 

smaller were found to be entrained in bulk of the flow and travel up to the throat region near exit 

and till the outlet. Very few of them get deposited on side walls. Velocity of droplets is shown in 

Figure 5.23 (b).  
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Figure 5.20: Velocity field for Air obtained using Euler Simulation 

 

Figure 5.21: Velocity magnitude predicted along line AB (as shown in Figure 5.20) for different 

meshes considered 

x

z(0,0,0)

A

B

C D

0.0 0.6 1.2
0

5

10

15

20

25

 Mesh with 7.12x10
5
 cells

 Mesh with 15.23x10
5
 cells

 Mesh with 30.14x10
5
 cells

V
e

lo
c
it
y
 (

m
/s

)

Z (m)



190 

 

 

Figure 5.22: Velocity magnitude predicted along line CD (as shown in Figure 5.20) for different 

meshes considered. 
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(b) 

Figure 5.23: Particle tracks obtained for CFD simulation case-4 (Table-5.3): (a) tracks colored 

with droplet diameter (b) tracks colored with droplet velocity. 

 

The droplets at exit attain the velocity of air, which is a characteristic of entrained droplets. 

Similar results are obtained for other cases also. Based on the cumulative mass of droplets at the 

exit, the entrainment at exit was found.  
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(a) (b) 

Figure 5.24:  Mesh used for AWL Euler-Lagrangian simulation case no 8. (a) 3-D view, (b) 

cross-sectional view showing mesh density near exit 

 

 

 

Figure 5.25: Velocity contours obtained for AWL Euler-Lagrangian simulation case no 8. 
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(a) 

 

(b) 

Figure 5.26: Particle tracks obtained for AWL Euler-Lagrangian simulation case no 8. (a) tracks 

colored with droplet diameter (b) tracks colored with droplet velocity 
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Figure 5.27: Histogram of droplets from CFD simulation 

Figure 5.27 shows the histogram (statistics) of droplets injected at inlet, droplets collected 

outlet and fell back to inlet and droplets deposited on wall. It can be seen that most of the small 

sized water droplets (diameter < 100 µm) were carried out of drum with air and thus constitute 

the carryover amount. Most of the heavier droplets fell back to inlet and some got deposited on 

wall.  

Figure 5.28 shows the spatial distribution of droplets at the inlet of the domain considered 

for simulation. It can be seen that droplets are uniformly distributed at the inlet as per the given 

boundary condition. Figure 5.29 shows the droplet distribution at the outlet cross-section and the 

axial velocity contours. It can be seen that maximum droplet size at outlet is of the order of 90 to 

100 microns and the droplets are concentrated at the center where the velocities are high.  
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Figure 5.28: Droplet distribution at the inlet 

 

Figure 5.29: Droplet distribution at the outlet 

The entrainment obtained for all the cases listed in Table-5.3 is shown in Figure 5.30. 

Figure 5.30 also shows the result for cases for total air flow rate of 6000 lpm and 3000 lpm. 

Herein, the results from correlations and 3-D calculations with OpenFoam are compared.   

Carryover prediction by Euler-Lagrangian CFD calculations show similar trends at lower 

operating levels (0.3 to 1.5m) for case of 7500 total air flow rate, when compared with Kataoka 

& Ishii correlation [30]. For the 3000 lpm case the predictions are significantly smaller. The 
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correlation indicates that entrainment is governed by low & intermediate gas flux region for low 

levels and shows sharp rise in entrainment in high gas flux region. CFD predictions show smooth 

transition between these regions. Estimates by CFD are conservative near the transition point 

between intermediate gas flux regions to high gas flux region. It can be seen that CFD 

predictions are comparable/close to predictions by correlation for higher flow rate cases (7500 

lpm and 6000 lpm)  

For 3-D CFD simulations with swell level > 1.8 m, many droplets were seen deposited on 

the wall of domain (“stick” condition for interaction of droplet to side walls of drum is applied in 

solver). Therefore entrainment predicted was smaller than the measurements. At these levels the 

entrainment out of drum is governed by high gas flux momentum controlled regime and near 

surface regime. At levels closer to exit as seen in Figure 5.1, the swell level was oscillating and 

intermittently large fragments were thrown out to exit. The CFD simulation considers a fixed 

domain with fixed inlet boundary i.e. a constant non-oscillating level. Also a fixed DSD is given 

to CFD calculations with maximum droplet diameter of 2.7 mm. As observed in experiments 

large liquid fragments are also entrained in the flow, which is difficult to simulate with the 

current CFD case set-up. Because of these reasons, predictions are not accurate for these cases. 

Near the exit air velocity increases rapidly as cross-sectional area for flow reduces.  CFD 

simulation results show the air velocity is 10 m/s or higher in the vicinity of exit and in exit pipe 

it reaches as high as 20 m/s. It was found that equation for high gas flux regime by Kataoka and 

Ishii [30] is applicable in this region. Kataoka and Ishii [30] have stated that, in high gas flux 

regime and near surface regime, entrainment consists of all the droplets from pool surface. 

Measuring data in this region is difficult as surface is highly agitated. The only data available to 

Kataoka and Ishii was by Rozen et al. [21], who obtained the data by extrapolating entrainment 
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measured in momentum controlled region. Kataoka and Ishii [30] have also shown that in this 

regime the entrainment increases sharply,  è � ∝ _k�∗ ℎ∗⁄ a´<KR
, and no reliable data were 

available and thus it was set as upper limit of entrainment i.e. è � = 4.0. Therefore correlation 

also predicts constant carryover of 400 % at swell level above 1.8 m. The 3-D Euler-Lagrangian 

simulations near the exit region are not accurate as it does not account for the fluctuating level 

and the formation of large liquid fragments and their conveyance through exit pipe.  

For prototype case, the reactor will have a trip based on high level in the steam drum to 

avoid the excessive carryover to steam line. CFD Simulations from AWL thus provide important 

guidelines and understanding for conducting similar CFD exercises for prototype.  

 

Figure 5.30: Comparison of prediction of carryover by E-L simulations, correlations and 

experimental data. 
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5.6  Euler-Lagrangian Simulation for AHWR drum 

The geometry considered for simulation is as shown in Figure 1.2. The AHWR steam 

drum has diameter of 4.0 m and length of 11.0 meter and four steam outlets connected to 

common steam header. The geometry is modeled and meshes are obtained as shown in Figure 

5.31 (a), (b) and (c).  

 

(a) 

  

(b) (c) 

 

Figure 5.31: 3-D modeling and Meshing of AHWR steam drum 
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From previous studies with AWL drum, it was seen that finer meshes are only required near the 

outlet exit region and in the outlet pipes including common header. Figure 5.31 (b) shows the 

mesh gradation near the exit region. Table-5.5 gives the simulation cases considered. Only vapor 

portion of the drum is considered as a computational domain. As domain has fixed inlet 

boundary representing the separation interface, it can be noted that the level fluctuations are not 

accounted here for simulation. The physical properties of steam at 70 bar and 285 
O
C are 

assigned to the fluid considered in the domain.  

 

Table 5.5 – Simulation cases for AHWR steam drum & boundary conditions 

Sr. No.  Swell Level  
Velocity of steam 

at interface  

Turbulent Kinetic 

Energy (�) for air  

Specific 

Dissipation Rate 

(�) for air  

1  2 6.347×10
-2

 1.51×10
-5

 3.634×10
-3

 

2  2.2 6.379×10
-2

 1.53×10
-5

 3.659×10
-3

 

3  2.4 6.478×10
-2

 1.57×10
-5

 3.737×10
-3

 

4  2.6 6.654×10
-2

 1.66×10
-5

 3.876×10
-3

 

5  2.8 6.925×10
-2

 1.80×10
-5

 4.097×10
-3

 

6  3 7.329×10
-2

 2.01×10
-5

 4.433×10
-3

 

7  3.2 7.934×10
-2

 2.36×10
-5

 4.958×10
-3

 

8  3.4 8.888×10
-2

 2.96×10
-5

 5.833×10
-3

 

9  3.6 10.57×10
-2

 4.20×10
-5

 7.533×10
-3

 

 

Eulerian calculations are carried out first to obtain converged velocity fields inside the drum. 

Figure 5.32 shows velocity patterns obtained for Case-1 described in Table-5.5. The case test set-

up i.e. turbulence models, solution control parameters, parallel processing algorithm etc are as 

explained in detail for AWL case.  
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Figure 5.32: Velocity field calculated for AHWR steam drum (case-1, Table-5.5) 

 

Once the converged solutions for velocity pattern for all the cases is obtained, Lagrangian 

calculations with two-way coupling is carried out using OpenFoam solver described in earlier 

sections. The droplet size distribution is crucial input parameter for this simulation. Since we do 

not have experimental measurements on DSD for AHWR case, it can be assumed that the DSD 

will be similar to that of AWL as described by equation (5.1) and (5.2), with same distribution 

parameters. However, the maximum droplet diameter in case of high pressure high temperature 

steam-water mixture will be much smaller, as effect of change in physical properties. The surface 

tension for steam-water is 0.017633 N/m while for air-water it is 0.0711942 N/m, i.e. 4 times 

smaller than air-water mixture. The droplet formation mechanisms will be same irrespective of 

fluids; however the quantification of droplets will be affected by fluid properties. We can use the 

non-dimensional numbers for arriving at maximum size of droplet for steam-water case. The 

droplet formation processes are often characterized with Weber number as described below: 
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1� = r������ e��	��~-	�
�� ���	�� = IJK�L  
(5.50) 

If the maximum Weber number, 1� − .
� = IJK�#�9 L⁄  is conserved for both cases i.e. 

model and prototype, since we know maximum droplet diameter measured in model, the 

maximum droplet diameter for prototype i.e. AHWR steam drum is found out to be 0.9 mm, 

assuming that droplet velocities at the time of formation are of same magnitude. Based on this 

information the DSD for AHWR case is obtained (as shown in Figure 5.33). 

   

 

Figure 5.33: Droplet size distributions considered for AWL and AHWR simulation cases 
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The Lagrangian calculations are being performed for all the cases described in Table-5.5. Figure 

5.34 and 5.35 shows the droplet trajectories for case-3, Table-5.5.  Based on the mass of droplets 

carried out to exit of drum and mass of droplets added at the inlet entrainment is found out. 

Figure 5.36 shows result obtained based on the simulation cases completed. The entrainment 

sharply increases for operating level > 3.5 m, indicating the high gas flux regime. Below this 

level, it can be seen that predictions from CFD simulations are matching very well with Kataoka 

and Ishii [30] correlation. As seen from AWL experiments and CFD simulations for high gas 

flux regime, the effects of oscillating level and formation of large liquid fragments have not been 

accounted. Therefore predictions for cases with level > 3.5 m are not so accurate. A Volume of 

Fluid (VOF) approach would provide better simulations for such cases (high gas flux regime), 

however it may not be fast and economical compared to the present approach. So even with these 

known limitations of present approach, we still can produce reliable information on carryover 

process. From Figure 5.36 it can be concluded that swell level shall be always maintained below 

3.5 m in order to maintain carryover less than a 0.1 % as prescribed by IAPWS [83]. 
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Figure 5.34: Particle tracks / droplet trajectories colored with diameter obtained for Case-3, 

Table-5.5. 

 

 

Figure 5.35: Particle tracks / droplet trajectories colored with velocity obtained for Case-3, 

Table-5.5. 
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Figure 5.36: Carryover prediction for AHWR steam drum based on CFD calculations 

 

5.7 Summary and conclusion 
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liquid droplets from separation interface to exit of drum for AHWR steam drum can be 

conservatively estimated provided the droplet size, velocity distribution and vapor flow 

velocity/patterns above the interface are known. Analytical models and empirical correlations 
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model of prototype and experimental facility Air-Water Loop (AWL) was constructed with 

transparent windows for visual observations. The facility operates with air-water mixture at 

atmospheric conditions. Experimental measurements on carryover were carried out at high 

operating swell levels and database of carryover at high gas flux regime or near surface regime 

was obtained. The observation confirms the claims made by previous studies that near surface 

entrainment are as high as 400%. At various swell levels, droplet size distributions were obtained 

by utilizing high speed photography combined with shadowgraph technique and image 

processing algorithms. The size distribution was fitted with ULLN distribution curves and 

distribution parameters were obtained. Euler-Lagrangian methodology was used to calculate the 

droplet trajectories and carryover. 3-D CFD calculations were performed using OpenFOAM 

solver to obtain velocity flow patterns in vapor space. Lagrangian tracking of droplets within the 

3-D computational domain was carried out. The comparison between correlations and E-L 

simulations showed that CFD calculations are close to correlation at lower operating levels 

where entrainment out of drum is governed by deposition controlled regime. The E-L 

simulations may not be particularly accurate for cases with swell level near the exit, as effects of 

level fluctuations and violent ejection of water fragments is not considered. The E-L 

methodology was extended for prototype calculations. For Lagrangian simulations in AHWR 

steam drum, the DSD was obtained by assuming that maximum Weber number is conserved for 

model and prototype. CFD results have been found to agree well with Kataoka & Ishii [30] 

correlation for low and intermediate gas flux regime.  It is also concluded that for AHWR steam 

drum the swell level shall be always maintained below 3.5 m in order to maintain carryover less 

than a 0.1 % as prescribed by IAPWS [83]. For the operating level below 3.5 meters the 

carryover is well within acceptance criteria.  
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Chapter 6 

Experiments and analysis of pool void fraction and swell level in drum 

6.1 Introduction 

As discussed in earlier chapter, the entrainment/carryover from a bubbling pool surface is 

function of superficial velocity of carrier gas phase, and the vapor space height, i.e. distance of 

separation interface from the exit of equipment. As observed during experiments in AWL, with 

increase in gas/vapor flow rate the swell level increases as a result of increase in average pool 

void fraction. The vapor space height is thus function of average pool void fraction. The pool 

void fraction/gas holdup is function of number of parameters such as (a) gas/vapor flow rate, (b) 

hydraulic diameter of vessel, (c) liquid flow rate, (d) fluid properties such as density, viscosity, 

surface tension etc. which are in turn function of operating pressure and temperature. The 

injected gas occupies part of volume of pool in the form of bubbles. The bubbles rise upwards 

from inlet to separation interface, due to buoyancy however; their motion is opposed by the 

decelerating forces such as drag, lift and virtual mass force. The force balance on the bubble 

determines its velocity and residence time inside the pool. The forces depend on bubble volume 

and surface and projected area. Thus the bubble diameter is most important parameter for bubble 

dynamics inside the pool. The bubble frequency/numbers and size distribution within the pool 

thus finally determines the average pool void fraction. This bubble dynamics and its dependence 

of several parameters form a complex problem to be solved. Most often the void fraction is 

estimated using simplified empirical correlations including 1-D drift flux models. These 

correlations are obtained from experiments in identical geometries at variety of operating 
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conditions as vast as possible. There are several such correlations available in literature and 

validity of a particular correlation for an application under considerations remains in question.  

In our application where a large pool of bubbles is encountered the hydraulic diameter of 

vessel is too large when compared with the geometries in which the experiments have been 

performed to obtain standard void fraction models. Very few experiments exist in literature 

which deals with the large diameter vessels. Also in our case since the steam drum is a horizontal 

cylindrical vessel with two phase flow from side bottom part, the flow cross-section varies along 

with height of pool. Therefore accurate prediction of pool void fraction and swell level for steam 

drum geometry can be only ensured after detailed experimental and analytical studies. We have 

therefore carefully measured the bubble size distribution, pool void fraction and swell level 

during experiments in AWL. In this chapter these measurements are described, along with its 

comparison with empirical correlations from literature and 3-D CFD simulation of pool swell 

phenomenon. The chapter will also discuss the information extracted from detailed data available 

from CFD simulation such as local gas and liquid velocities, local void fraction, slip velocity etc. 

and determination of drift flux parameters from CFD simulations. 

6.2 Experimental measurement of average pool void fraction 

Steady state experiments were conducted in AWL with some initial water inventory in 

the drum, and injecting air flow at the bottom of tail pipe section of 15 pipes connected to drum. 

The air flow was kept same in all the 15 pipes and was increased in steps i.e. 0 lpm, 50 lpm, 100 

lpm, 150 lpm, 200lpm, 250lpm and so on up to 400 lpm. Please refer to Chapter 4 for more 

details.  During experiments it was observed that the two-phase flow in the drum causes the level 

to swell. This swell level, i.e. location of separation interface from bottom of drum was recorded 
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visually through the transparent window of setup. It was also observed that the level in water 

tank reduces and corresponding water inventory is transported to drum (Figure 4.2), This 

happens to maintain momentum balance between the drum and water tank via the downcomer 

line. Also some water inventory from tail pipes is also transported to drum as void occupies 

space in tail pipes. The total water volume in the drum can be calculated as follows: 

��-.� � ,
��	 �� �	-.= /���
� ,
��	 ��-.� �� �	-. + ��-.� �	
�2�	��� �	. ,
��	 �
�3+ ��-.� �	
�2�	��� �	. �
�� ����2 

(6.1) 

����� <`$%�� = �����  �� $%�$�� & "# ��!�� + �����  ��%�6t����  ��%�<$%$�$��
− t����  ��%�<`$%��� + è 6���$�*$� ���$�*$*�tK<∅�$$ÍQ·

$ÍQ  

(6.2) 

The volume transported form water tank is calculated from cross-sectional area of tank 

and change in the level. The volume from each tail pipe is calculated as a product of void 

fraction in tail pipe, cross-sectional area and length of two-phase portion i.e. distance from air 

injection point to the drum inlet. Since the void fraction in tail pipe is not measured directly, it is 

estimated from void fraction correlation by Thom [69] which was found to be the most accurate 

correlation which satisfies the steady state flow data (see previous chapter 4 for more details).  

Now we can therefore calculate the average pool void fraction based on volume 

corresponding to swell level and water volume as follows: 

�*��� =  �)����<��!�� − ����� <`$%���)����<��!��  
(6.3) 
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The volume corresponding to a given operating level is calculated geometrically as shown in 

Figure 6.1. Figure 6.1 (a) shows the scenario when operating level is below the centerline of 

drum, and Figure 6.1 (b) shows scenario when operating level is above the centerline of the 

drum.  

 

(a) 

 

(b) 

Figure 6.1: Calculation of volume of horizontal drum for given operating level (a) when level is below 

centerline (b) when level is above the centerline of cross-section 

Figure 6.1 shows the cross-section of AWL drum without baffle plates. The area occupied by 

baffle plate is negligible and can be omitted from volume calculation.  

When the level is below the centerline of drum the corresponding volume can be given as: 

�\ =  �	�
 ��-���� �� 2���	 ��� − �	�
 � �	
����� ��P! × �����ℎ � �	-. (6.4) 
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�\ = �;}K l "360o − 12�P × �P� × t& "# 
(6.5) 

�\ = ±;}Kw2��<Q @�P��D360 { − 12�P × �P² × t& "# 

(6.6) 

Where  

�P =  �6��K − �PK� =  �6}K − 6} − i�K� 

�P = 6} − i�  
�� = } 

(6.7) 

When the level is above the centerline of drum the corresponding volume can be given as: 

�\ =  �	�
 ��-���� �� 2���	 ��� + �	�
 � �	
����� ��P! × �����ℎ � �	-. (6.8) 

�\ = �;}K l180 − "360 o + 12 �P × �P� × t& "# 
(6.9) 

�\ = ±;}K w180 − 2��<Q @�P��D360 { + 12 �P × �P² × t& "# 

(6.10) 

Where  

�P =  �6��K − �PK� =  �6}K − 6i − }�K� 

�P = 6i − }�  
�� = } 

(6.11) 
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Numbers of steady state experiments were performed and the experimental database for pool 

void fraction at measured air and water flows rate was created. Figure 6.2 shows the pool void 

fraction data. 

 

Figure 6.2: Average pool void fraction data from AWL experiments. 

6.3 Prediction of pool void fraction using drift flux models 

The two-phase flows ideally needs modeling of two velocities of two phases and 

associated interphase mass, momentum and energy transfer. Though ideal it is not practical to 

have such rigorous modeling, therefore simplified approaches such as drift flux model has been 

extensively used in engineering calculations. The approach has been found to be quite accurate 

for analyzing two-phase co-current flows in small diameter pipes. Such models have been 

incorporated in state of the art thermal-hydraulic codes as well [89]. 

0

2000

4000

6000

0.00

0.05

0.10

0.15

0.20

0.25

0.30

600

800

1000

1200

1400
1600

 Air-water drum pool void fraction

V
o

id
 f
ra

c
ti
o

n

W
ater r

ecirc
ulatio

n flo
w ra

te (lp
m)

Total air injection flow rate (lpm)



212 

 

However, for the large diameter pipe case the suitability of such correlations is not ensured [89]. 

The distinction between large diameter and small diameter pipes is done based on the 

observation of flow pattern and bubble dynamics. For small diameter pipes the size of bubble is 

restricted by the walls, and hence slugs are formed, these slug bubbles are stable. In large 

diameter pipes, as the bubble tries to grow larger, its shape at the upper surface is not restrained 

and distortions cause Taylor instabilities and bubble breaks up in to smaller cap bubbles. These 

bubbles affect the flow around them and induce turbulence which is significantly different than 

the small diameter case. Also flow regimes observed in larger diameter pipes are different than 

small diameter pipes. The distinction between small and large diameter pipe is based on 

following criteria: 

For large diameter pipes [\∗ = ZØ^ #W_��ù�Wa ≥ 40 and for smaller diameter pipes [\∗ < 40 (6.12) 

In large diameter pipes, it also observed that the bubbles try to concentrate in the central high 

velocity region with relatively bubble deficient zone near the walls. The liquid velocity near the 

wall becomes negative and recirculation patterns are formed. The distribution parameter in drift 

flux model thus can become significantly different owing to such strong recirculation flows.  

For air-water case the transition of small to large diameter pipe occurs at hydraulic diameter of 

0.108 m, i.e. 108 mm. Hydraulic diameter for steam drum for the current geometry is much 

higher than this threshold and thus standard drift flux correlations may not be able to predict the 

pool void fraction accurately. 

The drift flux correlation is generally expressed as: 
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〈k�〉〈��〉 = 〈〈��〉〉 = PR〈k〉 + J�� (6.13) 

Where k�, ��, �� and k are the superficial gas velocity, the void fraction, the gas velocity and the 

mixture volumetric flux respectively. 〈 〉 and 〈〈 〉〉 means the area averaged quantity over a 

cross-sectional flow area and the void-fraction-weighted mean quantity, respectively. The 

distribution parameter, P0 and the drift velocity, J�� are given as follows: 

PR ≡ 〈��k〉〈��〉〈k〉 (6.14) 

J�� ≡ 〈�����〉〈��〉 = 〈_�� − ka��〉〈��〉  
(6.15) 

Where ��� is local drift velocity of a gas phase which is defined as ��� =  �� − k 

The distribution parameter P0  has been given by Ishii [90] based on experimental data on fully 

developed flows, for vertical flow in round tubes as: 

PR = 1.2 − 0.2yI�I�  (6.16) 

And the drift velocity for bubbly flow regime is given as: 

J�� = √2 ]L�_I� − I�aI�K cQ ¯⁄ _1 − 〈��〉aQ.´·
 (6.17) 

 However above equations (equation (6.16) & (6.17)) give excellent predictions for vertical 

upward two-phase flows in relatively smaller diameters (0.025-0.050 m) pipes. However, in 

large diameter pipes applicability of above equations is not ensured. A recirculation flow pattern 

may develop in large diameter pipe at lower flow rates. The distribution parameters can be 
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significantly different owing to change in flow patterns as a result of large diameter of cross-

section. 

Kataoka and Ishii [91] found that drift velocity in pool system depends on vessel 

diameter, system pressure, gas flux and fluid properties. They proposed following correlations 

valid for drift velocity while using eq (6.16) for distribution parameter. 

For low viscous fluid case: i.e. uv` ≤ 2.25 × 10<© 

J��ø = 0.00196[\∗ �R.«Rµ lI�I� o<R.Q·´  _uv`a<R.·¶K �	 [\∗ ≤ 30, 
J��ø = 0.030 lI�I� o<R.Q·´  _uv`a<R.·¶K �	 [\∗ > 30 

Where uv` = v�y���^ #W_��ù�Wa 

(6.18) 

For higher viscous fluid case: i.e. uv` > 2.25 × 10<© 

J��ø = 0.00196[\∗ �R.«Rµ lI�I� o<R.Q·´  _uv`a<R.·¶K �	 [\∗ ≤ 30, 
J��ø = 0.92 lI�I� o<R.Q·´   �	 [\∗ > 30, 

Where uv` = v�y���^ #W_��ù�Wa 

(6.19) 

Hibiki and Ishii [89] has further developed void fraction correlation for the large pipe 

diameter cases with upward two phase flow at wider range of volumetric gas flux. The 

correlation showed satisfactory agreement with experimental data considered. The experimental 
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data under various operating conditions such as hydraulic diameter (0.102 – 0.480 m), pipe to 

length ratios (1.2-108), pressures (0.1-1.5 MPa), mixture volumetric fluxes (0.03-6.1 m/s) and 

fluid systems (air-water, steam-water) was considered by Hibiki and Ishii [89]. 

Hibiki and Ishii [89] proposed use of non-dimensional drift flux equation in the following 

form: 

〈k�ø〉〈��〉 = 〈〈��ø〉〉 = PR〈kø〉 + J��ø  (6.20) 

Where 〈k�ø〉 = 〈VW〉
l#W_��ù�Wa��> om nb   , 〈kø〉 = 〈V〉l#W_��ù�Wa��> om nb  , 〈〈��ø〉〉 = 〈〈!W〉〉l#W_��ù�Wa��> om nb  

(6.21) 

After detailed comparison with experimental data, Hibiki and Ishii [89] proposed a set of 

applicable correlations for large diameter pipes at high gas flux which are applicable based on 

the flow regimes. For bubbly flow 6〈�〉 ≤ 0.3� the drift flux parameters can be described by: 

PR = ��� �0.475 ]〈k�ø〉〈kø〉cQ.¶µ� w1 − yI�I� { + yI�I�     �	 0 ≤ 〈k�ø〉〈kø〉 ≤ 0.9 (6.22) 

PR =  −2.88 〈k�ø〉〈kø〉 + 4.08¡ w1 − yI�I� { + yI�I�     �	 0.9 ≤ 〈k�ø〉〈kø〉 ≤ 1.0 (6.23) 

J��ø =  J��,íø ���6−1.39〈kø〉� + J��,äø _1.0 − ���6−1.39〈kø〉�a (6.24) 

Where the value of J��,íø  is calculated from equation (6.17) while values for  J��,äø  are calculated 

from eq (6.18) and (6.19). 

The above correlation by Hibiki and Ishii [89] is easier to apply for a pipe with constant flow 

cross-section, where the superficial gas velocity and volumetric flow flux values remain 
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constant.  But for our case as seen from Figure 6.1 (a) and (b) as the operating level increases 

form bottom of drum the flow area changes and corresponding hydraulic diameter also varied 

accordingly. Due to this, the values of superficial velocity of phases also change as we traverse 

form inlet to exit of drum. In order to consider this, we can determine void fraction in a small 

volume bounded by a strip of height ∆ℎ as shown in Figure 6.3. As we traverse from bottom to 

top, void fraction in each strip, corresponding volume of water and air in each strip can be 

estimated. When the cumulative water volume matches with the experimental value, that level is 

considered as predicted swell level with the correlation. This will also enable to predict the 

average pool void fraction using drift flux models from literature. Basically the drift flux 

correlation is applied in the small strip of volume with assumption of fully developed flow and 

the strip volume representing the pipe with corresponding hydraulic diameter.  From experiment 

it is seen that very few bubbles reach to the down comer region of the drum, hence the void 

fraction in the down comer region can be considered to be zero.  

Figure 6.4 & 6.5 shows the swell level and average pool void fraction predicted by Hibiki and 

Ishii [89] correlation for the AWL experiment with initial level of 0.65 m. The comparison 

shows that though predictions match at lower values of gas flux, they deviate significantly at 

higher flow rates (total air flow rate > 1500 lpm). The predictions were made for other 

experiments and the comparison of predicted pool average void fraction versus measured void 

fraction is made in Figure 6.6. The predictions are higher than the measurements and are not 

accurate. 

 It can be noted that most of the data used in development of Ishii correlation is still from pipe 

diameters smaller than 0.3 m, therefore the flow pattern effects in larger pool like AWL drum is 

not accounted. Therefore a dedicated correlation for large pools is required. 
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Figure 6.3: Calculation of void fraction for AWL drum with varying cross-sectional area 
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Figure 6.4: Comparison between predicted void fraction (by Hibiki and Ishii [89] correlation) 

with experiment (initial level = 0.650 m)
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Figure 6.5: Comparison between predicted swell level (by Hibiki and Ishii [89] correlation) with 

experiment (initial level = 0.650 m) 

 

Figure 6.6: Void fraction predicted by Hibiki and Ishii [89] correlation for several set of 

experiments in AWL 

Boesmans et al. [92] proposed a drift flux based correlation specifically developed for large 

bubbling pool situation. They considered the effect of recirculation patterns on distribution 

parameter, PR . The drift flux equation (6.13) can be re written using equation (6.17) in 

generalized form and introducing constants PQ and � as follows: 

〈k�〉〈��〉 = PR〈k� + k�〉 + PQ ]L�_I� − I�aI�K cQ ¯⁄ _1 − 〈��〉a% 
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1〈��〉 = PR 〈k� + k�〉〈k�〉 + PQ
〈k�〉 ] I�KL�_I� − I�ac

Q ¯⁄ _1 − 〈��〉a% 
(6.26) 

From continuity equation it can be written than 

I�〈k�〉 + I�〈k�〉 = 0 (6.27) 

Therefore equation can be written as 

1〈��〉 = PR l1 − I�I� o + PQg	 _1 − 〈��〉a% 

Where  g	 = g	-�� �-.��	 =  〈k�〉 l ��>��_��<�WaoQ ¯⁄
 

(6.28) 

Assuming I� ≪ I� 
Finally it can written as: 

1〈��〉 = PR + PQg	 _1 − 〈��〉a%
 

(6.29) 

Boesmans et al. [92] derived expression for PR, theoretically with understanding the fact that in 

large bubbling pool the bubbles tend to gather in central region and recirculation patterns are 

formed near the walls (see Figure 6.7).  The pool conditions can be represented by an idealized 

flow pattern as shown in Figure 6.8.  

The distribution parameter was expressed as  

PR = 123� + 12〈��〉 (6.30) 

With assumption of 〈�2〉 = 0 
�� 〈�1〉 = 〈��〉 3′⁄  
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Figure 6.7: Distribution of bubbles inside large pool 

and flow recirculation patterns 

Figure 6.8: Idealized flow pattern for large pool 

with core occupied by bubbles and liquid 

recirculation close to walls 

The final form of equation as proposed by Boesmans et al. [92]  is as follows: 

1〈��〉 = PR + 2 PQg	 
(6.31) 

Where  

PR = 1.2, PQ = 1.373 �	 �-���� ��, �. �. g	 < 0.5 (6.32) 

And 

PR = 1.2, PQ = 1.373 + 0.177 lI�I� o<R.K·  �	 Pℎ-	� − �-	�-���� ��, �. �. g	 ≥ 0.5 

(6.33) 
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Equation (6.32) & (6.36) was used for calculating the pool void fraction following the 

methodology described earlier (Figure 6.3). 

Figure 6.9 and 6.10 shows the comparison of swell level and void fraction predicted with 

correlation by Boesmans et al. [92]  and experiment with initial level 0.650 m. Figure  6.11 and 

6.12 shows predicted void fraction and swell level for all experiments compared with 

measurements on a  parity plot. It can be seen that the swell level is accurately predicted within ± 

5 % of measurement. The correlation by Boesmans et al. [92] gives much better accuracy than 

the Hibiki and Ishii [89] correlation. Therefore this correlation is recommended for calculating 

average pool void fraction. 

Figure 6.9: Comparison of swell level predicted 

with correlation by Boesmans et al. [92]   with 

experimental measurements (initial level =0.650 m) 

 

Figure 6.10: Comparison of pool void fraction 

predicted with correlation by Boesmans et al. [92] 

with experimental measurements (initial level 

=0.650 m) 
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Figure 6.11: Comparison of predicted void fraction 

using correlation by Boesmans et al. [92] with 

experiments 

Figure 6.12: Comparison of predicted swell level 

using correlation by Boesmans et al. [92] with 

experiments 

6.4 Photographic investigations on bubble size distributions 

The transparent acrylic windows of AWL drum have enabled us to conduct some photographic 

investigations on the bubble size distribution inside the pool. Figure 6.13 shows the photograph 

of AWL drum taken during an experiment showing the bubbles inside the pool.  

The bubbles injected from tail pipe move upwards in the pool and tend to gather in the 

central region of flow and further they are distributed evenly near the separation interface. 

Recirculation flows were observed near the curved metallic wall of drum (to the left of 

photograph) as well the flat wall of drum (to the right side of photograph). Very few bubbles 

could reach the baffle region.  
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Figure 6.13: Photograph of bubbling pool of AWL drum 

In order to obtain bubble size distribution, we took number of still photographs in various 

regions of pool. Digital camera Nikon D60 with resolution of 3872 x 2592 pixels (10 MP) was 

used to take photographs from different regions (near baffle plate, near top surface). Nikon 18.0-

55.0 mm f/3.5-5.6 lens was used to take photographs. Aperture was kept at f8 and shutter speed 

was maintained at 1/640 seconds which was sufficient to freeze the motion of bubbles in 

photograph. CFL bulbs were used to assist the light available for photography. A scale was put 

on the surface of acrylic sheet while taking the image to get calibration constant.  

The images obtained (some images are illustrated in Figure 6.14 (a), 6.15 (a)) were then 

processed manually to pick up the clearly visible bubbles. Overlapping bubbles were neglected.  



 

The image processing gives the binary image consisting bubbles in white on a black 

background as shown in Figure 6.14 (b) and 6.15 (b). 

These binary images were then analyzed using image processing algorithm which gives 

the area occupied by each whit

diameter, major & minor axis and  orientation. Figure 6.16 & 6.17 shows the bubble size 

distribution (histogram/frequency count) and cumulative relative frequency obtained using image 

analysis. 

Figure 6.14 (a): Sample image-1 of bubbles in AWL 

drum pool 
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The image processing gives the binary image consisting bubbles in white on a black 

background as shown in Figure 6.14 (b) and 6.15 (b).  

These binary images were then analyzed using image processing algorithm which gives 

the area occupied by each white blob (which represents bubble), its centroid, equivalent  

diameter, major & minor axis and  orientation. Figure 6.16 & 6.17 shows the bubble size 

distribution (histogram/frequency count) and cumulative relative frequency obtained using image 

1 of bubbles in AWL 

Figure 6.14 (b): Binary image obtained after 

processing sample image-1 as sho

(a) 

The image processing gives the binary image consisting bubbles in white on a black 

These binary images were then analyzed using image processing algorithm which gives 

e blob (which represents bubble), its centroid, equivalent  

diameter, major & minor axis and  orientation. Figure 6.16 & 6.17 shows the bubble size 

distribution (histogram/frequency count) and cumulative relative frequency obtained using image 

 

Figure 6.14 (b): Binary image obtained after 

1 as shown in Figure 6.14 
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Figure 6.15 (a) Sample image-2 of bubbles in AWL 

drum pool 

Figure 6.15 (b): Binary image obtained after 

processing sample image-2 as shown in Figure 6.15 

(a) 
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Figure 6.16: Histogram / Frequency count of bubbles 

 

Figure 6.17: Relative Cumulative Frequency 
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The histogram (Figure 6.16) shows most of the bubbles are smaller than 5 mm. (66 % of bubbles 

are smaller than 3 mm,  85% of bubbles are smaller than 4 mm and 95 % of bubbles are 0 to 5 

mm size).  

Based on the distributions the volumetric mean diameter (VMD) and Sauter Mean Diameter 

(SMD) are obtained using following equation: 

��[ = �©R = �1�è�$©%
$ÍQ �Q© 

(6.34) 

~�[ =  �©K = ∑ �$©%$ÍQ∑ �$K%$ÍQ  
(6.35) 

 The VMD is calculated to be 3.9 mm. The SMD is calculated to be 5.5 mm. The SMD 

represents the average size of bubble. SMD is diameter of bubble that has same volume to 

surface area ratio. Since the bubbles are poly dispersed distribution, it can be suitably represented 

by SMD in numerical calculations. 

The information from the photographic studies is utilized in CFD simulation of flow discussed in 

subsequent sections. 

6.5 CFD simulation of void distribution in the AWL drum 

Drift flux model method is relatively simple and easy to use; however it gives only 

information about average void fraction. Two-phase computation fluid dynamics has been 

employed in this study in order to obtain detailed information on void distribution, liquid and gas 

velocities in the two-phase flow pool of drum.  The “twoPhaseEulerFoam” solver from 

OpenFOAM 2.3.1, which solves the two incompressible fluid phases with one phase dispersed in 
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other is used for simulations. The solver, its validation and application to the problem is 

described in subsequent sections. 

6.5.1 Solver “twoPhaseEulerFoam”: Governing equations 

In this solver, both phases are described using Eulerian conservation equations and thus it 

is referred as Euler-Euler model. Each phase is treated as continuum, each inter-penetrating each 

other, and is represented by averaged conservation equations. The averaging process introduces 

the phase fraction α in to the equation sets, which is defined as the probability that a certain 

phase is present at a certain point in space and time. 

The governing equations are written as follows: 

Continuity equation: 

àà� 6��I�� + àà�$ _��I���,$a = 0 

(6.36) 

Momentum equation: 

àà� _��I�-�,$a + �¥ àà�¥ _��I���,$a = −�� àfà�$ + ��I�� + àà�¥ ]��6x + x�� à��,$à�¥ c + g& 

(6.37) 

Where subscript 3 denotes the phase (gas and liquid, i.e. 3 = �, �). The void fraction of phase is 

denoted by ��.  

The LHS of equation (6.37) represents terms for rate of change of momentum and 

convective flux of momentum respectively. The RHS of equation (6.37) represents the pressure 

gradient, body force due to gravity, total stress (includes laminar and turbulent stress) and 

interfacial momentum transfer. The term g&  represents the averaged interfacial momentum 
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transfer which accounts for average effect of the forces acting at the interface between 

continuous and dispersed phase, e.g. force acting on bubbles in case of gas phase dispersed in 

fluid. 

The above methodology applicable to all flow regimes, including separated, dispersed or 

intermediate regimes, since the flow topology is not prescribed. However, the formulation of the 

inter-phase momentum transfer term and two-phase turbulence model has to be accurate and 

shall describe the nature of flow. The main components of interfacial momentum term are forces 

due to drag, lift, virtual mass force and turbulent dispersion at the interface. 

The drag force is directly proportional to the projected area, density of continuous phase 

and square of the relative velocity. In case of gas bubbles in liquid/water it can be written as:  

gZ = 12PZI� @;4 ��KD _�� − ��aK 
(6.38) 

The drag coefficient is dependent on Reynolds number of particle/bubble. The standard Schiller-

Naumen drag laws are used in the current simulation studies. 

The bubble moving in a liquid experiences lift force due to vorticity at its upstream. The 

lift force is proportional to the cross product of slip velocity and curl of liquid velocity, with 

direction perpendicular to both of them. It is also referred as transverse lift force. The lift force is 

most significant in radial direction of the cross-section. Lift force is given as: 

gs = −PsI� @;6 ��©D _�� − ��a à��à	  
(6.39) 

In case of large pipe size and pool situations the strong recirculation flows are observed (upflow 

of liquid in central region while downward flow of liquid near the walls) which suggests that 
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radial gradient  
'!�'  to be negative and thus gs a positive force. Which also means the bubbles will 

be forced to move towards wall away from central region, however in practice it is not the case, 

and bubbles tend to gather in central region. This suggests that value of lift coefficient must be 

negative. The value of Ps can be taken in the range of -0.08 to 0.23 (Joshi [93]). 

The virtual mass force occurs when the bubbles accelerate relative to fluid flow. The inertia of 

liquid phase encountered by the accelerating bubbles exerts a “virtual mass force” which is given 

as: 

g'å = P'å��I� ][��[� − à��à� c ,,ℎ�	� [(�[� = à(�à� + 6(� . ∇�(� (6.40) 

The value of P'å can be chosen between 0 to 0.5.  

When the bubbles move along the path which is fluctuating, the fluctuations may cause the 

bubbles to disperse. The associated force is called as turbulent dispersion force. It is given as: 

g�Z = −P�ZPZ @;4 ��KD 12 I�_(� − (�a ��í∇����  
(6.41) 

The turbulent dispersion force tries to distribute the bubbles and flatten the holdup (void fraction) 

profile at the given plane. The value of turbulent dispersion coefficient is generally taken in the 

range of 0.008 to 0.007. (Joshi [93]). 

The two-phase flow turbulence is simulated using mixture 3 − �  equation as proposed by 

Behzadi et al. [94]. This model offers reasonable accuracy at low computational cost. It is 

assumed that both phases fluctuate as one entity and one set of equations for mixture can be 

solved. The mixture 3 − �  equation is based on summation of the two corresponding phase-

averaged transport equations for 3 and � of two phases. The equation can be written as: 
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3# equation: 

àà� 6I#3#� + ∇. 6I#�#3#� = ∇. x#�L# ∇3# + P�# − I#�# + ~�# 

(6.42) 

�# equation: 

àà� 6I#�#� + ∇. 6I#�#�#� = ∇. x#�L# ∇�# + �#3# 6P*QP�# − P*KI#�#� + C*© �#3# ~�# 

(6.43) 

The mixture properties in above equations are as follows: 

I# = ��I� + ��I� (6.44) 

3# = l�� I�I# + �� I�I# P�Ko �� (6.45) 

�# = ��I��� + ��I���P�K��I� + ��I�P�K  
(6.46) 

x#� = _��x�� + ��x�� P�KaI#��I� + ��I�P�K  
(6.47) 

P�# = ��P�� + ��P�� (6.48) 

~�# = ~�� + ~�� = g&-Õ�XXXXX = −�� @_2��6P� − 1�K3�a + _7�∇��. �,aD (6.49) 

TwoPhaseEulerFoam is a transient solver for solving two-phase gas-liquid flow, which uses 

PIMPLE algorithm. PIMPLE algorithm is a combination of PISO and SIMPLE algorithms.  

PISO and SIMPLE both are iterative solvers, but PISO is for transient solutions while SIMPLE 

is used for steady state solution. In SIMPLE algorithm solves conservation equations iteratively 

using relaxation factors to obtain the convergence of solution. PISO solves the transient 

equations in time space by marching with suitable time step (to maintain Courant number < 1.0) 
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so that solution convergence is ensured. If we simply use PISO to solve complex problems in 

time domain, we may end up with a extremely small time step and non-practical solution time. In 

PIMPLE algorithm adds the SIMPLE algorithm for each time step, i.e. equations are solved for 

more than one time within the same time step using relaxation factors. Figure shows the structure 

of PIMPLE. Solution procedure starts with initialization of fields and time. In a given time step, 

the PIMPLE loop is run for more than one time i.e. as specified by keyword “nOutercorrectors”. 

In PIMPLE the mass conservation is solved with known velocity fields to obtain phase fractions 

for both the phases. The solution for phase volume fraction is carried out using MULES 

(Multidimensional Universal Limiter with Explicit Solution) method. MULES is an iterative 

technique with the implementation of Flux Corrected Transport (FCT, Zalesak [95]) and is 

considered reliable for the boundedness of scalar field. Then the momentum equation is solved 

for predicting, the velocities by using the pressure field from previous iteration. Prior to that, all 

the inter-phase forces are calculated and updated continuously, which is required for solving 

momentum equation. Energy equation is also solved, which is kind of intermediate solution to 

update the temperature / enthalpy fields and fluid properties. The pressure field is then solved 

using pressure correction equation in PISO loop. The pressure correction equation can be solved 

for more than one time and is specified by keyword “ncorrectors”. Turbulence related equations 

are then solved at the end of PISO. The PIMPLE loop is solved for multiple times before 

proceeding to next time step. Relaxation factors are not used in last loop of PIMPLE i.e. prior 

advancing in next time step.  
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For many cases that are very unstable PIMPLE has proved to get a smooth convergence. In the 

OpenFOAM code, pressure equation is solved for number of times specified by “nCorrectors” 

and pressure-momentum coupling is solved number of times specified by “nOuterCorrectors”.  

 

 

 

Figure 6.18: PIMPLE algorithm of two-phase flow solver. 
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6.5.2 Validation test cases for “twoPhaseEulerFoam” solver  

Validation of “twoPhaseEulerFoam” solver is carried out by simulating the experiments 

performed by Hills [96] in a bubble column of 0.138 m diameter and  1.37 m height, where in 

air-water was used at working fluid. The column is filled with water and air is injected at the 

bottom of column using sparger. Axial water velocity and gas hold up profile at elevation of 4.34 

time diameter i.e. 0.598 m from bottom were measured. Air injection rate was varied during 

experiments. A case of superficial gas velocity of 64 mm/s has been taken up for simulation.  

 

6.5.2.1 Geometry and Meshing 

A vertical pipe of diameter 0.138m and height 1.37 m was used as test section during the 

experiments.  Air is injected at bottom and top of the pipe is open to atmosphere. The schematic 

of case is as shown in Figure 6.19. Figure 6.20 shows the various meshes generated using 

Gambit (commercial package) and Gmsh (open source code) software. Various meshes are used 

for CFD simulation to study the effect of grid on the final solution. Details of these meshes 

considered are given in Table-6.1: 
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Figure 6.19: Geometry of Bubble Column for validation test case 

  

Figure 6.20 (a) : Cross-sectional view of Mesh-1 Figure: 6.20 (b): 3-D view of Mesh-1 
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Figure 6.20 (c): Cross-sectional view of Mesh-2 Figure 6.20 (d): Cross-sectional view of Mesh-3 

 

Table 6.1: Mesh Properties (validation test case for Hills [96] experiment) 

 

Parameter Mesh-1 Mesh-2 Mesh-3 

Number of cells 104780 134355 174915 

Aspect Ratio (max) 28.65 35.56 11.29 

Non-orthogonality (max) 29.83 27.70 25.71 

Non-orthogonality (average) 4.52 4.92 4.45 

Maximum Skewness 0.44 0.64 0.69 

 

6.5.2.2 Boundary Conditions  

The initial boundary conditions are given in the “0” directory of the OpenFoam test case 

directory. The initial conditions involve initialization of “Internal Field” such as pressure, void 

fraction, air and water fluid velocities and Turbulence quantities within the computational 

domain. The boundary conditions for each patch (Bottom_ilet, Top_outlet and Wall) are 

specified for all the variables as described below and Table 6.2: 
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6.5.2.2.1 Inlet boundary condition 

a. Gas hold up / void fraction 6��$ � :  
The inlet void fraction is given as non-uniform distribution simulating the actual 

conditions of profile which corresponds to sparger inlet conditions where the inlet air 

injection is not uniform. It is modelled using a “groovyBC” utility of OpenFOAM. The 

void fraction variation is modelled as ��$ = 0.26 − 0.1699 @ �D©  Where 
 �  is 

dimensionless radial distance from centre of bubble column. 

b. Gas velocity (J�$ ): 

The inlet gas velocity is described by constant “fixedValue” type and value is set to the 

superficial velocity of gas at inlet. 

c. Liquid velocity (J���� ): 

Since only gas is injected at bottom and liquid gets recirculated inside the column, the 

inlet liquid velocity is described by constant “fixedValue” type and value is set to the 

zero. 

d. Pressure (f ): 

The pressure at inlet is described by “fixedFluxPressure” type and value is set to 

hydrostatic head of liquid column acting at bottom inlet. The “fixedFluxPressure” 

condition adjusts the pressure gradient such that the flux on the boundary is that specified 

by the velocity boundary condition. 

e. Turbulent kinetic energy (3 ): 
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The turbulent kinetic energy is described by constant “fixedValue” type and value is 

calculated as per equation (5.51). i.e. 3 = ©K _J �`/aK . This value is calculated from 

velocity of air at inlet.  

f. Turbulent energy dissipation rate (�) 

The turbulent energy dissipation rate is described by constant “fixedValue” type and 

value is calculated as per equation (5.52) i.e. � = Pv©b̄ �- >⁄R.R´s , where Pv (=0.09) is the 

turbulent parameter that relates turbulent viscosity with 3 and �,t is the turbulent length 

scale, which is equal to the column diameter for cylindrical columns. 

6.5.2.2.2 Outlet boundary condition 

a. Gas hold up / void fraction 6��$ � :  
 At the outlet, inletOutlet boundary condition is used for gas holdup. The inletOutlet 

boundary condition is normally the same as zeroGradient, but it switches to fixedValue if 

the velocity vector next to the boundary aims inside the domain (backward flow). The 

value of that fixed value is inlet value, which is 1 in this case.   

b. Gas velocity (J�$ ): 

 For outlet gas velocity, pressureInletOutletVelocity boundary condition is used. The 

pressureInletOutletVelocity boundary condition is a blend of pressureInletVelocity and 

inletOutlet boundary conditions. The pressureInletVelocity, velocity is computed from 

difference between total and static pressure where the direction is normal to the patch 

faces. This boundary condition can be described as at velocity inletOutlet boundary 

condition patches for where the pressure is specified and zero-gradient is applied for 
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outflow (as defined by the flux) and for inflow the velocity is obtained from the patch-

face normal component of the internal-cell value. 

c. Liquid velocity (J���� ): 

 The liquid velocity at outlet is set as pressureInletOutletVelocity boundary condition as 

described above. 

d. Pressure (f ): 

 The pressure at outlet is described by constant “fixedValue” type and value is set to 

atmospheric pressure since the bubble column is open to atmosphere. 

e. Turbulent kinetic energy (3 ): 

 The turbulent kinetic energy is described by constant “zeroGradient” condition. 

f. Turbulent energy dissipation rate (�): 

 The turbulent energy dissipation rate is described by is described by constant 

“zeroGradient” condition.  

6.5.2.2.3 wall boundary condition 

a. Gas hold up / void fraction 6��$ � :  

 At wall the void fraction is set to zero by “fixedValue” type condition. 

b. Gas velocity (J�$ ): 

 At wall the gas velocity is set to zero by “fixedValue” type condition. 

c. Liquid velocity (J���� ): 

 At wall the liquid velocity is set to zero by “fixedValue” type condition. 

d. Pressure (f ): 

 The pressure at wall is described by “fixedFluxPressure” type . 

e. Turbulent kinetic energy (3 ): 
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 At wall the turbulent kinetic energy is set to zero by “fixedValue” type condition. 

f. Turbulent energy dissipation rate (�) 

 At wall, the turbulent energy dissipation rate is described with wall function using the 

boundary condition  type “kqRWallFunction”. This works similar to the zero gradient 

conditions. Near the wall, the epsilonWallFunction is used, where the value of � is given 

as � = Pv©b̄ �- >⁄R.¯Q9 where � is the distance of first node to wall.  

6.5.2.2.4 Internal fields / Initial conditions: 

The initial fields into the internal domain, corresponding to initial liquid height, are set by using 

funkySetFields utility in OpenFOAM. 

 

a. Gas hold up / void fraction 6��$ � :  

 The bubble column is filled water up to certain height and during experiments the 

dispersion height (swell level) after air injection is mentioned to be 0.9 m. Therefore the 

air void fraction above 0.9 m is set to 1.0 and below it is set to average void fraction 

during experiment.   

b. Gas velocity (J�$ ): 

 Gas velocity is set to be uniform value corresponding to inlet air velocity. 

c. Liquid velocity (J���� ): 

 The initial liquid velocity is set to zero.  

d. Pressure (f ): 

 The pressure is set to hydrostatic pressure according to the height within the bubble 

column. 
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e. Turbulent kinetic energy (3 ): 

 Initial value of Turbulent Kinetic Energy is set to value corresponding to inlet value. 

f. Turbulent energy dissipation rate (�): 

 Initial value of Turbulent energy dissipation rate is set to value corresponding to inlet 

value. 

6.5.2.2.5 Discretization schemes 

Temporal, divergence, gradient and laplacian terms in Eqs. (6.36) and (6.37) are 

discretized separately in OpenFOAM by using proper discretization schemes. The details of the 

schemes used are summarized in Table 6.3.  

Temporal discretization schemes: The term ddtShemes represents the choice of time scheme. 

For transient simulation various options are available in OpenFOAM, such as, Euler, Crank-

Nicolson or backward discretization. Euler scheme is a first order bounded implicit scheme, 

which remains sufficiently accurate due to the small time step limitation created by the Courant 

number. The other schemes CrankNicolson and backward are second order accurate but are 

unbounded. The unbounded behavior of these schemes may end up in unfeasible solution of the 

problem. 

  Table 6.2: Boundary conditions used for OpenFOAM CFD simulation of bubble column 

Boundary field Bottom_inlet Top_outlet Wall 

Void fraction GroovyBC inletOutlet fixedValue 

Gas velocity fixedValue pressureInletOutletVelocity fixedValue 

Liquid velocity fixedValue pressureInletOutletVelocity fixedValue 

Pressure fixedFluxPressure fixedValue fixedFluxPressure 
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Table 6.3: Discretization schemes used in OpenFOAM CFD simulation of bubble column 

Modeling term Keyword of scheme Description Scheme 

Convection term divSchemes 

Discretization of 

divergence terms with 

operator ∇ 

Upwind 

Gradient term gradSchemes 

Discretization of 

gradient terms with 

operator ∇ 

Default Gauss Linear 

Diffusive term laplacianSchemes 

Discretization of terms 

with Laplacian operator ∇K 

Default Gauss 

linearcorrected 

Time derivative ddtSchemes 
Discretization of time 

derivatives 
Euler 

Others 

InterpolationSchemes 

Point to point 

interpolation of the 

value 

Default linear 

snGradSchemes 
Component of gradient 

normal to cell face 
Default corrected 

 

 

Gradient discretization schemes: The gradSchemes defines the discretization schemes for the 

gradient terms. In these simulations, default Gauss linear scheme is used as a gradSchemes. 

Default means that the Gauss linear scheme will be applied to all the gradient terms. The Gauss 

keyword specifies the standard finite volume discretization of Gaussian integration. When a 

Gauss discretization is used the values are interpolated from cell centers to face centers. 

Thatis,by usin gauss divergence theorem volume integral is converted to surface integral as 

shown below. These face values are then calculated by using cell center values with linear 

interpolation.  
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Ê ∇∅��� = ç �2∅à� = è 2��∅����  

(6.50) 

Where �� denotes the cell face. 

Divergence discretization schemes: The divSchemes defines the scheme used to solve 

convective term in the momentum equation. The convection term is descritized as below: 

Ê ∇6I-∅���� = ç �2. 6I-∅�à� = è 2��6I-�`(∅����  

(6.51) 

The values of mass flux I- and ∅ at cell faces is interpolated using convection differencing 

scheme. In this case, first order upwind is used as a divergence scheme. Though the upwind 

scheme used here is only first order accurate, it is considered to be more appropriate due to its 

boundedness characteristics. While other schemes, such as, central differencing are unbounded 

even though they are second order accurate. 

Laplacian discretization schemes: The laplacianSchemes defines the laplacian scheme, and it 

is applied to the terms with the laplacian operator for diffusional terms. In the present work, the 

operator is set to default Gauss linear corrected. Here the word corrected expresses the surface 

normal gradient scheme and indicates an unbounded, conservative and second order numerical 

behavior. 

Interpolation Schemes:A centered interpolation scheme is used under interpolationSchemes, 

which is set to default linear. This indicates that the linear interpolation scheme is used for 

calculating all (indicated by default as discussed in gradSchemes) the gradient values at the face. 

A snGradSchemes indicates the surface normal gradient schemes, and evaluates the gradient 

normal to the face center shared by two cells. A surface normal gradient is evaluated at a cell 
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face; it is the component, normal to the face, of the gradient of values at the centers of the two 

cells that the face connects. In this case it is default corrected. 

6.5.2.2.6 Post processing: 

The main post-processing tool provided with OpenFOAM is Paraview, an open-source 

visualization application. Paraview uses the Visualization Toolkit (VTK) as its data processing 

and rendering engine and can therefore read any data in VTK format. OpenFOAM includes the 

foamToVTK utility to convert data from its native format to VTK format. 

 

6.5.2.3 Results and discussion 

Figure 6.21 to 6.24 shows the salient results for the mean values calculated for gas hold 

up and liquid velocity in axial direction throughout the domain and also at cross-section where 

z=0.598 (for Mesh-1). The results obtained are in excellent agreement with experimentally 

measure values as shown in Figure 6.25 & 6.26.  

  

Figure 6.21: Void fraction (hold-up) for air at z = 

0.598 m (validation test case for Hills experiment 

[96]) 

Figure 6.22: Axial velocity of water at z = 0.598 

m (validation test case for Hills experiment [96]) 
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Figure 6.23: Axial variation of void for air 

(validation test case for Hills experiment [96]) 

Figure 6.24: Axial variation of water velocity  

(validation test case for Hills experiment [96]) 

 

Menzel [97] has experimentally measured void fraction / hold-up and liquid velocity profiles in a 

bubble column with constant diameter of 0.6 m and height of 3.45 m. Air-water is used as 

working medium and air is injected at the bottom of column at superficial velocities of 0.012, 

0.024, 0.048 and 0.096 m/s. CFD simulations were carried out for the geometry by Menzel [97] 

and the comparison of prediction for air superficial velocity of 0.096 m/s is shown in Figure 6.27 

and 6.28. The CFD predictions agree very well with the measurements. 
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Figure 6.25: Comparison of void fraction of air predicted by CFD with experimental data by 

Hills [96]. 

 

Figure 6.26: Comparison of axial velocity of water predicted by CFD with experimental data  by 

Hills [96] 
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Figure 6.27: Comparison of void fraction profile predicted by CFD with experimental data 

(Menzel et al. [97]) 

 

Figure 6.28: Comparison of axial velocity of water predicted by CFD with experimental data 

(Menzel et al. [97]) 
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6.6 CFD simulations of pool swell in AWL drum 

On the similar lines of previous validation test cases, the E-E solver of OpenFOAM was 

used to simulate the pool swelling phenomenon in AWL drum. Figure 6.29 shows the 

computational domain considered. Here instead of 15 individual inlet pipes, an averaged flow 

inlet is considered in the form of a plane covering the AWL drum length. This represents the 

distributed flow inlet instead of 15 inlets. Similarly the down comer and outlet is also simulated 

as distributed area. The geometry of AWL drum is complicated as the circular pipes intersect 

with circular drum at various angles, this lead to very high number of meshes (more than 100 

lacs). The solver was observed to take huge CPU time to converge due to high mesh numbers 

and having transient simulation for sufficient time (generally we run it for 150 seconds or more) 

was becoming practically impossible. The simplification of boundaries as shown in Figure 6.29 

allowed us to simulate sufficient run time with available computational resources. Figure 6.30 

shows the mesh used to descritize the computational domain. The mesh was generated using free 

meshing tool Gmsh. The mesh was constructed by first generating a surface mesh representing 

the cross-section of AWL drum and then extruding it in horizontal direction to get the final 

geometry. 
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Figure 6.29: Geometry and boundaries considered for AWL drum two phase simulation 

Outlet

Baffle plate
wall

Inlet
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Figure 6.30: Mesh used for AWL drum two-phase simulation (total cells-3.67 lacs) 

6.6.1 Simulation cases considered  

During experiments in AWL, the drum is filled with water up to a certain level and air is 

injected in tail pipe bottom at rate of 50 to 400 lpm in steps of 50 lpm each in all 15 tail pipes. As 

discussed in earlier section 5.1, some inventory from water tank is naturally transferred to drum 

as a result of momentum balance between drum and water tank. The average pool void fraction 

is calculated as described in section 5.1. The void fraction in each tail pipes (Type-I, II and III 

rows) is predicted using void fraction correlation (see validation of AWL steady state data, 

Chapter 4.). Table-6.4 summarizes test data considered for the CFD simulation of drum. The 

corresponding boundary conditions provided for simulation are described in Table-6.5. The void 

fraction value used for simulation at the inlet of drum corresponds to area averaged void fraction 
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of all the tail pipes. The inlet water and air velocities are calculated based on the area of inlet 

boundary, void fraction at inlet and required volumetric flow rate.  

Table 6.4: Test conditions considered for two-phase simulation in AWL drum 

 

 

Sr. 

No. 

Air 

flow 

rate 

(lpm) 

Water 

flow 

rate to 

drum 

inlet 

(lpm) 

Initial 

drum 

level 

(m) 

Swell 

level 

(m) 

Type-I 

tail 

pipe 

void 

fraction 

Type-II 

tail 

pipe 

void 

fractio

n 

Type-

III tail 

pipe 

void 

fractio

n 

Swell 

volu

me 

Total 

Water 

volume 

in 

drum 

1 750 890 0.650 0.93 0.17 0.27 0.32 0.80 0.76 

2 1500 1055 0.650 1.04 0.25 0.27 0.33 0.93 0.85 

3 2250 1147 0.650 1.09 0.3 0.32 0.38 0.98 0.88 

4 3000 1226 0.650 1.15 0.34 0.37 0.43 1.05 0.93 

5 3750 1274 0.650 1.2 0.39 0.41 0.48 1.10 0.98 

6 4500 1250 0.650 1.27 0.42 0.44 0.52 1.18 0.99 

7 5250 1365 0.650 1.3 0.45 0.47 0.54 1.21 1.01 

8 6000 1401 0.650 1.46 0.48 0.51 0.58 1.37 1.03 

 

Table 6.5: Boundary condition for inlet boundary for two-phase flow simulation 

 

 

Sr. 

No. 

Air 

flow 

rate (lpm) 

Water flow 

rate to 

drum inlet 

(lpm) 

Total 

Water 

volume in 

drum 

Void 

fraction 

Air velocity 

(m/s) 

Water 

velocity 

(m/s) 

1 750 890 0.76 0.25 0.23 0.07 

2 1500 1055 0.85 0.28 0.41 0.08 

3 2250 1147 0.88 0.33 0.52 0.09 

4 3000 1226 0.93 0.38 0.61 0.09 

5 3750 1274 0.98 0.43 0.67 0.10 

6 4500 1250 0.99 0.46 0.75 0.10 

7 5250 1365 1.01 0.49 0.83 0.10 

8 6000 1401 1.03 0.52 0.88 0.11 



253 

 

The initial conditions for level in the drum are maintained such that it corresponds to the 

total water volume in the drum calculated during experiments. The boundary conditions for 

3 − � are calculated as described by equation (5.52 and 5.52).  The other solution parameters are 

maintained similar to the validation test cases (as described in section 6.5.2.2). 

6.6.2 Salient results and discussions: 

The CFD simulation gives detailed information on local velocity of air and water, local 

void fraction inside the computational domain. Figure 6.31 (a) to (d) shows the instantaneous 

void fraction distribution in AWL drum two-phase pool at different transient time of simulation. 

The separation interface fluctuation is captured in simulations which is similar to experimental 

observations. Figure 6.32 shows the time averaged void fraction at time t = 100 seconds. The 

swell level is measured from this time averaged void fraction and interface height is the height at 

which void fraction > 0.75. The velocity pattern for water is shown in Figure 6.33. It is clearly 

seen that strong recirculation flows are generated inside the drum forcing most of the void 

towards the central core of flow. 
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(a) t =0 s. (b) t = 95 s. 

  

(c) t =96 s. (d) t = 97 s. 

Figure 6.31 : Instantaneous void fraction distribution obtained using CFD for case-4, Table 6.5 at time (a) 

t=0, (b) t= 95 s. (c) t= 96 s., (d) t= 97 s. 
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Figure 6.32: Time averaged void fraction distribution in drum (t = 100 seconds) 

 

Figure 6.33 : Time averaged water velocity vector plot for case-4, Table-6.5, t = 100 sec. 
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Figure 6.34 shows the void fraction profiles at various elevations inside the drum. Figure 6.35 

shows the time averaged local velocities of air and water and slip velocity at different elevations 

inside the drum. It can be seen that slip velocity varries between 0.3 to 0.4, and it is contant at the 

given cross-section.  

 

 

Figure 6.34: Void fraction (time averaged) profiles inside the drum at various elevations (Y=0.3 

to 1.0 m) for case-4 described in Table 6.5.  
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(a) (b) 

 

(c) (d) 
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(e) (f) 

 

(g) (h) 

 

Figure 6.35: Profiles of time averaged local air and water velocity and slip velocity at different 

elevations inside the AWL drum pool (case-4, Table 6.5). 

 

The swell level was predicted using CFD simulation for the cases described in Table-6.5. The 

comparison of predictions for swell level and average pool void fraction is shown in Figure 6.36 

& 6.37 respectively. 
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Figure 6.36: Comparison of swell level predicted by CFD simulations with experimental 

measurements (initial level =0.650 m)

 

Figure 6.37: Comparison of void fraction predicted by CFD simulations with experimental 

measurements (initial level =0.650 m) 
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6.7 Development of drift flux model using CFD simulations: 

6.7.1 Drift flux model equations 

The drift flux model gives the relationship between the flow rate of gas and liquid phases to the 

quantitative description of their distribution. The drift flux model can be written as: 

〈.�/ 〉〈��/ 〉 = PR〈.� + .�XXXXXXXX〉 + PQ 
(6.52) 

Where overbar denotes the time averaged quantity and 〈 〉 denotes the Area averaging. The ��, 

�� and �� are local void fraction, local gas superficial velocity and local liquid superficial velocity 

respectively. The local superficial velocity can be defined from the local velocity of individual 

phases as follows: 

Consider a small cross-sectional area 
 as shown in Figure 6.38. Let |� and |� be the volumetric 

flow rates of gas and liquid through this small area. Within this small area, gas occupies some 

portion and we can then define the local gas fraction �� based on area ratio. Now, thus the local 

superficial velocity can be defined as follows: 

�� = lim�→R @3W� D = ����   (6.53) 

And 

 �� = lim�→R @|�
 D = ���� = _1 − ��a�� (6.54) 
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Figure 6.38: Cross-sectional view of two-phase flow in a pipe. 

And local instantaneous volumetric flow rate can be given as 
 � =  �� +  �� based on above.  The 

instantaneous local real velocity of gas and liquid can be defined as: 

 �� = @¥�4�D = l ¥�Q<4Wo and �� = l¥W4Wo 
(6.55) 

The local drift velocity can be written as   ��� = _�� − �a (6.56) 

Multiplying above equation with ��  we get  ����� = ���� − ��� (6.57) 

 ����� = �� − ��� (6.58) 

i.e.  �� = ��� + ����� (6.59) 

Total pipe cross-section

Small cross-section “a”

gas
liquid
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Applying time and space averaging we can write above equation as: 

〈.�/ 〉 = 〈��.XXXX〉 + 〈�����XXXXXXX〉 (6.60) 

diving above equation with 〈��/ 〉 we get 

〈.�/ 〉〈��/ 〉 = 〈��.XXXX〉〈��/ 〉 + 〈�����XXXXXXX〉〈��/ 〉  
(6.61) 

which is equal to 

〈.�/ 〉〈��/ 〉 = 〈��.XXXX〉〈.〉̅〈��/ 〉〈.〉̅ + 〈�����XXXXXXX〉〈��/ 〉  
(6.62) 

The local drift velocity ��� can be expressed in terms of local slip velocity and local gas fraction 

as follows:  ��� = �� − _�� + ��a = �� − _���� + _1 − ��a��a 

 ��� = �� − ���� − �� + ���� = _1 − ��a_�� − ��a = _1 − ��a�)�$* 

(6.63) 

Equation (6.62) can be rewritten as: 

〈.�/ 〉〈��/ 〉 = 〈��.XXXX〉〈.〉̅〈��/ 〉〈.〉̅ + 〈��_1 − ��a�)�Õ*XXXXXXXXXXXXXXXXXXX〉〈��/ 〉  
(6.64) 

 Finally we can define the drift flux parameters and void fraction as follows: 

〈.�/ 〉〈��/ 〉 = PR〈.〉̅ + PQ 
(6.65) 

Where 
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PR = 〈��.XXXX〉〈��/ 〉〈.〉̅ 
  PQ = 〈��_1 − ��a�)�Õ*XXXXXXXXXXXXXXXXXXX〉〈��/ 〉  

 

(6.66) 

6.7.2 Calculation of distribution parameters from CFD simulations 

As seen in Figure 6.34 and 6.35, the CFD simulations enable us to estimate the local 

velocity and air, water, local hold up/void fraction and also slip velocity. This information can be 

used in deriving the above distribution parameters. An experiment which measures these local 

quantities throughout the pool is extremely rare and very difficult. The CFD simulation which is 

equivalent to numerical experiment thus provides us opportunity to look into individual 

parameters in details and develop the drift flux model parameters. 

The time and space averaged distribution parameters (as per Equation (6.64)) are determined for 

AWL drum CFD simulations, at different cross-sections. The cross-sections considered are at 

y=0.3 to 1.4 m at interval of 0.1 m. Thus total 12 cross-sectional planes are considered. The local 

values are read on these planes using the “swak4Foam” expressions. “swak4Foam version 0.4.0” 

is a open source library developed for OpenFOAM, where user can specify expressions 

involving the fields being calculated  and evaluate them.  

The computed values of 〈.�/ 〉, 〈.�/ 〉, PR , PQ  and 〈��/ 〉 at various air flow rates and at different 

elevations of drum are shown in Table 6.6 to 6.9. It can be observed that the values of 

distribution parameters PRand PQ depend on the local hold up. With increasing local hold-up, the PR reduces and approaches value of 1.0. The parameter PQ also approaches to become 0 as the 
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local hold up increases. This is expected behaviour because as hold up increases the void / gas 

distribution tends to become uniform (PR=1.0). At 100% void fraction, i.e. in gas space above 

separation interface, since the 〈.�/ 〉 = 〈k〉̅, PQ becomes 0. Figure 6.39 and 6.40 shows the variation 

of distribution parameters with respect to local hold up. 

 

Table-6.6: Values of superficial velocities, void fraction and drift flux parameters 

calculated by CFD for case-2 

Plane Distance 

from 

bottom 

(m) 

Flow 

rate per 

channel 

〈6�/ 〉 〈67/〉 89 8: 〈;�XXX〉 

1 0.3 100 0.029 0.0008 3.119 0.335 0.042 

2 0.4 100 0.028 0.0002 3.716 0.339 0.035 

3 0.5 100 0.026 0.0002 4.087 0.343 0.029 

4 0.6 100 0.025 0.0001 4.150 0.344 0.027 

5 0.7 100 0.024 0.0013 3.613 0.344 0.029 

6 0.8 100 0.024 0.0003 2.810 0.319 0.038 

7 0.9 100 0.024 0.0007 1.985 0.309 0.051 

8 1 100 0.077 0.0402 1.351 0.123 0.485 

9 1.1 100 0.026 0.0002 0.996 0.000 1.000 

 

 

 

 



265 

 

Table-6.7: Values of superficial velocities, void fraction and drift flux parameters 

calculated by CFD  for case-3 

Plane Distance 

from 

bottom 

(m) 

Flow 

rate per 

channel 

〈.�/ 〉 〈.�/〉 PR PQ 〈��/ 〉 

1 0.3 150 0.044 0.0016 2.947 0.309 0.064 

2 0.4 150 0.042 0.0003 3.477 0.319 0.052 

3 0.5 150 0.039 0.0005 4.091 0.336 0.041 

4 0.6 150 0.038 0.0006 3.859 0.338 0.042 

5 0.7 150 0.370 0.0000 3.161 0.337 0.048 

6 0.8 150 0.037 0.0006 2.523 0.323 0.059 

7 0.9 150 0.037 0.0012 1.858 0.298 0.079 

8 1 150 0.048 0.0105 1.931 0.306 0.130 

9 1.1 150 0.055 0.0107 1.015 0.016 0.917 

10 1.2 150 0.038 0.0000 1.000 0.000 1.000 

 

Table-6.8: Values of superficial velocities, void fraction and drift flux parameters 

calculated by CFD for case-4 

Plane Distance 

from 

bottom 

(m) 

Flow 

rate per 

channel 

〈.�/ 〉 〈.�/〉 PR PQ 〈��/ 〉 

1 0.3 200 0.058 0.0020 3.269 0.307 0.069 

2 0.4 200 0.056 0.0002 3.775 0.315 0.057 

3 0.5 200 0.053 0.0012 3.665 0.315 0.055 

4 0.6 200 0.052 0.0016 3.044 0.316 0.063 

5 0.7 200 0.051 0.0017 2.540 0.317 0.073 



266 

 

6 0.8 200 0.050 0.0019 2.104 0.313 0.084 

7 0.9 200 0.049 0.0021 1.788 0.307 0.096 

8 1 200 0.049 0.0024 1.422 0.288 0.120 

9 1.1 200 0.130 0.0483 2.121 0.293 0.313 

10 1.2 200 0.055 0.0037 1.008 0.085 0.965 

11 1.3 200 0.052 0.0000 1.000 0.000 1.000 

 

Table-6.9: Values of superficial velocities, void fraction and drift flux parameters 

calculated by CFD  for case-5. 

Plane Distance 

from 

bottom 

(m) 

Flow 

rate per 

channel 

〈.�/ 〉 〈.�/〉 PR PQ 〈��/ 〉 

1 0.3 250 0.072 0.0021 3.141 0.298 0.087 

2 0.4 250 0.070 0.0001 3.569 0.301 0.074 

3 0.5 250 0.066 0.0008 3.694 0.309 0.067 

4 0.6 250 0.063 0.0008 3.074 0.311 0.075 

5 0.7 250 0.061 0.0003 2.440 0.306 0.090 

6 0.8 250 0.060 0.0006 2.010 0.295 0.106 

7 0.9 250 0.060 0.0008 1.676 0.288 0.124 

8 1 250 0.060 0.0018 1.417 0.271 0.149 

9 1.1 250 0.062 0.0011 1.226 0.253 0.178 

10 1.2 250 0.125 0.0376 1.116 0.091 0.694 

11 1.3 250 0.067 0.0014 0.998 0.002 0.993 

12 1.4 250 0.068 0.0000 1.000 0.000 1.000 
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Figure 6.39: Drift flux parameter PQ estimated from CFD simulations  

 

Figure 6.40: Drift flux parameter PR estimated from CFD simulations. 
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As shown in Figure 6.39, the PQcan be represented by the equation0.35 @1.0 − _〈��/ 〉aR.«·D. The 

Figure 6.40 indicates that PR has dependence on local hold up as well as superficial gas velocity. 

Form Figure 6.41 it can be seen that 
ST〈<WXXX〉 falls on a single curve which can be represented by an 

exponential decay curve 20 + 400�<©·〈4WXXXX〉. 

 

Figure 6.41: Variation of  
ST〈VWXXX〉 with respect to local hold up. 

This information is used to recommend a drift flux model. 

6.7.3 Recommendations for drift flux model based on CFD simulations 
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PQ = 0.35 @1.0 − _〈��/ 〉aR.«·D = 2.15
] I�KL�_I� − I�ac

Q ¯⁄ @1.0 − _〈��/ 〉aR.«·D 
(6.67) 

 & PR =  〈.�/ 〉_20 + 400�<©·〈4WXXXX〉a (6.68) 

The above equation can produce value of PR smaller than 1.0, in case of very small values of 〈.�/ 〉, therefore it is suggested that PR shall be calculated as  

PR =  max _〈.�/ 〉_20 + 400�<©·〈4WXXXX〉a, 1.0a  (6.69) 

 The equation (6.65) combined with Equation (6.67) and (6.69) are utilized to predict the pool 

void fraction and swell level for AWL drum case. Figure 6.42 shows the predicted swell level 

with proposed correlation. 

 

Figure 6.42: Comparison of predicted swell level using proposed drift flux correlation with 

experimental measurements. 
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It is seen that the predictions with proposed correlation are slightly higher (conservative) than the 

measurements but are in good agreement compared to conventional drift flux correlations. 

6.8 Experimental measurement of local void fraction and comparison with CFD 

As discussed in earlier section 6.2, the swell level measurement indicates the average 

void fraction of the pool, however there is 3-D distribution of void fraction / hold up inside the 

drum depending on the local flow pattern. The local hold up is experimentally measured in AWL 

using multi point conductance probe. Figure 6.43 shows schematic conductance probe to explain 

the working principle. 

 

Figure 6.43: Multi-point conductance probe (working principle). 

As shown in figure the conductance probe has a metallic body which is directly inserted 

in pipe/vessel. The metallic body is insulated from the pipe / vessel walls. The probe tips are 

placed across the flow cross-section facing towards the flow of bubbles. The probe tip is 

constructed with insulated copper wire and the insulation is removed at the tip. The resistance 

between the probe body and tip is measured by an electronic circuit. When there is no bubble, 
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the water surrounding the tip gives high conductivity / low resistance value. In presence of air 

bubble, the resistance between tip and body is high. The measurement of resistance in time 

domain gives pulses of high resistance values corresponding to presence of bubble. The ratio of 

duration of high resistance pulse to the total time of measurement gives the local void fraction/ 

hold up. 

8 number of multi-point conductance probes are installed in AWL drum as shown in 

Figure 6.44. Each probe has 10 measurement points / probe tips. The details of the probe 

locations in the AWL drum and probe tip distances are shown in Figure 6.44 and 6.45 

respectively. The conductance probe body is made up from 6 mm diameter SS tube with 1 mm 

wall thickness. The probe number CP-6, CP-7, Cp-8, CP-9, CP-10 and CP-11 are installed in the 

cross-section of drum in axial direction along the drum length (see the front view of drum in 

Figure 6.44). The probes CP-12 and CP-13 are installed in transverse direction as seen in side 

view of AWL drum (Figure 6.44). Thus total 80 points / probe tips are placed in AWL drum to 

give experimental measurement of local hold up. The electronic circuit scans / measures the 

resistance at probe tips in each 50 mili-seconds interval. The hold-up value is recorded after 

integration of the signal for each 10 second interval.   

Figure 6.46 (a) shows the transient signal obtained from a probe tip (probe no 10, point 

1). During experiment the air injection flow rate is kept constant for all the channels. Sufficient 

time is allowed to collect the steady state data from all the probe points. The data is then time 

averaged to obtain the local hold up value for a given air injection flow rate (see Figure 6.46 (b)). 

The time averaged local hold up for each probe point gives the profile of void fraction for the 

probe.  
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Figure 6.44: Locations of Conductance probes installed in AWL drum. 

 

Figure 6.45: Geometrical details of multi-point conductance probes. 
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(a) (b) 

Figure 6.46 : (a) Transient signal from conductance probe and (b) time averaged void fraction 

estimated from transient signal 

After collecting the data, it was found that some probe tip measurements were either indicating 

zero or one (i.e. zero or full range). These points either have damaged tips during installation of 

have problems in transmitting signal. The data from probe no 7 and 12 was not fit for analysis 

due to this reason. Also some of the tips from probe 6, 10 and 13 were also either indicating full 

range or zero values. However, the healthy data is plotted and compared with the CFD 

simulation results. 

Figure 6.47 (a) to (f) shows the comparison for air flow rate of 300 lpm per channel. 

Point 3,6 and 7 for probe no. 6, Point no 9 for Probe no. 8, Point no 6 and 7 for probe no .10, 

point no. 1, 2, 3, 4 and 10 for probe no 13 were not reading properly, which can be seen in those 

plots. However the comparison with available data shows excellent match with CFD simulation 

results.  
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 Figure 6.47 (a)  Figure 6.47 (b) 

 Figure 6.47 (c) 

 Figure 6.47 (d) 
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Figure 6.47 (e)  Figure 6.47(f) 

Figure 6.47 : Comparison of probe data with CFD simulations for air flow rate of 300 lpm per channel 

(initial drum level 650 mm) 

Similarly the comparison for different air flow rates is shown in Figure 6.48 to 6.52. Most 

of the data compares very well with CFD predictions. For figure 6.50 (e) and 6.53 (e), i.e. for 

probe no 11 at air flow rates 150 and 100 lpm there is large difference between the measurement 

and CFD predictions. It can be noted from Table 6.4, row no 2 & 3 i.e. for air injection flow rates 
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1.07 m. Therefore CFD shows higher local void fraction than recorded by the probe. There can 
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level, hence the variation is acceptable. It can be noted that for other probe locations which 

remain submerged, the predictions are in well agreement with measurements. 
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 Figure 6.48 (a)  Figure 6.48 (b) 

 Figure 6.48 (c)  Figure 6.48 (d) 

 

 

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0

0.2

0.4

0.6

0.8

1.0

 CFD

 Conductivity probe data from experiment

V
o

id
 F

ra
c
ti
o

n
 

Probe length (m)

Probe no: 6

Air flow rate - 250 lpm per channel

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0

0.2

0.4

0.6

0.8

1.0

Probe no: 8

Air flow rate = 250 lpm per channel

 CFD

 Conductivity probe data from experiment

V
o
id

 F
ra

c
ti
o
n

 

Probe length (m)

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0

0.2

0.4

0.6

0.8

1.0

Probe no: 9

Air flow rate = 250 lpm per channel

 CFD

 Conductivity probe data from experiment

V
o

id
 F

ra
c
ti
o

n
 

Probe length (m)

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0

0.2

0.4

0.6

0.8

1.0

Probe no: 10

Air flow rate = 250 lpm per channel

 CFD

 Conductivity probe data from experiment

V
o

id
 F

ra
c
ti
o

n
 

Probe length (m)



277 

 

 Figure 6.48 (e) Figure 6.48 (f) 

Figure 6.48 : Comparison of probe data with CFD simulations for air flow rate of 250 lpm per channel 

(initial drum level 650 mm) 

 

Figure 6.49 (a)  Figure 6.49 (b) 

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0

0.2

0.4

0.6

0.8

1.0

Probe no: 11

Air flow rate = 250 lpm per channel

 CFD

 Conductivity probe data from experiment

V
o

id
 F

ra
c
ti
o
n
 

Probe length (m)
0.0 0.2 0.4 0.6 0.8 1.0 1.2

0.0

0.2

0.4

0.6

0.8

1.0

 CFD

 Conductivity probe data from experiment

V
o

id
 F

ra
c
ti
o

n
 

Probe length (m)

Probe no: 13

Air flow rate = 250 lpm per channel

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0

0.2

0.4

0.6

0.8

1.0

 CFD

 Conductivity probe data from experiment

V
o
id

 F
ra

c
ti
o
n

 

Probe length (m)

Probe no: 6

Air flow rate = 200 lpm per channel

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0

0.2

0.4

0.6

0.8

1.0

 CFD

 Conductivity probe data from experiment

V
o

id
 F

ra
c
ti
o
n
 

Probe length (m)

Probe no: 8

Air flow rate = 200 lpm per channel



278 

 

 Figure 6.49 (c)  Figure 6.49 (d) 

 Figure 6.49 (e)  Figure 6.49 (f) 

Figure 6.49 : Comparison of probe data with CFD simulations for air flow rate of 200 lpm per channel 

(initial drum level 650 mm) 
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 Figure 6.50 (a)  Figure 6.50 (b) 

 Figure 6.50 (c)  Figure 6.50 (d) 
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 Figure 6.50 (e)  Figure 6.50 (f) 

Figure 6.50 : Comparison of probe data with CFD simulations for air flow rate of 250 lpm per channel 

(initial drum level 650 mm) 
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 Figure 6.51 (c)  Figure 6.51 (d) 

 Figure 6.51 (e)  Figure 6.51 (f) 

Figure 6.51 : Comparison of probe data with CFD simulations for air flow rate of 250 lpm per channel 

(initial drum level 650 mm) 
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 Figure 6.52 (a)  Figure 6.52 (b) 

 Figure 6.52 (c)  Figure 6.52 (d) 
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 Figure 6.52 (e)  Figure 6.52 (f) 

Figure 6.52 : Comparison of probe data with CFD simulations for air flow rate of 250 lpm per channel 

(initial drum level 650 mm) 

The comparison with local measurements of hold up and CFD as well as comparison of 

swell level predicted by CFD with experimental measurements establish that CFD results are 

very accurate.  

6.9 Prediction of variation of swell level for AHWR steam drums. 
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buoyancy difference between the tail pipe and down comer. As the loop heats up the volume of 

water expands and water level in steam drum will rise. The inventory corresponding to the 

swelling is removed from steam drum and level is maintained at 0.8 m. This level management 

continues till the MHT temperatures reach the saturation point corresponding to 70 bar, i.e. 285 

O
C. The boiling is initiated in core at this point and steam drum pressure is only controlled. The 

steam bubbles occupy part of volume of tail pipes and the corresponding water volume is 

transported to steam drum. At this stage boiling two-phase flow is established in tail pipes, and 

the steam is separated in steam drum. In order to maintain the steam drum pressure, this steam is 

removed from top and equal mass of water is added to steam drum from feed water line so that 

total mass of water in MHTS is conserved. The reactor power is then increased from 2% FP to 

100% FP, in steps as required for power production.  Please note that water inventory is not 

removed from steam drum as the boiling initiates. The steam drum level will swell with rise of 

power as flow quality and void fraction at the exit of core will increase. Figure 6.44 shows the 

variation of void fraction at core exit (in tail pipe) with reactor power. The corresponding water 

recirculation flow rate and steam flow rate at inlet of steam drum is shown in Figure 6.45. 
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Figure 6.53: Schematic of Main Heat Transport System (MHTS) of AHWR 
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Figure 6.54: Variation of void fraction in tail pipe 

of AHWR with power. 

Figure 6.55: Variation of steam and water flow rate 

with power for AHWR. 

The variation of void fraction and flow rates with power is considered as an input to 

calculate the swell level in steam drum. Also the tail pipe void fraction enables us to calculate 

additional water volume transported in steam drum. Methodology explained in Figure 6.3 is 

followed here for AHWR steam drum, and full circular cross-section is considered for 

calculation. The drift flux model by Boesmans et al. [92] is used to predict the swell level 

variation and average pool void fraction in steam drum, which is shown in Figure 6.46. The 

calculation results predict swell level of 2.23 m at 100% FP. It has been estimated from CFD 

simulations (as described in chapter 5, section 5.6) that the carryover is below acceptable level 

when swell level is maintained below 3.5 m. Thus we can conclude that swell level in AHWR 

steam drum at 100% FP is sufficiently low so that carryover does not pose major concern for its 

operation and gravity separation will be efficient. 
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Figure 6.56: Predicted variation of swell level and average pool void fraction for AHWR. 

6.10 Conclusion 

Accurate prediction of swell level of two-phase mixture inside the steam drum is one of 

the major concerns during the design calculations. The steam drum geometry, which is a 

horizontal large diameter cylinder with multiple inlets at bottom and central region separated 

from bulk of flow for down comer connection, adds complexity to the problem. The flow cross-

section varies inside the drum as two-phase mixture flows upward. The large values of hydraulic 

diameter rules out the use of conventional drift flux models which are valid for small diameter 

pipe flows. Large recirculation zones are observed in experiments. The void distribution inside 

large pool of drum plays a significant role determining the average pool void fraction and 
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Several experiments were carried in AWL to collect data on pool void fraction as a function of 

boundary flows and initial inventory. Validation of these data with various drift flux models 

available from literature was carried out. Conventional models were found to predict higher pool 

void fraction and higher swell levels compared to experiment. Drift flux model given by 

Boesmans et al. [92] which considers the phenomenon of strong internal recirculation flows was 

found to predict the swell level very accurately.  

Photographic investigations were carried out during AWL experiments and bubble size 

distributions were obtained using image processing. The SMD which represents the poly 

dispersed bubble sizes was obtained from distributions. OpenFOAM solver 

“twoPhaseEulerFoam” which solves dispersed flows of two incompressible fluids was utilized 

to simulate the flow inside the AWL drum. The solver was first validated against the 

experimental data from literature. The comparison with bubble column experiments with CFD 

simulations showed that accurate predictions can be obtained. The CFD simulations for AWL 

drum produced excellent results on swell level predictions when compared with AWL 

experiments. The advantage of validated CFD simulation is that it can be treated as numerical 

experiment and detailed information of many parameters can be obtained that are difficult to 

measure in actual experiments. For example, the CFD simulations produced void fraction 

profiles, local liquid and gas velocities and local slip velocity. This information was used to 

obtain the drift flux distribution parameters. The CFD simulations on AWL drum were used to 

develop a new drift flux model which accurately predicted the swell level. 
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The local void fraction / hold up profiles were measured experimentally using multi-point 

conductance probes. The CFD predictions of hold up profiles were found to be in good 

agreement with the measurements with conductance probes. 

This detailed analysis of flow and void distributions in AWL drum pool, and comparison 

with experiments has given a strong confidence for calculation methods employed. The drift flux 

models were then extended to predict the swell and average pool void fraction for AHWR steam 

drum case. It was found that the swell level for AHWR steam drum at 100 % full power 

operation will be around 2.2 m, which is well below of threshold for unacceptable carryover. 
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Chapter 7 

Summary 

Efficiency of two-phase flow separation in steam drums is affected by the amount of 

droplets carried out of equipment. This carryover can be detrimental to health of steam piping 

and turbine blades. Estimation of carryover is thus of major concern for new designs of steam 

drum which intend not to use mechanical separator. For case of AHWR, the steam separation is 

based on purely due to gravity to avoid excessive system pressure drop associated with 

mechanical separators. Literature review showed that carryover depends on the superficial gas 

velocity and distance of separation interface from the exit of equipment i.e. vapor/gas phase 

height. Lower superficial velocity of gas at interface gives lower value of carryover, and more 

the height of vapor space lesser is carryover. To reduce the steam velocity at interface, the 

cylindrical steam drum of AHWR is kept horizontal.  Increasing the steam drum diameter will 

also ensure that enough space is available above the two-phase flow separation interface in the 

drum. These precautions taken in design are based on lessons from literature. However, exact 

estimation of carryover and distribution of two-phase flow inside the drum is required for design 

acceptance. 

Literature review also indicated that empirical approach available for solution of above 

problem may not be universally applicable and any such correlation need to be rigorously tested 

for the geometry under consideration. Applicability of experimental information from previous 

experiments was also under question since most of them are performed in vertical cylindrical 

vessels and have small hydraulic diameters. Analytical approaches are applicable in any 

geometry since they are based on basic equations of conservation of mass, momentum and well 

tested closure laws for drag, lift forces considered. However, these approaches need more 
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information such as droplet size and velocity distributions, bubble size distributions if we predict 

the complete process using conservation laws. Literature was found to be devoid of relevant 

information on such inputs required for horizontal steam drum geometry. This has prompted us 

to take up detailed experimental, analytical studies along with use of CFD techniques to 

understand and predict the flow dynamics in horizontal steam drum where steam separation is 

based purely on gravity. 

With aim to collect detailed data on droplet size distributions, bubble size distributions, 

void distribution in pool, swell level/ location of interface in the drum, a scaled down test facility 

was designed. The scaled down experiments have been carried using air-water mixture which has 

allowed visual observation. The flows were scaled in order to maintain similar superficial flow 

velocities and void fractions at the drum inlet. Facility was also designed to operate without any 

pump and flows are generated due to natural circulation. Steady state experiments were 

performed and the measured flows and pressure drops were validated using numerical 

techniques. The post-test comparison of model and prototype has indicated that model will 

adequately simulate prototype conditions. 

The measurements on droplet size distribution were carried out using high speed 

photography. The photography revealed the mechanism of formation of droplets, which is due to 

fragmentation of bubble dome film at the separation interface. The size distribution was found to 

follow Upper Limit Log Normal (ULLN) distribution. The distribution parameters were 

obtained. A simple one-dimensional Lagrangian particle tracking code was developed and 

utilized to perform parametric studies. The studies have shown that droplet ejection velocity can 

be considered to be order of 1 m/s in order to accurately predict the critical droplet diameter and 

associated carryover. 1-D particle tracking code predicted the carryover reasonably well when 
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compared with experiments and best available correlations. 3-D Euler-Lagrangian simulations 

for AWL were taken up. OpenFOAM solver “simpleReactingParcelFoam” was used. The solver 

solves bulk flow with Euler formulation and droplets are tracked in the bulk flow with given set 

of boundary conditions. The solver was validated for cyclone separator geometry and 

experiments from literature. The droplet size distributions obtained in experiments were used for 

CFD simulations for AWL to predict the carryover. Since the flow cross-section rapidly reduces 

close to drum top, the superficial velocity of gas increases rapidly and also the carryover. The 

threshold of such sudden rise of carryover is accurately predicted with CFD simulations. The 

solver was extended for AHWR steam drum simulation. The droplet size from air-water mixture 

data was extended for steam-water conditions for AHWR using similitude of Weber number. 

The CFD simulations showed that for the rated steam flow rate at 100% reactor power, if the 

operating level is less than 3.5 m, the carryover is very small (< 0.1%) and acceptable as per 

internationally accepted guidelines. 

Since the carryover depends on the swell level (operating level) inside the drum, its 

accurate prediction is important and accurate methods for such predictions need to be 

established. Conventional drift flux models over predict the pool void fraction and swell level, 

since they are developed from experiments in small diameter pipes. Whereas the hydraulic 

diameter for concerned geometry is larger and strong internal flow recirculation occurs. 

Experimental database on average pool void fraction and swell level was generated in AWL. A 

special drift flux model given by Boesmans et al [92] for pool type situations was found to 

predict the swell level accurately. Photographic studies were conducted to obtain bubble size 

distributions and corresponding Suater Mean Diameter (SMD) which was used as input for CFD 

simulations. CFD simulations with “twoPhaseEulerFoam” solver from OpenFOAM were carried 
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out. Solver was first validated against experimental data from literature on bubble columns of 

diameter varying from 0.3 m to 1.0 m. The validated solver was then used to predict the void 

distribution in AWL drum which was compared with the local void fraction measured using 

multi-point conductivity probes. The predictions agree very well with measurements. The swell 

level predicted is also in close agreement with experiments. Based on the detailed data on local 

fluid velocities and local void fractions obtained in CFD simulations, a new drift flux model was 

proposed. The proposed model also predicts the swell level in close agreement with 

measurements. The validated drift flux model was then used to predict the swell level in AHWR 

steam drum. It was found that the swell level for AHWR steam drum at 100 % full power 

operation will be around 2.2 m, which is well below of threshold for unacceptable carryover. 

The complete analysis of carryover phenomenon including dynamics of flow above and 

below separation interface with experiments and CFD techniques was thus established and it is 

proven that AHWR steam drum is adequate and acceptable. 
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APPENDIX-A: AWL scaling to the AHWR steam drum 

According to the specifications of the latest design of AHWR: 

Total core flow rate (452 channels) = 2141 kg/s. 

Total mass flow rate per steam drum (113 channels) = 535.25 kg/s. 

Total mass flow rate for 28 channels = Tm  = 132.63 kg/s. 

Steam flow rate for 452 channels = 408.0 kg/s. 

Steam flow rate for 28 channels = sm = 408.0×28÷452= 25.274 kg/s. 

Volumetric steam flow rate for 28 channels of prototype  = ( )
PsQ = 25.274÷36.32  

= 0.69587 m
3
/s = 41752.20 lpm. 

Average core exit quality = 19.1%. 

Water flow rate for 28 channels of prototype = wm = sT mm − = 132.63-25.274 = 107.356 kg/s 

Volumetric water flow rate for 28 channels of prototype = ( )
PLQ = 107.356÷740.16= 0.14504 

m
3
/s. 

Steam drum diameter of prototype = ( )
PSDD = 4.0 m 

Prototype steam drum length = ( )
PSDL =11.0 m. 

Tail pipe ID in prototype = ( )
PTPD = 0.110 m. 

A simplified cross-section of the steam drum is as shown in Figure B-1. 

From Figure A-1, 

 5.00.2 2222 −=−= ACOAOC = 1.936 m 

OCOBBC −= = 2.0-1.936 = 0.064 m  
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=+= CDBCBD 0.064+0.534= 0.6 m 

=−= BDOBOD 2.0-0.6 = 1.4 m 

( ) ( ) =−−=−−= 5.04.12 2222
DEODOFEF 0.9283 m 

=−=−= 2222 2.02OGOHGH 1.99 m. 

 

Figure A-1: Simplified schematic of prototype steam drum. 

 

Superficial velocities of phases in tail pipe 

Tail pipe inside diameter in prototype, ( ) =
PTPd 0.110 m 

Flow area of 28 tail pipes, ( ) =××= 2110.0
4

0.28
π

PTPA 0.26609 m
2
 

Mass flux in prototype, ( )
PTP

T

A
m

G = =132.63 ÷ 0.26609 = 498.435 kg/m
2
s 

O

A
C

E D
F

G H

4.0

2.2

0.6 0.534

1.0

B
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Superficial velocity of gas in prototype, ( )
g

PTPG

Gx
J

ρ
=−  

= (498.435×0.19) ÷ 36.32 = 2.607 m/s 

Superficial velocity of liquid in prototype, ( )
( )

l

PTPL

xG
J

ρ

−
=−

1

 
= (498.435×0.81) ÷ 740.19  

     = 0.5454 m/s. 

The superficial velocity of gas in model= ( )
MTPGJ − = 2.102 m/s (Refer to Appendix-A)  

The superficial velocity of liquid in model= ( )
MTPLJ − = 0.484 m/s (Refer to Appendix-A)  

Thus comparing the superficial velocities in model and prototype tail pipes it is found that the 

simulated gas and liquid superficial velocities deviate from prototype by -19% and -11% 

respectively. 

 

Ratios of Tail pipe pitch and tail pipe diameter in the model and prototype 

P
diapipeTail

Pitch









  
= 0.390÷0.110 = 3.5454 

M
diapipeTail

Pitch









  
= 0.203÷0.0627 = 3.2376 

Thus the above ration in model deviates from prototype by -8.68 %.  

 

Entry losses from Tail pipe to steam drum riser portion 

For steam drum riser in prototype at baffle’s top, ( ) 8566.19283.022 =×=×
P

EF m. 

Flow area in riser portion (at the top of baffle plates) of prototype, ( )
PRA = 1.8566×2.25 = 

3.62037 m
2
. 

( )
( )
( )

2

1 







−=

PR

PTP

PI
A

A
K = 0.85840 
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For model, 

( ) 917238903.0=
MRA m

2
 (refer Appendix-A) 

( ) 08645.0=
MTPA m

2
  

( )
( )
( )

2

1 







−=

MR

MTP

MI
A

A
K =0.8203 

The local loss coefficient from tail pipe to steam drum riser portion in model deviates from 

prototype by -4.43% only. 

 

Superficial velocities of phases at steam drum riser portion. 

Superficial velocity of gas in prototype, ( )
( )

===−
62037.3

69587.0

PR

s

PRG
A

Q
J

 

0.19220 m/s 

 

Superficial velocity of gas in model, ( )
( )

1981.0
917238903.0

18172543.0
===−

MR

a

MRG
A

Q
J m/s 

Superficial velocity of liquid in prototype, ( )
( )

===−
62037.3

14504.0

PR

L

PRL
A

Q
J 0.04006/s 

Superficial velocity of liquid in the model ( )
( )

0456.0
917238903.0

1591.0
===−

MR

w

MRL
A

Q
J m/s 

Thus the superficial velocity of gas and liquid at steam drum riser portion for the model deviates 

from prototype by +3.06% and +13.82 % respectively. 

 

Superficial velocity of gas at interface of phase separation. 

For steam drum at interface in prototype, ( ) 98.399.122 =×=×
P

GH m 

Interface area in SD of prototype, ( ) =×= 950.198.3
PIFA 7.761 m

2 
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Superficial velocity of gas at interface of steam and water separation,   

( )
( )
( )

===−
761.7

69587.0

PIF

Ps

PIFG
A

Q
J

 

0.089662 m/s 

Superficial velocity of gas in model at interface = ( ) 0823.0=− MIFGJ

 

m/s (refer to Appendix-A) 

The superficial velocity of gas at interface in model deviates from prototype by -8.21 %. 

 

Superficial velocity of liquid at cross flow area above the baffle plate 

Cross flow area in steam drum above baffle plates of prototype (i.e. between the riser top to the 

steam water separation interface), ( ) ( ) =−×= 534.02.2950.1
PBIA 3.2487 m

2 

Superficial velocity of liquid, ( )
( )
( )

===−
2487.3

14504.0

PBI

Pl

PBIL
A

Q
J 0.04464 m/s 

Superficial velocity of liquid at cross flow area above baffle plate for the model = 

( ) 0456.0=− MBILJ  m/s (refer to Appendix-A) 

Thus the superficial velocity of liquid at cross flow area above baffle plate for the model deviates 

from the prototype by +2.13 %. 

 

Superficial velocity of liquid in down comer region of steam drum  

Baffle spacing in prototype, ( ) 0.1=
PSB m 

Baffle length, ( ) 95.1=
PSL m 

Flow area between baffle spacing, ( ) 95.10.195.1 =×=
PBSA m

2 

Total down comer flow rate, ( ) 17918.0
19.740

63.132
==

PTDCQ m
3
/s 
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Superficial velocity of liquid, ( )
( )
( )

===−
95.1

17918.0

PBS

PDC

PBSL
A

Q
J 0.09187 m/s 

Superficial velocity of liquid in down comer region for model = ( ) 0858.0=− MBSLJ  m/s (refer 

Appendix-A) 

Thus superficial velocity of liquid in down comer region for model deviates from prototype by  

 -6.62 %. 

 

Local losses in down comer region 

Loop down comer pipe ID in prototype, ( ) 2731.0=
PDCd m 

Flow area of down comer pipe in prototype, ( ) 05857783.02731.0
4

2 =×=
π

PDCA m
2
 

( )
( )
( )

48869.0
95.1

05857783.0
15.015.0

75.075.0

=







−=








−=

PBS

PDC

PE
A

A
K

 

Loop down comer pipe ID in model, ( ) 1345.0=
MDCd m 

Flow area of down comer pipe in model, ( ) 0142080.01345.0
4

2 =×=
π

MDCA m
2
 

( )
( )
( )

4890.0
4876848.0

0142080.0
15.015.0

75.075.0

=







−=








−=

MBS

MDC

ME
A

A
K  

Thus the local loss from down comer region to down comer pipe in model deviates from 

prototype by +0.07 %. 

 

Local loss at exit of steam drum 

Steam exit pipe ID in prototype, ( ) 18258.0=
PSEd m 

Flow area of down comer pipe in prototype,  
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( ) ( ) ( ) 006487477.018258.0
4452

28*0.4
2

=







=

π
PSEA m

2 

Exit losses from steam drum in prototype 

( )
( )
( )

49968.0
761.7

006487477.0
15.015.0

75.075.0

=







−=








−=

PIF

PSE

PE
A

A
K  

Exit losses from stem drum in model 

( )
( )
( )

49949.0
971723.0

00131382.0
15.015.0

75.075.0

=





−=








−=

MIF

MSE

ME
A

A
K

 

Thus the local losses at steam drum exit for model deviates from prototype by -0.039%. 

Ratio of steam drum length to diameter 

5979.0
93.1

154.1

    

    

4875.0
0.4

95.1

    

    

==








==








M

P

diadrumSteam

lengthDrumSteam

diadrumSteam

lengthDrumSteam

 

Thus the ratio of steam drum length to steam drum diameter in model deviates from prototype by 

+22.6 %. 

Ratio of baffle height to drum diameter. 

119626.0
93.1

23088.0

    

  

1335.0
4

534.0

    

  

==








==








M

P

diadrumSteam

HeightBaffle

diadrumSteam

HeightBaffle

 

Thus the ratio of baffle height to drum diameter in model deviates from prototype by -10.39 %. 
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Annexure-B 
 

Implementation of OpenFOAM solver “simpleReactingParcelFoam” 

The Figure B-1 shows the code implemented in main file “simpleReactingParcelFoam.c” of the 

solver. It employs the SIMPLE corrector loop to solve the governing equations of flow. The 

solver algorithm is shown in Figure B-2.  

 

 

Figure B-1: Main code of solver “simpleReactingParcelFoam” 
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Figure B-2: Algorithm of “simpleReactingParcelFoam” 

The Lagrangian equations for parcels of particles/droplets are first solved based on the velocity 

field calculated from previous time step. Following which the momentum equation is solved. 

The equation 5.22 is modeled in “UEqn.H” which is shown in Figure B-3. The various terms in 

UeEqn.H correspond to momentum equation. “fvm::div(phi, U)” represents the convective 

part of meomentum i.e. ∇. 6I���.  the term “turbulence->divDevRhoReff(U)” is the 

divergence of the stress tensor i.e. ∇. �  and is evaluated as x�``6∇� + 6∇����  , where x�`` 

Start

Solve the particle tracking equation, obtain 

particle positions, velocity, size etc. based on 

the existing velocity field.

Solve momentum equation to get 

intermediate velocity field. Use under-

relaxation.

Solve species transport equation

Solve Energy conservation equation

Solve pressure equation, update velocity 

field, update boundary conditions 

Solution 

converged ? Or 

iteration  i = imax

END

Yes

No

Parcel.evolve()

UEqn.H

YEqn.H

EEqn.H

pEqn.H
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represents the effective viscosity i.e. dynamic viscosity x  and turbulent viscosity x� . 

“rho.dimensionedInternalField()*g” represents the body force due to gravity i.e. I�. 

"parcels.SU(U)” represents the source term due to particles in momentum equation i.e. ~$,#� . 

The OpenFOAM makes a provision of specifying user defined source terms to equations of 

mathematical model using “fvOptions” framework. In present case we have not added any 

user-defined source terms to any of the equations. Therefore all code lines with “fvOptions” 

are not relevant to final equations and algorithm.  “UEq().relax()” applies relaxation 

parameter to equation terms related to velocities and “solve(UEqn.() == -

fvc::grad(p))” solves the equation with now adding the pressure gradient term −∇f.  

 

 

 

Figure B-3: “UEqn.H” employed in “simpleReactingParcelFoam” solver 

Figure B-4 shows the important part of code “YEqn.H”. The scalar transport equation of species 

formed due to reactions, processes of mass transfer between the two phases is constructed in 

solver as per equation (5.27). The term “mvConvection->fvmDiv(phi, Yi)” represents the 
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term for convection of species i.e. ∇. 6I��$� . “fvm::laplacian(turbulence->muEff(), 

Yi)” represents the diffusion term of species ∇. pq.  The diffusion due to turbulence is dominant 

and the diffusion is expressed as ∇. pq =  −I[�∇�$ =  −I v?�@(? ∇�$ = v?@(? ∇�$ = x�∇�$ . 

“parcels.SYi(i, Yi)” represents the source term from discrete phase ~$. “combustion-

>R(Yi)” adds the source term due to combustion/reaction representing term }$ of the equation 

(5.27).  “fvOptions(rho, Yi)” represents the user defined source terms if any. 

 

Figure B-4: “YEqn.H”  employed in “simpleReactingParcelFoam” solver 

Figure B-5 shows the code “EEqn.H” for solving the energy conservation equation used 

in the solver. The term “mvConvection->fvmDiv(phi,he)” represents the convective part of 

energy equation i.e. ∇. 6Iℎ�� The variable “he” could be enthalpy or internal energy. The term 

“fvc::div(phi, volScalarField("K", 0.5*magSqr(U)))” represents the term ∇. 6Ir��  in equation (5.25). “fvm::laplacian(turbulence->alphaEff(), he)” 

accounts for the term ∇. |  which is expressed as ∇. | = ∇. 6�∇+� = ∇. _�∇6ℎ IP*⁄ �a =
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l A�SBo∇Kℎ = Γ∇Kℎ where Γ is thermal diffusivity. Effect of turbulence on thermal diffusion is 

considered by definingΓ�`` = SBS� 6Γ + Γ��.  “parcels.Sh(he)” represent the energy source 

term due to discrete phase. “radiation->Sh(thermo)+combustion->Sh()” are the terms 

corresponding to the source term due to radiation and combustion. “fvOptions(rho, he)” 

allows to consider the user defined source terms, which is not relevant here as no such sources 

are specified. “thermo.correct();” updates the fluid properties based on the available 

enthalpy/temperature field.  

 

Figure B-5: “EEqn.H” employed in “simpleReactingParcelFoam” solver 

 

Pressure correction equation: 

The pressure field has to be solved with a equation constructed from momentum and 

continuity. Consider the form of continuity and momentum as follows: 
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∇. 6�� = 0 ( B.1) 

& 

à�à� + ∇. 6��� − ∇. 6�∇�� = −∇fI 
(B.2) 

The density is assumed to be constant in above equations. The momentum equation in 

descritized form can be written as: 

aC�* = i6�� − ∇fI 
(B.3) 

Where  

i6�� =  − è 
%�%% + -R∆� 
(B.4) 

The first term of i6�� represents the matrix coefficients of the neighbouring cells multiplied by 

their velocity, while the second part contains the unsteady term and all the sources except the 

pressure gradient. 

Equation (B.3) can be written as: 

�* = i6��aC − ∇6f I⁄ �aC  
(B.5) 

The continuity equation is descritized as: 

∇. 6�� = è D. ��` = 0 
(B.6) 

Where D is outward-pointing face area vector and the �� velocity on the face. The velocity on the 

face is obtained by interpolating the semi discretised form of the momentum equation as follows: 

�� = ]i6��aC c` − ]∇6f I⁄ �aC c` 
(B.7) 

By substituting this equation into the descritized continuity equation obtained above, we obtain 

the pressure equation: 
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∇. È 1aC ∇6f I⁄ �É = ∇. ]i6��aC c = èD` ]i6��aC c` 
(B.8) 

The pressure equation is implemented in the solver as shown in Figure B-6. A scalar field “rAU” 

is constructed using code “volScalarField rAU(1.0/UEqn.A());” which basically 

represents 
QEF . A vector field “rhorAUf” is constructed by code “surfaceScalarField 

rhorAUf("rhorAUf", fvc::interpolate(rho*rAU));” which is 
Q�EF.  A volume vector 

field “HbyA” i.e.  
\6��EF   is constructed using code “volVectorField HbyA("HbyA", U); 

HbyA = rAU*UEqn.H();”. Similarly the surface scalar field “phiHbyA” i.e. l\6��EF o` is also 

constructed. The pressure equation term “fvc::div(phiHbyA)”  which represents the 

∇. l\6��EF o` . The term “- fvm::laplacian(rhorAUf, p)” represents ∇. ] QEF ∇6f I⁄ �c . 

“parcels.Srho()” is the term for mass from the particle phase.  The pressure equation is 

solved in a loop for number of times specified by number of correctors, which can be specified 

as a solution parameter in input. The density is corrected before and after solving the pressure 

equation by first removing and then adding the compressibility effect term “psi*p”. After this 

correction the velocity field is updated, boundary conditions are updated and source terms are 

updated if any.  
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Figure B-6: Implementation of pressure correction equations in “simpleReactingParcelFoam” 

 

 


