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SUMMARY 

Detection of heavy water leaks in PHWRs is of significant importance for economy and safety of 

the nuclear power plants & personnel. A continuous heavy water leak monitoring system is 

essential to avoid any major leak situation. Conventionally, the heavy water leak monitoring 

system is based on tritium activity measurement which suffers from interference by other 

radioactive species present in the reactor. Hence, there is a need for developing new techniques. 

The sensors based on optical method can meet the requirements of sensitivity, selectivity, 

compactness and real time monitoring at moderate costs. Among several optical techniques, laser 

absorption based Off-Axis Integrated Cavity Output Spectroscopy (OA-ICOS) technique is found 

to be the most suited for developing onsite compact portable equipment for monitoring heavy 

water leaks for PHWR. The thesis is focused on design, development, characterization & 

validation of the same. 

In the present thesis, design of the heavy water monitoring system is based on HDO absorption 

line at 7191.039 cm-1. The system consists of diode laser, optical cavity, optical components, 

photodetector, oscilloscope and computer for data acquisition and signal processing. The system 

parameters are optimized to make it suitable for online measurement of [HDO] in air. A signal 

analysis technique has been developed to eliminate the effect of inherent gain non -linearity. 

Intricacies involved in the fitting of spectrum are presented. The effect of operating conditions 

such as temperature and pressure on the concentration measurement were studied and appropriate 

correction factors are incorporated in the signal analysis algorithm to improve the accuracy.  

The characterization and validation of the developed system is performed by its calibration, 

stability and sensitivity analysis and comparison with the conventional techniques. Calibrated 
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value for mirror reflectivity was observed to be 99.92% by using standard samples. Calibration of 

detection system was performed using known [HDO] ranging from 20 to 2280 ppm (which covers 

the range of interest), while the analysis method was verified for linear calibration. An 

improvement in sensitivity from 10 ppm to 1.2 ppm for water samples was achieved by using 

cavity length dithering. Stability of the system was analysed by the method of Allan variance. The 

evaluated optimum integration time is 1280 sec for ±1.2 ppm sensitivity and 160 sec for ±1.5 ppm 

sensitivity. The long-term reproducibility of the system was evaluated to be ±3.2 ppm (±1 %) in 

natural water sample. 

The performance validation of the system was carried out using the samples collected from 

different locations in the DHRUVA reactor at BARC. These samples were also analysed by liquid 

scintillation counter (LSC) and Isotope Ratio Mass Spectrometer (IRMS) measurements. The 

measured [HDO] using the developed system shows an excellent correlation with the 

measurements obtained using these well-established techniques. The correlation coefficient of 

[HDO] measurement with tritium activity using LSC is 0.982 and that of D/H ratio measurement 

by IRMS is 0.971. The developed setup was also tested for detecting leakages of heavy water to 

the atmosphere by the measurement of [HDO] in air with an experimentally simulated leak 

condition in the laboratory.  The minimum detectable [HDO] of 45 ppbv and the sensitivity of 113 

ppbv of HDO fraction in air is achieved. Based on the above results, it can be concluded that the 

developed system is suitable for monitoring minor leakages of heavy water in PHWRs. The 

measurements performed by simulating a leak condition in the laboratory demonstrate the potential 

of the developed system for real time online monitoring of heavy water leak in PHWRs.     
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CHAPTER 1  

INTRODUCTION 

The presence of certain gases such as chlorine, hydrogen sulphide, hydrogen fluoride, nitrogen 

dioxide, sulphur dioxide, etc. in the environment is hazardous, even in trace amounts [1]. The 

detection of leaks of such hazardous gases is usually part of a safety system, and finds wide range 

of applications in areas like emission monitoring and control in industrial, agricultural, and animal 

facilities, environmental monitoring, biomedical and clinical diagnostics and several other 

applications. Gas sensors based on indirect method like electro-chemical process, semiconductors, 

thermal conductivity and catalytic reactions, etc., are of low cost and portable, but usually they 

suffer from low sensitivity, drift, and cross-sensitivity to other gases [2]. The instruments based 

on direct methods like gas chromatography [3] and mass spectrometry [4, 5] have high sensitivity 

(of order of ppm to ppt) and are highly selective, but are bulky and costly. They also require lengthy 

process of sample collection and preparation time. Hence, these methods are not suitable for real 

time portable applications having space constraint. The sensors based on optical method can 

provide sensitivity and selectivity comparable to direct method along with portability and real time 

monitoring at a moderate cost. 

Trace gas detection plays an important role in process monitoring and the safeguarding of nuclear 

reactors; heavy water leak monitoring in Pressurised Heavy Water Reactors (PHWRs) is one of 

the concerns. In, PHWRs, the heavy water is used both as a neutron coolant and moderator. During 
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the normal operation, heavy water is contained in two separate closed loop systems, one for the 

moderator and other for the coolant [6]. Although nuclear reactors are designed and built with 

various safety features for containment, small amount of leakages of heavy water (coolant as well 

as moderator) still occur during normal reactor operation. These leakages are mainly through seals, 

valves, pipelines and steam generator, etc. Some heavy water leakages also occur during refuelling 

through feeders, end-fittings and the closure plug seals. This loss of heavy water due to leakages 

requires top-ups to compensate for the escapes. To minimise the loss of expensive heavy water 

from the reactor system, it is recovered, as much as economically feasible, by various processes.  

This recovered heavy water requires clean-up and up-grade to maintain its isotopic purity [7]; 

which adds to the cost of reactor operation [8].  

In addition to the normal loss of heavy water, there could be some additional leakages because of 

degradation or malfunctioning of reactor system caused by corrosion or cracking in the reactor 

components. Such leak events may lead to reactor shutdown and/or release of the radioactivity to 

the environment. The radioactive materials are primarily produced due to the activation of the 

water molecules and dissolved gases by high neutron flux in the reactor. The induced activity in 

water generates the isotopes 16N, 17N, 19O and 3H [9]. The radio-nuclides, 16N, 17N and 19O produce 

an intense gamma and beta radiation, limiting the access to the equipment in a running reactor. 

Due to short half-life, these three isotopes decay fast after a shutdown. However, the tritium isotope 

is a low energy β emitter with a half-life of 12.3 years. This long half-life leads to its concentration 

build-up in heavy water systems, which hardly decrease on shut down. Thus, a leak in heavy water 

system during normal operations and accidents can produce dangerous levels of tritium in the 

atmosphere. Although, the low energy beta particle from tritium is not an external radiation hazard, 
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it can cause internal damages if it enters the body through inhalation and skin [10]. Hence, the 

detection of heavy water leaks in PHWRs is of significant importance for the safety of people 

working there as well as for the power plant safety and economy. A continuous heavy water leak 

monitoring system is essential to avoid any major leak situation. 

Traditionally, the heavy water leak monitoring system utilizes few types of sensors viz. beetle 

detectors, dew point sensors, 19O monitors, and tritium activity monitors [11-13] (Refer to 

Appendix I for more details). None of these methods meet all the requirements at the same time 

viz. high sensitivity, high selectivity, real time online measurement capability, portability, high 

reliability, and ease of use. For example, the beetle detectors detect the leaks due to shorting of 

electrodes as a result of accumulation of leaking coolant (or moderator) into the collection pots. 

However, they cannot detect minor leaks due to instantaneous evaporation of leaking coolant, on 

account of high temperature and pressure inside the pressure tubes. Use of dew point sensors is 

limited to monitoring of coolant leaking from the primary coolant channel to the annulus gas inside 

the reactor core. In addition, both these sensors cannot distinguish between H2O and D2O which 

may lead to triggering of false alarm [14]. Similarly, the online 19O monitors are used for detecting 

leakage of primary coolant to secondary coolant in heat exchangers by monitoring the 1.357 MeV 

γ-photons of 19O [15]. The sensitivity of these detectors is limited due to the interference caused 

by other radio nuclides such as 41Ar, 85Kr, 222Rn or 133Xe emitting γ-photons (energy ranging from 

81 to 1294 keV) and β-particles (energy ranging from 346 to 1197 keV) in the reactor environment. 

Mostly, monitoring of heavy water leak to the atmosphere is done by tritium beta activity 

monitoring using a liquid scintillation counter (LSC) and ionization chambers [16]. For LSC the 

liquid samples are collected manually at various locations and their activity is measured off-line. 
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For the measurement of tritium in air, either bubblers or cold fingers are used to collect the 

moisture in the air. This involves a delay due to the time required for sample collection, preparation 

and counting. Thus, it is limited to measurements of only a few samples per day. The ionizations 

chambers are not sensitive enough to monitor minor leaks. In addition, tritium activity monitoring 

suffers from interference due to other radioactive nuclides present in nuclear reactor. Hence, there 

is a need for developing new techniques for the detection of heavy water leaks in PHWRs. It is 

desirable to a use technique which are based on entirely distinct processes. 

The gas sensors, based on optical method can provide both sensitivity and selectivity, and could 

also meet the requirements of compactness and real time monitoring at moderate costs. The advent 

of compact tunable diode lasers in near IR range has revolutionised the development of portable 

gas detectors [17-20]. Hence, LAS technique for the detection HDO is selected in the present 

thesis. A major merit of LAS based system for coolant leak detection is the selectivity and 

negligible interference from the other radioactive species inherently present in the reactor 

environment. In addition, the laser-based technique is suitable for in situ online real time 

measurement of the HDO concentration without a need for any lengthy sample preparation. 

Among several LAS techniques,  Off-Axis integrated cavity output spectroscopy (OA-ICOS) 

technique is found to be most suited for developing onsite compact portable equipment for trace 

level gas detection due to its high sensitivity and stability [21, 22].  

The feasibility of applying OA-ICOS technique for heavy water leak monitoring was demonstrated 

internationally only by one research group [23, 24]. However, there were several inadequacies in 

their work. A major inadequacy in their technique was that, they have monitored the height of 

absorption signal as proportional to the HDO concentration while no attempt was made by them 
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for signal analysis and actual quantification of HDO concentration (denoted by [HDO]). The 

performance validation by comparison with respect to conventional techniques was not performed 

by them. Also, issues related to the variation of the sensitivity with parameters such as temperature, 

operating pressure etc., were not addressed. In this thesis, a methodology of signal processing is 

developed for quantification of [HDO] incorporating all the major factors affecting the absorption 

signal. These effects include presence of strong H2O absorption peak in the spectra, pressure and 

temperature of the sample inside the cavity, the cavity gain non-linearity and isotopic fractionation. 

The research involved in arriving at the correction factors for all these effects and corrections 

incorporated in a signal processing algorithm are part of this thesis work. 

Although OA-ICOS based technique has potential for heavy water leak monitoring, use of this 

technique for heavy water leak detection is still not well established. Therefore, the thesis is 

focused to develop and validate a heavy water leak monitoring system for PHWR applications. 

The system described in this thesis overcomes shortcomings of methods described earlier. In this 

thesis, the heavy water leaks are monitored by measuring [HDO] in the liquid or air samples, since 

the leaked heavy water (D2O) is spontaneously converted to HDO due to the reaction with moisture 

(H2O) in the atmosphere. The objectives of this thesis are: 

(a) Design and demonstration of OA-ICOS based experimental setup for trace heavy water 

detection. This also includes design, simulation study, and characterization of the optical 

cavity. 

(b) Study of major factors affecting concentration measurement and designing a data 

processing and analysis algorithm incorporating appropriate correction factors. 
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(c) Characterization and validation of the developed system by its calibration, stability and 

sensitivity analysis and comparison with the conventional techniques like LSC and Isotope 

Ratio Mass Spectrometer (IRMS). 

The research carried out under the thesis is presented in six Chapters. The outline of the thesis is 

given below: 

Chapter 2 presents a literature review based on about 85 references describing various trace gas 

detection techniques, laser absorption spectroscopy (LAS) and sensitivity improvements 

techniques in LAS. The potential of OA-ICOS technique for developing the required heavy water 

monitoring system is also discussed.  

In Chapter 3, design and simulation study of a new type of astigmatic optical cell is presented. The 

cell consists of two spherical end mirrors with a cylindrical lens placed between them. This 

configuration allows control of astigmatism by varying the position of cylindrical lens, allowing a 

large number of alignment solutions. The simulation study performed and design solutions are 

presented in this chapter.  

In Chapter 4, presents the design details of developed heavy water leak monitoring system based 

OA-ICOS technique. In this chapter, the criteria of selecting various components such as optical 

cavity and its mirrors, lasers, detectors, vacuum components, control and data acquisition system 

and their important characteristics are discussed.  

In Chapter 5, the detailed theory of OA-ICOS system is initially presented followed by which the 

method of signal analysis and curve fitting are discussed. The factors affecting the concentration 

measurement, such as isotopic fractionation, temperature, mirror reflectiv ity and cavity gain 
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nonlinearity are and their correction factors are also discussed in this chapter. The characterization 

of the system, i.e., its calibration, sensitivity and stability are presented. The system validation 

results with LSC and IRMS are shown. The feasibility study of heavy water leak monitoring in air 

is also part of this chapter. 

In Chapter 6, the conclusions obtained from the studies performed for the development of trace 

heavy water detection system under this thesis are summarized and future directions are 

mentioned. 
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CHAPTER 2  

LITERATURE REVIEW AND INTRODUCTION TO LASER ABSORPTION 

SPECTROSCOPY FOR TRACE GAS DETECTION 

Trace detection of hazardous gases is critical to ensure safety at the workplace, and for a healthy 

environment. There are several effective methods for detection of trace gases some of which are 

presented in this chapter. The LAS based detectors are extremely effective for in-situ real time 

monitoring of trace gases. Very high sensitivity (up to few ppb) is usually achievable using 

advanced LAS techniques, such as Cavity Enhanced Absorption Spectroscopy (CEAS). This 

chapter provides in introduction to various LAS techniques. 

2.1. TRACE GAS DETECTION TECHNIQUES 

The trace gas detection techniques can be divided in two broad classes: industrial gas detectors 

and high end analytical techniques. The industrial gas detectors include electrochemical sensors 

(based on electrical signal produced by chemical reaction with semiconductors, polymers or 

carbon nanotubes films), chemiluminicense sensor (based on light produced as a result of chemical 

reaction) and photo ionization detectors (based on ionization by UV light) [25, 26]. However, these 

detectors have relatively low sensitivity and selectivity for their usage in trace gas detection. The 

high-end analytical techniques which are suitable for trace gas detection include the following: 

(a) Optical Gas Detectors (OGD):  
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The interaction of electromagnetic radiation with molecules has led to the development of many 

systems based on optical techniques for trace gas detection. The OGD’s are based on absorption 

or emission spectrometry of molecules, particularly in infrared region and their main advantage is 

scalability, higher sensitivity and stability, high selectivity and fast response time. The OGDs are 

available with wide range of sensitivities ranging from few % to ppb level as required for low end 

industrial gas detectors to high end research work and environmental studies. The sensitivity of 

such detectors depends on the technique used and the complexities involved. Some of the available 

OGDs are  photo spectrometers, Non-Dispersive IR spectrometer (NDIR) [27], laser absorption 

spectroscopy (LAS) [28], Differential Optical Absorption Spectroscopy (DOAS) [29], Raman 

Light Detection and Ranging (LIDAR) [30], Fourier Transform IR Spectroscopy (FTIR) [31], 

Laser Induced Fluorescence (LIF) and Laser Breakdown Spectroscopy (LIBS) [32, 33]. 

(b) Photoacoustic Spectroscopic (PAS) Gas Detectors:  

PAS gas detectors are based on photo-acoustic effect, i.e., generation of pressure or sound wave 

due to thermal expansion caused by the absorption of light by the gases inside a photo-acoustic 

cell [34]. These detectors can achieve sensitivity up to ppb and ppt levels using advanced 

techniques. 

(c) Mass Spectrometers (MS): 

Mass spectrometers operates by ionizing the sample of interest and separating the resulting stream 

of ions according to their mass-to-charge ratio (m/z) [5]. Commonly used mass spectrometers are 

magnetic sector type (Neir type), single quadrupoles, ion traps, and time-of-flight mass 
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spectrometers. Isotope Ratio Mass spectrometry (IRMS) is a specialized Neir type mass 

spectrometer optimized for precise measurement of isotope abundances in the sample [4]. 

Table 2.1 Comparison of different types of gas detectors [2, 36, 37]. 

Type Advantages Disadvantages Sensitivity 

Industrial Gas 

Detector 

(Electrochemical, 

chemi-luminescence 

and photo-

ionization)  

Low cost, portable and easy 

to use. 

Low sensitivity and 

selectivity and response 

dependent on 

environmental factors. 

Few % to few ppm 

Optical Gas 

Detectors 

High sensitivity, high 

stability, high selectivity 

and fast response time. Can 

be designed for industrial as 

well as high end laboratory 

applications. 

Medium cost, medium 

size. 

Few % to ppb 

Photoacoustic 

Detectors 

High sensitivity, high 

linearity, non-destructive, 

noncontact, applicable to 

macro- and microsamples, 

insensitive to surface 

Morphology. 

High cost, sensitive to 

ambient conditions. 

Few ppm to few ppb 

Mass Spectrometers High sensitivity and 

selectivity. 

High cost, bulky size, 

suitable only for 

laboratory application. 

Destructive technique. 

Few ppm to ppt 

Gas 

Chromatographs 

Excellent separation, high 

sensitivity and selectivity. 

High cost, bulky size, 

suitable only for 

laboratory application, can 

analyse compounds that 

can be vaporized without 

decomposition. 

Few ppb to ppt 
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(d) Gas Chromatography (GC):  

Gas chromatography is a highly accurate method of gas sensing [3]. The sample solution is injected 

into the GC inlet where it is vaporized and swept onto a chromatographic column by the carr ier 

gas (usually helium). The compounds of interest in the sample flowing through the column are 

separated by virtue of their relative interaction with the coating of the column (stationary phase) 

and the carrier gas (mobile phase). GC/IRMS is a method where a sample mixture is first separated 

by gas chromatography before being characterized according to mass-to-charge ratio and relative 

abundance of isotopes [35]. It is a highly specialized instrumental technique used to ascertain the 

relative ratio of light stable isotopes of carbon (13C/12C), hydrogen (2H/1H), nitrogen (15N/14N) or 

oxygen (18O/160) in individual compounds separated from complex mixtures of the components.  

The comparison of different types of gas detectors is presented in Table 2.1. Based on the literature 

survey, the LAS based technique was further explored for the development of the required HDO 

detector for heavy water leak monitoring. The major attraction of LAS technique are high 

sensitivity, high stability, high selectivity and fast response time. The literature survey and brief 

introduction to LAS technique is presented in subsequent sections. 

2.2. LAS FOR GAS DETECTION 

The desired characteristics of an ideal gas sensor include high sensitivity, selectivity, 

multicomponent detection capability, room-temperature operation, large dynamic range, 

automatic operation, small size, high reliability, ease of use, and cost-effectiveness. With the recent 

technical advances in the field, the LAS techniques are not far from meeting these requirements. 

These advances include availability of tunable diode lasers, both near-infrared (NIR) and mid-
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infrared (MIR); novel nonlinear materials for optical frequency conversion; optical fibre and 

semiconductor amplifiers; low-noise, room-temperature detectors; and advanced data acquisition 

and signal processing techniques. Many detectors based on tunable diode LAS (TDLAS) have 

been reported for environmental and industrial gas monitoring [20]. These detectors are capable 

of real time, ultra-sensitive detection of trace gas molecular species at concentrations varying from 

the few percent level down to parts per trillion (ppt). The principle of LAS is introduced as below. 

The absorption spectroscopy is based on absorption of electromagnetic (EM) radiation in the UV, 

visible, infrared regions by molecules interacting with such radiation. The absorption of radiation 

at a specific wavelength occurs when the molecules undergo transitions from lower to higher 

electronic, vibrational, and rotational energy levels which are described in next section.  

2.2.1. Energy Levels of Molecules 

 The energy levels of a freely moving molecule are derived from the time dependent Schrödinger’s 

equation; a fundamental equation in quantum mechanics [38]. In the simplest form the total energy 

of a molecule ETotal (in Joules), can be written as sum of three energies i.e. its electronic energy, 

Ee, vibrational energy of constituent atoms, Evib, and energy of rotation about its principle axes, 

Erot:  

 ETotal = Ee(Λ)+ Evib(v)+ Erot(J) (2.1) 

All three energies are quantized, and are identified by their respective quantum numbers Λ, v and 

J. The absorption of a photon of frequency, ν, by a molecule involves transition from one quantum 

state (Λ, v, J) to another quantum state (Λʹ, vʹ, Jʹ).  
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 ν =
ETotal(Λ, v, J) −  ETotal(Λ′, v′, J′) 

h
 (2.2) 

where h is the Planck’s constant. During the transition, the change in quantum numbers is in 

accordance with the allowed quantum mechanical selection rules. Figure 2.1 shows a generalized 

energy level diagram of a diatomic molecule along with the various possible types of molecular 

transitions; that are rotational, vibrational and electronic transitions. Since each molecule is 

uniquely characterized by a set of energy levels, the transitions between these levels result in highly 

specific spectroscopic features. 

2.2.1.1. Vibrational Energy Levels 

The vibrational transitions are most commonly utilized in trace gas detection and isotopic ratio 

measurements. A vibrational spectrum involves transitions between two vibrational states 

belonging to the same electronic level (i.e., Λ = Λʹ). The number of vibrational modes of the 

molecule depends both on its shape and number of atoms, N, in the molecules. A linear molecule 

has 3N − 5 fundamental vibrations, while a nonlinear molecule has only 3N−6 modes. For a 

diatomic molecule (as shown in Section 2.2.1), only single vibration mode is possible, that is 

stretching of the bond. The vibrations of a diatomic molecule are approximated by an anharmonic 

oscillator. The quantized energy levels, εvib (cm-1), of a diatomic vibrating molecule are given by 

following equation: 
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Figure 2.1 Energy level diagram of a diatomic molecule along with the spectral ranges 

of molecular spectrum [38]. 

 

εvib =
Evib

hc
= ω̅osc (v +

1

2
) − χeω̅osc (v +

1

2
)
2

+ yeω̅osc (v +
1

2
)
3

+ ⋯ 

(2.3) 

where v represents the vibrational quantum number (v=0, 1, 2,…), χe and ye are the anharmonicity 

constants and ω̅osc  is the vibrational constant in cm-1, which is defined as: 
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 ω̅osc =
1

2πc
√

𝓀

μ
 (2.4) 

where 𝓀 is the spring constant which depends on quantum mechanical properties of the molecule, 

μ is the reduced mass and c is speed of light. Unlike the harmonic oscillator, the energy levels of 

an anharmonic oscillator are not equally spaced and their spacing decreases with increasing 

vibrational quantum number v. This shift depends on anharmonicity constants, χe, ye etc. in 

accordance with second term in the equation (2.3)., the magnitude of these constants rapidly 

diminish with increasing order.  

Vibrations of polyatomic molecules are described by normal modes, characterized by a different 

type of motions including asymmetric stretching, symmetric stretching, wagging, twisting, 

scissoring, and rocking. Under the harmonic approximation the total vib rational energy of the 

molecule is given by: 

 

εvib = ∑ ωosc,i(vi +
di

2
)

Nmodes

i =1

 

(2.5) 

where di is its degeneracy. The total vibrational energy of the molecule including anharmonic 

terms is given as: 

 

εvib = ∑ ωosc,i (vi +
di

2
)

Nmodes

i=1

+ ∑ χij (vi +
di

2
 )(vj +

dj

2
)

Nmodes

i≤j

+ …. 
(2.6) 

where, Nmodes is number of fundamental vibrational modes, χij is the anharmonicity constant. The 

corresponding vibrational wavenumbers are given by a relation of  the form: 
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ωosc,i =

1

2πc
√

𝓀

𝜇i
 

(2.7) 

where, µi is the effective mass for a given normal mode i. 

2.2.1.2. Rotational Energy Levels 

The rotational motion of a molecule is also quantized, and is represented by  rotational quantum 

number J. The rotational energy levels for rigid diatomic molecules are given as: 

 

Erot  =
1

2
Iω2 =

L2

2I
 

εJ =
Erot

hc
 = BJ(J + 1) 

(2.8) 

where, εJ is in cm-1 and 𝐵(𝑐𝑚−1) =
ℎ

8𝜋2𝐼𝑐
  is the rotational constant of the molecule, I is moment 

of inertia, I=µr2; L=Iω; µ is reduced mass and r is bond length. For non-rigid molecule under 

simple harmonic approximation, the expression changes to: 

 εJ = BJ(J+ 1)− DJ2(J+ 1)2 (2.9) 

where 𝐷 =
ℎ3

32𝜋4𝐼2𝑅2𝑘𝑐
 is centrifugal distortion coefficient in cm-1. When the anharmonic terms are 

included the expression for energy levels becomes: 

 εJ = BJ(J + 1)− DJ2(J+ 1)2 + HJ3(J + 1)3 + KJ4(J + 1)4 + ⋯ (2.10) 

H, K, etc are small constants dependent upon geometry of the molecules, and negligible compared 

with D.  
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A polyatomic molecule possess rotation around more than one axis. The energy of rotation of a 

polyatomic molecule is defined by the quantized rotational angular momentum along the three 

principal axes corresponding to the principal moments of inertia. The rotational kinetic energy of 

a rigid polyatomic molecule is represented by: 

 Erot =
1

2
Iω2 =

Ja
2

2IA
+

Jb
2

2IB
+

Jc
2

2IC
 (2.11) 

where, A, B and C are mutually orthogonal along the x, y and z directions. Conventionally, IA  ≤

IB  ≤ IC. The rotational energy levels of the molecules can be represented in terms of the quantum 

numbers J, M and K depending on symmetry of the molecule. Like rigid diatomic molecules, the 

energy levels of ployatomic molecules are also affected by the centrifugal distortion and 

anharmonic term. The energy difference between the adjacent rotational levels is 2 to 3 orders of 

magnitude lower than the difference between adjacent vibrational levels. Thus, there is a stack of 

many rotational levels associated with each vibrational level.  The separation between these 

rotational lines in a vibration band depends on the rotational constant of the molecule.  

2.2.1.3. Ro-Vibrational Transitions 

As shown in the Figure 2.1, the vibrational transitions occur in the infrared region of 

electromagnetic spectrum. Each vibrational transition when viewed under sufficient resolution is 

seen to consist of a large number of closely spaced rotational lines resulting in the ‘band spectrum’. 

The resulting spectrum is known as ro-vibrational spectrum. The selection rules for vibrational 

quantum number for anharmonic potential are: 
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 Δv = ±1, ±2, ±3, ….  (2.12) 

The Δv = ±1, represents the fundamental transition, while other values represent overtone. The 

overtone transitions are allowed due to the presence of anharmonicity, which leads to coupling 

between the vibrational levels. In case of poly atomic molecules, anharmonicity also couples 

various vibrational mode, which results in formation of combinational and difference bands. The 

combinational band is formed when two or more vibrational quanta are simultaneously excited.  

The selection rules for rotational quantum number depends on the type of molecules  [38]. 

The transitions between molecular rotational-vibrational states occur in the infrared ‘fingerprint’ 

region of the electromagnetic spectrum, approximately between the wavelengths of 2.5 and 25 µm. 

The overtone and combination vibrational bands lie typically in the 0.8 to 2.5 µm spectral region, 

with peak intensity significantly lower as compared to those for fundamental vibration bands. The 

transitions between electronic states of molecules lie in the ultraviolet and visible spectral region, 

200–500 nm. A high-resolution spectrum can be obtained by scanning the emission wavelength of 

a narrow linewidth laser across an individual gas absorption peak. A typical absorption spectrum 

consists of several discrete absorption peaks forming patterns unique to each molecule. It follows 

that the infra-red absorption features allow both the identification and quantification of the 

molecular species, such as atmospheric trace gases. 
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2.2.1.4. Water Absorption Spectral Features 

The spectroscopic features of each molecule are unique and should be known precisely for the 

development of any spectroscopic detector. With the aim of developing HDO detector, the spectral 

properties of water are discussed below. 

2.2.1.4.1. Vibrational Energy Levels of Water 

Water is a tri-atomic nonlinear molecule as shown in Figure 2.2 and has three fundamental modes 

of vibration. These modes are symmetric stretching (mode I), bending (mode II) and asymmetric 

stretching (mode III), denoted by quantum numbers v1, v2 and v3 respectively. Thus, a vibrational 

state of water molecule is identified by a set of three vibrational quantum numbers, v= (v 1, v2, v3). 

The zero-point energy of water molecules is identified by v = (0, 0, 0) and is given as: 

 

ε(0,0,0) = ∑
ωosc,i

2

3

i=1

 

(2.13) 

For water molecules, ε(0,0,0) = 4629.6224 cm-1. The vibration modes and the corresponding 

transition frequencies for H2
16O molecules are shown in Figure 2.3 [92].  

 

Figure 2.2 Structure of water molecule. 
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Figure 2.3 Vibrational energy level diagram of water molecule (H216O) [92], showing 

three vibrational modes and the transition wavelengths corresponding to fundamental 

and overtone transitions. 

2.2.1.4.2. Rotational Energy Levels of Water 

For a water molecule, IA  ≠ IB  ≠ IC. Such molecules are known as asymmetric tops. The energy 

level structure of asymmetric molecules is very complicated with very large number of rotational 

energy levels designated by quantum numbers JKaKb, more details of which can be found in 
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reference [38, 93]. Here, J represents rotational quantum number along the principle axis while Ka 

and Kb are the projections along the principle axis. 

2.2.1.4.3. Effect of Isotope Substitution 

There are several water isotopologues formed due to the substitution of either H or O or both by 

their heavier isotopes. Some of the heavier isotopologues and their natural abundances are listed 

in Table 2.2. The vibrational energy of these heavier variants is lower than that of H2
16O due to 

higher effective mass as per equation (2.7). The central frequencies of some of these transition for 

water isotopologues are listed in reference [92]. The change in the rotation line spacing due to the 

isotope substitution is inversely proportional to the effective mass.  

2.2.1.4.4. Other Effects 

The energy level structure calculated with an anharmonic oscillator and rigid rotor approximation 

is oversimplification of actual quantum mechanical system of the molecule. The  more precise 

calculation of the energy levels requires inclusion of other correcting effects like ce ntrifugal 

distortion, Fermi resonance, Coriolis coupling and Darling-Dennison Effect. A more rigorous 

treatment on the calculation of exact energy levels can be found in books on fundamentals of 

molecular spectroscopy [94, 95]. 

2.2.1.5. Ro- Vibrational Absorption Spectrum of Water 

Due to three vibration modes and complicated rotational energy level structure, the ro -vibrational 

absorption spectrum of water is very complex. The absorption spectrum of water spans the whole 
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spectral range from mid IR to visible region as shown in Figure 2.4. The 6.3µ band of ro-

vibrational spectrum of water is due to (0,1,0) transitions (mode II). The second band in 2.7 μm 

region is known as the X band. This band is due to (1,0,0) and (0,0,1) fundamental transitions 

(modes I and II). In addition to, fundamental bands, there are a large number of harmonic and 

combination absorption bands lying in near IR region, namely , Ψ, ,  0.8μ and .  

However, the intensities of these bands are several orders lower than the intensities of the 

fundamental bands. The transitions corresponding to these bands are listed in Table 2.3. Extremely 

weak absorption bands can also be observed in the visible region. 

Table 2.2 Natural abundance of water isotopologues [43]. 

 Water Isotopologue Isotopic Composition 

of Natural Water 

Abundance of 

H and O 

H
2

16

O 99.7317   % 1

H: 99.98% 

16

O: 99.759% 

H
2

18

O 0.199983  % 18

O: 0.204% 

H
2

17

O 0.0372    % 17

O: 0.037% 

HD
16

O 310        ppm 2

H (D): 155 ppm 

HD
18

O 623         ppb 

 

HD
17

O 116         ppb 

 

D
2

16

O 26          ppb 

 

HT
16

O 0 - 10
-14

 
3

H (T): trace 

T
2

16

O ~ 0 
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Table 2.3 List of absorption band of water spectrum and the vibrational transition 

involved. 

Absorption Bands Constituent Vibrational Transitions  

6.3μ (0,1,0) 

X (0,2,0) (1,0,0) (0,0,1) 

 (1,1,0) (0,1,1) 

Ψ (1,2,0) (0,2,1) (2,0,0) (0,0,2) (1,0,1) (0,5,0) 

 (2,1,0) (1,1,1) (0,1,2) (0,6,0) 

 (2,2,0) (1,2,1) (0,2,2) (3,0,0) (2,0,1) (1,0,2) (0,0,3)  

0.8μ (1,1,2) (2,2,1) (1,7,0) (1,1,2) (1,0,3) 

 (1,2,2) (2,2,1) (1,7,0) (2,0,2) (3,0,1) (0,7,1) (1,2,2) (0,2,3)  

 

Figure 2.4 Stick plot of absorption peaks of water molecule and its isotoplogues form 

IR to visible range [96]. 

6.3μ
X

 




.8μ

λ= 4μm        2μm    1.3μm        1μ 800nm    666nm   571nm   500nm   444nm   400nm 
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2.2.2. The LAS System 

A basic LAS system consists of a tunable laser, an absorption cell and suitable detector as shown 

in Figure 2.5. The laser should have emission wavelength matching with absorption peaks of the 

gases under study. The absorption cell of length d, contains the sample at appropriate temperature 

and pressure. The laser intensity transmitted through the absorption cell is measured while 

scanning the laser wavelength. The detector could be a photodiode, photo-conductors or 

thermopile depending on the wavelength under consideration. The recorded signal is then 

processed to obtain the required information. The LAS finds application in concentration 

determination, molecules identification and in basic physics studies [28]. 

 

Figure 2.5 The block digram showing the basic blocks of a LAS system. A basic LAS 

system consists of laser source with wavelength scanning, an absorption cell, detector 

and a signal processing system. 

Since, the fundamental transitions of almost all molecules are in the mid IR region, the 

concentration measurement studies are mainly performed in this region. However, both the lasers 

and detectors available in mid IR region require cryogenic cooling. This makes the system bulky 

and difficult to operate. Hence, the use of such high sensitivity trace gas detection systems is 
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limited to a laboratory setup. The availability of compact tunable diode lasers in the near IR region 

has made it possible to use overtone and combination ro-vibrational bands for concentration 

determination. Although the strength of these peaks is 300 times weaker than fundamental 

transitions, due to higher stability and output power of diode laser and availability of better 

detectors, very high sensitivity is achievable in near IR range [39]. 

2.2.3. Concentration Determination from Laser Absorption Spectra 

The quantification of concentration of gases by LAS is based on Beer-Lamberts law [40]: 

 I(ν)= I0e−α(ν)d (2.14) 

where I(ν) is the transmitted light, I0 is the incident light intensity, α(ν)(cm−1) is absorption 

coefficient of the sample at frequency, ν and d (cm) is optical pathlength. In the infrared region 

energy is usually expressed in cm-1 (ν=1/λ, where λ is wavelength in cm). The quantity I/I0 is 

known as the transmittance. The absorbance (A) for a cell of length d, is defined as: 

 
A =  α(ν)d= ln (

I0
I
) 

(2.15) 

The absorption coefficient α(ν) is total absorption of all the species in the sample at ν [41]: 

 α(ν)= ∑ σνmNm

m

 (2.16) 

where, Nm is the molecular density of the gas species labelled by index m, and is given by: 

 Nm =
qP

kBT
 (2.17) 
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where q is volume mixing ratio, kB is the Boltzmann constant, T is the gas temperature, P is the 

total gas pressure. The molecular absorption cross section, σνm(ν), depends on frequency and has 

the units of square centimetre per molecule (cm2/molecule). It is the sum of cross sections of all 

individual ro-vibrational transitions: 

 σνm(ν) = ∑Snγνn

n

 (2.18) 

where νn is the frequency of the n th transition, expressed in cm-1 and Sn is its intensity (or line 

strength), expressed in units of cm−1/(molecule.cm−2). The function γ (1/cm-1) describes the 

peakshape of the nth transition. The integration of absorption cross-section gives line-intensity Sn 

which is independent of broadening mechanism. 

 ∫ σνmdν

∞

−∞

= ∑Sn

n

 (2.19) 

The peakshape is affected by various broadening mechanisms. The broadening of the spectral peak 

is attributed to both, Doppler effect (Gaussian profile) and the collision effect (Lorentzian profile) 

[41]. The Doppler broadened normalized Gaussian peak profile is given as: 

 γG(ν) =
1

√2π σG

e
−

(ν−νc )
2

2σG
2

 (2.20) 

σG represents the standard deviation for a Gaussian profile given by the following expression:  

 σG(cm−1)= νc
√

kBT

Mc2 (2.21) 

where, νc is the centre frequency of the transition line (cm-1), kB is the Boltzmann constant, T is 

the temperature of the sample, M is the molecular mass of the gas (Kg) and c is speed of light. The 
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half width at 1/e of maximum intensity is √2σG and the half width at half maximum (HWHM) is 

given as, ΓG = √2ln2 σG. On the other hand, the pressure broadened normalized Lorentzian profile 

is given by: 

 γL(ν) =
1

π

ΓL

(ν − νc)2 + ΓL
2 (2.22) 

where ΓL is pressure broadened Lorentzian HWHM given by an empirical expression: 

 ΓL = (
Tref

T
)

n

(γair(P− Pm) + γselfPm) (2.23) 

γair (γself) is the half width air (self) broadening coefficient, Tref is the reference temperature (296 

K), P is the total pressure and Ps is the partial pressure (atm) of the sample and n is the temperature 

coefficient for broadening. The composite peak shape is given by the convolution of both 

Lorentzian and Gaussian profile. The resultant peak shape is known as Voigt profile, γV (): 

 γV(ν)=
ΓL

√2σGπ3/2
∫

e−(ν−ν′)
2
/ 2σG

2

(νc − ν′)2 + ΓL
2dν′

∞

−∞
 (2.24) 

The wings of Voigt profile have a Lorentz shape while the peak centre or core has a Gaussian peak 

shape. The Voigt peak profile function is calculated in this thesis using its empirical approximation 

[42]: 

 

γV(ν)

=
(1− x)e−0.693y2

+
x

1+y2
+ 0.016(1− x)x(e−0.0841y2.25

−
1

1+0.021y2.25
) 

2V(1.065+ 0.477x+ 0.058x2)
 

(2.25) 

where x and y are scaled variables and V is Voigt halfwidth expressed by: 
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ΓV = 0.5346ΓL + √0.2166ΓL
2 + ΓG

2 

x =
ΓL

ΓV
 

y = |
ν− νc

ΓV

| 

(2.26) 

For computation of the concentration of gaseous species from the absorption spectrum, 

quantitative knowledge of these spectroscopic features such as νn, Sn, and γn is necessary. These 

parameters are well documented on the basis of measurements and calculations for many 

lightweight gas molecules. Compiled databases such as HITRAN [43-45] and GEISA [46, 47] 

extensively lists these parameters across the microwave and infrared spectral ranges.  The 

availability of these databases is helpful in selecting a suitable absorption peak and for quantitative 

analysis of the unknown gas mixture. 

2.2.4. Performance Characteristics of LAS Detection System 

There are numerous spectroscopic techniques available for the detection of trace gases. Choosing 

a suitable technique amongst them is based on their performance characteristics as well as the size 

of the equipment and cost involved. Most important performance characteristics of spectroscopic 

trace gas detection systems are sensitivity and selectivity as described below. 

The selectivity of the gas sensor is defined as ratio of response from ‘the desired target gas’ to ‘an 

interfering gas’. The absorption spectroscopic technique is highly selective, when an isolated 

absorption peak can be identified for the target gas/ molecule. Thus, when molecules are studied 
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using vibrational lines, then one must choose appropriate peak where there is no overlapping peak 

from the other molecules.  

Sensitivity of the detector is its ability to distinguish between the small differences in the gas 

concentration and the minimum concentration it can measure. Like other high sensitivity 

technique, the LAS experiments for quantification of trace gases with lower detection limit down 

to ppt also suffer from low Signal to Noise Ratio (SNR) owing to weak absorption signal. Hence, 

such techniques rely heavily on signal averaging plus other techniques for sensitivity improvement 

(discussed later in Section 2.3). For such experiments two commonly used sensitivity parameters 

to compare the performance of instruments are [48]: 

(a) Minimum Detectable Absorption (MDA) 

MDA is defined as the fractional absorption equivalent to 1σ uncertainty in an actual measurement, 

normalized to integration time of one second. 

 MDA = (
∆I

I
)

k
√τint  (2.27) 

where ∆I/I is 1σ residual of measured optical intensity, τint is the total integration time for k number 

of scans. 

(b) Noise Equivalent Absorption Sensitivity (NEAS) 

NEAS is another commonly used metric of instrument performance which is basically the MDA 

scaled to effective path length (Leff): 

 NEAS =
MDA

Leff
 (2.28) 
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(c) Signal Averaging and Allan Variance 

From the expression of MDA, it is intuitive that the sensitivity can be improved by signal averaging 

for longer time. However, sensitivity improvement by signal averaging is limited by the stability 

of the whole experimental system. The stability of a trace gas detection instruments is analysed in 

terms of Allan variance [49]. Allan variance distinguishes high frequency random noise from drifts 

at longer time scales and quantifies the maximum time for which signal averaging can improve 

the detection limit. 

For calculation of Allan variance, let us assume a set of n time-series data represented by x i (for i 

varying from1 to n). Average value A and variance σ of this set can be defined as: 

 A =
1

n
∑ xi

n
i=1  and σn

2 =
1

n−1
∑ (xi − A)2n

i=1  (2.29) 

When n elements of the original data set are divided into m subsets, then number of elements in 

each subset would be k=n/m. For jth subgroup average value Aj, and variance σj
2 can be calculated 

as 

 Aj =
1

k
∑ x(j−1)k+l

k

l=1
 and σj

2 =
1

k−1
∑ (x(j−1)k+l − Aj)

2
k

l=1
 (2.30) 

The optimum averaging group size is determined on the basis of m sample variance defined as: 

 σAllan
2 (m) ≡ σ2(τint) =

1

2(m− 1)
∑ (Aj+1 − Aj)

2
m−1

j=1

 (2.31) 

where τint is called integration time, i.e. the time required to collect k samples and for sampling 

interval of Δt (time interval between starting time two successive time series), τint =k*Δt. To obtain 

optimum integration time, Allan variance versus integration time is plotted on log –log scale. For 
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short integration time, Allan variance σ2(τint) decreases with integration time until a minimum is 

reached. This integration time is known as optimum integration time τopt. For integration times 

longer than τopt, drift dominates the system and variance increases. 

2.3. LAS TECHNIQUES FOR HIGH SENSITIVITY 

The LAS instruments directly measures abundance of the absorbing species from the change in 

the laser intensity as given by Beer Lambert law [40]. However, for trace level detection, a very 

large path length is required to achieve sufficient sensitivity. The sensitivity of a laser spectrometer 

is proportional to the signal-to-noise ratio of recorded data. Thus, techniques for sensitivity 

improvement are based on utilizing low noise systems and/ or increasing the absorption path 

length. Some of these techniques are detailed below. 

2.3.1. Optical Multipass Cell 

Optical multipass cells consist of a set of high reflectivity mirrors, arranged in geometry such that 

the light makes large number of passes before exiting the cell. They have been developed to 

achieve high sensitivity as the absorption signal is directly proportional to the interaction path 

length. These cells are extensively utilized for compact instrumentation as they provide much 

longer path lengths in small cell volumes. Simplest of these multipass cells is a spherical cavity 

resonator, Herriott cell [50-54]. It consists of two high reflectivity spherical mirrors of equal focal 

lengths f, separated by a distance d, which is less than or equal to 4f. The laser beam enters through 

an off-axis hole. The beam is reflected back and forth in the cavity till it exits through the entrance 

hole after designated number of passes, Nr, following an elliptical pattern of reflection spots on 
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the mirrors. The condition when the laser beam exit exactly at the entry point of beam is known as 

re-entrant condition. The path length extension in a conventional spherical mirror Herriott cell is 

limited by the number of spots that can be fitted along elliptical pattern on mirrors without overlap 

or clipping. Thus, to increase the path length either one must use larger mirrors or longer cell which 

translates to the increased cell volume.  

It is desirable to increase the density of spots on mirrors to increase the path length of the beam 

inside the cell instead of increasing its volume. Such a high density cell was first built using a pair 

of astigmatic mirrors [55]. This cell had a spot pattern formed due to precession of ellipses, 

resulting in a Lissajous pattern distributed on the entire surface of the mirrors. It results in an 

increased density of passes by a factor of three or more [56, 57]. The drawback of this design is 

that for a desired Nr and separation d, focal lengths fx, fy in orthogonal planes must be specified to 

a tolerance of 100 ppm, which is impractical to manufacture. Later, Kebabian proposed to rotate 

one of the mirrors relative to the other around the Z- axis to compensate imprecision in focal 

lengths with slight adjustment in d [56]. However, this approach makes alignment of cell difficult. 

Furthermore, astigmatic mirrors must be custom made and are very costly. 

Another way to generate dense Lissajous pattern was proposed by Hao et al. using two cylindrical 

mirrors with different focal lengths and principal axes aligned orthogonal to each other [58, 59]. 

In essence, it creates a cavity with mirror of focal length f x(fy) on one side and a plane mirror on 

other side, in X (Y) direction. However, it permits only a few solutions where re-entrant condition 

is satisfied. J. A. Silver proposed two different approaches to achieve a dense pattern multipass 

cell [60]. In the first approach, two matched cylindrical mirrors were used. A wide diversity of re-

entrant Lissajous patterns can be formed by rotating the principal axes of one mirror along Z- axes, 
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with respect to the other. In the second approach, only one spherical mirror in spherical cavity is 

replaced by cylindrical mirror. The major drawback of second approach is that the rays are never 

exactly re-entrant. Hence near re-entrant solutions were utilized. 

In this thesis, a simple method to obtain dense multipass pattern by inserting a cylindrical lens 

inside a spherical resonator is proposed. A theoretical description and stability condition for the 

cell is presented. Design aspects leading to some practical designs are discussed in CHAPTER 3.  

2.3.2. Modulation Spectroscopy 

Modulation techniques have been developed for increasing SNR by the reduction of the effective 

noise in the measurement. In modulation techniques, the signal to be measured is modulated which 

transforms it from the highly noisy low frequency region to a less noisy high frequency region. 

The noise components associated with the signal are then removed by filtering. This noise free 

signal is again transformed back to original frequency region by the process of demodulation.  

The optical probe beam with a sinusoidal modulation having modulation index m, modulation 

frequency ωm and optical carrier frequency ω0 is given by [61]: 

 

E(t)= E0 exp(i ω0t)exp[i(ωmt +  msinωmt)] 

 =  E0exp(i ω0t) Σ Jn(m)exp(j nωmt).  
(2.32) 

Written as summation of n th-order Bessel functions, Jn, and the co-efficient of Jn characterizes 

frequency components of the modulated light spectrum. Depending on values of modulation index 

m and frequency ωm, modulation spectroscopy is divided into two categories: Frequency 

Modulation Spectroscopy (FMS) and Wavelength-Modulation Spectroscopy (WMS). In FMS, the 

modulation frequency ωm is greater than the half-width (Γ) of the probed absorption feature (100 
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MHz to several GHz range) and modulation index m is small m<<1. In WMS, the modulation 

frequency is less than the optical half-width of the probed absorption feature (kHz to several MHz 

range) with m>>1[62]. 

2.3.3. Cavity Enhanced Absorption Spectroscopy (CEAS) Techniques 

An optical cavity consisting of two highly reflectivity mirrors (R> 99.9%) can provide an effective 

path length of few kilometres. The use of optical cavities for sensitivity enhancement has attracted 

attention of the spectroscopic community leading to the development CEAS techniques. 

Advancement in cavity enhanced techniques allow construction of scalable, modular, lightweight 

instrument with the sensitivity necessary for the most demanding measurements while providing 

multiple, direct calibration methods. Important properties of optical cavity are discussed in 

Appendix II, while the spectroscopic techniques using an optical cavity viz. Intra-Cavity 

Absorption Spectrometry (ICAS) [63], Cavity Ring-Down Spectroscopy (CRDS) [64, 65] and 

Integrated Cavity Output Spectroscopy (ICOS) [21, 66], etc., are introduced in Section 2.4. 

2.4. INTRODUCTION TO HIGH SENSITIVITY TECHNIQUES USING OPTICAL CAVITIES 

Many techniques have been introduced to take advantage of path length enhancement provided by 

an optical cavity [22]. Some of these are detailed below: 

2.4.1. Cavity Ring-Down Spectroscopy (CRDS) 

CRDS is the most mature of the CEAS techniques [67]. The CRDS technique is based on the direct 

proportionality of cavity decay time on the absorption losses [68]. A narrowband laser light is 
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coupled into a highly reflective optical cavity and then interrupted. The transmitted power decays 

exponentially with time at a rate proportional to the losses inside the cavity. These cavity losses 

include mirror reflectivity, scattering and light absorption by intra-cavity species. By monitoring 

cavity decay, in the presence and absence of an absorber, absolute concentration dependent 

absorption coefficient can be determined. The decay of transmitted light intensity through cavity 

is given by [68]: 

 I(t,ν) = I0e
−

t

τRD(ν) (2.33) 

where I0 is the transmitted intensity when laser power is interrupted, t is time elapsed after laser is 

interrupted and ν is laser frequency, τRD(ν) is ring down time constant. The absorption coefficient, 

α(ν), is calculated from the measured time constant using the following equation: 

 τRD(ν)=
d

c(1− Rm + α(ν)d)
 (2.34) 

The concentration of the absorbing gas is obtained from the difference in time constant of empty 

cavity (i.e. cavity without absorber) and time constant with absorber.  

2.4.2. Cavity Attenuated Phase Shift (CAPS) Spectroscopy 

CAPS Spectroscopy uses phase delay introduced by the optical cavity as a monitor of time constant 

[69]. CAPS spectroscopy has many advantages over CRDS including higher duty cycle and higher 

input signal strength on the detector making measurements much less susceptible to the detector 

noise. Detection bandwidth in CAPS can be made extremely narrow eliminating the need of fast 

detection electronics. In addition, the contribution from the detector and electronic noise is lower. 

CAPS spectroscopy makes use of Continuous Wave (CW) laser sources, which are much more 
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readily available than pulsed sources in mid-infrared region of the spectrum. Even though CAPS 

systems provide direct measure of the cavity decay constant, it is limited by the error in the phase 

determination of a noisy cavity signal. Hence, precision of measurement becomes a main problem 

with this technique. 

2.4.3. Integrated Cavity Output Spectroscopy (ICOS) 

The ICOS was first demonstrated by O’Keefe [21, 66, 70]. It makes use of steady state power 

transmitted through the optical cavity rather than temporal properties induced by the cavity. In this 

technique, integrated intensity passing through the optical cavity is used for sensitive absorption 

measurements. A CW laser is mode matched to the cavity’s lowest transverse electromagnetic 

mode, TEM00. When the laser wavelength is swept, resonance peaks corresponding to the cavity 

mode spectrum are observed. The amplitude of the resonant peaks reduces due to absorption losses 

by the molecules inside the cavity. The change in the amplitude of these resonance peaks is 

proportional to the absorption coefficient of the sample. Thus, absorption spectrum is obtained at 

discrete points when laser frequency is tuned around the absorption peak. The cavity length 

scanning is required to shift the resonant peaks in order to record a continuous spectral feature. 

However, averaging over a large number of such scans is necessary to eliminate the mode 

spectrum, which remains the main source of noise limiting the sensitivity in ICOS technique.  

This limitation has been addressed by Paul et al. and the technique is modified to Off-Axis ICOS 

(OA-ICOS) [48, 71, 72]. In OA-ICOS, laser beam enters the cavity at an off -axis point on the 

cavity mirror and is coupled to multiple TEMnm modes, thus dramatically reducing the amplitude 

noise associated with the resonant behaviour of the optical cavity [73]. The alignment patterns are 
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similar to Herriot multipass cells for spherical as well as astigmatic mirrors. The desired alignment 

is the one in which the cavity resonances are effectively suppressed, and the transmission is 

wavelength independent. It is achieved when cavity FSR is significantly narrower than the laser 

bandwidth. As the resonance modes are suppressed, the peak transmission is significantly reduced. 

Figure 2.6 shows the compression in FSR of cavity with off-axis alignment relative to the on-axis 

alignment and absorption spectra observed with on-axis and off-axis alignment. However, for OA-

ICOS technique, meeting re-entrant condition is not necessary; hence it is easy to align. Thus, the 

technique is insensitive to vibration, therefore is simple and robust to implement, which makes it 

suitable for portable instrumentation for f ield applications. 

 

Figure 2.6 Top panel shows mode spectra with on-axis and off-axis alignment super-

imposed with laser spectra and molecular transition. The lower panels illustrate the 

resultant signals from each alignment [73]. Reproduced from [73] with the permission 

of AIP Publishing. 
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This technique is effectively a steady state absorption method with a gain owing to path length 

enhancement by the cavity. This method has advantage of using CW laser, maximizing light 

intensity on the detector, while removing strenuous demands on detection electronics in 

maintaining frequency standards or high-speed acquisition. It however, sufferers form noise due 

spurious resonant coupling to cavity modes. The coupling of laser to the cavity not ideal, due to 

chaotic behaviour of a passive optical cavity. Unlike previous two methods, while precision can 

be directly quantified, calibration for accuracy requires comparison with a known sample or cross-

calibration with another method. 

2.4.4. Other Cavity Enhanced Techniques 

The limiting factor in achieving high sensitivity is the frequency response of the cavity, which 

directly translates to the noise in the resulting absorption spectrum. More sensitive methods 

involve locking the laser wavelength to cavity-mode resonance. There are two variants of such 

techniques: laser-locked CRDS [74] and Noise Immune Cavity-Enhanced Optical Heterodyne 

Molecular Spectroscopy (NICE-OHMS) [75]. Other techniques include Phase-Shift Off-Axis 

Cavity-Enhanced Absorption Spectroscopy (PS-OA-CEAS) [76], Optical Feedback CEAS (OF-

CEAS) [77], Wavelength Modulation ICOS (WM-ICOS) [78], BroadBand CEAS (BB-CEAS) 

[79]. 

2.4.5. Comparison of High Sensitivity LAS Techniques  

The sensitivity of trace gas detection system can be compared in terms of performance using the 

minimum detectable absorption coefficient αmin. Table 2.4 summarizes some of the pioneering 
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work in trace water vapour (H2
16O) detection using diode laser spectroscopic techniques. From the 

comparison, it is clear that OA-ICOS technique can be used for high sensitivity portable trace gas 

detection.  

Table 2.4 Comparison of performance of various reported techniques for trace detection 

of water vapour. 

S. 

No. 

Wave- 

Length 

(nm) 

Path 

Length 

(km) 

Averaging 

Time 

(s) 

Specified Sensitivity Minimum 

Detectable 

Gas 

Concentratio

n 

Technique Used 

1 833.6 0.350 0.002 1.7×10−9cm−1 1 ppm CRDS [80] 

2 1393 0.010 50 Not stated 1.6 ppb TT-FMS [81] 

3 1392.5 0.0467 70 3.5×10−9cm−1Hz−1/2 70 ppt 2f WMS Herriott 

multipass cell [82] 

4 1393 .056 1 2×10-6  2 ppm Herriot multipass 

cell [83]  

5 935 .0068 1 Not Stated 100 ppm off-axis astigmatic 

multipass absorption 

cell [84]  

6 1392  30 4×10−10 cm−1 Hz−1/2. 200 ppm# OF-CEAS [85]  

7 652.0 ∼10.8 10 2.9×10−9cm−1 Not stated BB-CEAS [86] 

8 1651 ∼12 5 1.6×10−11cm−1Hz−1/2 50 ppm CRDS [87] 

9 6700 4.2 100 2.4 ×10−11cm−1Hz−1/2 0.28 ppm* OA-ICOS [48] 

#Isotopic ratio- δ18O: 1‰, δ17O: 3‰, δD: 9‰ 

*Isotopic ratio- H2
18O: 0.16 ppbv, HDO: 0.10 ppbv, δD: 50‰, δ18O: 30‰ 

2.5. SUMMARY 

In this chapter, the basic principle of LAS has been discussed. Since for trace amount of gases, the 

absorption signal is buried in the noise, a sensitivity enhancement technique is required. A brief 
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introduction to multipass cell, wavelength modulation spectroscopy and optical cavity based 

sensitivity enhancement techniques are presented in this chapter. Among them cavity enhanced 

technique is found to be most suitable of our current application on trace detection of heavy water 

of monitoring coolant leaks in the PHWRs. Basic theory of optical cavity and techniques are 

discussed. Based on the literature available, a high sensitivity technique known as OA-ICOS has 

been selected for the development of the heavy water leakage monitoring system. The design 

requirements, challenges involved and the solutions are presented in the subsequent chapters.  
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CHAPTER 3  

NOVEL ASTIGMATIC MULTIPASS CELL DESIGN 

Optical multipass cells and cavities play an important role in trace gas detection by providing path 

length enhancement with small volume. In this thesis, a novel design of a multipass cell has been 

proposed for trace gas detection. The schematic of the multipass cell is shown Figure 3.1. It 

consists of two spherical end mirrors M1 and M2 with a cylindrical lens L. Distance between the 

mirrors is ‘d’ and the lens is placed at distance ‘a’ from the mirror M2. As cylindrical lens-mirror 

(L-M2) pair effectively acts as an astigmatic mirror, optical features for this system are similar to  

an astigmatic mirror system. 

 

 Figure 3.1 Optical layout of modified Herriott cell with cylindrical lens. M1, M2: High 

reflectivity spherical end mirrors; ‘d’: distance between M1 and M2; L: Cylindrical lens; 

‘a’: distance between M2 and L. The laser beam enters through a hole in mirror M1, as 

shown in red. 
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For this optical system to be usable as multipass cell, it should satisfy both stability and re-entrant 

condition. The condition when the laser beam exit exactly at the entry point of beam is known as 

re-entrant condition. In this chapter, these conditions based on paraxial ray approximation are 

derived theoretically. Also ray tracing based simulations are used to study some of the important 

design parameters that are the stability of alignment, and overlap between the laser beam spots. 

3.1. THEORETICAL DESCRIPTION OF RE-ENTRANT CONDITION 

In Cartesian coordinate system, let centre of M1 be at origin, M2 be at (0, 0, d) and L be at (0, 0, 

d-a). Here, z-axis is the optical axis of the system and (x, y) plane is parallel to mirror’s surface. 

When the principal axis of the cylindrical lens is along x-axis, then the focal length in x-direction 

remains unaffected. Along the y-axis, lens-mirror combination (L-M2) can be replaced with an 

equivalent mirror of focal length feq,y with principal focal plane at δd from the mirror. The values 

of feq,y and δd are given by the following equations under paraxial approximation: 

 

1

feq,y
=

1

fm
+

2

fl
−

a

fl
(

2

fm
+

2

fl
−

1

flfm
) 

(3.1) 

 
δd =

a2

fl − a
 

(3.2) 

where fm is the focal length of the spherical mirror and f l is the focal length of the cylindrical lens. 

A general resonance condition for a cavity formed by two mirrors having Radii Of Curvature 

(ROC) 1 and 2 separated by a distance d has been derived by Ramsay et al. [53] and is given 

by the following equation: 
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d± =

1 + 2

2
±

1

2
(1

2 + 2
2 + 212cosθ)

1
2⁄ , θ =

ΘΜ

Nr
  ∀ 0 ≤ M ≤

Nr

2
 

(3.3) 

where Θ = 2π for beam entering an off-axis hole, and Θ = π when beam enters the cavity at the 

centre position, N is the number of round trips and M is the number of rotations. 

To obtain the re-entrant condition, cavity can be treated independently in two orthogonal axes with 

separate solutions along x and y directions. Along the x-axis, re-entrant condition will remain the 

same as that for a spherical Herriott cell and is given as:  

 
d = 2fm(1± cos θx), θx =

Θ

2

Mx

Nx
∀ 0 ≤ Mx  ≤  

Nx

2
 

(3.4) 

where Mx is the number of rotations and Nx is the number of round trips after which beam becomes 

re-entrant (for solution along x-axis). However, along the y-direction, the ray path will be affected 

by cylindrical lens placed in front of the mirror. The re-entrant condition can be obtained by 

substituting 1 = 2fm & 2 = 2feq and replacing d by d-δd in equation (3.3): 

 d −  δd = fm  +  feq,y  ±  (fm + feq,y +  2fmfeq,y cosθy)
2
 (3.5) 

 
θy =

ΘMy

Ny
∀ 0 ≤ My ≤ Ny 

(3.6) 

where My is the number of rotations for y-direction and Ny is the number of round trips after which 

beam becomes re-entrant for y direction solution. The re-entrant condition can be attained for 

certain lens positions for a chosen focal length f l. As the analytical solution of the above equation 

is cumbersome, y direction re-entrant conditions are obtained numerically.  

The re-entrant number Nr, for the astigmatic cell is given by: 
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 Nr = Least common multiple (Nx, Ny) (3.7) 

As the above stated re-entrant condition can be satisfied for a large combination of Mx, Nx, My and 

Ny for a given spherical cavity, a large variety of spot patterns are possible. It should be noted that 

for a given spherical cavity, the choice of focal length of the lens is constrained by the stability 

condition. The f l should be chosen such that the following condition is satisfied: 

 

0 ≤  d/2 ≤  feq,y , fm ≤  d/2 ≤ fm + feq,y for

0 ≤  d/2 ≤ fm, feq,y  ≤  d/2 ≤  2fm for

feq,y < fmi. e. converginglens

feq,y > fmi. e. diverginglens
 

(3.8) 

3.2. ALGORITHM FOR RAY TRACING 

A computer program was written to trace the ray path and to obtain a spot pattern on the mirrors 

in the proposed cell. The ray tracing simulation was performed using paraxial ray tracing method 

known as matrix method of ray transformation. In this method, the transformation of ray 

parameters (that are coordinates and slope) after passing through an optical element is represented 

by ABCD matrix, and is given as: 

 (
x0

θ0
)= (A B

C D
)(

x1

θ1
) (3.9) 

The ABCD matrix for some common optical elements is given in Table 3.1. 
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Table 3.1 ABCD matrix of common optical elements [88]. 

Optical Element ABCD Matrix 

Propagation through a medium having index-of-refraction n and length d. [1 d/n
0 1

] 

Refraction at a spherical boundary of radius , entering a medium of index n2 

from a medium of index n1.  is positive if the centre of curvature lies in the 

positive direction of ray propagation. 

[
1 0

−
n2 − n1

n2

n1

n2

] 

Transmission through a thin lens of focal length f. 
[

1 0

−
1

f
1
] 

Reflection from a spherical mirror having ROC, .  is positive if the centre of 

curvature lies in the positive direction of incident ray propagation. 
[1 0
 1

] 

A program was written to simulate the laser beam path inside the optical cavity. The laser beam 

was created by combination of nine rays, one ray representing the beam centre and eight rays on 

the circumference. The divergence/ focusing of the beam was represented by slope of 

circumferential rays with respect to the centre ray. The following algorithm was used to trace the 

laser beam: 

(a) Initialize the beam parameters at the surface of front mirror: x and y coordinates and slopes. 

(b) Displace the beam to the first surface of lens: [1, (d-a-t); 0, 1]. 

(c) Transform beam through the lens: [1, 0; 0, nl]*[1, nl*t; 0, 1]*[1, 0; (1-nl)/(l*nl), 1/nl] 

(Refraction at flat surface, through lens of refractive index nl and thickness t , refraction at 

curved surface with ROC, l). 

(d) Displace the beam to the rear mirror: [1, a; 0, 1]. 

(e) Calculate reflected and transmitted beam parameters at the rear mirror: using [1, 0 ;-1/fm, 1] 

and [1, 0; (1-nm)/( m*nm), 1/nm]; Calculate focusing of exiting beam to the detector. 

(f) Displace the beam to the second surface of lens: [1, a; 0,1]. 
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(g) Transform the beam through the lens: [1, 0; (nl-1)/(- l), nl]*[1, t; 0, 1]*[1, 0; 0, 1/nl] 

(Refraction at the curved surface, through lens thickness, refraction at the flat surface). 

(h) Displace the beam to the front mirror: [1, (d-a-t); 0, 1]. 

(i) Reflect the beam at the rear mirror: [1, 0; -1/fm, 1]. 

(j) Repeat steps (b)- (i) till desired number of passes or till the re-entrant condition is reached. 

From the calculated laser beam path, the properties for the optical cell were studied, which are 

presented in the subsequent sections.  

3.3. SIMULATION OF LASER BEAM PATH IN THE OPTICAL CELL 

Simulations of laser beam path were performed to study the feasibility of concept introduced in 

the Section 3.1. As a case study, an optical cell with two spherical mirrors with the ROC of 1 meter 

and aperture of 50.4 mm was considered. For a laser beam of diameter of 1 mm, maximum number 

of passes that can be fitted into the circumference without overlap is limited to 150 for this 

spherical cavity. In this study, distance between the mirrors was chosen such that the spot pattern 

becomes re-entrant after 20 round trips. This can be achieved for a cell length, d equal to 10.9 cm 

with M=3 (using equation (3.3)). Figure 3.2 show the simulated laser beam path for the spherical 

optical cell. Here, the initial beam entry position was chosen for a circular pattern. If initial x co-

ordinate is defined as x0 then for a circular spot pattern, the slope in x direction is given by [52]: 

 x0
′ = −

2x0

d
 (3.10) 

The y co-ordinate of beam entry point is given by: 
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y0 = x0√

4fm
d

− 1. 
(3.11) 

And the slope in y direction is zero. For the simulation study x0 = 4 mm was taken and other beam 

parameters were calculated as per above equations. The initial beam location is marked by a circle 

in Figure 3.2 (b).  

 

                                         (a)                                                                      (b) 

Figure 3.2 (a) Simulated 3D laser beam path for a spherical cell of length 10.9 cm with 

spherical mirrors of ROC =1 m along with focusing on photodiode (PD); (b) Laser beam 

spots on the front mirror (Red), rear mirror (Black) and on the photodetector (Green). 

The optical cell was modified by inserting a cylindrical lens to increase the number of passes 

before re-entrant condition was achieved. When a cylindrical lens is inserted a dense Lissajous 

pattern of spots results due to the astigmatism. As a case study, a plano-convex cylindrical lens of 

focal length 50 cm and thickness 5 mm was used at a distance ‘a’ from the rear mirror.  

To study the re-entrant condition for on axis input, the laser beam was made to enter through a 

hole of radius 1 mm located at the centre with a slope of 0.072 along x and y directions. The lens 

position, ‘a’, was varied in steps of 10 µm. The path of the ray was traced till it exits the cavity 

(say after traversing Nr passes through the cavity, forming various Lissajous patterns on the mirror 
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surfaces). The number of round trips and exit position from the hole centre was calculated with 

varying lens position, ‘a’, as shown in Figure 3.3. Re-entrant pattern was observed for the lens 

position for which, the laser beam leaves cavity passing through the centre of the entrance hole, 

within an accuracy of a few microns. Although the beam centre does not coincide exactly with the 

entrance hole centre, these lens positions do satisfy equation (3.5). From Figure 3.3, it can be easily 

seen that for a fixed d, a large sets of (Ny, My) values exists where re-entrant condition is satisfied. 

Though this simulation represents a particular case of Nx=20, it is not the only possible solution. 

Similar, results were obtained for different cell parameters viz. d, fl, fm. 

 

Figure 3.3 Plot of re-entrant number Nr and distance of exit point from hole centre 

verses position of lens. 

The simulation of re-entrant condition for off–axis input was done with initial beam position same 

as that for spherical optical cell stated above. It was observed that for an off-axis input, if a hole 

of 1 mm is used, then the circulating beam exits the cavity much before re-entrant condition is 

satisfied. This happens because the spacing between the spots decreases as we move away from 
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the centre. Accordingly, to retain the laser power inside the cavity, the hole size should be made 

small enough, but it also limits the entry of the laser beam. Otherwise finite transmittance of the 

mirror as in the case of many cavity enhanced spectroscopic techniques can be used. In this case, 

the number of round trips after which beam becomes re-entrant is twice of Nr for centre input, 

because here equation (3.3) is satisfied for Θ = 2π. 

Simulation study shows that for the proposed cell, re-entrant condition is satisfied with large Nr. 

However, owing to the shape of Lissajous pattern, there would be a finite overlap between the 

spots even for small Nr. It is important to estimate the overlap area of the spots, as this overlap 

may contribute to the noise. With progress of beam in the cell, its shape becomes elliptical due to 

astigmatism. Hence, the analytical formulation for calculating overlap area between the two 

ellipses was used for each simulated spot pattern. For this purpose, firstly all those spots were 

identified which lie within the range of a particular laser spot. Here, the range was defined as twice 

the radius of initial beam to take the divergence into account. Subsequently, relative positions of 

the spots were identified as described by Etayo et al. [89]. Depending on relative position, overlap 

area is calculated as detailed in [90]. 

Figure 3.4 (a) and (b), shows the plot of percentage overlap area verses Nr for centre input and off-

axis input respectively. This figure shows that for both cases, the overlap area of the spots increases 

with Nr, however for some of the patterns with equal Nr, percentage overlapping area is lower than 

the others. Hence, it is possible to obtain very large N r with low overlapping area by proper 

adjustment of lens position and/or distance between mirrors.  
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Figure 3.4 Overlap area versus Nr for: a) Centre input; b) Off-axis input. 

3.4. DESIGN CONSIDERATIONS 

As discussed earlier, a large number of design configurations are theoretically possible. Practical 

configurations amongst them can be chosen based on the application. The important design 

parameters are discussed below: 

3.4.1. Important Design Parameters 

3.4.1.1. Coupling of Laser Power to the Cavity 

The laser power can be coupled to a cavity by two methods: a) Through a hole for direct multipass 

absorption spectroscopy applications; b) Through partial transmittance of mirrors, for cavity based 

techniques [91]. In principle, for both cases, beam entry position can be located at the centre of the 

mirror (centre input ray) or at a location near the edge of mirror (off -axis input ray). However, 

when laser beam enters through a physical hole in the mirror, centre input method is appropriate. 

This is because, for off-axis case, the beam might exit the cavity before re-entrant condition due 

to closely spaced spots. Hence, centre input will give longer path length compared to off-axis input. 
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When the laser power is coupled through the finite transmittance of the mirrors, both solutions are 

feasible. Thus, in this case, the position of beam entry is governed mainly by SNR. 

3.4.1.2. Signal to Noise Ratio  

The transmitted power from the multipass cell and the optical cavity shows interference fringes, 

caused by overlapping of the beams, when the laser wavelength is scanned. This wavelength-

dependent transmission fringes contribute to the noise in observed absorption signal for all the 

multipass cell and cavity based techniques. 

In multipass cell experiments, where the beam enters and exits through a hole, interference 

between partially overlapping spots is the main source of noise. The overlapping results in irregular 

fringe pattern depending on the number of passes between overlapping laser beams and the relative 

overlap area. Thus, for multipass cell, centre input is favoured to avoid beam exit before re-entrant 

condition is reached. Simulation study with centre input shows that due to the symmetry, for some 

configurations, the pattern of spots is retraced back. Hence, each circulating beam will have 

interference with another circulating beam. Such patterns are identified by a high overlap area. 

These configurations results in very noisy signal and hence should be avoided. All other 

configurations are usable and show an overlap area of less than 20% of total spot area (See Figure 

3.4).  

In cavity based experiments, laser power is coupled to the cavity through a finite transmittance, 

and this remains trapped infinity, till it decays completely. In such cases, interference between re-

entrant beams gives regular interference pattern with free spectral range, FSR = c/(2N rd) in 

addition to the noise discussed in the previous paragraph. However, it is possible to reduce or 
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completely eliminate this noise by choosing Nr high enough so that FSR is less than the laser 

linewidth. However, as Nr increases, the overlap between the spots also increases, thus 

configuration with a minimum noise is a compromise between the path length extension and 

overlap between the spots. 

3.4.1.3. Tolerance to Misalignment 

Another important consideration is the tolerance to misalignment. Those patterns for which a small 

change in lens position can lead to a large error in exit position are generally difficult to align. 

Here, the tolerance is defined as a variation in lens position, for which centre position of exiting 

beam stays within 100 µm of input beam centre. 

3.4.2. Case Studies 

Based on the design parameters discussed above, two designs of multipass cells are presented. 

First design is based on achieving a path length of at least 80 m. If 10.9 cm long cell is considered, 

it translates to a number of round trips greater than 366. To compensate for the volume occupied 

by the lens, Nr=380 is chosen. In the second design, FSR less than 3 MHz is aimed to even out the 

fringes due to the interference amongst re-entrant beams. Hence minimum required Nr=460. In 

addition, overlap area between the spots should not be too high. Thus, the aim is to design a cell 

with maximum number of spots with overlap less than 20%. The possible configurations for both 

cases are shown in Table 3.2, and are compared for number of passes, overlap area and alignment 

tolerances for both centre and off-axis inputs. 
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(a) Design with Required Number of Round Trips, Nr=380 

In the case of input beam at the centre, Nr = 380 is attained for five lens positions from rear mirror, 

viz. a = 7.640, 18.313, 84.087, 94.760, 103.314 mm. Amongst them a = 103.314 mm results in a 

minimum overlap while maximum tolerance is attained for a = 18.313 mm. In the case of ‘off axis 

input’ with Nr=380, possible lens positions from rear mirror are a = 12.610, 25.227, 77.173, 

89.790, 99.225 mm, with minimum overlap for a = 89.79 mm and maximum tolerance for a = 

25.227 mm. 

Table 3.2 Some of the design examples studied in this thesis. The spot patterns for selected 

designs marked by subscript a-f are shown in Figure 3.5 respectively. 

Position of 

Lens 

‘a’ (mm) 

Centre Input Off-Axis Input 

Nr Overlap 

Area % 

Tolerance 

(µm) 

Nr Ny My Overlap 

Area % 

Tolerance 

(µm) 

7.640 

18.313 

84.087 

94.760 

103.314 

380 

380a 

380 

380 

380b 

24.3 

24.5 

18.5 

19.3 

15.7 

29 

37 

30 

19 

18 

760 

760 

760 

760 

760 

152 

152 

760 

152 

760 

4 

4 

4 

4 

4 

29.4 

26.2 

20.7 

20.8 

20.0 

16 

21 

17 

11 

9 

12.610 

25.227 

77.173 

89.790 

99.225 

190 

190 

190 

190 

190 

42.0 

8.2 

6.6 

36.5 

4.2 

67 

95 

83 

51 

40 

380 

380d 

380 

380e 

380 

380 

190 

190 

380 

95 

4 

4 

4 

4 

4 

16.6 

14.1 

14.8 

9.4 

9.9 

36 

51 

42 

28 

22 

91.901 390 50 23 780f 780 4 18.6 12 

93.029 470c 18.1 18 940 235 4 25.6 9 
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From Table 3.2, it is clear that off-axis input gives lower overlap and better tolerance compared to 

the centre input case; hence it is preferred when light is coupled to the cavity through the 

transmittance of mirrors. For direct absorption, centre input hole is mandatory and the patterns 

with higher tolerance are preferred for easy alignment of the detectors.  

(b) Design for Maximum Number of Round Trips with Overlap Area Less Than 20 % 

From Figure 3.4, one can obtain large number of passes with an overlap area less than 20% for 

many lens positions. At the same time, alignment tolerance should to high enough for practical 

alignment. Taking this into account, the maximum number of spots with overlap area less than 20 

% is 470 for centre input and 780 for off-axis case. 

The design parameters for both designs as discussed in (a) and (b) above are listed in Table 3.2. 

Some of the selected designs with large re-entrant condition are marked by superscript (a)-(f). 

Figure 3.5 (a)-(c) shows the simulated spot pattern for centre input with re-entrant number 380, 

380 and 470 respectively. Figure 3.5 (d)-(f) shows the simulated spot pattern for off -axis input 

with re-entrant number 380, 380 and 780 respectively. For all these designs, overlap area is le ss 

than 20% and lens position tolerance more than 18 µm. 

3.5. DESIGN OF OPTICAL CAVITY FOR TRACE HDO DETECTION SYSTEM 

The optical cavity for trace gas detection using OA-ICOS technique was designed using astigmatic 

end mirrors. Since tracing exact beam path is not critical for optical cavity, the alignment 

tolerances of optical cavity are more relaxed. The selection of mirrors of the optical cavity was 

based on achieving effective path length of more than 200 m with a small cell of length 10 cm, 
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implying reflectivity more than 99.95% at selected wavelength 1390.6 nm (=7191 cm -1). In order 

to minimize the cavity mode noise, mirrors with 50.4 mm aperture were chosen so that large re-

entrant condition with minimum overlap can be achieved, based on simulation of optical cavity. 

The design of optical cell for mounting these mirrors is discussed in the next chapter (Section 4.4). 

 

 
(a)    (b)    (c) 

 
(d)    (e)    (f) 

Figure 3.5 Observed spot patterns of selected design examples with parameters as 

given in Table 3.2. (a)-(c) Shows the simulated spot pattern for centre input with Nr 

= 380, 380 and 470 respectively; (d)-(f) Shows the simulated spot pattern for off-axis 

input with Nr = 380, 380 and 780 respectively. 
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3.6. SUMMARY 

A new variant of multipass cell design with spherical end mirrors and a cylindrical lens placed 

close to the rear mirror was presented. Introduction of astigmatism in the cavity due to cylindrical 

lens results in a dense pass beam pattern on mirror surface. This increases total path length in the 

cavity for the laser to the medium interaction in the cell. A study of this design based on the 

simulation of laser beam path by optical ray tracing in the cavity is presented. The number of 

passes and beam spot patterns with respect to the position of cylindrical lens was examined. A 

large set of solutions have been found that satisfies re-entrant condition in the cell. As such cells 

have additional losses introduced by the additional lens, hence are less preferable in optical cavity 

design. To the contrary such cells can be effectively utilized for spectroscopic studies using a 

multi-pass cell design where precise alignment is required.  
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CHAPTER 4  

DESIGN AND IMPLEMENTATION OF OA-ICOS SYSTEM FOR TRACE 

HEAVY WATER DETECTION 

Various aspects of LAS and optical cavities have been discussed in CHAPTER 2. For the 

measurement of heavy water concentration, an OA-ICOS technique based system has been 

implemented. The choice of various components used in the system has major impact on its 

performance. In this chapter, design aspects of the developed system are discussed. The 

photograph of the developed system is shown in Figure 4.1 and the block diagram and the optical 

layout of the developed OA-ICOS system is show in Figure 4.2. The system consists of an IR laser 

source, an optical cavity, alignment optics, photodetectors and an electronics system for the control 

and data acquisition. The laser beam emitted by the IR laser source is collimated, and this 

collimated laser beam is split into two parts using a pellicle beam splitter with 8:92 splitting ratio. 

The major portion is aligned to the optical cavity (alignment process is described in Section 4.4.3). 

The smaller portion of the laser beam is focused on the photodiode PD1 to monitor the laser power 

variation. The integrated cavity output leaking through the rear mirror is focused on the 

photodiode, PD2. The outputs of the photodetectors are digitized and processed by the data 

acquisition system. The component selection and important specifications of the various 

components are discussed in this chapter. Before specifying other components, it was important to 

select the absorption peak, which is presented in the next section. 
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Figure 4.1 Photograph of the developed HDO detection system. 

4.1. SELECTION OF ABSORPTION PEAKS 

The performance characteristics of a spectroscopic system depend on the selection of suitable 

absorption peaks for the measurement. The important considerations for the selection of a suitable 

absorption peak for determination of the concentration of a molecule are:  

(a) It should have sufficient line-strength, so that absorption signal can be easily distinguished 

from the noise. 
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(b) The peak should be isolated and free from the interference from other gases. 

(c) For isotopic ratio determination, the line-strength of different isotopes should not be too 

different. The selected peaks should be free from the interference from other isotopes. 

(d) In addition, a suitable laser source and detector should be easily available. 

 

Figure 4.2 The block diagram and optical layout of the developed OA-ICOS system. The 

main of the system are OEM diode laser, optical cavity, optical componets, detectors, 

oscilloscope for data acquisition and computer for sihnal processing. 

 

Since the strength of absorption peaks are high in the mid-infrared “fingerprint” region from 3 μm 

to 25 μm, the trace gas sensing in this region yields highest sensitivity. However, the lead salt CW 

diode lasers operating at mid-infrared wavelengths require cryogenic cooling. Hence, these lasers 

are not suitable for the development of portable equipment. From past few decades, compact, CW 

semiconductor diode lasers, which are primarily developed for communications, are readily 

available from the commercial sources [17, 97]. These lasers operate at room temperature. The 
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reliability, power, and wavelength coverage of these lasers is steadily improving, while the cost is 

decreasing. They are mass produced for commercial application, mainly in three bands viz. 800, 

1300 and 1500 nm. The laser at 1300 and 1500 nm, are based on quaternary InGaAsP 

semiconductors and those in the 750-890 nm region are based on AlGaAs. These lasers typically 

produce output powers of 5-l5 mW with single-mode emission using distributed feedback 

technology. They provide high modulation frequencies; continuous wavelength tuning and have 

lifetime in excess of 10 years. These lasers can be used to access the molecular overtone and 

combinational transitions. These transitions are typically, 30 to 300 times weaker than the 

fundamental transitions in the mid-IR region. However, very high sensitivity can still be achieved 

owing to the higher stability of diode laser in near IR region compared to lead salt laser available 

in mid IR region. 

In this thesis, heavy water leaks on PHWR are monitored by measuring HDO concentration, 

because the leaked heavy water is immediately converted to HDO, due to the following 

equilibrium reaction with moisture in the surrounding air: 

 H2O+ D2O
K
⇔ 2HDO (4.1) 

For low D/H ratio, most of the deuterium exists in form of HDO and the remaining concentration 

of D2O is orders of magnitude lower than HDO. Hence, the heavy water concentration is 

determined by measuring the [HDO]. Like H2
16O, the HDO molecule also has a large number of 

absorption peaks from near-infrared region to far infrared region as shown in Figure 2.4 . As can 

be seen, the absorption spectrum appears as number of bands and the HDO peaks with lower 

intensity coexist with H2
16O peaks of much higher intensity. 
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Amongst the various water absorption bands, the Ψ band can be easily covered by 1300 nm band 

of commercially available diode lasers. Thus, the absorption peaks in this band find application in 

moisture sensing due to the availability of low-cost diode lasers. A stick plot of absorption peaks 

in  band is shown in Figure 4.3. This band arises due to the harmonic transition (2,0,0), (0,5,0) 

and (0,0,2) as well as combinational transition (1,2,0), (0,2,1) and (1,0,1). Although there are a 

large number of absorption peaks for HDO, all of them are not suitable for concentration 

determination. This is mainly due to the interference from strong absorption peaks of other 

isotopologues (H2
16O, H2

18O, H2
17O). The absorption peaks in the Ψ band were explored for the 

suitability for [HDO] measurement. Some of these are listed in Table 4.1. Amongst various listed 

peaks, the HDO absorption peaks at 7191.04 cm-1 (=1390.619 nm) and 7183.97 cm-1 (=1391.987 

nm) were studied further. The selected peaks are marked in bold letters in the Table 4.1. The plot 

of recorded spectrum for the selected regions, for a deuterium enriched water sample is shown in 

Figure 4.4. From the plot it is clear, that the absorption peak at 7191.04 cm-1 has higher line 

strength but the peaks are not well separated which may lead to error in the computation of 

concentration. Since the absorption peak at 7183.97 cm-1 is well separated, fitting error was 

expected to be less. Nevertheless, if the overlapping of absorption peaks is properly modelled, 

better sensitivity can be achieved with stronger peak (i.e. the HDO absorption peak at 7191.04 cm-

1), Thus, this peak was selected for the further studies and the spectrum fitting algorithm was 

developed to take this in to consideration as detailed in Section 5.2. Figure 4.5 shows the stick plot 

at 7191.04 cm-1 along with other nearby peaks.  
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Figure 4.3 Stick plot of  band of water absorption peaks [96]. 
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Figure 4.4 Observed water spectrum around 7183.97 and 7191.04 cm-1 HDO absorption 

peaks with assigned wavenumbers for water sample. 

λ(μm)=1.54     1.48        1.43    1.38          1.33       1.29         1.25

 band transition: (2,0,0), (0,5,0), (0,0,2), (1,2,0), (0,2,1) and (1,0,1) 
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Figure 4.5 Stick plot of absorption peaks used in the developed system [96]. 

Table 4.1 Table showing HDO absorption peaks and their sutability for concenration 

determination. The peaks are listed in decreasing order of HDO line-strength. 
 

HDO Peak 

Position 

(cm-1) 

HDO Peak 

Position 

(nm) 

HDO Line- 

strength 

(cm-1 

/molecule/cm-2) 

Nearest H2O 

Peak 

Position 

(cm-1) 

Nearest H2O 

Line-strength 

(cm-1 

/molecule/cm-2) 

Suitability 

1  7190.28 1390.766 8.88E-25 7190.28 2.41E-22 Merged with 

strong H2O 

peak 

2  7191.04 1390.619 8.15E-25 7191.16 1.52E-24 Suitable 

3  7175.83 1393.567 7.86E-25 7175.88 6.31E-25 Peak too close 

4  7197.95 1389.284 7.34E-25 7197.55 

7198.54 

5.62E-24 

1.04E-25 

H2O Peaks too 

far 

5  7181.30 1392.506 6.33E-25 7181.31 3.90E-25 Not resolvable 

6  7179.99 1392.76 4.92E-25 7180.32 3.73E-25 Suitable 

7  7183.97 1391.988 3.95E-25 7184.10 1.49E-24 Suitable 

λ (nm)=1390.70              1390.67                1390.63                 1390.59               1390.55                  1390. 51
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4.2. LASER SYSTEM: ALIGNMENT OF LASER AND IR SOURCE AT 1390 NM 

Two lasers were used in the HDO detection system developed in this thesis. A He-Ne laser in the 

visible region for the alignment and a near IR diode laser with centre wavelength of 1390 nm as a 

source for the absorption measurement. The important characteristics for both lasers are presented 

in this section.  

4.2.1. He-Ne Laser for Alignment 

For the optical alignment of various components, a laser in the visible region is required. For this 

purpose, a He-Ne laser lasing at 632.8 nm (red light) with optical power of 3 mW and beam size 

of 1 mm was used. 

4.2.2. NIR Laser Source with Centre Wavelength at 1.39 µm (7191 cm-1) 

The selected HDO absorption peak at 7191.04 cm-1 (1390.619 nm) can be accessed using a laser 

lasing at 1390.5 nm. A tunable discrete mode (DM) diode laser EP-1390-5-B in a 14-pin butterfly 

package manufactured by M/s. Eblana Photonics was selected. This laser was mounted on a 

butterfly laser diode mount, LM14S2 (Thorlabs), with type 2 configuration card. The current of 

the laser diode was controlled by a 500 mA laser driver IP500. This OEM unit can be used to 

modulate the laser diode current using an external signal on analog modulation input, at 

frequencies up to 50 kHz. As the wavelength of a DM diode laser is extremely sensitive to its 

temperature, for a stable operation, it is necessary to maintain a constant temperature. This was 

achieved by using TCM1000T 3W TEC Controller from Thorlabs. This Module regulates current 

through the integrated Thermal Electric Cooler (TEC) while maintaining a constant temperature 
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of a device, using a feedback from the internal 10 kΩ NTC thermistor. The most important 

specifications of diode laser are listed in Table 4.2. 

Table 4.2 The important specifications of DM diode laser, EP1390-5-DM-B01-FA (14 

pin butterfly package). 

Parameter Typical Value 

Laser Power 18 mW 

Max Current 120 mA 

Slope Efficiency 0.18 mW/mA 

Threshold Current 11.49 mA 

Wavelength Temperature Tuning Coefficient 0.1 nm/K 

Wavelength Current Tuning Coefficient 0.014 nm/mA 

Linewidth 2 MHz 

The DM laser diode was integrated with the driving modules. The slope efficiency and wavelength 

current tuning coefficient of the laser were measured experimentally. For these measurements, a 

ramp voltage was applied to the analog modulation input of the laser current driver IP500. The 

resulting laser power variation with the analog modulation voltage is shown in Figure 4.6. The 

plot also shows linear variation in the laser power with modulation voltage Vanalog. The small dips 

in the intensity are due to the presence of strong water absorption peaks. The observed threshold 

voltage was 0.25 V, which is equivalent to the measured threshold current of 12.5 mA. 
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Figure 4.6 Plot of laser output power with analog modulation voltage (Vanalog) for DM 

diode laser EP1390-5-DM-B01-FA. The zoomed region is shown in inset. 

For the calibration of wavelength with analog voltage, the spectrum of water vapour was recorded. 

The observed spectral peaks were compared with the peak position database available on 

HITRAN. The wavelength was assigned to each observed peak by comparing it with the database. 

The recorded spectrum and the plot of assigned wavelength with the analog voltage are shown in 

Figure 4.7. The plot shows deviation from ideally expected linear curve. The deviation from 

linearity is inherent to laser diode used. Hence, to account for non-linearity, the wavelength curve 

with analog voltage was fitted to a quadratic equation (one-degree higher polynomial). The fitted 

curve is represented by the following equation: 

 

 λ = a + bVanalog + cVanalog
2  

λ = 1390.1315− 0.0355 Vanalog + 0.24062 Vanalog
2  

(4.2) 
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Equation y = a + b*x

Intercept 1389.61475 ± 0.0097

Slope 0.67072 ± 0.00661

Adj. R-Square 0.99922

Equation y = Intercept + B1*x^1 + B2*x^2

Adj. R-Squar 0.99993

Value Standard Erro

Wavelength

Intercept 1390.1315 0.06203

B1 -0.0355 0.08471
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(a)                                                                            (b) 

Figure 4.7 The variation of laser wavelength for diode laser EP1390-5-DM-B01-FA 

with analog modulation voltage on laser current driver IP500. (a) Shows the spectrum 

recorded at two different pressures and the wavelengths (in nm) assigned to the 

absorptions peaks. (b) Plot of assigned wavelength versus the analog voltage with the 

linear and second order polynomial fit. 2nd polymonial shows better fit to assigned 

wavelength. 

4.3. PHOTODETECTORS FOR SENSING CAVITY OUTPUT 

For the wavelength around 1390 nm, Ge and InGaAs photodiodes and photoconductors are the 

most suitable photodetectors. However, due to the temperature sensitivity of photo-conductors, 

they cannot be used for CW applications. Both Ge and InGaAs photodiodes provide similar 

performance for CW as well as pulsed applications. Hence a germanium photodiode, PDA50B 

from Thorlabs Inc., with sensor diameter of 5 mm was selected. It includes a reverse-biased PIN 
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photo diode and an inbuilt switchable gain transimpedance amplifier. Its operating wavelength 

range is 800- 1800 nm and the photodiode have responsivity of 0.75 A/W at 1390 nm. 

4.4. OPTICAL CAVITY FOR OA-ICOS EXPERIMENTAL SYSTEM 

The optical cavity consists of high reflectivity mirrors mounted on the end flanges of a vacuum 

cell. The vacuum cell design and alignment of the optical cavity are presented in this section. 

4.4.1. Specifications of High Reflectivity Mirrors for the Optical Cavity  

The basis of high reflectivity mirrors selection has been discussed in Section 3.5. The mirrors 

suitable for cavity enhanced spectroscopy are available from a few manufactures such as New Port 

and CRD optics Inc. Amongst the commercially available mirrors; mirrors with 99.98% 

reflectivity at the appropriate wavelength from CRD optics Inc. were selected. The manufacture’s 

specifications of the selected mirrors are given in Table 4.3. A cell of 10 cm length was expected 

to yield more than the required path length.  

4.4.2. Vacuum Cell Design for the Optical Cavity 

The vacuum cell for mounting the mirrors forming the optical cavity was designed and fabricated 

in-house. Figure 4.8 shows a 3D drawing of the designed vacuum cell. The body of the cell is 

made using compressible bellows with 63CF end flanges. One of the end flanges is fixed on a 

mount while other end flange is movable. The to and fro motion of the flange can be controlled by 

a threaded screw of 25 mm diameter with pitch of 3mm. To maintain parallelism between the 

mirrors while adjusting the cavity length, its motion is guided by three rails. The parallelism can 
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be maintained for small adjustments in cell length. However, when the cell length is varied by 

more than 1 cm fine adjustment in mirror tilt screws is required to make the mirrors parallel again. 

The length of the cavity can be varied from 10 cm to 18 cm. The cell length used in the experiments 

was 13.5 cm (for water samples) and 14.5 cm (for air samples). Larger cell length for air samples 

is required to achieve better sensitivity, since absolute water content in air is only about 1 to 3% 

of air pressure. Due to path length enhancement by optical cavity, 1 cm change in cell length, 

results in 12.5 m increase in effective path length. 

Table 4.3 Manufacturer’s specification of high reflectivity mirrors used in the 

developed system. 

S. No. Parameter Specified Value 

1 Reflectivity 99.98% at 1390 nm 

2 ROC 1 meter 

3 Aperture 50 mm 

4 Transmittance 30 to 50 ppm 

 

Figure 4.8 3D drawing of the designed assembly for the optical cavity. 
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The ends of the cell are sealed with a set 63CF flanges on which high reflectivity mirrors are 

mounted. The mirrors sit on the silicon o-ring placed in the grooves on the flanges. They are held 

in place by three alignment screws pressing the brass ring holding the mirrors from the other side. 

These screws allow centring and precise tilting of mirrors for achieving parallelism. 

4.4.3. Alignment of the Optical Cavity  

The alignment of the optical cavity was most critical part in the implementation of OA-ICOS 

techniques. The steps involved in the cavity alignment are detailed below: 

4.4.3.1. Alignment of Mirrors of the Optical Cavity Using a He-Ne Laser 

The first step in the alignment was positioning the mirrors such that they are perfectly parallel to 

each other. The procedure to achieve this alignment is shown in Figure 4.9.  

(a) The rear mirror was centred and was aligned perpendicular to the optical axis of the cavity. 

In this position, reflections from both surfaces are superimposed forming concentric 

circles. Next, the laser beam was aligned to the axis of cavity. The orthogonality of mirror 

with optical axis was ensured by passing the laser beam through an iris and making the 

reflected beam pass back through it (Figure 4.9 (a)). 

(b) The front mirror was placed and aligned in the similar way. At this point, a large number 

of spots were visible in the transmitted pattern (Figure 4.9 (b)). 

(c) After fine tuning the mirror and laser direction, multiple reflections on the front and back 

of the two mirrors overlapped. Thus, a single spot in transmitted and reflected beam pattern 
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ensured that mirrors were parallel to each other and laser beam was aligned to the optical 

axis of the cavity (Figure 4.9 (c)). 

 

Figure 4.9 Steps to align the mirrors parallel. (a) Alignment of rear mirror, M2; (b) 

Alignment of front mirror, M1; and (c) Fine tuning of both mirrors and laser beam. 

4.4.3.2. Coupling of IR Laser to the Optical Cavity 

Once the mirrors were aligned, next task was to couple the near IR laser source to the cavity. The 

DM diode laser used in the system was a fibre coupled laser (pig tailed); hence the output laser 

beam was highly divergent. The output beam of the diode laser was made parallel by a collimator 

(Toptica Photonics). The optical collimator was aligned parallel to the principal axis of the optical 

cavity with He-Ne laser coupled to it. The setup used is shown in Figure 4.10 (a). The collimator 

Transmission 

pattern 

Observed pattern 
(a) 

(b) 

(c) 

Iris 

He-Ne Laser 

M2 

M1 



74 

 

was mounted on a kinematic mount placed over xyz translation stage. This arrangement provides 

all the required degrees of freedom for accurate positioning of laser beam with respect to the cavity. 

After the alignment of the collimator, the IR laser was connected to it as shown in Figure 4.10 (b). 

Here an optical isolator was inserted because the IR laser is sensitive to optical feedback. Initially, 

the laser beam was aligned parallel to the axis of the optical cavity. The transmission signal showed 

that few lower order modes were excited along with TEM00. This was expected as mode matching 

to TEM00 mode was not performed. 

 
(a) 

 

 
(b) 

Figure 4.10 (a) Setup for the alignment of collimator to the axis of optical cavity, (b) 

Setup for coupling the IR laser to the optical cavity. 

The laser beam was then moved to an off-axis position. The coupling efficiency of the laser to the 

cavity depends on the mode matching between the laser and the optical cavity. Hence the position 

of laser beam and its direction were optimized. The maximum coupling efficiency was achieved 
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at the optimized laser beam position of x=10.77 mm, y=9.15 mm and θx= θy= 0.9°. Figure 4.11 (a) 

shows the transmitted intensity at various positions of laser beam with respect to the centre of the 

front cavity mirror, for a constant laser power. Figure 4.11 (b) shows the variation of transmmited 

intensity with Vanalog for two diffrent alignments of input laser beam. Finally, the alignment 

procedure required fine tuning of  the laser beam direction and position, to minimise the optical 

fringes in the system. For fringe minimization, the collimator was moved horizontally to another 

off-axis position and y angle was tilted such that the laser spots are distributed over maximum area 

of the mirror. 
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(a)                                                               (b) 

Figure 4.11 (a) Optimization of coupling of laser power to the optical cavity; (b) The 

variation of transmitted intensity for two different alignments of input laser beam.  

4.4.4. Piezoelectric Actuator for Cavity Length Dithering 

As will be discussed later in Section 5.1.2.2, the effect of residual cavity modes leads to the 

appearance of fringes in the transmitted baseline. The optical fringes limit the sensitivity of the 
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system. One method to remove the effect of these fringes is cavity length dithering. For cavity 

length dithering, the tilt adjustment screws on one of the mirror mounts can be replaced with 

piezoelectric actuators, PE4 (Thorlabs). These actuators provide 4 mm of manual coarse travel via 

a 0.010" pitch leadscrew, which allows coarse tilt adjustment of the mirrors. The 15 μm open-loop 

piezo travel controlled by 150 V internal piezo stack, can be used for cavity length dithering. The 

actuator is driven by TPZ001 Piezo Driver (Thorlabs). With the internal capacitance of PE4 of 1.4 

µF, the operating bandwidth of the actuator is 30 Hz. 

4.5. VACUUM SYSTEM 

The isotopic ratio measurement for water must be performed at a pressure much lower than the 

atmospheric pressure, i.e. under the vacuum condition. The requirement of lower pressure 

(vacuum) arises from broadening of the absorption peaks due to pressure broadening. The effect 

of broadening is merging of peaks; the effect is more serious in case of water absorption in near 

IR region, due to closely spaced peaks owing to complex absorption spectra. The effect of pressure 

broadening is shown in Figure 4.12. The figure shows that the width of the absorption peaks 

increases with increasing pressure as per equation (2.23). Since the fraction of water in air is 

constant, the total content of water increases hence height of the peak also increases. For low 

pressures, the height to width ratio of the peaks increases with increasing pressure, till it reaches a 

maximum value. Beyond this, the peak height to width ratio starts decreasing with increasing 

pressure due to broadening. The optimum pressure is one at which the height to width ratio is 

maximum. The optimization of pressure is discussed in Section 5.9. At this pressure, maximum 
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sensitivity can be obtained. Thus, for accurate spectroscopic measurements, the pressure inside 

the vacuum cell must be precisely controlled to an optimum value. 

The various components of the vacuum system used in the experimental setup are shown in Figure 

4.13. For the calibration and measurements reported in this thesis, a turbo-molecular pump 

(HiCube 300 Classic, Pfeiffer Vacuum) was used. This pump can achieve ultimate vacuum level 

of the order of 10-6 mbar. In the final compact system for online measurements in air, a dry 

diaphragm vacuum pump (MVP 020-3 AC PKT01100, Pfeiffer Vacuum) can be used. The later 

pump can achieve ultimate vacuum of 1 mbar.  
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Figure 4.12 The observed transmission signal at different pressures of air contaning 

moisture. 
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Figure 4.13 Vacuum system used in development of OA-ICOS based trace heavy water 

detection system. 

4.5.1. Introduction of Sample into the Vacuum Cell 

(a) Sampling Air 

Air samples in the cavity can be introduced by a continuous flow through the system. The pressure 

inside the cell has been maintained by controlling the air flow through the inlet and outlet valves. 

(a) Introducing Water Samples 

The water samples must be vaporized into the cell for isotopic ratio measurements. Thus, for 

introduction of water samples, the cavity should be first evacuated to the base pressure of 10 -3 

mbar, using the turbo molecular pump. A few micro litres of water sample can then be injected 

into the cavity by a micro-litre syringe through a silicon septum, which evaporates completely into 

the cavity. Since the volume of cavity is approximately 0.4 litres, 1 micro litre produces 

approximately 3.6 mbar of vapour pressure.  The effect of phase change on the isotopic ratio is 

discussed later in Section 5.3.1. 
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4.6. TEMPERATURE SENSOR FOR MEASURING THE TEMPERATURE OF THE SAMPLE 

In an equilibrium condition, the temperature of the vapor inside the cell is equal to the temperature 

of the vacuum cell. Thus, the temperature of the sample inside the cavity was monitored accurately 

by monitoring the cell temperature while acquiring the spectrum. For temperature measurement, a 

semiconductor based sensor (TSYS01) having accuracy of ±0.1 °C and temperature resolution of 

0.01 °C was used. The temperature sensing chip has 24 bit ΔΣ- analog-to-digital converter (ADC) 

with internal factory set calibration enabling a good measurement accuracy. The effect of 

temperature on the measurements is described in Section 5.3.2. 

4.7. DATA ACQUISITION FOR OA-ICOS SYSTEM 

For recording the cavity transmission signal, the laser wavelength was scanned across HD16O and 

H2
16O peaks at 7191.039 and 7191.157 cm-1 respectively by ramping the laser diode current. The 

ramp signal was generated using an arbitrary function generator. The output of both photodiodes 

and the wavelength scanning ramp were digitized using an oscilloscope (DSO7054, Agilent 

Technologies). The acquired signals were transferred to a personal computer for further 

processing. A user-friendly program was written, to acquire the averaged waveforms from 

DSO7054, using RS232 interface of the oscilloscope. The program also acquires the temperature 

of the cell and the pressure data while waveform averaging is performed with the oscilloscope. 

Screen shot of the signal on the oscilloscope is shown in Figure 4.14. Once acquisition is 

completed, the data was processed and spectrum fitting is performed to obtain the [HDO]. The 

details of fitting process are discussed in next Chapter. The measured temperature, pressure and 

[HDO] were displayed on the screen. Screen shot of the results displayed by the program are shown 
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in Figure 4.15. The fitted spectrum is plotted on left hand side of computer monitor; the 

temperature and pressure of the sample and [HDO] obtained from the fit are also displayed on the 

top of spectrum. On the right-hand side computer monitor, the time series plot of the measured 

[HDO] is shown. The values obtained from each fitted spectrum are shown by blue dots; and the 

moving average of 16 such values is plotted in red dots. The measured average [HDO] along with 

its standard deviation is also displayed on the monitor. 

 

Figure 4.14 Screen shot of the typical display on the oscilloscope. The averaged 

waveforms for the cavity output, laser intensity and the laser scanning voltage are shown 

in yellow, green and magenta respectively. 

4.8. SUMMARY 

In this chapter, development and component selection of the OA-ICOS based HDO monitoring 

system are presented. An HDO peak at 7191.04 cm-1 has been found suitable as discussed in 

Section 4.1. Appropriate laser and mirrors were selected for achieving the required sensitivity. The 

design and alignment of the optical cavity is presented in this chapter. The requirements of the 

vacuum system and its specifications have been discussed. The data acquisition system for the 
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developed system is also briefed in this chapter. The results of various experiments conducted 

using this system are presented and discussed in the next chapter. 

 

Figure 4.15 Screen-shot of the results displayed by the program used for signal 

processing. The acquired spectrum and its fitting results are shown on left side of the 

monitor. The measured [HDO] along with the averaged time series plot of [HDO] are 

displayed on right side of the monitor. The averaged value of [HDO] and its standard 

deviation are displayed on top right. 
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CHAPTER 5  

SIGNAL PROCESSING, DATA ANALYSIS, CHARACTERIZATION AND 

VALIDATION OF THE DEVELOPED SYSTEM 

The acquired transmission signal contains the quantitative information of the concentration of the 

species existing in the sample. For extracting unknown concentration using the information from 

the acquired spectrum, it needs to be analysed processed and fitted with respect to the known 

spectral parameters. In this chapter, curve fitting methods and various parameters affecting the 

results are discussed. Finally, the important results of various measurements are presented and 

discussed. 

5.1. OA-ICOS SIGNAL: THEORETICAL ANALYSIS 

In this Section, the cavity transfer function; i.e., relation between transmitted intensity and the 

absorption coefficient is derived. Finally, limiting factors on sensitivity enhancement are 

discussed. 

5.1.1. Signal Enhancement by OA-ICOS Technique 

In OA-ICOS technique, the absorbance of the sample is calculated by measuring the transmitted 

intensity as a function of frequency [98, 99]. Figure 5.1 shows the intensity variation of the laser 

beam travelling inside the cavity. If Iin is the light intensity incident on the cavity mirror, the light 

reaching rear mirror after first pass is, IinTme−(ν)d, where Tm is transmittance of mirror; the factor 
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e−(ν)d comes from the absorption, governed by Beer-Lambert law, where (ν) is frequency 

dependent absorption coefficient and d is the distance between mirrors. The intensity of the light 

reflected inside the cavity is attenuated by a factor of Rme−(ν)d for each passage in the cavity, 

where Rm is reflectivity of mirrors. Hence, light intensity transmitted through the rear mirror after 

nth round trip will be: 

 In = IinTme−α(ν)d ∗ (Rme−α(ν)d)
2n

∗ Tm (5.1) 

 

Figure 5.1 Transmission signal for the optical cavity. The integrated cavity output is 

the sum of light intensity leaking on each reflection at rear mirror. 

Total transmitted intensity can be written as the infinite sum (or integral) of intensities transmitted 

after each round trip: 

 I(α) = IinCp Tm
2  e−α(ν)d ∑(Rme−α(ν)d)

2n
∞

n=0

 (5.2) 

 = IinCpTm
2

e−α(ν)d

1 − (Rme−α(ν)d)2
 (5.3) 

In the above equation, additional factor Cp is the coupling efficiency, whose value lies between 0 

and 1, depending on degree of mode matching between cavity and laser. The above expression is 

valid when interference terms average out to zero. This happens when the cavity mode separation 
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(FSR) is less than the laser linewidth. Such a condition can be achieved in case of the off-axis 

alignment and also in the case of broadband or swept laser sources [100]. In the absence of 

absorber, the steady state transmission is given by: 

 I(0) =
Iin Cp Tm

2

1 − Rm
2  (5.4) 

This expression shows a significantly reduced power transmission through the cavity demanding 

a high-power laser to achieve a sufficient throughput. Here, maximum transmitted light intensity 

I(0)max ≈
IinTm

2
 can be obtained when Tm=1-Rm and Cp=1. However, this maximum transmission 

is difficult to attain in practical systems because the mirror transmission Tm is much lower than 1-

Rm for high reflectivity mirrors. This is due the fact that the scattering losses are of the order of 1-

Rm. In addition, ideal coupling is unattainable (hence Cp< 1).  

The normalized cavity transmittance is defined as: 

 
Tcavity =

I(α)

I(0)
=

e−α(ν)d

1− (Rme−α(ν)d)2
∗ (1 − Rm

2 ) 
(5.5) 

And the fractional absorption can be written as: 

 
∆I

I(0)
=

I(0)− I(α(ν))

I(0)
= (1 − e−α(ν)d) (

1+ Rm
2 e−α(ν)d

1− Rm
2 e−2α(ν)d

) (5.6) 

 

∆I

I(0)
≅ (1 − e−α(ν)d)(

1

1 − Rme−α(ν)d
)  for Rm → 1 

(5.7) 

where (1 − e−α(ν)d) is fractional absorption per pass. For weak absorption, (ν)d << 1-Rm, the 

fractional absorption can be approximated as: 
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𝛥I

I(0)
=

1 − e−α(ν)d

1 − Rm
≅ 

α(ν)d

1 − Rm
 

(5.8) 

Thus, for the limits (ν)d << 1-Rm and Rm → 1, the effective path length is approximated to, 

 
Leff =

d

1 − Rm
. 

(5.9) 

 The gain in fractional absorption signal due to cavity is derived using equation (5.7), is given by 

the following expression: 

 G = (
1+ Rm

2 e−α(ν)d

1− Rm
2 e−2α(ν)d

) ≅ 
1

1 − Rme−α(ν)d  for Rm → 1 (5.10) 

Thus, the cavity gain is a function of absorbance. In a linear approximation, the gain can be written 

as: 

 G0 ≃
1

1 − Rm
 (5.11) 

The linear gain is valid only for very weak absorption. However, as the absorbance per pass, A(ν) 

(= (ν)d) increases, the gain due to the cavity starts falling in accordance with equation (5.10). 

Physically, it can be interpreted as the decrease in the effective path length (or photon residence 

time in cavity) due to the absorption losses inside the cavity.  

The absorbance per pass for which the effect of nonlinearity becomes significant, depends on the 

ratio of absorption losses relative to the mirror losses (1-Rm). Thus, a universal cavity gain and 

transmittance versus absorbance curve was obtained by normalizing the absorbance A by (1-Rm). 

Figure 5.2 (a) shows the plot of normalized cavity transmittance, Tcavity as a function of 
A

1−Rm
. 

Transmittance for an imaginary cell of length equal to Leff is given as, Teff = e−α(ν)Leff, which is 
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also been plotted in the figure for comparison. As shown in this figure, the dip in the transmission 

intensity for an optical cavity is lesser than that for an imaginary cell of length Leff. The difference 

in two signals increases with increasing the absorbance per pass. This is also reflected in the 

normalised cavity gain function, G/G0, calculated using equations (5.10) and (5.11) and is shown 

in Figure 5.2 (b). Both the curves show that the linear approximation is valid only for 
A

1−Rm
 up to 

0.01, i.e. when the losses due to the absorption are two orders lower than the mirror losses. For 

absorption losses above this, the cavity gain starts falling rapidly with increasing absorbance. 
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(a)                                                                    (b) 

Figure 5.2 (a) Comparison of the cavity transmission signal with an imaginary cell with 

path length Leff as function of normalised absorbance per pass.  The dip in transmission 

intensity for an optical cavity is lower than that for an imaginary cell of length Leff; (b) 

This is also reflected in the normalised cavity gain function, G/G0. as a function of 

normalized absorbance per pass. 

It must be emphasized that the gain of optical cavity is a complex function of the quantity to be 

measured, i.e. absorbance (see equation (5.5)). This complexity in the cavity gain function affects 
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the transmission spectrum in many ways. Figure 5.3 shows the effect of non-linearity on the cavity 

transmission function with respect to the linear gain assumption. The nonlinearity in gain effects 

quantitative concentration analysis, using integrated absorbance (IA), i.e. area under the recorded 

absorption spectrum defined as: 

 

 IA = ∫
I(0)− I(α(ν))

I(0)
dν

∞

−∞
 (5.12) 

The calculated value of IA shows saturation with increasing concentration. The absorption 

saturation regime approaches earlier as compared to the equivalent direct path as shown  

theoretically by Maddaloni et al. [101]. They have also concluded that the optical cavities 

introduce an additional peak broadening and the absorption peak shapes show a clear disagreement 

from Gaussian (or Lorentzian or Voigt) peak shape as expected from the case of Beer-Lambert 

law [102]. The saturation effect in IA was observed experimentally for H2O peak at 7191.1568 

cm-1, with increasing pressure as shown in Figure 5.4. However, many authors have used IA as the 

measure of concentration [101, 103, 104]. The calibration curves obtained by them have been 

reproduced in Figure 5.5 (a), (b), (c). These figures clearly show the effect of saturation in IA, due 

to cavity gain nonlinearity. Hence in this thesis, the transmittance per pass e−α(ν)d is evaluated 

first by solving the transmission spectra for equation (5.6). 
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Figure 5.3 Plot showing the effect of cavity gain nonlinearity on the absorption signal. 

For low concentration, the cavity acts like a cell with effective path length Leff. However, 

at higher concentrations, the absorption signal deviates from linear approximation. 
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Figure 5.4 The plot of observed integrated absorbance (IA) for water absorption at 

7191.16 cm-1 with pressure shows saturation effect due to cavity gain nonlinearity.  
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(a)                                     (b)                                      (c) 

Figure 5.5 Figures show non-linear calibration curves for concentration measurement 

when the concentration is calculated using integrated absorbance as obtained by: (a) 

Welzel et al.  [103]*;  (b) Yury et al. [104]†; (c) Maddaloni et al. [101].  

*Reprinted with permission from [103]© The Optical Society;   

†Reproduced from [104] [101] with the permission of AIP Publishing. 

5.1.2. Limits on Sensitivity Enhancement by Optical Cavity 

In the previous section (Section 5.1.1), through equations (5.6) to (5.11), it was shown that 

pathlength enhancement in OA-ICOS technique is proportional to 1/(1-Rm). However, in a 

practical system, the enhancement achievable is lower than this ideal approximation because of 

the electronic noise in the system and the optical noise due the cavity mode structure. The effect 

of these are quantified as shown below:  

5.1.2.1. Effect of Different Types of Noise in the System  

The enhancement in ICOS technique comes at the cost of lower throughput (i.e. reduced signal 

intensity). The loss of signal intensity can result in  a reduced SNR depending on the type of 

dominant noise. The effect of different types of noise on SNR enhancement has been studied by 

various researchers [105, 106]. B. Ouyang and Jones [105] have shown that the SNR enhancement 



91 

 

factor, Q1, in case when the dominant noise is of type1 (like environmental noise which scales 

linearly with intensity) is given by: 

 
Q1 =

1+ Rm
2 e−α(ν)d

1− Rm
2 e−2α(ν)d  ≈(Rm→1,α(ν)d→0)  

1

1− Rm
 

(5.13) 

The SNR enhancement factor, Q2, in case when the dominant noise is of type2 (like shot noise 

which scale as the square root of the light intensity) is given by: 

 
Q2 = Tm

1 + Rm
2 e−α(ν)d

(1− Rm
2 e−2α(ν)d)3/2 

 ≈(Rm→1,α(ν)d→0)  
Tm

2(1− Rm)3/2
 

(5.14) 

The SNR enhancement factor, Q3, in case when the dominant noise is of type3 (like thermal noise 

the photo-detector and associated electronics which is independent of intensity) is given by: 

 
Q3 = Tm

1 + Rm
2 e−α(ν)d

(1 − Rm
2 e−2α(ν)d)3/2  

 ≈(R→1,α(ν)d→0)  
Tm

2

2(1− Rm)2
 

(5.15) 

Since noise of all three types is are present in the system, the enhancement factor is expected to lie 

between 
1

1−Rm
 to 

Tm
2

2(1−Rm)2
, depending on the amplitudes of each type of noise in the system. 

5.1.2.2. Effect of Cavity Modes 

Besides noise, other limiting factor in sensitivity enhancement comes from the cavity output 

intensity variation due to the residual effect of cavity mode structure. This mode structure arises 

from interference effects of overlapping beams. Kasyutich and Sigrist have calculated the peak-

to-peak variation in the transmitted baseline intensity as a function of  the laser linewidth (Δν), 

cavity length (d) and re-entrant number (K) [107]. The important results derived by them are 

reproduced here. The cavity transmission in the presence of interference effects is given as: 
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I

Iin
= Tc = CpTm

2
e−α(ν)d

1− (Rme−α(ν)d)2
 x 

1 − (Rm e−2α(ν)d−2πτRD∆ν)
2K

1 − (Rm e−2α(ν)d−2πτRD∆ν)2K + 4(Rm e−2α(ν)d−2πτRD∆ν)K sin2(
πcKτRD

ν
+ φAK)

 

(5.16) 

The first term represents the cavity transmission in the absence of interference effects (See 

equation (5.3)), while the second term represents the additional factor arising due to the 

interference effects. The peak to peak baseline variation in the cavity transmission is given as: 

 

Tc max − Tc min

Tc max
=

M

1 + M
. 

(5.17) 

where M is defined as: 

 
M =

4(Rm e−2α(ν)d−2π𝜏𝑅𝐷∆ν)
K

(1 − (Rm e−2α(ν)d−2π𝜏𝑅𝐷∆ν)K)2  
 

(5.18) 

Equations (5.16) - (5.18) show that a large re-entrant number is required for complete mode noise 

suppression with narrow linewidth lasers and/or small cavity lengths. However, if the re-entrant 

number is large, there is a possibility of partial overlap of spots after a finite number of round trips, 

before reaching re-entrant condition. In such cases, the baseline intensity variation consists of 

various frequency components based on the number of round trips after which the overlap happens. 

The amplitude of variation however depends on the number of overlapping spots and the extent of 

overlap. In addition, any mechanical instability can cause hops between the different re-entrant 

conditions, resulting in drifts in the interference fringes. Hence, for narrow linewidth lasers, 

baseline intensity variation due to residual mode structure along with its drift deteriorates the 

sensitivity of the OA-ICOS system.  
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In such cases, where complete mode suppression cannot be achieved by off -axis alignment, the 

cavity mode suppression is achieved by either dithering the cavity length or laser frequency or 

both. Fast scanning of laser frequency along with averaging can also be used to achieve the same 

effect. Various authors have demonstrated the use of ICOS technique for ultrasensitive trace gas 

detection, some of which are found in references [59, 103, 108-115].  

5.2. DATA PROCESSING AND SPECTRUM FITTING 

The major components of the data acquisition system used in the developed system are described 

in Section 4.7. In this section data processing and spectrum fitting are detailed. In the system, the 

laser wavelength was varied by applying a saw tooth wave with amplitude of 0.28 Vp-p and a 1.46 

V offset at 8 Hz rate to the analog input of the laser driver module, i.e., Vanalog varies from 1.18 V 

to 1.74 V, and diode laser current varies from 59 mA to 87 mA. This scans the  laser wavelength 

from 1390.51 to 1390.69 nm (≡ wavenumber 7191.6 down to 7190.7cm-1). The transmission signal 

from the cavity, the laser intensity and the ramp voltage were recorded on a digital oscilloscope. 

The signals were averaged for 100 cycles, resulting in 0.08 Hz averaged data rate (integration time 

of 12.5 sec). The plot of typical signals recorded using the developed system is shown in Figure 

5.6. The absorbance per pass is calculated from the recorded signals using equations (5.5), “Cavity 

transmission equation” and (4.2), “laser wavelength calibration”. A plot of typical absorption 

spectrum and curve fitting results are shown in Figure 5.7. Appendix IV lists the absorption peaks 

with measurable absorption in the spectral window under consideration. By fitting the obtained 

absorption spectrum, the concentration of the constituent species can be determined using the 

information of spectral parameters listed in Appendix IV. 
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Figure 5.6 Plot of the typically recorded oscilloscope signals showing variation of 

recorded cavity output, laser intensity and laser scanning voltage (Vanalog) with time. 

Note: Time scale is reversed to show the spectrum from lower to higher wavenumber. 

The accurate determination of concentration from this spectrum is strenuous because of the 

following complexities associated with the recorded spectrum: 

(a) The peaks under consideration are sitting on the Lorentzian wing of a strong absorption 

peak at 7190.7385 cm-1. Hence baseline is not clearly defined. 

(b) There is some overlap between most of the peaks. Thus, shoulder of the peaks is not clearly 

distinguishable. 

(c) The fringes generated due to the cavity modes and overlapping spots results in both high 

and low frequency fluctuations in the baseline of the spectrum. 



95 

 

7191.0 7191.2 7191.4 7191.6

0.0

5.0x10
-5

1.0x10
-4

1.5x10
-4

2.0x10
-4

A
b

so
rb

a
n

ce

Wavenumber (1/cm)

H2O
H2

18
O 

H2
17

O 

H2O

7190.74 

H2O wing

7191.04

HDO

H2
18

O 

Measured 

Absorbance

Fitted Spectrum

ResidualFitted Peaks

7191.16 

H2O

 

Figure 5.7 Typical observed absorption spectrum and curve fitting results (fitted Voigt 

profile for each peak, overall spectrum and the residual). The peak position and 

corresponding isotopologue for each peak are indicated. The area under the HDO and 

H2O peak is shown by shaded region. 

Hence, a fitting algorithm is devised to overcome the above limitations and for accurate 

determination of absorption coefficient. More details in least square curve fitting and fitting 

algorithm are given in Appendix III.3. The important features of the fitting algorithm are as 

following: 

(a) The relative distance between the peak positions in the algorithm are kept fixed while an 

overall shift in spectrum is allowed to take the laser frequency shifts into account, if any. 

(b) Each absorption peak is fitted to the Voigt profile and the absorbance spectrum is obtained 

by adding contribution of all peaks. 
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(c) The peakwidths of each absorption peak are calculated using spectroscopic parameters, 

which is kept fixed in the fitting algorithm. 

(d) Other broadening effects are included in the model by allowing a constant broadening to 

the Gaussian component of the peak profile. 

(e) The strong absorption peak which lies outside the spectral window is also included in the 

fitted peaks. Thus, the baseline is fitted to a constant bias plus its Lorentz wing. 

(f) The peaks with strength less than 1e-26 are not included in the fitting algorithm, as the 

absorption signal produced by them is lower than noise amplitude. This assumption is valid 

because there are a large number of weak absorption peaks and the combined effect of all 

these is a constant shift in the baseline of spectrum. 

(g) The peak widths used in the fitting algorithm are calculated from the measured temperature 

and pressure while recoding the spectrum. 

(h) To remove the high frequency mode noise, the spectrum is smoothened before fitting. 

(i) To eliminate the effect of drifts due to low frequency mode noise, heavy averaging is used. 

These features of the fitting algorithm ensure fast, robust and a good quality fit ensuring accurate 

determination of the concentration. The area under the peak is calculated by trapezoidal integration 

of fitted peaks. The volume mixing ratios, q, is then calculated from area under the peak using 

spectral parameters listed in table IV.1  Since, the absorption peaks corresponding to major water 

isotopologues (H2
16O, H2

18O, H2
17O, HD16O) is present in the spectrum, the concentration of all 

these can be studied using the recorded spectrum. 
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5.3. FACTORS AFFECTING ISOTOPIC RATIO MEASUREMENT USING OA-ICOS TECHNIQUE 

The isotopic composition of a sample in OA-ICOS system is measured from the observed 

absorption spectrum, by calculating area under the absorption peak of respective isotopologues. 

However, observed experimental spectrum is affected by the experimental conditions. The 

parameters which have significant effect on the measured concentration are isotopic fractionation 

and temperature. There might be change in the concentrations due to isotopic fractionation, owing 

to difference in physical properties for each isotpolouge. Since isotopic fractionation is also 

temperature dependent, the concentrations are temperature dependent. In addition, the line-

strength and peak profile of each absorption peak are affected differently by the temperature and 

pressure. The systematic effect of these factors on the isotopic ratio measurement of water is 

described in this section. 

5.3.1. Effect of Isotopic Fractionation on Sampling 

The relative partitioning of the lighter and heavier isotopes between two coexisting phases is 

known as isotopic fractionation. In order to measure the isotopic (D/H) ratio, the water sample 

must be vaporized into the cavity. The isotope fractionation during the phase change from liquid 

to vapor affects the concentration of HDO in both the phases. Isotopic distribution amongst the 

molecules depends on D/H fractionation factor L-V between liquid phase L and vapor phase V, 

which is defined as: 

 αL−V = (
D

H
)

L
/ (

D

H
)

V
 (5.19) 

where (D/H)L and (D/H)V are atomic ratios in the liquid phase and vapor phase respectively. 
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The fractionation factor L-V and ratio of equilibrium constant (KV/KL) for the reaction, 

 H2O+ D2O
K
⇔ 2HDO, (5.20) 

under equilibrium condition have been calculated by Kakiuchi et al. [116], and; which are 

reproduced in Table 5.1. Since the values of fractionation ratio, L-V is greater than one, the D 

isotope remains preferentially in the liquid during vaporization. Thus, when a fraction of sample 

is vaporized, then the [HDO] in the remaining liquid will be higher than that in the vapour phase. 

During the construction of the HDO detection system, the effect of isotopic fractionation was 

observed experimentally. 

Table 5.1 D/H fractionation data values and equilibrium constant ratios between vapour 

and liquid phases in the temperature range from 0- 100°C in pure water system [116]. 

Temperature (C) 103lnL-V L-V KV/KL 

0 106.2 1.112 0.992 

10 92.7 1.097 0.993 

20 81.1 1.084 0.994 

30 71.1 1.074 0.994 

40 62.4 1.064 0.994 

50 54.7 1.056 0.995 

60 48.0 1.049 0.995 

70 42.1 1.042 0.995 

80 36.8 1.037 0.996 

90 32.1 1.033 0.996 

100 28.0 1.028 0.997 

For this experiment, the port with septum (for sample injection with syringe) was replaced with a 

glass container. Few drops of water were filled in the container and then it was sealed to the inlet 
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of vacuum chamber. A portion of sample was vaporised so as to fill the optical cell at 

approximately 10 mbar vapour pressure. The concentration of HDO in the vapours was measured 

by using the procedure described in section 5.2. The cell was evacuated to 10-3 mbar to ensure that 

previous sample is completely removed and refilled to measure the [HDO] in the remaining liquid. 

The process of evacuation and refilling took about 10 minutes of time. The process was repeated 

till the glass container was empty. The remaining sample shows an increasing concentration of 

HDO as shown in Figure 5.8. Thus, when it is required to measure the isotopic ratio in liquids 

samples by vaporizing them, the fractionation ratio should be taken into account, if the complete 

sample is not vaporized. To avoid an error due to fractionation, the liquid phase samples should 

be inserted in a small quantity such that the whole sample is vaporized. 
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Figure 5.8 Effect of isotopic fractionation on the observed value of [HDO] in the water 

sample, for successive injection of same sample after each cycle off evacuation and 

injection. 
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5.3.2. Effect of Temperature on Estimated Concentration  

In the method presented in this thesis, the [HDO] is determined from the ratio of area under HDO 

and H2O absorption peaks at 7191.0392 and 7191.1570 cm -1 respectively. The temperature of the 

sample affects the line-strength, S, and peak shape parameter, Γ, of both the absorption peaks 

differently. Since, the area under absorbance per pass, A, is directly proportional to the line-

strength, S(T), its temperature dependence makes isotopic ratio measurement temperature 

dependent. The temperature dependence of S, is due to the change of population in the lower and 

upper energy levels with temperature. This can be calculated using the following equation and 

parameters listed in HITRAN database [43], 

 S(T) = S(T0)
Q(T0)exp (−

hcEL

kT
) (1 − exp(−

hcνc

kT
))

Q(T) exp(−
hcEL

kT0
) (1− exp (−

hcνc

kT0
))

 (5.21) 

where, EL represents the lower energy level (in cm-1), c is the centre wavenumber of transition, 

T0 is the reference temperature, T is the temperature of sample, and Q(T) is the total internal 

partition sum. An empirical formula for calculating Q(T) is approximated by a polynomial: 

 Q(T) = 𝑎 + 𝑏T+ 𝑐T2 + 𝑑T3 (5.22) 

The coefficients of empirical polynomial are calculated by Gamache et al. [117]. During the 

analysis, typographical errors were found in Table 1 of reference for water isotopologues; where 

the negative sign for d coefficient is missing. The corrected values are given in Table 5.2. The 

values were verified by comparing the Q(T) values (for low temperature range) obtained from 

HITRAN database website, (http://www.hitran.org/docs/iso-meta/). Figure 5.9 (a) and (b) show 

http://www.hitran.org/docs/iso-meta/
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the comparison of Q(T) values from HITRAN data base, and with corrected coefficients for H2O 

and HDO respectively. 

Table 5.2 The polynomial coefficients for equation (5.22) for a low temperature range 

of 70 to 500 K. 

Water Isotope a b c d 

H2
16O -4.4405 0.27678 0.0012536 -4.8938 x10-7 

H2
18O -4.3624 0.27647 0.0012802 -5.2046 x10-7 

H2
17O -25.767 1.6458 0.0076905 -3.1668 x10-6 

HDO -23.916 1.3793 0.0061246 -2.1530 x10-6 
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Figure 5.9 Comparison of temperature dependent total internal partition function Q(T) 

values for (a) H2
16O and (b) HDO, obtained from HITRAN database and calculated 

values with coefficients given in Table 5.2. 

The variation of line-strength with temperature, S(T), for the absorption peaks were calculated by 

substituting the values from Appendix IV and Table 5.2 in equation (5.22). Figure 5.10 shows the 

plot of calculated values of S(T)/S(T0) for these peaks and their ratio, i.e. 
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[S(T)/S(T0)]7191.039:[S(T)/S(T0)]7191.157 at different temperatures. The area under the HDO 

absorption peak decreases by 0.26 %/K, while for H2O peak, it increases by 2.56 %/K. From the 

slope of the ratio of [S(T)/S(T0)]7191.039:[S(T)/S(T0)]7191.157, the temperature coefficient of the 

concentration measurement is determined to be approximately -2.81 %/K  change in temperature. 

It means that for natural water samples, 1 K error in temperature measurement can result in 8.99 

ppm error in the measured concentration. Thus for ± 1 ppm accuracy in [HDO], the temperature 

of the sample must be known with an accuracy of ± 0.1 K. 
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Figure 5.10 Normalized variation of line-strengths for HDO peak at 7191.0139 cm-1, 

H2O peak at 7191.157 cm-1, and ratio of HDO to H2O line-strength, with temperature 

from 270 to 330 K (-3 to 57 C).  

To verify the effect of temperature on the measurements, the concentration data was recorded for 

three days while varying the room temperature. Figure 5.11 (a) shows three sets of experimentally 

observed variation in area under the H2O and HDO peaks. The ratio of area under the peaks is 
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shown in Figure 5.11 (b). The measured [HDO] with temperature is shown in Figure 5.11 (c). The 

linear fit to the data is shown in red line in Figure 5.11. The observed change in area under HDO 

and H2O peaks is tabulated in Table 5.3. The measured results are in agreement with the theoretical 

values. The calculated variation in the measured [HDO] with temperature is less than ±0.7 %/K 

which is within the measurement error bar of [HDO] (see Table 5.3). This variation might be the 

effect of some other unknown parameters. Hence, accurate [HDO] can be obtained by including 

temperature variation of spectral parameters while fitting the spectrum. 

Table 5.3 Effect of temperature on the measured parameters of absorption peaks.  

Parameter 

(%/K) 

Set 1 (Black Markers), 

T=298 

Set 2 (Blue Markers), 

T=300 K 

Set 3 (Red markers), 

T=303 K 

Theoretical  Measured Theoretical  Measured Theoretical  Measured 

Variation of 

Area Under 

HDO Peak  

-0.26 -0.52 -0.26 0.84 -0.26 -0.38 

Variation of 

Area Under H2O 

Peak  

2.59 3.08 2.55 2.63 2.49 2.37 

Variation of 

Ratio 
-2.84 -3.58 -2.81 -2.69 -2.75 -2.76 

Variation in 

[HDO] 
0 -0.66 0 0.11 0 0.07 

Measured 

[HDO] (ppm) 
361.1 ± 4.79  356.74 ± 2.60 350 ± 2.82  



104 

 

298 300 302 304

1.5

2.0

2.5

3.0

3.5 Set3Set2

A
U

T
P

*
1

e7

T (K)

H2O

HDO

Set1

 

298 300 302 304
0.40

0.45

0.50

0.55

A
U

T
P

(H
D

O
)/

A
U

T
P

(H
2
O

)

T (K)

Set1 Set2 Set3

 
 

 (a)                                                                 (b)  

298 300 302 304
320

330

340

350

360

370

380

390

400

[H
D

O
] 

(p
p

m
)

T (K)

Set1 Set2 Set3

 
(c) 

Figure 5.11 Three sets of experimentally observed variation (with linear fit) in; (a) Area 

under H2O and HDO peaks shows the total water concentration inside the cell; (b) Ratio 

of area under the H2O and HDO peaks is in agreement with the change in line-strentghs 

with temprature; and (c) [HDO] with temperature after correcting for temprature 

variation. AUTP: Area under the peak. 
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5.3.3. Measurement of Mirror Reflectivity 

As per equations (5.7)-(5.11), the absorption signal gain in an optical cavity is a function of the 

mirror reflectivity. Thus, for calculating the absolute absorption coefficient () of the sample, the 

reflectivity of mirrors should be precisely known. The quoted value of reflec tivity of mirrors 

obtained from CRD optics Inc. is 99.98 %. However, practical reflectivity may be slightly different 

from the quoted values for commercially procured mirrors. In addition, there may be degradation 

of mirror reflectivity with continuous use, due to degradation of surface and accumulation of dust. 

Thus, accurate determination of reflectivity is necessary.  

The calibration of the mirror’s reflectivity was performed by injecting known quantities of water 

vapour with natural isotopic composition. The mirror reflectivity is deduced by fitting the observed 

spectrum with the variable reflectivity values while ensuring that it yields correct composition. 

Water vapour introduced into the cavity at different pressures was used for the calibration. To 

minimize the uncertainty, it is important to ensure that there are no residual gases in the cavity. 

For this purpose, the cavity was first evacuated to the base vacuum of 10-3 mbar and the water 

vapour was flushed through the cavity thrice, while evacuating to the base vacuum each time. 

Finally, the water vapour was introduced at the pressures varying from 2 to 18 mbar. From these 

measurements, the reflectivity of mirrors has been deduced to be 0.9992 %. 

5.3.4. Selection of Appropriate in Database 

The HITRAN and GEISA databases are the two well-known compiled spectral databases. The 

spectral parameters of water absorption peaks obtained from are HITRAN and GEISA are 

reproduced in Appendix IV. The values of some of the parameters are different for both the 
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databases. For example, the line-strengths given by GEISA database are up to 47.2 % higher 

compared to that in HITRAN database. Table 5.4 shows the comparision of line-strengths listed 

by HITRAN and GEISA datatbases for absorption peaks under consideration. 

Table 5.4 Comparision of line-strengths listed by HITRAN and GEISA datatbases. 

Isotopologue Transition Wave Number 

(cm-1 ) 

Line-Strength % Difference 

HITRAN GEISA 

H2
16O 7190.7388 3.94E-22 3.941E-22 0.025 

H2
16O 7190.7473 4.43E-26 4.625E-26 4.402 

H2
16O 7190.7809 3.15E-24 4.639E-24 47.270 

H2
16O 7190.8999 3.75E-26 3.745E-26 -0.133 

HDO 7190.9444 1.53E-26 1.847E-26 20.719 

H2
17O 7190.9774 4.11E-25 4.275E-25 4.015 

HDO 7191.0392 6.90E-25 8.145E-25 18.043 

H2
16O 7191.1568 1.48E-24 1.517E-24 2.500 

H2
16O 7191.2320 7.35E-26 7.35E-26 0.000 

H2
18O 7191.3550 2.42E-25 2.503E-25 3.430 

H2
18O 7191.4523 6.86E-26 8.542E-26 24.519 

The difference in the line-strength of HDO peak at 7191.0392 and H2O peak at 7191.1568 cm-1 is 

18.04% and 2.5% respectively. In the experiments, the fraction of HDO in water sample was 

evaluated by taking the ratio of area under the respective peaks. In this case , the values evaluated 

using GIESA database are 15.2% lower than that evaluated using HITRAN database. Also, air 

pressure shift of the peak position for HDO peaks is zero in GEISA database while there is a finite 

shift as per HITRAN database. The difference in the peaks positions is up to 0.001 cm-1. This 

difference is neglected for the fitting model used in this thesis, since error in fitting due to 
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difference in peak position was negligible. This is due to the fact that the peak widths are more 

than an order higher than the shift in peak positions. 

Selection of the appropriate database among the available databases was based on the measurement 

on known samples of varying concentration. Figure 5.12 shows the comparison of estimated 

[HDO] using HITRAN and GEISA databases. With the HITRAN database the slope of measured 

and actual change in concentration curve is approximately one. Hence, the HITRAN database was 

used in all measurements presented in this thesis. 
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Figure 5.12 Comparison of the [HDO] obtained using HITRAN and GEISA database. 

[HDO] is divide by 2 to get equivalent D/H. Since the slope of plot using HITRAN 

database is approximately 1, the HITRAN database was used in all subsequent 

measurements. 
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5.4. CALIBRATION WITH STANDARD SAMPLES 

For checking the sensitivity and accuracy of the system for [HDO] measurement, samples with 

different [HDO] were prepared by mixing standard water samples viz. natural water, D enriched 

water and D depleted water. The equilibrium [HDO] was calculated from the equilibrium constant 

and known initial concentration of the standard samples. The [HDO] varying from 20 ppm to 310 

ppm were prepared by mixing the standard deuterium depleted water sample with natural water in 

known ratios. The samples with [HDO] above natural composition were prepared by adding a few 

micro-litres of 96% pure heavy water to the natural water. Four micro-litres of these samples were 

introduced into the evacuated cavity. A typical observed absorption spectrum in the wavenumbers 

ranging from 7190.8-7191.4 cm-1 is shown in Figure 5.7. The volume mixing ratios, q, for HDO 

and H2O peaks ( 7190.03 and 7190.16 cm-1 respectively) are determined by the procedure 

described in Section 5.2. The [HDO] concentration in water sample is obtained from the ratio of 

calculated q values.  

Figure 5.13 shows the correlation plot between measured [HDO] and prepared concentration by 

using linear least square fit. The linearity correlation is 0.998 which shows a quite good linearity 

in the measurement for [HDO] ranging from 20 ppm to 2280 ppm. Each point in the plot represents 

the concentration value obtained from curve fitting to the recorded absorption signal as shown in 

Figure 5.7. A number of such scans were recorded for each concentration. The values obtained 

show a standard deviation of less than 2.5% for sample concentration higher than 100 ppm, 

however for lower concentrations, standard deviation is up to 5%. To improve the accuracy of the 

measurements, averaging over a fixed number of individual values was necessary to obtain the 

accurate value of the measured concentration. The percentage error in the average measured 
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concentration (averaging over 20 data points) as compared to the prepared  concentration is less 

than 5%. The measurement of isotope ratio in water samples was earlier observed to show a 

significant memory effect, due to the condensation of water on the walls of optical cavity [118]. 

Hence, such large steps are avoided in the calibration procedure. In addition, system is rinsed with 

sample before starting measurement.  
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Figure 5.13 Correlation plot of concentration measurement, shows linearity in 

measurement for [HDO] ranging from 20 ppm to 2280 ppm. Twenty sets of 

measurements were taken for each concentration. As individual measurement shows 

some deviations, averaging over these sets is required to obtain the accurate measured 

value.  

The MDA per pass is 1 x 10-6, which is mainly limited by the fringes in the absorption spectrum. 

The standard deviation for twenty independent measurements is below 5% over the entire range 

of [HDO]. This deviation is attributed to the uncertainties in the curve fitting as well as 

experimental errors, like uncertainty in the amount of injected sample, measurement error in 

temperature and pressure, etc. The contribution of error due to the uncertainties in curve fitting is 
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rather small, and is approximately 1 ppm and the error is mainly due to other experimental 

conditions. The error in fitting was estimated from the error in area under the peak. Since, the 

uncertainties in these measurements are high, improvement in sensitivity was essential, which is 

described in subsequent sections. 

5.5. SENSITIVITY AND ALLAN VARIANCE OF [HDO] MEASUREMENT 

The sensitivity and the detection limit for concentration measurement by the laser spectroscopic 

method can be improved significantly by averaging. However, the averaging time is limited by the 

time dependent drifts in the system. Thus, it is important to quantify the maximum averaging time 

within which the sensitivity of the detection system can be improved by means of averaging. The 

maximum averaging time for the developed system was estimated by means of Allan Variance. 

For the determination of maximum averaging time, the concentration in natural water sample was 

recorded for whole day. About 12 mbar of water vapour was created by inserting approximately 4 

µl of water sample through a silicone septum. The spectrum is recorded along with the pressure 

and temperature continuously. Typically observed pressure drift during the measurement was 

about 1 to 2 mbar and temperature drift was about 1K. The data is processed to determine [HDO] 

and the time series of the [HDO] was recorded. The effect of pressure drift and temperature drift 

were compensated in the fitting algorithm as discussed in section 5.3. The time series plots of 

recorded [HDO] with and without cavity length dithering are shown in Figure 5.14 (a) and (b) 

respectively. 

In the above measurements, the main limiting factor deciding the sensitivity is the fringe noise due 

to cavity mode structure. As discussed in Section 5.1.2.2, the cavity mode noise can be averaged 
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out by cavity length dithering. Thus, one of the tilt adjusting screw was replaced by a piezoelectric 

actuator. The time series plot shows a considerable reduction in the fluctuations in individual 

measurement, as shown in Figure 5.14 (b). The same reduction can also be seen in Allan variance 

plot, as shown in Figure 5.14 (c). The Allan variance plot, for all three sets, shows that optimum 

averaging time for measurement is 1280 sec (= 21 minutes). Since each data point was recorded 

approximately after 20 seconds, this corresponds to an average of 64 data points. Figure 5.15 shows 

the plot of standard deviation with averaging time. The standard deviation of less than ± 1.5 ppm 

can be obtained by averaging for 160 sec (8 averaging). The sensitivity can be improved to ± 1.2 

ppm by averaging for longer time up to optimum period of 1280 sec. For faster acquisition, 

averaging for 160 sec was used. 

To evaluate the long-term stability and precision of the system, [HDO] data was recorded for many 

days. The plot of [HDO], averaged for 64 consecutive measurements is shown in Figure 5.16. The 

error bars show the standard deviation in the measurements. Data shown in Figure 5.16 (a) 

recorded without using cavity length dithering, show higher standard deviation (~10 ppm). This 

high error in measurement was due to noise high frequency noise created by cavity mode structure. 

Data shown in Figure 5.16 (b) recorded with cavity length dithering shows a standard deviation of 

approximately 1.5 ppm. Thus, there is a considerable improvement in standard deviation when 

cavity length dithering is used, due to averaging out of cavity mode structure. The overall average 

value of measured [HDO] is 359.68 ppm and total standard deviation is ± 4.41 ppm indicating the 

long-term reproducibility of the measurements as 1.2%. 
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(c) 

Figure 5.14 Time series plot of recorded [HDO]; (a) Without cavity length dithering; 

and (b) With cavity length dithering; (c) Allan variance plots for all three datasets. 
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Figure 5.15 Plot of standard deviation of measured [HDO] with integration time: with 

and without dithering. Plot shows considerable improvement in standard deviation when 

cavity length dithering is used, due to averaging out of cavity mode structure.  
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 (a)                                                                       (b) 

Figure 5.16 The plot of [HDO], averaged for 64 consecutive measurements. The error 

bars show the standard deviation in measurements. (a) Data recorded without cavity 

length dithering; (b) Data recorded with cavity length dithering on six different days as 

shown in different colours. 
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5.6. SENSITIVITY IMPROVEMENT BY WAVELENGTH MODULATION 

Wavelength nodulation is a commonly used technique for improving the sensitivity of detection 

in LAS techniques. Hence, for further improvement in the sensitivity, possibility of using 

wavelength modulation was investigated. This technique is known as WM-OA-ICOS [104, 119]. 

The wavelength modulation was done with the sine wave generated from the internal oscillator of 

lock-in-amplifier (LIA), having the peak-to-peak amplitude of 4 mV and 1 kHz frequency. For the 

detection, second harmonic signal was recorded with LIA sensitivity set to 500 mV and the time 

constant set to 1 ms. 

Figure 5.17 shows the transmission signal recorded with OA-ICOS, along with the WM-OA-ICOS 

second derivative signal recorded using LIA. Following observations were made in the recorded 

WM-OA-ICOS signal: 

(a) The wavelength modulation leads to broadening of absorption peaks, which is consistent 

with the theoretical calculations by Supplee et. al. [120]. Thus, the extent of overlap of 

already overlapped signal increases. 

(b) The major advantage of recording the second derivative signal is removal of  baseline 

fluctuations in the transmission signal. However, in the recorded signal shown in Figure 

5.17, baseline of the second derivative signal was not clearly distinguishable due to 

overlapping of peaks. 

(c) Negative excursion of most of the peaks is overlapping. 

(d) The positive excursion of the peaks in not proportional to the absorption signal height. 

(e) The wavelength modulation does not reduce the effect of optical noise , which is caused 

due to cavity mode structure. 
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All these complications associated with the recorded WM-OA-ICOS signal along with the 

nonlinear response of optical cavity, make the quantitative analysis of the concentration extremely 

mathematically involved and prone to errors. Hence, for this thesis, the use of wavelength 

modulation was not considered suitable. 
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Figure 5.17 A comparison of OA-ICOS transmission signal and WM-OA-ICOS signal 

recorded using a lock-in-amplifier. The WM-OA-ICOS signal shows non- 

proportionality of positive excursion of the peaks to the absorption signal height and 

broadening of peaks. 

5.7. OPTIMIZATION OF FITTING PROCESS 

The accuracy of all LAS techniques is deteriorated by many factors. These include interference 

fringes of optical components, background drifts and electronic white noise. The effect of these 

factors can be corrected by using digital signal processing methods [121]. Amongst these, suitable 

filtering can eliminate electronic white noise. The background drifts can be corrected by intensity 
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normalization of raw signal with laser intensity. The effect of interference fringes is the most 

difficult to correct. These interference fringes can be divided into three categories: 

(a) Fringes with frequency less than 0.1 times the halfwidth: these fringes appear as drift in the 

baseline. The effect of these can be corrected with appropriate baseline fitting process in 

time domain. 

(b) Fringes with frequency ranging from 0.1 - 4 times the halfwidth: effect of these fringes is 

most difficult to correct, as they indistinguishable from the signal in both the frequency and 

the time domain. These can be corrected by incorporating a sinusoidal etalon fringe signal 

in the least square fitting process. However, for successful implementation of this method 

the frequency of etalon fringes should be known and fixed, else fitting process becomes 

unstable. Another method to deal with such fringes is arithmetic elimination (or semi-

parametric method) [122, 123]. However, this method is applicable for single isolated peak 

and cannot be applied to the spectrum consisting of multiple overlapping peaks.  

(c) Fringes with frequency greater than 4 time the halfwidth: such fringes can be eliminated by 

low pass filtering. The most commonly used method for spectrum analysis is Savitzky-Golay 

(S-G) filter. The main advantage of S-G filter is that it performs de-noising while preserving 

the peak shape [124, 125]. 

In the initial experiments reported earlier, the spectrum fitting was performed by simultaneous 

fitting of all absorption peaks while keeping their relative positions fixed. In this method to account 

for additional peak broadenings, a peak broadening parameter was used, which was assumed to be 

equal for all the peaks. For comparison with other fitting methods, this process is labelled as FM1. 
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Since the observed spectrum shows presence of etalon fringes in all three frequency ranges, the 

optimization for fitting process was performed, to reduce the error in estimated concentration.  

To remove the high frequency fringes S-G filter with 21 window size was used. Figure 5.18 shows 

the reduction in high frequency etalon fringes by application of S-G filter. 
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Figure 5.18 Plot shows the acquired absorbance spectrum without any filtering and 

reduction of high frequency etalon fringes by using S-G filter. 

In the observed spectrum, the baseline drifts due to low frequency etalon are indistinguishable 

from the Lorentzian wing of the strong absorption peak at 7190.74 cm-1. The effect of the drift 

however can be seen in the residuals for the portion of spectrum between the peaks. These portions 

of spectra were extracted to determine the baseline drift, which was then subtracted from the 

spectrum. The corrected spectrum was again fitted and [HDO] was determined. This process is 

labelled as FM2. In another method labelled as FM3, individual peaks are extracted from the 
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spectrum and are fitted independently. This method also corrects the slight shift in relative peak 

positions which can be seen in Figure 5.19 (a). 

Figure 5.19 (a) shows the comparison of curve fitting by FM1 and FM2. It was seen that for the 

observed spectrum, the FM1 has resulted in overestimation of [HDO]. It can be inferred that FM2 

effectively removes the baseline drift due to low frequency etalon. Figure 5.19 (b) shows the 

comparison of fitted spectrum by FM1 and FM3. This method shows lower standard deviation in 

the residual and seems to be better fitting model. Table 5.5 shows the improvement in residuals 

with fitting methods FM2 and FM3 as compared to FM3. However, due to presence of etalon 

fringes in the frequency range close to half -width, each peak is distorted to some extent. Some 

peaks are broadened while other are narrowed, which leads to either overestimation or 

underestimation of concentration respectively. Hence, estimated [HDO] shows higher standard 

deviation with FM3 as shown in Figure 5.19 (c). Thus, it can be concluded that S-G filtering along 

with baseline correction (FM2) is optimum method for spectrum fitting in this case. This fitting 

method also results in improvement in long term reproducibility from 4.4 ppm to 3.2 ppm. 

Table 5.5 Comparison of standard deviation of residuals for all three fitting methods.  

Fitting Method  
Standard Deviation in 

Residual 

FM1 All peaks fitted simultaneously without any correction 1.63E-06 

FM2 Baseline correction and simultaneous fit 1.33E-06 

FM3 Fitting to isolated peaks after baseline correction 1.07E-06 



119 

 

0.8 1.0 1.2 1.4 1.6

0

2x10
-5

4x10
-5

6x10
-5

FM2

A
b

so
rb

a
n

ce

Wavelength-7190 (cm
-1

)

FM1

0.8 1.0 1.2 1.4 1.6

0

2x10
-5

4x10
-5

6x10
-5

FM3

A
b

so
rb

a
n

ce

Wavelength-7190 (cm
-1

)

FM1

 
(a)                                                                        (b) 

0 50 100 150 200 250 300 350
340

350

360

370

380

390

 

 FM1 Std. Dev.: 2.56

 FM2 Std. Dev.: 2.55

 FM3 Std. Dev.: 3.61 

[H
D

O
] 

(p
p

m
)

Time (min)
 

(c) 

Figure 5.19 Comparison of three fitting methods. (a) FM2 with baseline correction 

shows better fit compared to FM1; The effect of FM2 w.r.t. FM1 can be seen in the 

region between the peaks as shown by ovals. (b) FM3 leads to reduction in standard 

deviation in residual; (c) FM3 shows higher standard deviation in estimated [HDO]. 

Hence it is concluded that FM2 is better curve fitting method. 
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5.8. PERFORMANCE VALIDATION  

The performance of the developed OA-ICOS based system for heavy water leak monitoring was 

studied by measuring the concentration of HDO in the water samples collected from different 

locations in Dhruva research reactor, at Bhabha Atomic Research Centre. The samples were 

injected in the optical cell using a syringe. For each measurement, the syringe and the cell were 

cleaned thoroughly with the sample itself to remove any residue of previous sample. The cell was 

evacuated to a pressure of 10-3 mbar. Approximately 4 µl of water sample was then injected into 

the cell through the silicon septum, creating a sample vapour pressure of approximately 12 mbar 

inside the cell. The resultant optical transmission signal along with the pressure and temperature 

of the cell were measured and recorded. The [HDO] was determined for each sample after 

processing the obtained signal and by curve fitting the spectrum as described in Section 5.2. An 

average of 64 measurements was used for determining the [HDO]. Figure 5.20 shows the plot of 

such measurements for seven different samples, labelled S1 to S7. The sample labelled S1 is the 

standard distilled water, for which the measured value of [HDO] is 300.6 ± 1.74 ppm. The 

measured average value along with the standard deviation for other samples is also shown in this 

figure. The [HDO] in all the samples were found to be higher than that of normal water indicating 

leakage of heavy water (D2O) from the heat transport system of the nuclear reactor. 

In order to validate the system for actual deployment in a nuclear reactor, the correlation between 

the measured [HDO] with the measurements obtained using other established techniques is 

necessary. As discussed earlier, the alternate technique used to  detect heavy water leak in a nuclear 

reactor is based on tritium monitoring. For isotope ratio measurement of hydrogen, traditionally 

IRMS is used. Hence, the performance validation of system developed in this thesis is based on 
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the correlation of the obtained results with the data obtained using the techniques described in next 

subsections. 
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Figure 5.20 A plot showing continuous measurement of [HDO] (100 samples) in 

samples labelled S1 to S7. The measured average value of [HDO] in ppm and standard 

deviation for each sample is shown in the figure. 

5.8.1. Correlation with Tritium Activity using LSC 

Tritium monitoring is the most sensitive method available and hence is being used in PHWRs 

worldwide for monitoring leaks in the heat transport system. A high level of tritium is formed due 

to neutron activation of deuterium in the coolant and moderator systems. Any leak in these systems 

is expected to result in the rise in deuterium and tritium concentrations in the surrounding light 

water system (e. g. secondary coolant) and in the surrounding environment. Since both the systems 

contain high purity heavy water, the changes in deuterium concentration and tritium concentration 

in the surrounding light water samples are linearly correlated. The proportionality constant 

between these two isotopes depends on the activity of coolant and moderator. Thus, the trit ium 
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monitoring system is an indirect method, which is being used to estimate the losses of heavy water 

occurring to the surroundings. 

In this thesis, the tritium concentration (Tβ) for all the samples was measured by an LSC. The 

tritium concentration in the samples is compared with the change in the deuterium concentration 

(δD) in the samples. Here, δD (in mils ≡ per 1000) is obtained by comparing the [HDO] of a 

standard sample, using the following equation: 

 
δD =

HDOsample − HDOstandard

HDOstandard
∗ 1000 

(5.23) 

The plot of measured δD using the developed system versus normalized tritium concentration 

measured with LSC is shown in Figure 5.21. Each sample was measured three times, and the 

average value was obtained. Since for the present case of Dhruva research reactor, the coolant and 

moderator systems are not isolated, the tritium activity was expected to be the same for both the 

systems. Thus, [HDO] and the Tβ were expected to follow the same proportionality for all samples. 

The measured δD shows a linear variation with tritium concentration. The obtained correlation 

coefficient between Tβ and δD is 0.982. This plot shows that the sensitivity of the developed system 

for heavy water leak monitoring is comparable to that of an LSC monitoring tritium. 

Due to routine leaks in the heat transport system, there is a measurable level of Tβ and δD in the 

reactor system. Additional leaks in the reactor system are indicated by an accompanied rise in both 

of them. Such leaks manifests wear and tear in the system which may develop into severe leaks if 

remain unattended. For the safety of the reactor and people working there, it is important to locate 

the leaks at the earliest. Detecting a leak location in PHWRs is a tedious and time-consuming task. 

Since, heavy water is used both as coolant and moderator in two isolated systems; the leaky system 
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can be distinguished based on the difference in tritium concentration. The difference in tritium 

concentrations in the coolant and moderator channels is due to difference in their volume and 

residence time inside the reactor core. Therefore, if the ratio of tritium to heavy water in the sample 

is known, it can be used to identify the system from which heavy water is leaking [126]. Thus, 

[HDO] measurement system along with the tritium monitors could be useful not only in 

determining heavy water losses but also in the diagnosis of a faulty leaking system. 
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Figure 5.21 Comparison of measured change in deuterium concentration δD using 

developed OA-ICOS system with normalised tritium concentration measured using 

LSC. 

5.8.2. Correlation with D/H ratio using IRMS 

IRMS is one the most sensitive techniques to measure the isotopic ratios of H, C and O which 

finds application in environmental science [23] (See Appendix I for more information on isotopic 

ratio measurement Methods). However, it is not suitable for leak monitoring system in PHWR due 
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to its size, cost, sample preparation, and handling considerations. Moreover, it cannot be applied 

for online monitoring. In this study, we have compared the results of various measurements carried 

out using the developed system with IRMS. This was done to cross-check the calibration of [HDO] 

measurement and to establish that the accuracy of our measurement is comparable to that o f IRMS. 

The D/H ratio of all the samples obtained from Dhruva reactor was also measured with IRMS. 

Figure 5.22 shows the plot of correlation between [HDO] by the developed OA-ICOS and D/H 

ratio measurement by IRMS. The [HDO] concentration is twice the D/H ratio since only one of 

the H atoms is replaced by D in H2O molecule. The correlation coefficient of OA-ICOS 

measurements and IRMS measurement is 0.9766. The measurement sensitivity of our system is ± 

1.5 ppm (for 160 sec averaging) for [HDO] in water, which is better than ± 1 ppm sensitivity in 

D/H ratio by the IRSM instrument.  
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Figure 5.22 Correlation between [HDO] by OA-ICOS and D/H ratio measurement by 

IRMS. 
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5.8.3. Discussions 

Various samples collected at the DHRUVA reactor were analysed by three techniques viz. OA-

ICOS system developed in this thesis, LSC based tritium monitors and IRMS. The measurements 

done using the developed system show very good correlation with the measurements done using 

the other two techniques. The sensitivity of developed OA-ICOS system is 1.5 ppm which is better 

than that of the IRMS system used in this study. A good correlation between analysis by OA-ICOS 

system and LSC indicates that the sensitivity of the developed system is as good as LSC. Thus, it 

can be concluded that the system developed in this thesis can be deployed for heavy water leak 

detection in PHWR with sensitivities comparable to the conventional techniques. The advantages 

of the present system over conventional techniques would be possibility of online real time 

monitoring, gamma interference free monitoring and portability. 

The use of a similar system has been reported by a scientific group for heavy water leak monitoring 

in fuel channel closure plug in Wolsong-4 PHWR [104, 105, 110, 111]. However, the data fitting 

and absolute concentration determination was not performed by them. In their publications, there 

was no information on how the results of their measurements are correlated with other techniques 

being used in nuclear reactors. They have presented results of leakages only from the fuel closure 

plug. In this thesis, we have given the results over wider concentration range, and shown that with 

the presented method of signal processing and curve fitting linear calibration curves can be 

obtained over the entire range of measurements for 20-2280 ppm. The cross-correlations between 

the measurements of [HDO] by the developed system with the data obtained using the existing 

established techniques are presented. The technique is validated by taking sample at different 

places in the nuclear reactor. 
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5.9. MEASUREMENT RESULTS OF [HDO] IN AIR 

The [HDO] in the laboratory air was measured using the developed system. At the time of 

measurement, the temperature of the laboratory was 25.5  0.1°C with 50 ± 5% relative humidity. 

This corresponds to the fraction of water vapour in air is about 1.43 to 1.75 %. The isotopic 

composition of water vapour near the sea surface and in coastal areas (like Mumbai) is deficient 

in D/H ratio by 70 to 180 mils [127]. Hence the [HDO] in the laboratory air is expected to be 4.12 

to 4.67 ppmv of air. For such small concentration measurements with sufficient SNR, the pressure 

inside the cell needs to be optimized. This optimization was carried out by estimating the height 

to width ratio of cavity absorption signal as shown in Figure 5.23. For this purpose, the maximum 

height to width ratio of HDO absorption peak was obtained at 100 mbar. In addition, for these 

measurements, the cell length was increased to 14.5 cm for improving the sensitivity. 
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Figure 5.23 Optimization of pressure for [HDO] measurement in air.  Plot shows that 

maximum height to width ratio for air presuure around 110 mbar for HDO absorption 

paek. 
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For the measurements of HDO in air, the laboratory air was sampled continuously using flow 

through system. The pressure inside the cell was maintained at 100 mbar by controlling the inlet 

and outlet valves. Figure 5.24 (a) shows the observed absorption spectrum for [HDO] measurement 

in air. The absolute concentrations of both H2
16O and HDO were obtained using area under the 

single pass absorption peaks. For estimation of the error in measurement, a large number of 

absorption signals were acquired and processed. The measured average H2
16O concentration was 

obtained as 1.54 ± 0.07% which is within the specified range. The measured [HDO] as obtained 

from individual spectra was 4.27 ± 0.38 ppm, which is also within the range. The sensitivity of 

~0.5 ppm of [HDO] in air was achieved with 20 averaging. 

In the above measurements, the sensitivity was mainly limited by the intensity of noise due to 

optical fringes in the cavity and other optical components. The effect of these can be minimized 

by dithering the cavity length. The effect of dithering is to average out the mode structure. The 

cavity length dithering is provided by piezo electric actuators. The absorption spectrum thus 

obtained is shown in Figure 5.24 (b). As can be seen, a considerable improvement in the SNR is 

observed due to averaging out cavity mode structures. The minimum detectable concentration of 

45 ppbv was achieved with 16 averaging. 

The sensitivity of HDO/H2O ratio measurement and the absolute [HDO] in air was determined by 

performing the measurement for a longer period of time. Figure 5.25 shows the time series plot of 

ratio [HDO]/[H2O] and [HDO] in air for determining their measurement sensitivity in air. The 

standard deviation of plots shows that the sensitivity of ratio [HDO]/[H2O] measurement is 6.17 

ppm and that of [HDO] in air is 113 ppbv. 
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(a)                                                             (b) 

Figure 5.24 Measurement of [HDO] in laboratory air: (a) Observed spectrum without 

cavity length dithering shows significant noise due to fringes; (b) Shows reduction in 

fringes in the observed spectrum with cavity length dithering. 
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(a)                                                                       (b) 

Figure 5.25 Time series plot of (a) ratio [HDO]/[H2O] and [HDO] in air for determining 

their sensitivity in air. The standard deviation of plots shows the sensitivity of ratio 

[HDO]/[H2O] measurement is 6.17 ppm and that of [HDO] in air is 113 ppbv. 
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5.9.1. Measurements of HDO in Laboratory Air for Experimentally Simulated Leak 

Condition  

A leak condition for D2O was simulated experimentally in the laboratory; by placing 100 μl of 

D2O on a tissue paper at a distance of 15 cm from the inlet port. The plot of measured HDO and 

H2O concentrations in the laboratory air is shown in Figure 5.26 (a). Figure 5.26(b) shows the ratio 

of HDO to H2O concentrations. The flow of sample to the cell inlet and its circulation in the room 

was dependent on air circulation in the laboratory due to the air conditioning unit.   

As can be seen from the plot in Figure 5.26 (b), the [HDO] initially increases due to vaporisation 

of D2O. Once all the heavy water is vaporised, the [HDO] decreases due to circulation of fresh air 

from the air conditioning unit in the room. The plot shows that 113 ppbv change in [HDO] can be 

detected with 16 averaging. It can be concluded that small leakages of heavy water in PHWR can 

be detected efficiently using the developed system as long as the wind is not blowing in the 

opposite direction. 

Furthermore, for quantification of amount of leaked heavy water, 50 to 600 micro litres of D2O 

were spilled at a distance of three meters from the cell. Figure 5.27 shows that the maximum 

change in [HDO] in the laboratory is proportional to the amount of heavy water. For these 

experiments flow conditions were maintained constant. This shows that quantification of heavy 

water leakages in reactor can be performed with the developed instrument. 
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Figure 5.26 Measurement of [HDO] in artificially created leak like situation in the 

laboratory. (a) Variation of concentration of HDO and H2O in air; (b) Variation of HDO 

content with respect to water content. 
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Figure 5.27 The variation of [HDO] in air, for spillage of 50 to 600 micro litres of heavy 

water at distance of about 3 m from the absorption cell. 

5.10. SUMMARY 

In this Chapter, the characterization and performance evaluation of the designed and developed 

HDO detection system has been presented. In Section 5.1, the relation between the cavity output 

and the absorbance per pass has been derived. The cavity gain and path length enhancement for 

OA-ICOS system have been derived and it has been shown that both are non-linear function of the 

absorbance. A spectrum fitting algorithm has been devised to take into account the cavity gain non 

linearity and overlapping peaks. The concentration of HDO and H2
16O molecules has been 

computed from the area under the respective absorption peaks using known spectral constants at 

measured pressure and temperature. The factors effecting the concentration measurement 

including isotopic fractionation, temperature, mirror reflectivity, and the discrepancies in compiled 
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databases have been discussed in this chapter. The effect of all these factors was studied and 

incorporated in the data fitting process. 

The performance evaluation and characterization of developed system has been presented. Firstly, 

the mirrors reflectivity has been measured to be 99.92% which results in an effective path length 

168.75 m for the cell length of 13.5 cm. Subsequently, the measured [HDO] has been calibrated 

with respect to the standard samples ranging from 20 ppm to 2280 ppm and a linear calibration 

curve has been obtained. The averaging has been used for the improvement of the measurement 

sensitivity. The limit on averaging has been determined to be 64 by plotting its Allan variance. It 

has been realized that the major limiting factor in achieving sensitivity is the baseline fluctuation 

due to cavity mode noise which have been removed by cavity length dithering. The precision of 

the system has been evaluated by measuring the [HDO] for several days. From these 

measurements, it has established that the precision of the measurement is ± 4.4 ppm, which is 

equivalent to ± 1.2 % error. The validation of the results has been performed by comparing them 

with well-established techniques such as tritium activity measurements using LSC and D/H ratio 

measurement by IRMS. The correlation coefficient of the [HDO] is 0.982 and 0.971 for LSC and 

IRMS respectively. The developed system has also been used to measure [HDO] in the laboratory 

air. The fraction of measured [HDO] is 4.5 ±0.045 ppmv, which is within the expected range. The 

sensitivity of absolutes [HDO] is air has been evaluated to be ±113 ppbv, while the sensitivity of 

[HDO] to [H2O] ratio is ±6.17 ppm 
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CHAPTER 6  

CONCLUSIONS AND FUTURE SCOPE 

The detection of heavy water leak is very crucial for the saf ety of nuclear reactors and personal. 

For this purpose, an experimental system based on OA-ICOS technique has been designed and 

developed. The application of this system for the measurement of heavy water concentration in 

water samples and in air samples has been demonstrated through [HDO] measurements. The 

measured data was validated by comparison with the data obtained with established techniques 

such as LSC and IRMS. The highlights and achievements of the work carried out in this thesis are 

as follows: 

• An effective path length of 168.75 and 181.25 meters has been achieved for the cell lengths 

of 13.5 cm (for water samples) and 14.5 cm (for air samples) respectively, using the end 

mirror of 99.92 % reflectivity.  

• The concept of cavity gain variation with per pass absorbance in the cell has been introduced 

and it is shown to be an important factor for obtaining linear calibration cu rve for wide 

concentration range.  

• The factors affecting the measurement accuracy such as temperature, isotope fractionation, 

and reflectivity of mirrors have been studied in detail. 

• A signal processing algorithm has been developed which has the following features: 

⁃ Takes care of various factors that affect the measurement accuracy.  
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⁃ Each peak in individually fitted to Voigt peak profile to account for overlapping 

peaks and Lorentzian wing of strong absorption. 

• The method and the fitting algorithm have been validated by measurements using samples 

with known [HDO] ranging from 20 ppm to 2280 ppm.  

• The estimated [HDO] obtained using the developed algorithm does not show any effect of 

gain non-linearity and a linear calibration curve has been obtained over the entire range of 

concentrations. 

• Optimum integration time for averaging is evaluated to be 1280 sec (i.e. = 21 minutes) using 

Allan variance plot. This corresponds to averaging over 64 individual measurements. While 

reasonably sufficient sensitivity ± 1.5 ppm can be obtained by integrating for 160 seconds. 

• The sensitivity of [HDO] measurement in water samples has been observed to be: 

▪ ± 10 ppm without cavity length dithering. 

▪ ± 1.5 ppm with cavity length dithering and 160 sec averaging. 

▪ ± 1.2 ppm with cavity length dithering and 1280 sec averaging. 

• The precision of the [HDO] measurement due to long term instabilities for water samples 

has been evaluated to be ± 3.2 ppm, which is equivalent to ± 1 % error for natural water 

sample. 

• Very good correlation with established techniques such as LSC and IRMS has been obtained: 

▪ The correlation coefficient between measured D/H ratio using mass spectrometer 

(IRMS) and [HDO] is 0.971 while the sensitivity of both measurements is 

comparable.  
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▪ The correlation coefficient between tritium activity (by LSC) and [HDO] is 0.982. 

Since the measurements show good correlation and comparable sensitivity with LSC, 

the developed system can be successfully employed in PHWRs for heavy water leak 

monitoring. 

• The minimum detectable [HDO] of 45 ppbv and the sensitivity of 113 ppbv of HDO fraction 

in air is achieved, which is sufficient for the detection of minor leakages in PHWRs. 

The contribution of this thesis to the field is as follows: 

In this thesis, design and development of trace gas detection system based on OA-ICOS technique 

is presented. The system was developed from the first principle for the application in PHWRs for 

monitoring heavy water leaks. Such systems are not commercially available and the technique is 

not well established. The challenges faced and the difficulties involved in implementation of such 

a system have been addressed in this thesis. The method of analysis has been presented in detail 

and an algorithm is established to derive the concentrations from the acquired signals. The factors 

effecting isotopic concentration of water have been studied theoretically as well as experimentally. 

The experimental results are found to be in agreement with the presented theory.  A detailed study 

on quantization of laser spectroscopic based trace HDO detection system for application of to 

heavy water leak monitoring has been presented for first time.  

Applications and future scope of the work: 

Although, the results are focused on measurement of [HDO], concentration of other isotopologues 

(H2
18O, H2

17O) can also be calculated from the observed spectra. The data processing and curve 

fitting methodology presented is general and can be used for concentration measurement of other 
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gases or absorption peaks as well. The demonstrated system has sufficient sensitivity for [HDO] 

measurement in air for the application in PHWR heavy water leak detection system. The system 

can also be used in the initial stages of heavy water processing plants.  

Although the system is demonstrated for heavy water leak monitoring, similar system can be used 

for monitoring other trace gases. There are many such applications in nuclear field su ch as 

detection of SF6 in accelerators, HF and UF6 in uranium enrichment facilities, detection of H2S in 

heavy water production units. In addition, such instrument can find application in breath 

monitoring for diagnostics, NOx and SOx monitoring for pollution control, etc. 
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APPENDIX I : AVAILABLE TECHNIQUES FOR HEAVY WATER LEAK 

MONITORING AND ISOTOPIC RATIO MEASUREMENTS 

I.1 Heavy Water Leak Monitoring 

In the pressurized heavy water reactor (PHWR), heavy water leakages may occur to the light water 

system or to the atmosphere. A few techniques are currently being used for monitoring such heavy 

water leaks. These techniques are either based on physical sensing or on monitoring the 

radioactivity due to activation of coolant and moderator by neutron interaction. Details of some of 

the techniques are presented below: 

I.1.1 Dew Point Monitor 

Dew point monitors are used to detect the pressure tube failures in PHWRs. The inter space 

between the coolant tube (also called pressure tube, PT) and calandria tube (CT) is filled with 

carbon dioxide. The CO2 serves as a thermal isolation between CT and PT. This CO2 is recirculated 

to monitor pressure tube leak by monitoring dew point of the carbon dioxide. The dew point of 

this circulating high purity CO2 is maintained at -20° C. A rise in the dew point to -5° C indicates 

leak in one or more of the coolant tubes. The annulus gas tubes from individual channels are 

grouped into several strings. The larger groups are further divided in smaller sub-groups. The 

process of elimination identifies the sub group containing the leaky tube, isolating one group at a 

time [11].  

The use of CO2 as annulus gas for leak monitoring has some limitations. The main problem is 

diffusion of Deuterium, which is dissociated from heavy water due to radiation, from PT to the 
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annulus gas. This Deuterium reacts with CO2 producing D2O and CO. Heavy water formed due to 

this reaction increase the dew point of annulus gas. Hence, the sensitivity of dew point meters for 

detection of heavy water leakage is compromised. 

I.1.2 Beetle Detectors 

Beetle is a moisture collecting and detecting instrument. Beetles detectors consist of two 

electrodes positioned in collection pots below the susceptible joints of heavy water systems. 

When pots fill with heavy water, the electrodes will be shorted and an alarm is generated. The 

beetles have advantage of being reliable and they are easy to maintain. However, they cannot detect 

minor leaks due to instantaneous evaporation of heavy water, on account of high temperature and 

pressure of coolant inside the pressure tubes. 

I.1.3 Tritium Activity Monitors 

In the heavy water systems, Tritium is generated from neutron activation of the Deuterium 

( D + n1
2 → T1

3 ). Thus, small amount of leakages in heavy water systems causes release of tritium 

to the reactor environment. Tritium is a beta emitter; it decays to Helium-3 (3He) as per the 

following equation; 

 H1
3  → He1+

2
3 + e− + νe̅ +  18 keV (I.1) 

The 18 keV energy released in the process is shared by the emitted particles and the average energy 

of the emitted beta particle is 5.7 keV. The half-life of tritium is 12.3 years. Knowing the Tritium 

concentration in air or light water allows an estimation of heavy water. The measurement of tritium 
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needs elaborates rigorous and time-consuming procedures, since an extremely low level of activity 

is measured. Thus, enrichment of tritium as well as conversion into suitable form is required before 

measurement is necessary. In addition, presence of 41Ar (Argon-41) and fission gas interfere with 

the activity measurement. Some of the tritium activity measurement methods are described below. 

I.1.3.1 Scintillation Detectors  

a) Liquid Scintillation Counter (LSC) 

The heavy water leak monitoring to the atmosphere and to the light water cooling systems is 

usually based on tritium beta activity monitoring by LSC [128]. For atmospheric leaks, spot 

samples at various locations are collected manually using bubblers, cold strips and adsorption in a 

desiccant. For light water cooling system, grab samples are obtained manually. The samples are 

analysed for tritium activity by LSC. The sample is mixed with a solvent and liquid scintillator 

(known as scintillation cocktail). This cocktail is placed in a transparent vial i.e. loaded into LSC. 

The β particle transfers its energy to scintillating molecules, which produces a burst of photons 

that are detected by a photomultiplier tube (PMT). The intensity of pulse is proportional to the 

energy of emitted β particle. The activity of sample is obtained by counting number of resultant 

photons burst in particular energy range. Thus, the LSC can discriminate against interfering 

radioactive noble gases. For atmospheric samples, the sensitivity achieved with direct 

condensation system is around 0.001 µCi/m3 whereas with bubbler system it is 0.1 µCi/m3. The 

LSC gives high sensitivity; however, it is not suitable for routine continuous monitoring as it 

involves delay due to sample collection, preparation and counting [128]. 
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b) Plastic Scintillation 

Plastic scintillators are used for continuous monitoring of tritium in process water or secondary 

cooling systems [129]. The detector consists of  about 6 numbers of 6 µm thick porous films of 

plastic scintillator material packed into a cell, having total surface area of 3000 cm2. The flow cell 

is optically coupled to two photomultiplier tubes on the opposite faces for the measurement in 

coincidence mode. The sample should be filtered with granular type of activated charcoal and filter 

papers to avoid reduction in sensitivity due to deposition of particles. A bubbler system is used to 

remove the interference due to chemiluminescence from the dissolved radioactive gases. The 

sensitivity of this system for tritiated water is 3.7 kBq/L (0.1 µCi/L). However, the detector has 

limited lifespan. 

I.1.3.2 Gas Filled Ionization Detector 

The gas filled detectors consists of a volume of gas filled between two cylindrical electrodes, with 

a voltage applied between them. Ionizing radiation produces ion pairs in the gas. Positive ions are 

attracted towards the outer wall (cathode) while negative ions and electrons are attracted towards 

inner wire (anode).  

Ionization chambers operate in linear region at lower voltage and the ionization produced is 

internally amplified and collected as current. The current in the ionization chamber is proportional 

to the activity and independent of energy of β particle. Flow-through type ionization chambers are 

widely used for continuous monitoring of tritium in air. The sensitivity limitation for ionization 

chambers is due to the sensitivity of electrometer amplifier and volume of the chamber. The 

background gamma radiation and other radioactive noble gases also interfere in tritium 
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measurement. Hence, various designs for compensation were made such as Dual signal subtractive 

methods without tritium removal and Dual-chamber subtractive method. Sensitivity of these 

instruments is about 1 µCi/m3 to 100 pCi/m3 with a 60 second time constant. These systems are 

large and complex [130]. 

The proportional counters operate at higher voltage compared to ionization chambers. The 

acceleration due to higher field results in production of secondary electrons. Thus, each ion pair 

produces an avalanche and current is proportional to energy of ionizing particle. For Tritium 

measurement, the central proportional counter is surrounded by a guard ring of Geiger Mular 

counters (G.M. counters). They are separated by a double gridded wall for providing with field 

free volume. The gas flows through both the central chamber and the guard ring chamber. Since 

G.M. counter are insensitive to tritium, the coincidence circuit permits a measure of the 

concentration of the contaminant gas. The anticoincidence circuit discriminates tritium from 

higher energy betas and gammas. The instrument is fairly sensitive, has sensitivity of about 0.01 

µCi/m3 in 100 s. Gamma background can also be electronically discriminated, eliminating the need 

for compensation detectors [128]. 

The major disadvantage of gas filled detectors is the need and cost of a counting gas which is either 

methane or very pure natural gas. Another disadvantage is the size. Presence of interfering gaseous 

radionuclides like noble gases in the reactor environment further reduces the sensitivity of 

measurement of tritium in air in continuous online monitoring. 

I.1.4 O-19 Monitor 



142 

 

The online O-19 monitors are used for detecting coolant leakage due to heat exchanger tube failure 

in PHWRs [131]. The instrument performs heavy water leak detection by continuously monitoring 

any traces of 19O activity in the secondary process water coolant stream at the heat exchanger 

outlet. 19O has a half-life of 26.92 seconds and it transforms to 19F by β decay while emitting 

gamma photons of energy 197 keV and 1.357 MeV, as shown below: 

 O8
19 → F9

19 + e−1
0 + γ (I.2) 

19O monitor consists of sodium iodide scintillator mounted on a photomultiplier tube. To achieve 

better discrimination against plant background radiation, it measures the higher energy (1.357 

MeV) γ-photons for heavy water leak detection. The use these detectors is limited to heat 

exchangers due to the interference caused by gamma radiation of other radio nuclides in reactor 

environment. 

I.2 Isotope (D/H) Ratio Mass Spectrometry (IRMS) Technique 

The accurate measurement of isotope abundance ratio is an important tool in wide variety of 

research applications. Specifically isotopic ratio measurement of water finds applications in the 

fields like forensic science, paleoclimatology, hydrology and heavy water production, heavy water 

leak monitoring in the nuclear reactors, etc., [18, 23, 48, 85, 132, 133]. The detection of trace level 

of isotopically substituted water molecules has always been challenging due to the requirements 

of instrumentation with high sophistication and high sensitivity. IRMS is commonly used for 

precise measurement of isotopic ratio, a brief introduction to it is given below. 
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There are five main sections of an IRMS instrument: a sample introduction system, an electron 

ionization source, a magnetic sector analyser, a Faraday-collector detector array, and a computer-

controlled data acquisition system. In IRMS instrument, the sample is first ionized, then the ions 

are accelerated by a potential in kilo-volt range. The resulting stream of ions is separated based on 

m/z ratio in a magnetic sector. The beams with lighter ions bend at a smaller radius than beams 

with heavier ions. The separated ion beams current of each ion beam is then measured using 

“Faraday cups” or multiplier detectors. The conventional IRMS technique has advantages such as 

high throughput and high precision for gaseous samples. 

For many years, isotope analysis of water has been performed by IRMS exclusively. However, 

due to sticky and condensable nature of water molecules, it cannot be directly introduced into the 

mass spectrometer. Liquid water needs to be converted to hydrogen for analysis of δD by reduction 

with hot (~800°C) metals (i.e., uranium, zinc, or chromium). In continuous flow mode, high 

temperature pyrolysis (>1050°C) is used. This conversion is the limiting factor in achieving high 

accuracy [18]. The main reasons for use of IRMS for isotopic analysis of water so many years are 

the high-precision and accurate isotope measurements provided by it. However, it is expensive, 

have high operational costs, and require a relatively large space in climate-controlled laboratories. 

Field operation with direct in situ analysis of water samples is not possible.   
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APPENDIX II: PROPERTIES OF OPTICAL CAVITY 

The high finesse optical cavities are constituted by two high reflectivity mirrors; they are also 

known as optical resonators. Their use in LAS is based on increase in effective absorption path 

length by trapping light between two mirrors, as the trapped photons perform large number of 

round trips in probed medium. The properties of such cavities have been extensively studied based 

on both geometric optics as well as wave analysis of electromagnetic radiation. The important 

results pertaining to their use in spectroscopic techniques are summarized in following sections.  

II   

II.1 Cavity Modes 

Electric field of a monochromatic wave is defined by Helmholtz Equation [134, 135]: 

 ∇2E−
1

c2

 ∂2E

∂t2
= 0 (II.1) 

With solution of form:  

 E(x, y, z, t) = ψ(x,y, z)eiωt (II.2) 

where ψ is time-independent part and represent intensity distribution of the beam, for a paraxial 

wave travelling in z direction, it is represented by: 

 ψ = 𝑓(x,y, z)e−iκz (II.3) 

where λ is wavelength of propagating wave, κ=2π/λ is propagation constant. Thus, the Helmholtz 

equation takes the form: 

 
∂2𝑓

∂x2 +
∂2𝑓

∂y2 − 2iκ
∂𝑓

∂z
= 0 (II.4) 
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A trial solution for wave propagation bounded by two mirrors is given by: 

 𝑓(x, y, z) = exp[−i (Pz +
κ

2qz
r2)] (II.5) 

where r2 = x2 + y2. Pz represents a phase shift factor and qz is known as the beam parameter. The 

expression of Pz and qz is obtained by satisfying the boundary conditions for optical cavity. 

II.1.1 Fundamental Mode 

Fundamental (or 0th order) solution for a cavity formed by two infinite mirrors facing each other 

placed perpendicular to z –axis is of form: 

 𝑓(r,z) = G(z)e
−r2(

1

ωz
2+

iκ

2ℜz
)
 (II.6) 

Thus E(r,z, t) =
ωz

ωz0
eiωte−i{κz−ϕ} e

−r2( 1

ωz
2+

iκ

2ℜz
)
 (II.7) 

where ϕ = tan−1
λz

πωz
2 (II.8) 

This represents a Gaussian wave, with a complex beam parameter, is defined as: 

 
1

qz
=

1

ℜz
− i

λ

πωz
2
 (II.9) 

where, ωz is beam radius and z is radius of curvature of the beam at location z. For an optical 

cavity these quantises are given by the following equations: 

 ωz
2 = ωz0

2 √1+ (
z − z0

zR

)
2

 (II.10) 
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and z = (z − z0) [1 + (
zR

z − z0

)
2

] (II.11) 

with zR =
πωz0

2

λ
 (II.12) 

The beam radius has smallest value at beam waist, at z=z0 where the radius of beam is equal to 

ωz0. For a stable mode in the cavity, the Gaussian beam should satisfy the boundary conditions; 

i.e. radius of curvature of the beam at mirrors should be equal to the radius of curvature of mirrors 

and field distribution should repeat itself after every round trip for stable beam propagation. For a 

cavity with two spherical mirrors having radius of curvature z1 and z2 with a spacing ‘d’ 

between the mirrors, by substituting these conditions in equations (II.10) to (II.12) one obtains, an 

expression of beam waist, ωz0: 

 ωz0
2 =

λd

π
√

(1− g1g2)g1g2

(g1 + g2 − 2g1g2)2
 (II.13) 

where g1 = 1 −
d

ℜ1
,   g2 = 1 −

d

ℜ2
 (II.14) 

If we denote ωz1,2 as beam radius of two mirrors with ROC z1,2 located at z1,2 then, 

 ωz1,2
2 =

λd

π
√

g2,1

g1,2(1− g1g2)
 (II.15) 

 z1 − z0 =
dg2

g1 + g2
 and z2 = z1 + d (II.16) 

For the above analysis to be valid ωz0 and ωz1,2, should be positive real numbers. Thus, for the 

existence of stable Gaussian mode we must have: 
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 0 ≤ g1g2 ≤ 1 (II.17) 

This condition is referred to as stability condition. 

II.1.2 Higher Order Modes 

In addition to, above fundamental solution, there exists an infinite set of solutions which satisfy 

the equation (II.4). For these modes, transverse field distribution of the resonator modes is given 

by Eigen functions of the differential equation (II.4). For finite mirrors with circular aperture the 

trail solution is of form: 

 𝑓pl(r,z) = (
r√2

ωz

)

l

Lp(
2r2

ωz
2
)exp[−i(Pz +

κr2

2qz
+ lϕ)] (II.18) 

where Lp
l is generalized Lagurre Polynomial,  is phase factor for the cylindrically symmetric 

modes, p is number of radial nodes and l is number of angular nodes. These solutions are known 

as the transverse modes (or spatial modes) of the cavity resulting in self-reproducing field 

distributions of the output beam. Figure II.1 shows the plot of fpl for few lower modes. The beam 

parameters ωz and z are the same for all cylindrical modes. 

The phase factor for the transverse modes is defined as: 

 ϕ(p,l, z) = (2p+ l + 1) tan−1 (
λz

πωz0
2 ) (II.19) 

Although these equations represent a set of infinite solutions, the appearance of higher order  modes 

is limited by the physical dimensions of the system.  
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Figure II.1 Plot of Laguerre-Gaussian modes of an optical cavity with spherical end 

mirrors having circular aperture [136]. 

II.2 Spectral Properties of a Cavity 

The laser beam inside the resonators travels to and fro; hence it forms the axial standing wave 

pattern. The resonances occur when the phase shift after one round trip is multiple of 2 π. For 

symmetric cavies it translates to a phase shift as multiple of π  at each mirror. Using equations 

(II.11) and (II.19) this condition can be written as: 

 κd − 2(2p+ l+ 1)tan−1 (
λd

2πωz0
2

)= π(q+ 1) (II.20) 

where q is number of nodes in axial standing wave pattern. These are called cavity’s longitudinal 

modes. The frequency spacing between two consecutive longitudinal modes is also known as free 

spectral range (FSR) of the cavity and is given by: 

 FSR =
c

2d
 (II.21) 

00                            01                               02                           03                              1 1  

10                             01*                           02*                          03 *                             11*  
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The frequency of transverse modes is shifted from the frequency of longitudinal modes by a small 

amount. For a cylindrically symmetric cavity, the resonant cavity modes are designated by TEMplq 

having resonant frequencies:  

 νplq =
c

2d
(q +

ϕpl

2π
) (II.22) 

When a laser beam is coupled to a cavity, the transmitted laser intensity depends on modes to 

which the power is coupled. If the wavelength of laser is scanned various modes appears as comb 

in the transmitted intensity. When a Gaussian beam is mode-matched to the TEM00q mode of the 

cavity with coupling efficiency = 1 (in ideal case). Under this assumption, the resonator behaves 

as a Fabri-Parot etalon consisting of two mirrors with high reflectivity, Rm and transmission, Tm =

1 − Rm. The portion of the light transmitted into the cavity bounces back and forth. While a small 

portion of trapped intensity is lost on every reflection at the mirror, the total field transmitted of 

an empty cavity Eout is given by phasor sum of transmitted field on each reflection at the rear 

mirror. The transmission intensity of cavity is an Airy function.  

 T00q =
Iout

Iin
=

1

1 + (
2F

π
)
2

sin2(
ϕq

2
) 

 (II.26) 

here q (=2qd/λ) is the round trip phase shift. A constructive interference occurs if the transmitted 

beams are in phase, and this corresponds to the resonance frequencies of the resonator. When the 

laser wavelength is scanned then transmission spectrum would consist of series of peaks separated 

by longitudinal mode separation, also known as free spectral range (FSR) of the cavity as shown 

in Figure II.2.  

The quantity F is finesse of cavity and is given as: 



150 

 

 F =
π√Rm

1 − Rm 
=

FSR

Δνcavity
 (II.27) 

where, Δνcavity is FWHM of transmitted peak. The decay time of the photons trapped inside the 

cavity is calculated from the following equation: 

 τRD =
1

2πΔνcavity
=

d

c

√Rm

1 − Rm 
 (II.28) 
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Figure II.2 Transmission spectrum of optical cavity when a laser beam is coupled to its 

TEM00 mode. 

For a non-ideal case, where mode matching to TEM00 mode is not perfect or when laser beam is 

coupled off-axis to the cavity, then higher order modes are also excited. The transmission spectrum 

would now contain resonance frequencies corresponding to all those modes that have been excited. 

The transmission spectrum for each mode is given as: 
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Tplq =

εplq

1 + (
2F

π
)
2

sin2 (
ϕplq

2
)
 

(II.29) 

These spatial TEMplq appears as a frequency comb with a small shift in the wavelength from the 

longitudinal mode TEM00q. For a special condition, when ratio of ‘transverse mode spacing’ to 

‘the longitudinal spacing’ is a rational number, cavity spectrum consists of a series of resonances 

spaced by FSR/Nr. This happens when the beam retraces its path after Nr round trips following an 

elliptical spot pattern. This condition is known as re-entrant condition. The re-entrant condition is 

satisfied for certain spacing between the mirrors. The separation d for re -entrant beam (as 

calculated under paraxial approximation) is given as: 

 d = ℜ [1 − cos (
2πMr

Nr

)] (II.30) 

where Nr is number of passes through the cell after which beam becomes re-entrant, Mr is number 

of rotations on each mirror after Nr trips and  is the radius of the curvature of the mirrors used 

[52]. The re-entrant condition depends only on the ratio of separation between the mirrors to their 

radius of curvature and is independent of entrance angle and co-ordinates of the incident beam. 

II.3 Coupling Laser Beam to an Optical Cavity 

The coupling of external laser source to optical cavity requires both spatial and spectral mode 

matching as described below: 

II.3.1 Spatial Mode Matching 

Consider a beam with spatial distribution Einc(x,y,z), incident on an optical cavity with circular 

aperture. The coefficient corresponding to spatial mode TEMplq is given by the overlap integral: 
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 εlpq =
|∫Einc(x,y, z)Elp(x, y, z) dA|

2

∫|Einc|
2dA ∫|Elp|

2
dA

 (II.23) 

the spatial integration dA, is carried out over the cavity mode volume [137]. To effectively couple 

the laser power to the resonator, this overlap integral should have maximum value. εlpq=1 

corresponds to the condition when all the incident power is coupled to TEMplq mode of the 

resonator. This happens when spatial distribution of  the incident beam is identical to the spatial 

mode distribution of the cavity. The process of transforming spatial distribution of incident beam 

to maximize coupling efficiency is called mode matching and is accomplished by use of optical 

elements.  

To satisfy mode matching condition, the incident beam must adapt to the physical characteristics 

of cavity viz. its length and radii of curvature of mirrors. This implies that the radius of curvature 

of the incident beam wave front,z, must coincide with the curvature of the spherical mirror at the 

reflection. Let us consider a setup shown in Figure II.3. Then using ABCD matrix transformation 

the mode matching condition is derived from the following equation: 

 qzM2 = [1 d
0 1

] [
2 0

−
2n

ℜ1
1
][1 d1

0 1
]qz

′ (II.24) 

 qz
′ = [1 d2

0 1
][A B

C D
]
optics

[1 d3
0 1

]qz0  (II.25) 

Here [
A B
C D

]
optics

 represents ABCD matrix of the mode matching optics, which can either be a 

single lens or a telescopic combination of two lenses [138], and qz0 is a beam parameter of the 

beam emitted by the laser, 1 is radius of curvature of mirror M1 and n is its refractive index.  
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Figure II.3 Optical setup for mode matching.  

II.3.2 Exciting Cavity Modes (Impedance Matching) 

When a laser beam is coupled to a cavity, only the wavelengths resonating with the cavity modes 

will be coupled and transmitted, while all other wavelengths are reflected back. The total 

transmitted intensity through an optical cavity thus depends on spectral profile of incident light 

with respect to the spectral properties of the cavity. The spectrum of total transmitted intensity is 

a convolution of laser beam spectra with spectral profile of the cavity [139, 140].  

When FSR of a cavity is greater than the laser linewidth, then for effective coupling of laser power, 

its wavelength should be equal to the resonance frequency of the cavity. The process of matching 

two wavelengths is called impedance matching. This involves scanning either cavity length or 

laser wavelength and locking the laser wavelength to the cavity’s peak transmission. However, 

when FSR of the cavity is much less than the laser linewidth, then cavity transmission is 

independent of the laser wavelength and cavity acts as a white cell. In an intermediate case, when 

FSR is of the order of laser linewidth then cavity transmission shows fluctuations about the mean 

transmitted power, which appears as fringes in cavity transmission.  
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APPENDIX III: LEAST SQUARE CURVE FITTING 

Least square curve fitting is a process of finding a best fitting analytical expression y=f(x,a) to a 

set of data points (xi,yi) while minimizing the sum of squares of the offsets (residual) of data points 

from the theoretical curve [141]. The residual for set of n data points is mathematically expressed 

as: 

 
R2 = ∑ ri

2 

n

i=1

= ∑(yi − f(xi, a))
2

n

i=1

  
(III.1) 

where a represents set of m fitting parameters (a1, a2, a3..., am). The minimum residual is found by 

setting the partial derivative to zero: 

 

∂(R2)

∂aj
= 0,   ∀ j = 1,…,m. 

(III.2) 

The problem of least square fitting thus boils down finding the minima of the residual function.  

III.1 Linear Least Square Fitting 

In case when the fitting function f is a polynomial order m-1, the least square fitting falls under 

the category of linear least square curve fitting. Here the equation (III.2) results in a set of linear 

equations, which can be represent by following matrix: 

 [
 
 
 
 
 
 𝑛 ∑ 𝑥𝑖

𝑛

𝑖=1
… ∑ 𝑥𝑖

𝑚
𝑛

𝑖=1

∑ 𝑥𝑖

𝑛

𝑖=1
∑ 𝑥𝑖

2
𝑛

𝑖=1
… ∑ 𝑥𝑖

𝑚+1
𝑛

𝑖=1

⋮ ⋮ ⋱ ⋮

∑ 𝑥𝑖
𝑚

𝑛

𝑖=1
∑ 𝑥𝑖
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𝑛

𝑖=1
… ∑ 𝑥𝑖

2𝑚
𝑛
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[
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𝑎1

⋮
𝑎𝑘

] =
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 ∑ 𝑦𝑖

𝑛
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𝑛
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(III.3) 

The solution of this matrix gives best fitting polynomial to the set of data points.  



155 

 

III.2 Non-Linear Least Square Fitting 

For any general function, for which the derivatives of R2 is not a linear functions of the fitting 

parameters aj and the equation (III.2) does not have a closed solution. These functions come under 

the category of nonlinear least square curve fitting. In the non-linear least square fitting methods, 

the initial values of the parameters must be chosen. Then the parameters are optimized using an 

iterative process. In many cases the starting value of parameters must close enough to required 

solution else the software may converge to local minima rather than global minimum which results 

in the optimum solution. 

III.2.1 Derivative Methods 

There are few algorithms based on updating the parameters (a j) in incremental steps (δj) toward 

the global minima: 

 𝑎𝑗,𝑘+1 = 𝑎j,k + δj (III.4) 

The most commonly used algorithms are: Gradient Descent (GD) method, Gauss-Newton (GN) 

method and Levenberg–Marquardt algorithm (LMA). These algorithms differ from each other by 

the method of calculating the value of. The δ values are calculated from the Jacobian matrix 

defined as:  

  
Jij =

∂f(xi,a)

∂aj
 

(III.5) 

The expression for calculating the incremental step for parameters optimization for few well 

known methods is given in Table III.1. In the GD method the parameters are updated in steepest 

descent direction. The parameters quickly approach the solution from a distance, however the 
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convergence becomes very slow close to the solution. In the GN method the residual is minimised 

by assuming that the residual function is locally quadratic, and then finding the minimum of the 

quadratic. The Levenberg–Marquardt algorithm is the combination of GD and GN methods. The 

behaviour of LMA is similar to GD method when the parameters are far from the optimum value, 

and it behaves like the GN method when the parameters are close to the optimum value. All the 

above methods require calculation of gradient which is computationally expensive.  

Table III.1 The incremental step for parameters optimization in the least square fitting 

algorithm. 

Method Name Calculation of Incremental Step, δ 

Gradient Descent Method (GD) −𝐽𝑇𝑟 

Gauss Newton’s Method (GN) −(𝐽𝑇𝐽)−1𝐽𝑇𝑟 

Levenberg–Marquardt Algorithm (LMA) −(𝐽𝑇𝐽 + 𝜆𝐼)−1𝐽𝑇𝑟 

(λ is Marquardt parameter which is adjusted after 

each iteration.) 

III.2.2 Heuristic Methods 

The heuristic methods are based on direct search of the optimum solution, without evaluating the 

gradient functions. The search is based on evaluation of a verity of parameters . Although the 

heuristic algorithms are not guaranteed to always work but often work well in practice. The Neldar-

Mead algorithm is one such search method which is often used [142]. In this method a simplex (m 

dimensional Polyhedrons, for m parameters) with m+1 vertices is created, while each vertex 

corresponding to particular set parameters in the function. In every iteration, the parameters of the 

vertex with highest objective function are adjusted such that the highest vertex always decreases. 
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In this method the residuals initially decrease rapidly. Although the convergence is slow near the 

optimum solution.  

III.3 Software for Acquiring and Processing Data  

A user-friendly software was written to acquire and process the data. The least square fitting 

algorithm based on Nelder-Mead search method was used to analyse the acquired spectrum. A 

brief outline of the program used is as follows. 

a) Initialize the instruments: Digital storage oscilloscope, pressure sensor, temperature sensor. 

b) Acquire the signals: Cavity transmission, laser intensity, laser scanning voltage in averaging 

mode from oscilloscope and value of pressure and temperature form respective sensors. 

c) Evaluate the single pass absorption spectrum from the acquired signals (using equations 4.7 

and 5.3). 

d) Calculate the pressure and Doppler broadened peak width (ΓL and ΓG) from acquired 

pressure and temperature values, for all the peak using parameters from HITRAN database. 

Since ΓL depends on fractional humidity (H2O) content of the sample (an unknown quantity), 

the ΓL values are evaluated using fractions obtained from previous fit results. This method 

is valid since sudden change in humidity level is unlikely.  

e) Call least square fitting algorithm based on Nelder-Mead search method to find fitting 

parameter. These parameters are shift in peak positions (shift) and additional Gaussian 

broadening parameter (Δ). The parameter shift takes care of wavelength shifts of the diode 

laser and the parameter Δ accounts for other broadening mechanisms mainly due to 
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instrumental broadening. A sub routine evaluates R2 function (function to be minimised) in 

following manner: 

a. Evaluate the normalized Voigt peak shapes for each peak using the width (ΓG, ΓL, and 

Δ) and position parameters (Peak position form HITRAN database + shift). 

b. Calculate the height of each peak such that linear combination of peak profiles scaled 

by height gives the approximate fitting function. Evaluate the R2 value. 

f) Calculate the spectrum and profile of each peak after convergence from the optimized 

spectrum parameters that are heights and widths of all peaks. 

g) Evaluate the area under each fitted peak and calculate concentrations using peak parameters 

form HITRAN database. 

h) Display the fitted spectrum and time series plot of [HDO] with and without averaging.  

i) Go back to step (ii) and repeat the process till user exits the program. 
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APPENDIX IV: SPECTROSCOPIC DATA 

IV.1 Spectroscopic Peak Parameters from HITRAN Database for the Peaks Considered in Fitting Algorithm [43, 44].  

Isotopologue Transition 

Wave 

Number 

(cm-1 ) 

Line 

Intensity, 

Multiplied 

by 

Isotopologue 

Abundance, 

at T = 296 K 

Einstein 

A-

Coefficient 

in s-1 

Air-

Broadened 

Lorentzian 

HWHM at P 

= 1 atm and T 

= 296 K 

Self-

Broadened 

HWHM at 

1 atm 

Pressure 

and 296 K 

Lower-

State 

Energy 

Temperature 

Exponent for 

the Air-

Broadened 

HWHM 

Pressure 

Shift 

Induced 

by Air, 

Referred 

to P=1 

atm 

Vibrational 

Quantum 

Numbers 

(Upper 

State) ← 

(Lower 

State) of a 

Transition  

Rotational 

Quantum 

Numbers 

for the 

(Upper 

State) ← 

(Lower 

State)  

H2
16O 7190.7388 3.94E-22 1.140 0.0960 0.529 275.497 0.69 -0.00678 (101)←(000) 414←413 

H2
16O 7190.7473 4.43E-26 0.032 0.0660 0.281 1813.223 0.47 -0.00608 (200)←(000) 1065←1138 

H2
16O 7190.7809 3.15E-24 10.890 0.0776 0.346 1907.616 0.71 -0.01186 (111)←(010) 331←330 

H2
16O 7190.8999 3.75E-26 0.058 0.0972 0.456 1742.306 0.72 -0.00916 (210)←(010) 312←221 

HDO 7190.9444 1.53E-26 0.386 0.0835 0.333 653.089 0.57 -0.00882 (002)←(000) 827←826 

H2
17O 7190.9774 4.11E-25 1.990 0.0860 0.467 445.794 0.70 -0.00696 (101)←(000) 524←523 

HDO 7191.0392 6.90E-25 3.785 0.0920 0.412 156.382 0.69 -0.01136 (002)←(000) 313←414 

H2
16O 7191.1568 1.48E-24 15.340 0.0758 0.307 1907.450 0.71 -0.01080 (111)←(010) 330←331 

H2
16O 7191.2320 7.35E-26 0.027 0.0682 0.281 1690.664 0.47 0.00640 (120) ←(000) 1156←1129 

H2
18O 7191.3550 2.42E-25 4.862 0.0754 0.385 921.896 0.61 -0.00760 (101)←(000) 743←744 

H2
18O 7191.4523 6.86E-26 0.442 0.0911 0.445 658.610 0.63 -0.01266 (002)←(000) 606←633 

H2
16O 7191.5574 6.37E-25 3.269 0.0998 1693.65 0.72 0.4600 -0.00912 (111)←(010) 212←211 
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IV.2 Spectroscopic Peak Parameters from GEISA-2015 Database for the Peaks Considered in Fitting Algorithm [46]. 

Isotopologue Wavenumber 

(cm-1) 

Intensity 

(cm-1/ 

Molec.cm-

2 at 296 K) 

Air 

Broadening 

Pressure 

Halfwidth 

(cm-1 atm-1 at 

296 K) 

Energy of 

the Lower 

Level of the 

Transition 

(cm-1) 

Coefficient for 

Temperature 

Dependence 

Of Halfwidth 

Self 

Broadening 

Pressure 

Halfwidth 

(cm-1 ctm-1 at 

296 K) 

Air 

Pressure 

Shift of the 

Peak 

Transition 

(cm-1 atm-1 

At 296 K) 

Vibrational 

Transition 

Rotational 

Transition 

H2
16O 7190.7387 3.941E-22 0.0960 275.4971 0.69 0.5290 -0.00678 (101)←(000) 414←413 

H2
16O 7190.7464 4.625E-26 0.0660 1813.224 0.47 0.2811 -0.00608 (200)←(000) 1065←1138 

H2
16O 7190.7808 4.639E-24 0.0776 1907.616 0.71 0.3460 -0.01186 (111)←(010) 331←330 

H2
16O 7190.8989 3.745E-26 0.0972 1742.306 0.72 0.4563 -0.00916 (210)←(010) 312←221 

HDO 7190.9443 1.847E-26 0.0835 653.0887 0.57 0.3330 0 (002)←(000) 827←826 

H2
17O 7190.9771 4.275E-25 0.0860 445.7934 0.7 0.4670 -0.00696 (101)←(000) 524←523 

HDO 7191.0396 8.145E-25 0.0920 156.3823 0.69 0.4122 0 (002)←(000) 313←414 

H2
16O 7191.1562 1.517E-24 0.0758 1907.452 0.71 0.3070 -0.0108 (111)←(010) 330←331 

H2
16O 7191.2319 7.35E-26 0.0682 1690.664 0.47 0.2811 0.00640 (120)←(000) 1156←1129 

H2
18O 7191.3555 2.503E-25 0.0754 921.8957 0.61 0.3850 -0.0076 (101)←(000) 743←744 

H2
18O 7191.4521 8.542E-26 0.0911 658.61 0.63 0.4450 -0.01266 (002)←(000) 606←633 

H2
16O 7191.5566 6.679E-25 0.0998 1693.65 0.72 0.4600 -0.00912 (111)←(010) 212←211 
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