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Abstract 

The primary aim of the ultrasonic non-destructive investigations carried out in 

this thesis is to develop various time-frequency based signal processing methodologies 

to analyse ultrasonic signals for enhanced microstructural characterisation and 

imaging of defects in type 316 austenitic stainless steel. The time-frequency (TF) 

based signal processing techniques including short time Fourier transform (STFT), 

continuous wavelet transform (CWT) and Ensemble Empirical Mode Decomposition 

(EEMD) have been used. Specific software have been developed in LabVIEW and 

Matlab programming systems for accurate estimation of ultrasonic spectral 

parameters.  

Specimens with a range of grain sizes (30-210 µm) were made by suitable heat 

treatments to the AISI type 316 austenitic stainless steel. The ultrasonic signals 

acquired from these specimens were analysed by time-frequency methods for 

microstructural characterisation. The understanding of frequency dependent 

attenuation is improved by using STFT and CWT analysis of these signals. The 

spectral information of the back-wall and backscatter could be obtained 

simultaneously by these approaches. Reliable peak frequency information could be 

obtained for back-wall echoes, even in the case of poor signal to noise ratio (SNR). 

The spectral information from back-wall echoes has been utilised for grain size 

characterisation. The STFT and CWT based time-frequency analysis techniques are 

established as useful tools for enhanced materials characterisation applications.  

The application of time-frequency analysis techniques was extended to defect 

detection and imaging in coarse grain austenitic stainless steel. Specially designed 

coarse grained specimens with flat bottom holes (FBH) and side drilled holes (SDH) 
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were made from suitably heat treated AISI type 316 stainless steel samples. The shift 

in the peak frequency of ultrasonic waves with propagation distance is measured by 

STFT approach. The ultrasonic signals obtained from artificial defects made at 

different depths were used for this purpose. The simultaneous availability of time and 

frequency information in STFT is utilised effectively. The systematic variation in the 

peak frequency with the propagation distance has been validated by theoretical 

approach. The spectral information obtained at defect locations by STFT showed a 

definite range of frequencies for the defects at different depths. This information has 

been utilised to propose CWT based scheme for imaging of defects.  

The wavelet based techniques require optimisation of mother wavelets and 

optimum selection of scales to reconstruct the signal. However, the recently proposed 

EEMD processing has the distinct advantage that it does not rely on a set of 

predefined basis functions and derives the basis functions from the signal itself, 

known as Intrinsic Mode Functions (IMFs). A novel adaptive signal processing 

methodology is proposed in this study for enhancing the signal to noise ratio of 

ultrasonic signals obtained from austenitic stainless steels of different grain sizes. The 

proposed method comprises of employing the signal minimisation algorithm to the 

IMFs obtained by Ensemble Empirical Mode decomposition (EEMD) of ultrasonic 

signals. It is possible to adaptively reconstruct the signal with enhanced signal to noise 

ratio based on a selected range of IMFs for a particular probe frequency. This 

proposed method works well for the range of grain sizes (30-210 µm) used in this 

study.  

The time-frequency based approaches used in the study provided better 

understanding of frequency dependent scattering in austenitic stainless steel. The 
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limits imposed by conventional ultrasonic methods for grain size evaluation could also 

be extended by the proposed approaches. The shift in the peak frequency with 

propagation distances observed by the experimental results and mathematical model, 

paved the path for development of a single wavelet scale based CWT approach. This 

approach was used successfully for imaging of defects at various depths in thick 

coarse grain austenitic stainless specimens. The novel adaptive methodology proposed 

by employing signal minimisation algorithm on selected IMFs showed better than 

15 dB enhancement in the SNR of the ultrasonic signals, can be used as a signal 

analysis approach for automatic defection of defects with improved sensitivity. 
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1.1 Introduction 

Nondestructive evaluation (NDE) techniques are commonly employed for the 

detection and characterization of flaws in components. Apart from flaw 

characteristics, another parameter which is equally important to assess the structural 

integrity of engineering components is the material property. NDE techniques offer 

several advantages over the conventional coupon-based techniques for evaluation of 

material properties. There are different NDE methods available for structural integrity 

evaluation of components and structures. Each NDE method is based on a particular 

physical principle and has its own field of application, advantages and disadvantages. 

Among various NDE techniques, ultrasonic testing is the most versatile NDE method 

which is applicable to both metallic and non-metallic materials [1]. By this method, 

surface and internal discontinuities as well as the microstructure can be evaluated. The 

volumetric inspection capability with one side access requirement makes the 

ultrasonic technique unique among other NDE techniques [1].  

Ultrasonic waves propagate through materials and are reflected/scattered by 

inhomogeneities or discontinuities present in the material and grain structure. The 

measurement of transmitted and reflected ultrasonic waves in a material can be 

correlated with structural integrity, which is a function of material inhomogeneities 

and defect parameters. Besides, ultrasonic measurements provide quantitative 

information about grain size, thickness of the component, size and orientation of the 

detected discontinuity. Ultrasonic evaluation of these parameters aids in evaluating 

structural integrity. The two different areas where the scope of ultrasonic testing is 
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widely explored are (i) microstructural characterisation and (ii) defect detection and 

imaging. The ultrasonic examination of coarse grained material has always been a 

challenge due to presence of grain noise. The spectral content of the ultrasonic waves 

changes with propagation distance in high scattering materials due to their non-

stationary nature in such media. The non-stationary nature of the ultrasonic signals 

obtained from coarse grain materials limits the use of conventional Fourier transform 

(FT) based methods for reliable measurements. Hence, the primary aim of this study is 

to develop suitable time-frequency (TF) signal processing algorithms for application 

on ultrasonic signals obtained from coarse grain austenitic stainless steel (CGASS), 

for enhanced microstructural and defect characterisation. In this study, comparative 

advantages and limitations of different time-frequency approaches used for grain size 

evaluation, defect detection and imaging are discussed in detail.  

1.2 Microstructural characterisation 

The propagation of ultrasonic waves is influenced by the microstructure of a 

material through which it propagates. The propagating ultrasonic waves will be 

attenuated depending on the properties of the medium. Ultrasonic attenuation is 

governed by absorption and scattering. The frequency dependent scattering of 

ultrasonic waves by coarse grain materials is a key ultrasonic parameter in estimating 

the grain size [2]. The high frequency content of the beam is scattered more compared 

to the low frequency. Studies have been reported to correlate the peak frequency shifts 

of backscatter and back-wall echoes with grain sizes, by Fourier transform based 

approaches. However, the FT based ultrasonic measurements are limited to relatively 

low attenuating materials with reasonably good signal to noise ratio (SNR). For this 

purpose, there is a strong need for time-varying (non-stationary) ultrasonic signals 
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obtained from coarse grain materials to be analysed by approaches other than FT 

based methods. This necessitates the use of TF analysis methods for microstructural 

characterisation (grain size) which has not been attempted so far.  

Short time Fourier transform (STFT) is a widely used joint time-frequency 

analysis (JTFA) tool. The STFT is able to retrieve both frequency and time 

information simultaneously from a signal [3]. The STFT calculates the Fourier 

transform of a windowed part of the original signal, where the window shifts along the 

time axis. The time and frequency resolution is governed by the Heisenberg inequality 

[3]. Hence, there is a need for suitable selection of window length to obtain optimum 

time and frequency resolution. Even with the optimum window, the time and 

frequency resolution is fixed for entire analysis.  

In order to overcome the fixed resolution problem, a more flexible TF approach 

known as continuous wavelet transform (CWT) has been used, which can perform 

multiresolution analysis. CWT is defined in terms of basis functions obtained by 

compression/dilation and shifting of mother wavelet. The property of self-adjusting 

the analysis windows, according to the signal frequency makes CWT suitable for the 

analysis of transient non-stationary signals [4]. Comparative analysis has been carried 

out between the microstructural characterisation capabilities of STFT and CWT.  

1.3 Defect characterisation 

The detection of defects in CGASS is a challenging task. The amplitudes of 

defect echoes may be comparable to that of the microstructural scattering noise in 

CGASS. Ultrasonic characterization of defects in this medium requires enhancement 

of signal to noise ratio (SNR) for identification of defects. The analysis of ultrasonic 



Chapter 1 

4 

 

signals by spectral analysis methods showed a downward shift in maximum energy 

frequency of ultrasonic echoes at defect locations in CGASS [5]. However, no 

systematic experimental and theoretical studies are reported to evaluate the frequency 

shifts in coarse grain medium. In view of this, there is a need to carry out a systematic 

investigation to understand the frequency shifts being observed in high scattering 

materials. Different signal processing approaches like split spectrum processing (SSP) 

[6] and wavelet transform (WT) [7] have been proposed for enhancement of SNR in 

highly scattering coarse grain media. 

The improvement in SNR by split spectrum processing is achieved by 

partitioning a wide band received spectrum to obtain frequency shifted bands. These 

bands are further processed using different recombination algorithms such as signal 

minimisation and polarity thresholding to improve the signal [8]. Signal minimisation 

algorithm showed superior flaw detection capabilities compared to other 

recombination algorithms. However, the capabilities of split spectrum processing for 

enhancement of SNR are critically dependent on the selection of the processing 

parameters such as location of the signal in the spectrum, number of filters, type of 

filters and transducer bandwidth and its useful range [9].  

Wavelet transform based approaches are unique due to their time-frequency 

localisation capabilities. Different wavelet approaches such as continuous wavelet 

transform [10], discrete wavelet transform (DWT) [7] and time-invariant wavelet 

approaches such as undecimated wavelet transform (UWT) [11] are being used for 

SNR enhancement and detection of defects in noisy environment. Wavelets are an 

attempt to overcome the shortcoming of Fourier analysis, which cannot provide time 

information. Wavelets provide a meaningful way to do time-frequency analysis. 
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Wavelet transform decomposes a signal into a set of frequency bands (popularly 

known as scales) by projecting the signal onto an element of a set of predefined basis 

functions. The projection of signal onto different scales is equivalent to band pass 

filtering with a bank of filters.  

Different signal processing approaches have been reported in literature to 

process ultrasonic A-scan signals obtained from high scattering and attenuating media 

to improve the SNR. However, very few studies are reported to image the defects by 

utilising signal processing methods in highly attenuating materials [12, 13, 14]. These 

studies have utilised the back-wall echo location for gating and imaging purposes. 

This may provide information related to the presence of defects in material but are 

limited with respect to their position. Hence, there is a need for an improved approach 

which can provide reliable information about the defects with their positional 

information.  

The amplitude and the time of flight are the ultrasonic parameters being used in 

conventional time domain based C-scan imaging methods. However, these parameters 

are not suitable for imaging purposes when the echoes are merged in backscatter 

noise. In frequency domain, the peak frequency information cannot be correlated with 

target due to multiple peaks in the frequency spectra of the gated regions and absence 

of time information. This necessitates the use of suitable TF parameter, which can be 

used for imaging of defects in CGASS. The CWT is a simple time-frequency analysis 

technique which provides the flexibility of signal analysis based on the wavelet scales. 

The wavelet based approaches are found to be very useful in improving SNR and 

time-frequency localisation, but they are limited with respect to the selection of 
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mother wavelets, selection of optimum scales and decomposition levels. Therefore, it 

is necessary to utilise new approaches which are adaptive in nature.  

Recently, a new signal processing technique known as Empirical Mode 

Decomposition (EMD) is proposed for processing non-linear and non-stationary 

signals [15]. Unlike wavelet based techniques, EMD has the distinct advantage that it 

does not rely on a set of predefined basis functions. EMD derives the basis functions 

known as Intrinsic Mode Functions (IMFs) adaptively from the data set itself through 

a shifting process. A few studies have reported the use of EMD processing of 

ultrasonic signals obtained from coarse grain materials, where sums of selected IMFs 

have been used for reconstruction of signals with enhanced SNR [16]. This method is, 

however, prone to mode mixing, especially when the noise is present intermittently. 

The mode mixing refers to the existence of same time scale in different IMFs. The 

mode mixing effect in EMD is significantly reduced by a modified noise assisted data 

analysis method known as Ensemble Empirical Mode Decomposition (EEMD) 

method [17]. EEMD has been widely used for geophysical purposes [18]. However, 

the usefulness of this method has not been explored for processing of ultrasonic 

signals. The frequency content of the IMFs obtained by EEMD processing decreases 

with increasing order of IMFs and is achieved adaptively. However, the frequency 

content of the neighboring IMFs can be overlapped, and shows minimal mode mixing. 

An IMF represents a simple oscillatory mode of variable amplitude and frequency 

related to the processed signal, and usually has individual physical meaning.  

 



Chapter 1 

7 

 

1.4 The scope of investigation 

The scope of this study involves the application of time-frequency analysis 

techniques on ultrasonic signals for evaluation of grain sizes to improve the limits 

imposed by the conventional methods. Further, these methods are also employed to 

develop better understanding of frequency dependent attenuation in high scattering 

media. Secondly, it is also essential to develop time-frequency methodologies for 

improved defect detection and imaging by understanding the frequency shifts of 

ultrasonic waves. Further, new methodologies are explored for adaptive detection of 

defects by ultrasonic waves in high scattering coarse grain austenitic stainless steels 

media.  

The work detailed in this thesis has the following aims: 

(i) Ultrasonic characterisation of grain size in type 316 austenitic stainless 

steel and extending the limit of grain size evaluation using time-frequency 

signal processing techniques as compared to existing ultrasonic NDE 

approaches.  

(ii) Experimental evaluation of changes in the spectral content of ultrasonic 

signals obtained from artificial reflectors at different depths in coarse grain 

austenitic stainless steel and its theoretical validation. 

(iii) Development of continuous wavelet transform based method for ultrasonic 

imaging of defects in coarse grain austenitic stainless steel. 

(iv) Development of an adaptive approach which can be applied for detection 

of defect with enhanced signal to noise ratio in specimens with a wide 

range of grain sizes.  
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The above goals were achieved through the following approaches: 

(i) Understanding the limitations of the existing ultrasonic NDE 

methodologies for grain size evaluation and defect characterisation by 

examining various approaches reported in the literature.   

(ii) Developing computer algorithm for time-frequency analysis of ultrasonic 

signals using the STFT and CWT approaches for quantitative evaluation of 

grain size.  

(iii) Developing the experimental and theoretical approaches for evaluating the 

changes in the spectral content of ultrasonic waves with propagation 

distance in coarse grain austenitic stainless steel medium. 

(iv) Developing the computer algorithms for continuous wavelet transform 

based C-scan imaging of defects in coarse grain stainless steels based on 

experimental and theoretical understanding of frequency shifts.  

(v) Development of a novel adaptive signal analysis methodology utilising 

EEMD in conjunction with signal minimisation algorithm for detection of 

defects in coarse grain austenitic stainless steel specimens.  

1.5 Outline of thesis 

Chapter 1 covers the need of time-frequency analysis based approach for analysis of 

ultrasonic signals obtained from coarse grain austenitic stainless steel. The brief 

details of TF analysis approaches developed for enhanced grain size evaluation, defect 

detection and imaging are given. 
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Chapter 2 gives a brief introduction of ultrasonic scattering that occurs in 

polycrystalline materials and their dependence on material properties. A brief survey 

of the literature on various frequency and time-frequency based signal processing 

techniques for enhancement of SNR in ultrasonic signals is covered. The motivation 

and objectives of the work carried out in the thesis are also given.  

Chapter 3 provides details of the experimental set up used for ultrasonic 

measurements. In addition, the chapter also gives the details of various time-frequency 

algorithms used in the study for processing of ultrasonic signals obtained from coarse 

grain stainless steel.  

Chapter 4 describes the use of STFT spectrogram for understanding frequency 

dependent attenuation and evaluation of grain size in austenitic stainless steel. A novel 

scheme developed for selection of suitable window length to obtain optimum time-

frequency resolution from a spectrogram is covered. The spectral content obtained 

from back-wall and backscatter echo signals of different grain size specimens of 

austenitic stainless steel using STFT is discussed. In addition, this chapter also 

presents the details of CWT processing carried out for grain size evaluation. The 

details of the pseudo frequency parameter established for quantitative evaluation of 

grain size is given. Finally, a comparative analysis of grain size evaluation using 

STFT and CWT based approaches is presented.  

Chapter 5 deals with understanding the changes in the spectral content of ultrasonic 

wave with propagation distance in a coarse grain material. The details of 

determination of peak frequencies from artificial reflectors at different depths in 

coarse grain specimens using STFT are given. The application of a mathematical 
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model, based on ultrasonic scattering theory, for understanding the ultrasonic 

frequency shift with wave travel path has been discussed in detail. The experimentally 

observed frequency shifts are validated with this mathematical model. The selection of 

optimum wavelet scale for imaging of defects is decided based on experimental and 

theoretical evaluation of frequency shifts. The procedure for C-scan imaging of 

defects based on CWT processing is discussed.  

Chapter 6 gives the details of adaptive time-frequency analysis methods, based on 

EMD and EEMD methods. These methods do not require any prior information for 

processing the signals. The advantages of EEMD over EMD is discussed. The details 

of the proposed novel EEMD based signal reconstruction methodology with signal 

minimisation algorithm is discussed. The application of this methodology for adaptive 

detection of artificial defects at different depths in a coarse grain austenitic stainless 

steel specimen is presented.  

Chapter 7 presents the summary of the research findings and the scope for possible 

improvement in this direction for further investigations. 
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2.1 Introduction 

This chapter provides a comprehensive review of the ultrasonic studies carried 

out by various authors for microstructural characterisation, defect detection and 

imaging in high scattering coarse grain austenitic stainless steels. The attenuation of 

ultrasonic wave, which is a key ultrasonic parameter for the analysis of high scattering 

material is explained briefly. A summary of various signal processing approaches 

reported in literature for analysis of ultrasonic signals in frequency and time-frequency 

domains, towards evaluation of grain sizes and detection of defects in highly 

attenuating medium is presented.  

2.2 Ultrasonic attenuation in polycrystalline materials  

Acoustic wave loses its energy during the propagation through a material by a 

variety of processes [19, 20, 21], and this energy loss is known as attenuation. In 

simple terms, the difference in the amplitudes of the first and the second back-wall 

echoes gives the total attenuation. For plane waves of small amplitudes, the energy 

intensity (I) at a distance x from the source of ultrasound is given by  

� = ��	���	(−
�)     (2.1) 

where α is total attenuation coefficient and I0 is the intensity of the incident ultrasonic 

beam. The total attenuation is understood to be caused by basic processes such as 

beam spreading (diffraction), scattering and absorption. Beam spreading is primarily a 

geometrical function, where intensity decreases with the square of distance travelled 

by a wave [1]. The total attenuation coefficient α may be expressed as α = αa + αs. 

Chapter 2. Review of Literature and Motivation 
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The αa  stands for the losses due to internal friction, i.e. ultrasonic absorption and αs 

takes into account losses due to scattering of ultrasonic waves.  

The scattering of ultrasonic waves caused by grain structure of the material is a 

limiting factor for detection of flaws in high scattering medium. The grain noise 

appears between back-wall echoes due to the continuous scattering of ultrasonic 

waves. In order to understand the reason for the presence of noise in coarse grain 

stainless steels, it is essential to understand the basics of ultrasonic attenuation. 

Ultrasonic attenuation is an important parameter which has been extensively used for 

microstructural characterisation [22]. Due to high attenuation rates of ultrasonic 

signals in coarse grained materials, it is difficult to obtain flaw information by 

conventional methods. A brief description of the ultrasonic attenuation in materials 

due to scattering and absorption are given in the sections 2.2.1 and 2.2.2. 

2.2.1 Scattering of ultrasonic waves 

Ultrasonic scattering is caused by the elastic interaction such as reflection at 

grain boundaries, small cracks and other anomalies [20]. Roderick et al. [23] 

described the contribution of grain boundary scattering to the ultrasonic attenuation in 

polycrystalline materials. In the successive investigations, attempts have been made to 

examine the theoretical aspects of the contribution of grain scattering on ultrasonic 

attenuation in polycrystalline materials [24] along with experimental verification [25, 

26, 27]. However, the well-developed theories exist only for grain boundary scattering 

from equiaxed grains in isotropic single phase polycrystalline solids.  

Scattering is governed by the grain size (d), frequency of the wave (f) and the 

elastic anisotropy of the material [21]. Depending on the ratio of the wavelength of the 
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ultrasonic wave (λ) to grain size (d), the ultrasonic scattering phenomenon can be 

classified into three regimes namely, 

The practical range of the frequencies of the ultrasonic waves used for 

microstructural and defect characterisation lies between 0.5 to 50 MHz. In this 

frequency range, λ lies in the range of 12 mm to 120 µm for ultrasonic longitudinal 

wave velocity of 6000 m/s. Assuming, the average grain size of the structural 

materials as 50 µm, the range of λ shows that most of the microstructural 

characterisation studies fall in the Rayleigh scattering regime. In view of this the 

attenuation due to grain scattering in the Rayleigh regime is discussed in detail. The 

attenuation of ultrasonic longitudinal waves due to grain scattering in the Rayleigh 

regime can be given as  


� = 
1. �. ��    (2.3) 

where T is the grain volume and S1 is the proportionality constant which is primarily 

dependent upon the acoustic anisotropy of the grains, density and ultrasonic velocities 

in the material. For grains with spherical geometry, T can be written as 

� = �
����     (2.4) 

Substituting the value of T in the Eq. 2.3 gives 


� = 
. ��. ��     (2.5) 

where S (dB/cm (MHz)4 cm3) for cubic materials is defined as [2]  

          
 = �	��	��
����	��	 !" #

�
 !$ +

�
 &$'         (2.6) 

				
� ∝ ��. ��	(Rayleigh	scattering; 	when	8 > 2��)   

 ∝ �. ��			(Stochastic	scattering; 	when	8 ≤ 2��)                         (2.2)                       

  ∝ 1/�					(Diffusion	scattering; 	when	8 ≪ 2��)   
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where C represent elastic anisotropy, ρ is density, VL is longitudinal wave velocity and 

VT is shear wave velocity. The elastic anisotropy, C is defined as [2] 

C=C11 ‒ C12 ‒ 2C44            (2.7) 

where C11, C12 and C44 are the single crystal elastic coefficients. It can be concluded 

from Eq. 2.5 that ultrasonic attenuation not only varies with grain size and frequency 

but also depends on the scattering factor of the materials. Papadakis [2] has reported 

the grain scattering factor for various metallic materials. It has been shown that the 

grain scattering factor depends on the microstructural features of the alloy [2].         

Gao et al. [28] have studied the frequency dependence of ultrasonic attenuation in cast 

iron using broad band frequency in the three characteristic regions of scattering. It has 

been demonstrated that the scatter size of samples can be evaluated from ultrasonic 

measurements. Average scatter size obtained from the ultrasonic and metallographic 

examinations showed good correlation [28].  

2.2.2 Absorption of ultrasonic waves 

During the propagation of ultrasonic wave, absorption is caused by the inelastic 

interaction of wave with structure of medium. The absorption in a material is 

quantified by a quantity called absorption coefficient (αa) expressed by the following 

equation  


C =	D���.� + D�� + D���            (2.8) 

where a1, a2 and a3 are constants and f is the frequency of the ultrasonic wave. The 

first, second and third terms on the right side of Eq. 2.8 corresponds to thermo - elastic 

losses, magnetic losses and losses due to dislocation damping, respectively.  
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At room temperature and in the frequency range of 0.1 - 20 MHz, the dominant 

absorption losses are usually associated with the interaction of ultrasonic wave fields 

with dislocations. In addition to this, interactions also occur with magnetic        

domains [29]. Ultrasonic absorption has been used to characterise the cold work and 

for the assessment of fatigue [30] and creep damage [31] in materials, since a 

dislocation structure is strongly affected by plastic deformation. In many attenuation 

studies, mainly the scattering from prior austenite grain size has been taken into 

consideration for analysing the results. It has been shown that in austenitic stainless 

steel, only 5% of the total attenuation results from the absorption, while the remaining 

95% is attributed to the grain scattering [32]. In ferritic steels, the contribution from 

absorption to the total attenuation is expected to be higher. The reverberation 

technique have been used to measure the absorption in material, where either a contact 

or non-contact type ultrasonic methodology can be adopted [33]. The application of 

ultrasonic absorption measurements for materials characterization is limited by the 

fact that sufficiently precise measurements of absorption are not possible with 

conventional techniques employing couplant.  

2.3 Grain size characterisation  

Different conventional ultrasonic methods have utilised velocity and attenuation 

as basic tools for grain size measurements. The grain size of a material is an important 

engineering parameter which influences the mechanical properties such as yield 

strength, creep, fatigue and impact transition temperature, and is widely used for 

monitoring the quality of the product during manufacturing processes [19, 34]. The 

dependence of yield strength (YS) and impact transition temperature (TT) with grain 

size is expressed by well-known Hall-Petch relations given below [35] as 
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where Y0 and T0 depend on composition and temperature, ky and k0 are constants and d 

is the average grain diameter. Generally grain size is measured from optical methods 

by analysing the micrographs, which are produced by metallography technique [36]. 

Such measurements using conventional metallographic technique is time consuming 

and sometimes requires cutting of specimens from the component. In addition to this, 

the metallographic technique provides the grain size only at the selected locations. 

The spatial variation in grain size present in the material cannot be obtained using this 

technique. It is advantageous to use a non-destructive method for the measurement of 

the grain size of a material.  

Palanichamy et al. [37] observed a decrease in ultrasonic velocity with increase 

in grain size (in the range of 60-110 µm) in AISI type 316 austenitic stainless steel. A 

linear relationship was reported between the velocity and the grain size obtained by 

metallography [37]. The variation in longitudinal wave velocity with grain size has 

been explained based on the theory proposed by Hirsekorn [38, 39]. According to this 

theory, the product of the wave number (k) and the average grain diameter (d), i.e. kd, 

is the deciding factor for the change in velocity with grain size. It has been shown that 

the velocity passes through a minima when the conditions i.e., grain size–wavelength 

combination are favourable for resonance interaction between ultrasonic waves and 

the grains. The pioneering work in the area of grain size evaluation by utilising 

ultrasonic attenuation (UA) is reported by Papadakis [2]. In UA measurements, the 

amplitudes of the successive back-wall echoes are used. However, for highly 
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attenuating austenitic stainless steel with thick specimens or specimens with large 

grain size, the amplitudes of the second and subsequent back-wall echoes are usually 

very small. The smaller amplitudes of the back-wall echoes limit the use of 

conventional ultrasonic velocity and attenuation measurements for grain size 

evaluation. In such cases, ultrasonic relative attenuation (URA) method can be 

employed [40]. The URA uses the amplitude of the first back-wall echo as the 

parameter correlating with the grain size. But this approach is also limited for use due 

to higher dependencies on the coupling condition and the variation in the thickness.  

The scattering induced ultrasonic attenuation also offers a simple way for 

material inhomogeneity characterisation including grain size measurement in 

polycrystalline materials [2], porosity assessment in cast metal [41, 42] and in 

composites [43]. Ultrasonic backscattering techniques have been used for grain size 

characterisation [44, 45], by evaluating the attenuation coefficients from the 

exponential decay of the backscattered signals. Nagy et al. [46] have shown that the 

ultrasonic attenuation measured using backscatter technique is limited to samples of 

evenly distributed inhomogeneties. The backscatter technique works well with 

polycrystalline materials where grain structure and size distribution are uniform. 

However, the accuracy of attenuation measurements from backscattering technique is 

lower compared to coherent transmission technique. The scattering caused by 

inhomogeneties takes place in forward as well as in backward directions, but the 

scattering induced attenuation of the backscattered signal tends to be approximately 

half of the plane wave attenuation [46]. Apart from conventional amplitude based 

measurements, Fourier transform based spectral analysis techniques have been 

reported for grain size characterisation in austenitic stainless steels [47]. The 
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frequency shifts estimated by homomorphic processing technique from backscatter 

echoes is also correlated with grain size [48, 49].  

2.3.1 Spectral analysis 

Ultrasonic spectroscopy is a further development of the pulse-echo technique, 

which uses broadband ultrasound and analyses the spectra of echo pulses. Analogous 

to light, the specimen is insonified with white sound. The variation in microstructure 

or the presence of defects alter the ‘color’ of the wave travelled through the material 

and the change in the ‘color’ of the sound wave provides information about the 

material. Ultrasonic spectroscopy has been successfully used for the characterization 

of defects and microstructural features [50]. The wide application of this technique 

includes, the measurement of depth of surface opening cracks [51] and quality testing 

of interfacial bonding [52]. Gericke et al. [53] have demonstrated the use of ultrasonic 

spectroscopy for grain size determination, by interrogating metal plates with 

broadband ultrasound. The ‘loop frequency’ responses of steels of varying grain size 

showed that, as the mean grain size increased from 50 µm to 100 µm, the ratio of the 

heights of the two frequency humps changed and the higher frequencies preferentially 

get attenuated by coarser grained material. The shift in the spectral peak frequency has 

been used for the evaluation of structural variations induced during tensile 

deformation in SUS304 stainless steels [54]. In this case, the spectral peak frequency 

was found to increase with increase in the tensile elongation. This is attributed to the 

deformation induced martensitic transformation during tensile deformation resulting 

in smaller crystalline grains, thereby reducing the attenuation due to ultrasonic 

scattering [54]. 
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Kumar et al. [47] have studied the influence of grain size on ultrasonic spectral 

parameters in AISI type 316 austenitic stainless steel. The peak frequency and the full 

width at the half maximum (FWHM) of the autopower spectrum of the first back-wall 

echo have been correlated with the grain size. Fig. 2.1 (a) and (b) show the effect of 

grain size on ultrasonic first back-wall echo and its autopower spectrum, respectively. 

Amplitudes of both the first back wall echo and its autopower spectrum decreased 

with increase in the grain size due to the increased attenuation. Furthermore, with 

increase in the grain size, the higher scattering for high frequency results a decrease in 

the peak frequency and the FWHM. These ultrasonic spectral parameters were found 

to vary linearly with the inverse of the square root of the grain size (Fig. 2.2) 

exhibiting Hall - Petch type of relationship and hence can be linearly correlated with 

the yield stress, if the other microstructural features remain same [47]. The proposed 

methodology has useful practical significance that the devised parameters are 

independent for different coupling conditions and the error involved due to couplant 

variations can be minimised. 

 

 

 

 

 

 

Fig. 2.1. Influence of grain size on (a) ultrasonic first back-wall echo and (b) its 

autopower spectrum in AISI type 316 stainless steel [47]. 
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Fig. 2.2. Variation in peak frequency (PF) and full width at half maximum (FWHM) 

of the autopower spectrum of the first back-wall echo with grain sizes (d) and (d-1/2) 

[47].  

2.3.2 Homomorphic processing 

A homomorphic system is one in which the output is a superposition of the input 

signals, i.e., the input signals are combined by an operation comprising of algebraic 

characteristics of addition [55]. Homomorphic processing is a complex nonlinear 

signal processing technique proposed by Saniie et al. [48, 49], which utilizes Fourier 

transform and logarithmic operations to convert convolutional signals to additive 

form, which can then be decomposed conveniently. The homomorphic wavelet 

recovery system is shown in Fig. 2.3 (a-f) [49], in which the grain signal is Fourier 

transformed to determine the magnitude spectrum. Following this, a logarithmic 

operator is applied to convert the multiplicative relationship between the mean echo 

wavelet and the grain impulse response to an additive relationship. The inverse 

Fourier transform of this provides grain signal power cepstrum. The cepstrum is the 

outcome of taking the Fourier transform of the log spectrum as a signal. The name 

cepstrum is derived by reversing the first four letters of ‘spectrum’. One of the 
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important properties of cepstrum is that it is a homomorphic transformation. The 

spectrum of the mean echo wavelet is approximately Gaussian shaped in the 

frequency domain and its power cepstrum has a time width which is shorter than the 

power cepstrum of the grain impulse response. Therefore, when a short pass filter of 

duration equivalent to echo duration is applied to the grain signal power cepstrum, the 

power spectrum of the echo wavelet can be recovered.  

The homomorphic technique was used to analyse ultrasonic backscattered 

signals from specimens of different grain sizes [48]. This technique was able to 

remove randomness in the backscattered signals and it was possible to extract 

frequency dependent attenuation coefficient. Further, the feasibility of grain size 

characterisation using the developed approach has been demonstrated [48].  

 

Fig. 2.3. Homomorphic wavelet recovery system (a) system sketch, (b) backscattered 

grain signal, (c) magnitude spectrum of grain signal, (d) log magnitude of the signal, 

(e) magnitude cepstrum of signal and (f) recovered log magnitude spectrum of 

ultrasonic wavelet [49]. 
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Various approaches reported in literature for grain size characterisation are 

based on spectral analysis of ultrasonic echoes by Fourier transform (FT). Individually 

back-wall echoes or backscatter of the ultrasonic signals have been utilised for this 

purpose. A signal processed with the FT can only give the frequency distribution over 

the entire signal window. It can be compared to sinusoidal functions spread over the 

entire signal, but they are not connected to any ultrasonic pulse timings. As a result, 

the classical Fourier transform does not provide the evolution of frequency contents 

with time in non-stationary signals, as seen in materials with high ultrasonic 

scattering. This demands the use of methods which can deal with non-stationary 

signals and provide time-frequency localisation for enhanced analysis of noisy signals.  

To the best of author’s knowledge, time-frequency based studies have not been 

carried out for grain size characterisation of austenitic stainless steels. In the thesis, 

the details of systematic studies carried out using two time-frequency approaches, viz., 

short time Fourier transform (STFT) and continuous wavelet transform (CWT) for 

characterisation of grain size in austenitic stainless steel are presented. The proposed 

time-frequency approaches have been qualified using a set of specimens with a range 

of grain sizes (30-210 µm) generated by suitable heat treatment. An attempt has been 

made to provide better insight into new aspects of data analysis for microstructural 

characterisation in type 316 austenitic stainless steel using time-frequency 

methodologies developed in this study.  

2.4 Defect characterisation  

The scattering of an ultrasonic wave converts energy of the coherent, collimated 

ultrasonic beam into incoherent, divergent waves. For example, the ultrasonic signals 

obtained from coarse grain materials contain many overlapping echoes, which result 
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from grain boundary scattering. The grain boundary scattering limits the detection of 

small cracks, flaws or other defects, as it reduces the SNR. Often, the flaw echo is 

completely merged into the grain or backscatter noise. In view of this, the use of time 

domain analysis of such signals becomes difficult. Several approaches based on 

frequency and time-frequency domains have been reported to improve the SNR in 

materials with high ultrasonic scattering. A brief review of different signal processing 

methods employed for detection of defects in highly scattering materials using 

ultrasonic waves is presented and this is followed by an overview of defect imaging 

methodologies.  

2.4.1 Frequency domain analysis techniques 

Ultrasonic pulse echo signals contain grain noise echoes, which result from 

random reflectors such as grains. The detection of flaws in the presence of grain noise 

echoes becomes difficult even when the size of flaws are substantially larger than 

grains. In frequency based filtering approaches, different types of filters such as band 

pass and low pass are utilised based on requirements of the bandwidth of the signal of 

interest. One could use conventional frequency domain filtering technique if the signal 

and noise have separate bandwidths. However, the overlapping of signal and noise in 

the frequency domain may lead to the distortion in the signal when a filter attenuates 

the noise components. Besides, the technique based on Fourier decomposition cannot 

be applied to nonlinear and non-stationary signals.  

Krauss et al. [56] and Kennedy et al. [57] proposed the grain echo decorrelation 

resulting from the shift in the transducer position. They have reported the use of 

broadband transducer to transmit a set of narrow band signals and rectification and 

averaging operations on received echoes for flaw to grain echo enhancement [56]. 
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Similar processing techniques have been reported for processing of radar signals. 

However, a more robust approach based on frequency diversity popularly known as 

split spectrum processing (SSP) was proposed by Newhouse et al. [6]. This technique 

showed promising results for flaw to grain echo enhancement, and the brief details 

related to this technique are given below. 

2.4.1.1 Split spectrum processing  

Split Spectrum Processing uses the frequency diversity to determine if a signal 

originates from a real flaw or a grain boundary. The implementation of SSP, therefore, 

makes use of multiple frequencies to inspect a component. This is best achieved by 

the use of a broadband signal, which can then be decomposed into a number of 

frequency bands [6]. The reported studies have utilised SSP for enhancement of SNR 

in coarse grain stainless steel specimens of 75-160 µm grain sizes. This method 

produces frequency diverse quasi-decorrelated signals from the received wide band 

signal by digital filtering. The wideband ultrasonic transducer is used to send and 

receive the pulses into the medium. The receiver output is then Fourier transformed to 

obtain frequency and bandwidth information of the received echo. The amplitude 

spectrum of the received signal is divided into a number of bands by digital filtering. 

Afterwards, inverse Fourier transform is performed at each band to obtain the 

individual frequency shifted signals. The centre frequencies of these signals shall be 

positioned within the half power bandwidth of the transducer. The splitting of the 

signals is achieved using Gaussian shaped filters in frequency domain. 

Karpur et al. [8] have made studies to compare the effect of Gaussian and raised 

Cosine filters on improvement of signal to noise ratio. Once the signal has been 

decomposed into a number of frequency bands, these frequency bands (filtered 
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signals) are recombined. This recombination technique must be able to identify flaw 

signal, based on frequency diversity. A number of algorithms are reported to perform 

the recombination [9]. The minimisation and polarity thresholding algorithms are the 

most widely used recombination algorithms among others to process the frequency 

diverse signals obtained by splitting process [6].  

Studies have also been made to improve the existing method by using the 

bandwidth of each filter proportional to central frequency, whereas in conventional 

methods fixed bandwidth filters are used [9]. A typical diagram representing the steps 

involved in the SSP processing of an ultrasonic signal is shown in Fig. 2.4 [9]. The 

performance of the split spectrum processing is found to be very useful in grain noise 

suppression, but it is very sensitive to the spectral range selected for processing. 

Secondly, the optimisation of various parameters need to be carried out to perform the 

processing. The signal to noise ratio enhancement capabilities of the SSP is critically 

dependent on the selection of the processing parameters such as location of the signal 

in the spectrum, number of filters and bandwidth [58].  

An example of SSP processing towards SNR improvement of an ultrasonic 

signal is shown in Fig. 2.5. The improvement in the SNR of an ultrasonic signal 

obtained from a flat bottom hole in titanium specimen along with comparative 

analysis of different algorithms developed to process the ultrasonic signal shown in 

Fig. 2.5 indicated that, the minimisation of squared signals (Fig. 2.5 (d)) brings out the 

best improvement in SNR among other algorithms [6].  
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Fig. 2.4. Schematic of processing steps being carried out for enhancement of SNR 

using split spectrum processing (SSP) technique [9]. 

 

Fig. 2.5. The comparison of improvement in SNR of an ultrasonic signal from a flat 

bottom hole by applying different recombination algorithms to the SSP processed 

signal (a) squared wideband echo signal (unprocessed), (b) average of decomposed 

squared signals, (c) square of the decomposed averaged signals and (d) minimisation 

of decomposed squared signals [6].  
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2.4.1.2 Other techniques  

Besides SSP, other approaches for structural noise removal such as Wiener 

filtering techniques based on group delay statistics have been used [59, 60]. The group 

delay of noise will be random, however it will be constant at the flaw location. This 

information is utilised for the detection of a flaw. These algorithms are based on 

designing a filter that has a high gain at frequencies where the SNR is large, and a low 

gain where the SNR is small. The main characteristics of this processing are to 

balance the conflicting goals of reducing the noise at filter output without distorting 

the signal [61]. The maximum likelihood estimation [62] and adaptive filtering [63] 

have been used for noise suppression and SNR improvement in ultrasonic testing. The 

artificial neural network based on the framework of adaptive FIR filtering has been 

used to enhance the SNR of ultrasonic signals in highly scattering materials such as 

large grained stainless steels and composites [64]. It has been shown that the artificial 

neural network based adaptive filter provides better signal enhancement compared to 

conventional adaptive filter [64]. 

The spectral analysis of backscatter has also been used to predict the presence or 

absence of a flaw based on the frequency shifts at the defect locations in coarse grain 

materials. The performance of autoregressive (AR), Pony’s algorithm and multiple 

signal classification (MUSIC) methods have been compared for the detection of defect 

in coarse grained stainless steels [5]. The second order AR model produces better 

instantaneous frequency estimation in terms of resolution and accuracy [5]. The 

instantaneous frequency determined by the above mentioned methods showed 

promising results for flaw detection capabilities in the steel material.  
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In addition to the above, method based on the time varying spectral content of 

the ultrasonic echoes has been used to predict the presence or the absence of flaw echo 

in the received echo from highly scattering materials. The errors predicted by linear 

and time-varying parametric model for structural noise are less. However, in the 

presence of flaw, errors are large and change locally at the flaw location [61]. Due to 

the frequency dependent attenuation of ultrasonic signals in coarse grain steel, the use 

of time-frequency (TF) analysis becomes essential for improved understanding and 

extraction of hidden information.  

2.4.2 Time-frequency domain analysis techniques 

2.4.2.1 Wigner ‒ Ville distribution  

The evaluation of TF distribution plays an important role in flaw detection and 

characterisation in ultrasonic non-destructive evaluation. Wigner ‒ Ville distribution 

(WVD) provides an actual TF representation of an ultrasonic echo on a joint time-

frequency plane. WVD being superior in energy distribution concentration, is 

confronted with cross-terms interference (CTI) when signals are multi-component 

[65]. Fig. 2.6 shows a synthetic seismic trace comprised of three components 

constructed by adding with Ricker wavelets of different centre frequencies [65]. The 

seismic trance was modelled for a time duration is 0.6 s. The first seismic event (at 

100 ms) is an isolated wavelet with a centre frequency of 50 Hz. The second seismic 

event (at 300 ms) consists of a 50 Hz wavelet and a 20 Hz wavelet arriving at the 

same time. The last one occurring at 500 ms is the superposition of two 40 Hz 

wavelets with a delay arrival time of 25 ms. The artefacts due to CTI can be clearly 

observed between the echo locations in WVD spectra at time scales of 200 and 
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400 ms as shown in Fig. 2.6. Wu et al. [65] have proposed advanced processing 

methods to alleviate the problems of cross terms interference in WVD.  

 

Fig. 2.6. A synthetic trace and its time-frequency spectra generated with Wigner-Ville 

distribution. The cross term interference can be observed in the WVD spectra between 

the echo locations at time scales of 200 and 400 ms [65].  

2.4.2.2 Short time Fourier transform  

The STFT is one of the most widely used algorithms in joint time-frequency 

analysis (JTFA) based on detailed FT centred at each time point. From the perspective 

of signal processing, there is minor difference between STFT and FT based 

processing. In STFT processing, the signal is divided into small segments, where the 

signal can be assumed to be stationary. To achieve this, a window function is chosen. 

Since the bases are no longer of infinite extent in time, it is possible to monitor the 

variations in signal frequency spectrum as a function of time. This is accomplished by 

the translation of the window as a function of time t, resulting in a 2D joint time-

frequency representation STFT (t, ω) of the original time signal. The window function 

is first located at the very beginning of the signal and will be shifted in specified 

intervals till the end of the signal. At each window location, the FT is obtained. The 

spectra at any particular time are then stacked to reflect the lateral variation of signal 
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behavior in both time and frequency in JFTA. The magnitude display │STFT (t,ω)│ 

is called the spectrogram of the signal. The STFT algorithm and the window function 

can be mathematically represented as  

∫
+∞

∞−

−−== dtettsStsSTFT
tjωτχωτ ).()(),()]([    (2.11) 

where, χ(t) is the window function which has a user defined time duration and s(t) is 

the waveform signal in time domain. This operation (Eq. 2.11) differs from the 

Fourier transform only by the presence of window function χ(t). As the name implies, 

the STFT is generated by taking the Fourier transform of smaller durations of the 

original waveform. Alternatively, we can interpret the STFT as the projection of the 

function s(t) onto a set of bases tj
et

ωτχ −− ).( with parameters τ and ω.  

The result of this analysis depends on the choice of the window function leading 

to a tradeoff between time localization and frequency resolution. If the window length 

is too small, spectral leakage of low frequency component appears and when it is too 

long, the target of interest would be blurred [3]. The analytical and numerical 

evaluation of resolutions achieved by STFT for ultrasonic applications has been 

reported [66]. The study concluded that, with the a prior knowledge of the 

measurements system characteristics and using developed TF characteristic curves, 

the optimal window parameter for STFT can be obtained [66]. The window parameter 

determines the time and frequency resolution, which is constant for a particular 

window size. In the context of time–frequency analysis, uncertainty principles are 

referred to as the Gabor limit, or the Heisenberg–Gabor limit as described below in 

Eq. 2.21 [66, 67] as 
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∆F∆� ≥ �
��    (2.12) 

∆F		is decided by the window length which is selected only once for the entire analysis 

and accordingly ∆� is also fixed. 		The width of the window function relates to how 

the signal is represented, whether there is good frequency resolution (frequency 

components close together can be separated) or good time resolution (the time at 

which frequencies change). A wide window gives better frequency resolution but poor 

time resolution, while narrower window gives good time resolution but poor 

frequency resolution. A schematic of the STFT time-frequency plane is shown in Fig. 

2.7. Time and frequency resolutions are constant and being determined by window 

size, and this is represented by squares in the time-frequency plane [68].  

 

The STFT and WVD processing have been successfully employed in resolving 

complicated issues by utilising their time-frequency analysis capabilities. For 

example, acoustic spectrum of a transmitting aircraft, when received by stationary 

receiver, changes with time due to acoustical Doppler effect. The STFT and WVD 

have been used in estimating the propeller blade rate at short time intervals for an 

aircraft flying at a constant altitude and speed over an acoustic sensor located above 

Fig. 2.7. Schematic of STFT processing indicating the importance of the window 

length determination. The time and frequency resolutions are fixed for entire analysis 

depending on the window length chosen.  
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the ground level. The temporal variation in the observed blade rate is then used to 

estimate the speed and altitude of the aircraft [69]. 

Determination of acoustic attenuation and dispersion has important applications 

in ultrasound tissue characterisation and non-destructive testing of materials. 

Generally, Fourier transform based signal processing methods are used to get the 

amplitude and phase spectra of ultrasonic signal to estimate the attenuation and 

dispersion of the given medium. However, these methods require phase unwrapping to 

be carried out for unambiguous measurements. Zhao et al. [70] used STFT to estimate 

ultrasonic attenuation and dispersion. The attenuation measurements are carried out 

based on the amplitude decay of ultrasonic pulse, and the phase velocities are 

evaluated based on the mono frequency components extracted by STFT. This method 

was very useful in eliminating ambiguity issues in phase angle calculations [70].  

2.4.2.3 Wavelet transform  

The wavelet transform (WT) is an alternate approach to the STFT to overcome 

the constant resolution problem. Wavelet transform mainly consists of two different 

processing techniques called as continuous and discrete wavelet transforms. 

Continuous wavelet transform (CWT) 

The wavelet transform is defined in terms of basis functions obtained by 

compression/dilation and shifting of mother wavelet [4]. It acts as a mathematical 

microscope which allows one to zoom in on the fine structure of a signal or 

alternatively to reveal large scale structures by zooming out. The property of self-

adjusting the analysis window according to signal frequency makes it more suitable 

for the analysis of transient non-stationary ultrasonic signals. In the wavelet analysis, 
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the signal is multiplied with a function called mother wavelet, similar to the window 

function in the STFT, and the transform is computed separately for different segments 

of the time-domain signal. The width of the window is changed as the transform is 

computed for every single spectral component, which is the most significant 

characteristic of the wavelet transform [71]. The continuous wavelet transform is 

defined [68] as 

CWTKL(τ, s) = 	ψKL(τ, s) = �
√QR x(t)ψ∗ #

UVW
Q ' 	dt  (2.13)  

It can be observed from Eq. 2.13, that the transformed signal is a function of two 

variables, τ (translation) and s (scale) parameters. The ѱ(t) is the transforming 

function, and it is called the mother wavelet. According to the Eq. 2.13, for every τ 

and s, we have a wavelet coefficient, representing how much the scaled wavelet is 

similar to the function at location t = (τ/s). The term “wavelet” means a small wave. 

The “smallness” refers to the condition that this (window) function is of finite length, 

i.e., compactly supported. The “wave” refers to the condition that this function is 

oscillatory. The term “mother” implies that the functions with different regions of 

support that are used in the transformation process are derived from one main 

function, or the mother wavelet. Hence, the “mother wavelet” is a prototype for 

generating the other window functions.  

The term “translation” is used in the same sense as it is used in the STFT. It is 

related to the location of the window, as the window is shifted through the signal. This 

term, corresponds to time information in the transform domain. However, in the 

wavelet analysis, frequency parameter is not used, as it is assigned for STFT analysis. 

Instead, a scale parameter is used. The inverse of the scale can be correlated with 
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pseudo frequency [68]. A schematic of the CWT time-frequency plane is shown in 

Fig. 2.8, every box in this figure corresponds to a value of the WT in the time-

frequency plane. Though the widths and heights of the boxes change, the area is 

constant. At higher scales (low frequencies), the heights of boxes are shorter (better 

frequency resolution, since there is less ambiguity regarding the value of exact 

frequency), but their widths are longer (which correspond to poor time resolution, 

since there is more ambiguity regarding the value of exact time). At lower scales 

(higher frequencies), the widths of boxes decrease indicating better time resolution, 

however, the heights of boxes increase indicating poor frequency resolution.  

The CWT has been used for extracting the local effects of frequency 

components in ultrasonic impact echo signals [72] which have been correlated with 

the embedded structures such as steel reinfrocement and PVC tubes in concrete slab. 

The features of structures embedded in the concrete could be resolved by the 

difference in the wavlet scales and magnitude plot of wavelet coefficients [72].  

 

 

 

 

 

Fig. 2.8. Schematic of CWT processing indicating the inherent flexible window 

analysis for processing of signal. The time and frequency resolution changes 

depending on the scale of analysis. 

The CWT has also been used for calculating the frequency dependent ultrasonic 

velocity of the longitudinal and shear waves using wavelet scales in the cement based 

materials [73]. A recently reported study utilizes the combination of CWT and the fast 
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Fourier transform (FFT) to study the changes in the fundamental frequency of impact 

echo signals [74]. In the reported study [74], first, the CWT is applied to the signal 

and then appropriate time window is selected based on the wavelet analysis. Further, 

the FFT is applied to the time window optimized by the wavelet to obtain better 

frequency resolution. The ‘scal2frq’ function in Matlab program have been used by 

Trivedi et al. [74] to obtain pseudo frequency values for the corresponding wavelet 

scales. The continuous wavelet transform has been utilised for SNR enhancement of 

ultrasonic signals merged in coherent noise, which were obtained from highly 

absorbing material [75]. The reconstruction of signal with minimisation algorithm to 

selected wavelet scales showed good improvement in SNR. The typical example of 

processing the ultrasonic signals from a highly absorbing material is shown in Fig. 2.9 

[75].  

 

Fig. 2.9. The processing of ultrasonic signal for different wavelet scales and 

application of minimisation algorithm to the CWT processed signal at selected scales 

[75]. 
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Discrete wavelet transform (DWT) 

Discrete wavelet transform (DWT) was developed to save computation time by 

eliminating redundancy in CWT analysis. In CWT analyses of ultrasonic echoes, the 

time-frequency plane is sampled uniformly, but for the higher scales (lower 

frequencies), the sampling rate can be decreased according to Nyquist’s rule. The 

scale parameter is discretized first on a logarithmic grid. The time parameter is then 

discretized with respect to the scale parameter. This means different sampling rates are 

used for each scale or the sampling is done on the dyadic sampling grid. The DWT 

can be interpreted as decomposing a signal into a set of frequency channels having the 

same bandwidth on the logarithmic scale [71]. This processing, not only gives 

information in the time and frequency domains simultaneously, but also act as a sub-

band filter which performs mathematical operations to separate certain frequencies of 

a signal. With the DWT, an original signal can be decomposed into a series of 

approximations (‘A’ components, or low frequency components’) and details (‘D’ 

components, or high frequency components) that reveal useful information on the 

signal characteristics which may not appear in the original signal. Fig. 2.10 represents 

the concept of dyadic filtering of an ultrasonic signal by DWT processing. The 

original signal can first be decomposed in to A1 and D1 components and this step is 

repeated. The repetition number is called the level and at the nth level, the original 

signal can be represented as, Y(F) = Z[ + ∑ ]^[̂_� , where i is an integer. The time-

domain signals are passed through various high-pass and low-pass filters to filter out 

either high frequency or low frequency portions of the signal [71]. Chen et al. [10] 

reported the use of DWT for enhancement of SNR in coarse grain 304 SS. The study 

showed that DWT has good potential to improve SNR during ultrasonic inspection of 

coarse grained materials [10]. 
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Erdal et al. [76] have used DWT for decorrelating flaw echoes from clutter 

echoes and the benefits of DWT in utilizing both temporal and spectral properties 

have also been discussed. The improvement of the flaw to clutter enhancement of 

ultrasonic signals is dependent on the frequency scales used and type of wavelet 

kernel used for processing the data [76]. The use of DWT has been reported to 

estimate the porosity content of composite material from ultrasonic backscattered 

signals. The ultrasonic echoes from a composite material comprise of multiple 

reflections from plies, porosities as well as background noise. Due to the presence of 

signals from different sources, the backscattered signals have various frequency 

bands. The ultrasonic backscattered signals were recorded from specimens of different 

porosity levels and decomposed into approximation and details coefficients by DWT 

processing. The peak frequency of the decomposed signal with different porosity 

content was recorded. Good correlation was found between the porosity content and 

the maximum amplitude of peak frequency of the decomposed signal [77].  

The wavelets have been found to be very useful in detecting single targets, 

however, they are less effective in resolving closely spaced targets in comparison with 

SSP [78]. The comparative studies for noise suppression using DWT and Weiner filter 

Fig. 2.10. Schematic of dyadic filtering scheme being used in the DWT based 

processing of signals. 
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based methods have been reported, where the DWT based denoising method is found 

to be more effective in removing the high frequency noise from the signal [79]. The 

pioneering work in the area of wavelets was done by Abbate et al. [7], where wavelets 

have been used as a band pass filter by using filter banks to cover the tested ultrasonic 

frequency band. They have utilised wavelet transform for improved ultrasonic flaw 

detection. Simulated white and coloured noise was added to the experimental signals 

to determine the SNR improvement due to wavelet filtering. ‘Morlet’ mother wavelet 

with a set of filters have been utilised to understand the improvement in SNR. The 

typical example of ultrasonic signal corrupted with white noise and the improvement 

with WT is shown in Fig. 2.11. It has been reported that the use of WT filtering for 

ultrasonic signals buried in noise without any loss of accuracy in time measurement 

helps in the accurate evaluation of flaw depth [7]. The 1-dimensional time signal 

transformed to 2-dimensional representation using wavelet approach results in 

redundancy, however, this can be advantageously utilised to improve the 

interpretation of experimental data [7]. Zhang et al. [80] proposed a theoretical model 

to estimate the optimal frequency to bandwidth ratio of the Gaussian wavelet. The 

proposed model was verified with experimental investigations [80]. Peng et al. [81] 

have treated WT as band pass filter whose central frequency and frequency bandwidth 

are determined by spectral distribution of a real ultrasonic signal obtained from a 

specimen. They have carried out the simulation studies to validate their approach and 

experimentally verified on real pipeline specimens for evaluation of defects. Typical 

example for improvement of SNR of ultrasonic signals from cracks near to inner and 

outer walls of pipeline is shown in Fig. 2.12. The processing of signals improved the 

appearance of flaw indications, which were otherwise merged in high frequency noise.  
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Fig. 2.11. The improvement of SNR with wavelet processing of signals (a) original 

ultrasonic signal, (b) whiter noise added and (c) output of wavelet transform [7].  

 

Fig. 2.12. Typical plots of original signals and processed signals used to identify flaws 

in pipelines: (a) original ultrasonic signal with crack near the inner wall, (b) processed 

result of (a), (c) original signal with a crack near the outer wall and (d) processed 

results of (c) [81].   
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The denoising performance of the wavelet processing of an ultrasonic signal 

depends on various parameters including type of wavelet, thresholding method and 

threshold selection rules. The use of level dependent thresholding has been reported 

for improvement of SNR in ultrasonic non-destructive evaluation of sound scattering 

materials such as carbon fibre reinforced plastic composites [82]. The universal 

thresholding rule is found to be more appropriate for enhancement of SNR compared 

to other selection rules. A typical example of SNR improvement with hard 

thresholding procedure is shown in Fig. 2.13. The application of thresholding rules on 

DWT processed signals shows good improvement of SNR, even when the frequency 

band of the grain noise and flaw signal are similar [82]. The higher order wavelets 

have been used for analysing denoising performance of time of flight diffraction 

(TOFD) signals obtained for austenitic stainless steel welds [83]. The studies showed 

that higher order wavelets give better SNR improvement compared to lower order 

wavelets [83].  

Undecimated wavelet transform 

The most significant problem with DWT is that it is not shift invariant 

transform. The shift variance results from the use of decimation in the DWT. 

Decimation implies the removal of odd indices in each decomposition level of DWT. 

This down sampling results in wavelet coefficients with position dependence. This can 

add large change in reconstructed waveforms. The study has also reported achieving 

shift invariance by using undecimated wavelet transform instead of discrete wavelet 

transform, where zero padding is used to up-sample the filter bank coefficients. The 

proposed method showed good SNR improvement compared to conventional wavelet 

method [84].  
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Fig. 2.13. The performance of wavelet filtering when spectral content of noise and 

signal are similar (a) typical frequency band of grain noise and frequency response of 

ultrasonic transducer, (b) time domain signal of ultrasonic signal merged in noise and 

(c) ultrasonic echo recovered with improved SNR by wavelet filtering (db6 with hard 

thresholding) [82].  

Other methods 

Time-frequency analysis methods are mainly used to improve the defect 

detection resolution. The S-transform, a hybrid of STFT and CWT, has been used for 

detection of echoes in the presence of poor SNR. The S-transform retains absolute 

phase information, while preserving good time-frequency resolution for all 

frequencies. However, STFT has low resolution and WT does not provide any phase 

information. The proposed method based on modified S-transform is able to show 

correct time-frequency information of multiple Gaussian echoes with low SNR. The 

usefulness of the proposed approach was demonstrated by resolving closely spaced 

ultrasonic echoes obtained from side drilled holes in a steel block [85].  
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2.4.2.4 Hilbert‒Huang processing 

The combination of empirical mode decomposition (EMD) technique with 

Hilbert transform is known as Hilbert‒Huang processing technique [15]. EMD is 

designed to decompose, non-stationary, non-linear data into a series of Intrinsic Mode 

Functions (IMFs) adaptively. This procedure is automatic, data-driven and time-

variant. The IMFs are generated by data shifting operations and then Hilbert transform 

is applied to these IMFs. The following conditions need to be satisfied for a signal to 

be an IMF: 

1. `abcdefgdhdf − abcidgjVkgj��^[l` ≤ 1   (2.14) 

where, Numextreme: The number of local extreme points (includes local maxima 

and local minima); Numzero-crossing: The number of zero-crossing points. 

 

2. |c(F)| = nopqr(f)sopqr(f)
� n = 0    (2.15) 

where, hmax(t): The envelope interpolated by all the local maxima; hmin(t): The 

envelope interpolated by all the local minima; m(t): The mean sequence of 

local maxima and minima envelopes.  

The algorithm to decompose a signal into a series of IMFs is established with 

the definitions of local maxima and minima of the signal s(t). The local maxima smax(t) 

and minima smin(t) are connected by a cubic spline line to produce respective upper 

us(t) and lower ls(t) envelopes. The respective mean is denoted as m1(t) and is given by 

cu(F) = vw(f)suw(f)
�    (2.16) 

 

The difference between the original signal s(t) and the so-called running mean is the 

first component as h1(t), h1(t)=s(t)-m1(t). The shifting processing has to be repeated 



Chapter 2 

43 

 

upto k times, as it is required to reduce the extracted signal to an IMF as                      

h1k(t) = h1(k-1)(t) - m1k(t), where subsequent component h1(k-1) is treated as original 

signal. The resulting time series is the first IMF as c1(t)=h1k(t). To check, if h1k(t) is an 

IMF, the following conditions must be satisfied: 

1) the component h1k(t) should not display undershots or overshots riding on the 

original signal and produce local extremes without zero crossing. 

2) should display symmetry of the upper and lower envelopes with respect to zero. 

3) the number of zero crossings and extremes should be same for both functions.  

The criterion for the shifting process to terminate comes from the size of the 

standard deviation (SD), computed from the two consecutive shifting results and is 

given by 


] = �
h∑ 	x`(oy(z{y)(f)Voy(z{y)(f))`

�

oy(z{y)� |	}f_�   (2.17) 

where m is the maximum number of the original signal digitising rate cells, T is the 

total length of the signal. A typical value for SD can be smaller than 0.3. The first IMF 

c(t) is subtracted from the original signal as r1(t) =s(t)-c1(t) and this difference is called 

as the residue r1(t). It is treated as the new signal and subjected to the same shifting 

process. The process of finding intrinsic modes cj continues until the final residue rn(t) 

will be a constant or a monotonic function. Then original signal is decomposed into  

n-empirical modes and a residue as 

Y(F) = ∑ ~�s[�_� �[    (2.18) 

The second step is to apply the Hilbert transform to the decomposed IMFs. Each IMF 

component has its Hilbert transform 

��(F) = �
� 	�	 R

k�(f�)
fVf� �F�s�

V�     (2.19) 
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where P indicates the Cauchy principal value. With this definition, the analytic signal 

is defined as 

�f = ~� + ���(F) = D(F)�^�(f)   (2.20) 

in which,  

D�(F) = �~�� + ��� − �Y	Fℎ�	cD���Fb�� 

�� = D�~FD� ���(f)k�(f)� − is	the	phase  

To analyse the analytic signal z(t), the Hilbert amplitude spectrum H(ω,t) is used. 

Therefore, one can define an instantaneous frequency �� given by 

�� = ���(f)
�f      (2.21) 

Thus, the original signal can be expressed as 

    Y(F) = ���∑ D�(F). ��^ R��(f)�f�[�_� �   (2.22) 

Equation 2.16 enables to represent the amplitude (or the energy) and the instantaneous 

frequency. The HH based processing has been applied for the detection of defects in 

multi-layered fiber-reinforced plastic pipes [86]. The artificially made defects were 

detected and imaged using this method. However, to improve the capability of defect 

detection, the method of subtraction has been proposed [86]. The HH based 

methodology has also been used for the analysis of ultrasonic backscattered signals 

from coarse grain material [87]. Here, the summation of the IMFs is used for signal 

reconstruction, however, only the first IMF has been used for examining the time-

frequency representation of the signal. The results have been compared with the other 

time-frequency analysis method called as chirplet signal decomposition [87], and are 

found to be accurate with respect to time and frequency representation. A chirplet is a 

piece of chirp similar to as wavelet is a piece of a wave. More precisely, a chirplet is a 

windowed portion of a chirp function, where the window provides time localization 
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property. A comparative study between wavelet and HH based analysis is reported for 

coarse grained materials. The usefulness of HH based denoising method in 

comparison to wavelets is discussed [87]. The experimental and theoretical studies 

have also been reported to understand the SNR improvement of ultrasonic signals 

obtained from coarse grain stainless steel by EMD based processing [16]. The details 

of the Ensemble Empirical Mode Decomposition (EEMD) processing, which is found 

to be very useful in alleviating the mode mixing problem of EMD, is given below 

[17]. 

Introduction of EEMD 

In the EEMD, white noise having the amplitude of a fraction (typically 0.1-0.4) 

of the standard deviation of the signal is added before performing EMD to decompose 

the signal into IMFs. In each trial, the ensemble average of each IMF is taken over all 

the trials to represent the true IMFs. The noise added in each trial to prevent the mode 

mixing effect, tends to diminish by	��/√�, where �� is the noise amplitude and M is 

the number of ensemble members. The procedure for the EEMD analysis can be 

described as follows [17]: 

1. Add a finite amplitude of white noise to the targeted data and then 

decompose it into IMFs using EMD as 

�[�(F) = �(F) + ���[(F)	   (2.23) 

where �[�(F) is the signal after adding the white noise during the nth trial, 

�(F) is the targeted data, �� is a scaling factor to be multiplied by the white 

noise at each trial and �[(F) is the white noise added during the nth trial. 

2. Repeat the above steps with different sets of white noise added over a large 

number of trials. 
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3. Find the mean of each IMF obtained in different trials to arrive at the final 

IMFs.  

Determination of noise amplitude 

One of the crucial issues in the EEMD method to prevent mode mixing is the 

determination of amplitude of noise (	��). It has been reported that the optimum 

amplitude of the noise to be added is in the range of 0.1-0.4 times the standard 

deviation of the signal [17]. If the amplitude of the added noise is too small, it would 

not be sufficient for preventing mode mixing. Different time scales present in the 

signal may not get separated when the signal is decomposed into IMFs. If the 

amplitude of noise added is too high, the number of ensemble averages required may 

be too large for a reasonable suppression of noise in the ensemble averaged IMFs. 

Thus, there is a trade-off between the computational efficiency (based on number of 

ensemble averages taken) and the signal to noise ratio finally achieved (based on 

residual noise in the IMFs). Mariyappa [88], has proposed a method for determination 

of noise amplitude by using the second order derivative of the signal. Wang et al. [18] 

have reported the superiority of EEMD processing for detection of underground sink 

holes in a seismic survey. They have shown that in the time–frequency analysis of 

seismic profiles, the time–frequency spectrum obtained by EEMD reflects the 

geological subsurface geology more accurately compared to EMD as shown in        

Fig. 2.14. 
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Fig. 2.14. Sliced time–frequency spectrum at a particular frequency based on (a) EMD 

and (b) EEMD processing of a seismic record [18]. 

2.5 Imaging of defects in highly attenuating media 

A review of a few studies reported in the literature for imaging of defects in high 

scattering media is presented in this section. Partial spectra approach has been used to 

visualise the defect echo merged with noise in coarse grain steels. The partial spectra 

approach, i.e., the temporal or spatial frequency components of B-scan image are used 

individually to obtain information regarding the flaw location. This approach has been 

found to be very useful compared to conventional two dimensional spectrum [89]. 

The block filtering approach has been used to increase the lateral resolution 

thereby improving the flaw sizing accuracy in mild steel specimens. In the block-

filtering process, the returned ultrasonic echoes are Fourier transformed and a band of 

frequency information is used to construct the C-scan image. However, in case of 

deconvolution, the block-filtered C-scan image is deconvolved with respect to the 

point spread function of a transducer used for acquiring the data. The deconvolution 

process is achieved by a frequency domain Weiner deconvolution algorithm. The 

(a) 

(b) 
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block filter removes the dominant low frequency components in the returned echoes 

and C-scan image is generated with enhanced lateral resolution. This technique has 

shown improvements in sizing of flaw when the central frequency of the block 

filtering is not too far from the central frequency of the returned echoes [12].  

A wavelet based method for C-scan imaging of defects in composite materials 

has been reported [14]. This method overcomes limitations of FT method in having a 

meaningful frequency analysis of peak frequency shifting. The mother wavelet was 

chosen by considering the similarity of wavelet shape with ultrasonic signal to be 

detected. The proposed methodology was used to examine the presence or absence of 

the back-wall echo reflection. The absence of back-wall reflection can be considered 

as an indication of a potential defect. The quantification of the amplitude received at 

the back-wall echo location was performed by a wavelet based characterising 

parameter. However, this technique is not suitable for thick structures as the back-wall 

reflection may be undetectable [14].  

The Hilbert transform based C-scan images of the blind holes in specimens has 

been compared with conventional amplitude based images. Simultaneous real-time 

display of the complex and C-scan images is also possible. It has been reported that 

attributes of instantaneous amplitude can enhance the weak events, but the resolution 

of the image is not improved. However, the instantaneous phase and frequency 

attributes are very sensitive to the boundaries of the holes, and they show clear 

demarcation of the boundaries compared to amplitude based C-scan image [13].  
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2.6 Appraisal of the problem 

The review of literature on materials characterisation reveals that the 

microstructural features which affect the scattering and absorption of the wave such as 

grain size can be effectively characterised by ultrasonic attenuation. The ultrasonic 

spectral analysis can be used for characterising the microstructure due to frequency 

dependent attenuation. In the reported studies, correlation of the frequency shifts of 

the backscatter and back-wall echoes with grain size has been studied. Fourier 

transform based approaches are used to obtain the frequency information, but they are 

limited to the analysis of signals from relatively lower grain sizes. Besides, the Fourier 

transform based measurements are also not suitable for analysing the ultrasonic 

signals in coarse grain austenitic stainless steel, which are non-stationary in nature. 

Hence, there is a need to use more appropriate signal processing techniques, which are 

suitable to analyse non-stationary signals to understand frequency dependent 

attenuation and to characterise grain size in high scattering austenitic stainless steel. 

To the best of the author’s knowledge, this has not been studied earlier and hence, this 

problem has been taken up as a part of the current study. Austenitic stainless steel 

materials are of prime importance for applications in nuclear and chemical industries 

due to their higher mechanical and corrosion resistant properties compared to other 

counterparts.  

Further, for ultrasonic characterisation of defects in highly scattering and 

attenuating materials such as authentic stainless steel and composites, various 

frequency and time-frequency analysis based methodologies have been developed. 

However, most of these analyses methods are limited to simulated signals, and only a 

few studies are reported for imaging of defects in these materials. In view of this, 
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there appears to a need for systematic experimental and theoretical studies to 

understand the frequency shifts with beam path in coarse grain materials and devise a 

suitable imaging technique based on time-frequency parameter. It is important to 

mention that, no systematic study has been reported earlier in this domain. Therefore, 

efforts have been made to develop suitable experimental and theoretical understanding 

of frequency shifts generally observed in coarse grain materials. Further, attempts 

have also been made to develop an imaging methodology based on a time-frequency 

parameter in the present study.  

Furthermore, the SNR improvement of ultrasonic signals by wavelet based 

approaches in highly scattering materials has been reported. However, these 

approaches have limitations with respect to the selection of a mother wavelet, 

optimum scales and decomposition levels. A few studies have also been reported on 

the use of a new adaptive signal processing technique known as EMD for 

enhancement of SNR of ultrasonic signals in coarse grained materials. Form the 

literature it is well known that the EMD suffers from mode mixing and hence it is 

essential to use alternative methods which can alleviate this problem and can be used 

adaptively. The mode mixing can be minimised by EEMD processing, and this 

method has been widely used for geophysical applications. In the thesis, a novel 

approach of EEMD processing of ultrasonic signals in conjunction with signal 

minimisation algorithm is proposed. This approach was successfully employed on 

ultrasonic signals obtained from austenitic stainless steel specimens with a range of 

grain sizes (30 - 210 µm). It has been demonstrated that adaptive reconstruction of 

ultrasonic signals can be achieved with enhanced signal to noise ratio for the grain 

size range undertaken in present work.  
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3.1 Introduction 

This chapter provides the details of experimental set-up used in this study. The 

details of the specific software developed for time-frequency analysis of ultrasonic 

signals obtained from coarse grain austenitic stainless steel are also given. Further, the 

application of a theoretical model for evaluation of peak frequency shift in high 

scattering medium is elucidated. 

3.2 Experimental setup  

The schematic of experimental setup used to carry out ultrasonic immersion 

measurements in this study is shown in Fig. 3.1. The photograph of the experimental 

setup is also shown in Fig. 3.2. Water was used as a coupling medium. Ultrasonic 

immersion transducers having the nominal frequencies of 25 MHz and 10 MHz were 

used to acquire the signals. The transducers were of 6 mm diameter with unfocussed 

nature. The transducers consist of piezoelectric crystals, which vibrate upon the 

application of electrical pulse across the thickness and generate the ultrasonic waves. 

A 35 MHz broadband ultrasonic pulser receiver was used to generate and receive the 

ultrasonic signals from the transducers. The experimentally measured peak 

frequencies of the transducers were found to be 16 MHz (25 MHz nominal frequency) 

and 9 MHz (10 MHz nominal frequency).  

The ultrasonic reflections observed from the specimens were received by the 

same transducer (pulse echo mode) and were converted to electrical signals. These 

electrical signals were acquired by the receiver at an optimum gain and damping 

Chapter 3. Ultrasonic Measurements  
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settings, and the received radio frequency (RF) ultrasonic signals were fed to the PC 

based digitizer. The ultrasonic signals were digitized at 500 MS/s as well as 100 MS/s 

sampling intervals, using a 500 MS/s, 8 bit digitizer card. The influence of different 

data lengths achieved by changing the digitization rates were used to understand the 

adaptive reconstruction of ultrasonic signals by Ensemble Empirical Mode 

Decomposition (EEMD) processing.  

The ultrasonic signals were recorded at specified locations as well as in raster 

scan mode using an automated scanner. The scanner was controlled by an interface 

program developed in LabVIEW. The ultrasonic signals including the water -

 specimen reflection and user specified multiple back-wall echoes were stored in a 

computer using a LabVIEW program. All the waveforms were averaged for 100 times 

to eliminate random noise. The specimens were kept in the far field of the ultrasonic 

transducers.  

 

Fig. 3.1. Schematic of ultrasonic measurement set-up used for data acquisition. 
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Fig. 3.2. Photograph of the experimental set-up.   

3.3 Software for selection of window length for STFT  

The determination of peak frequency at the back-wall or defect echo location 

by short time Fourier transform (STFT) is highly dependent on the window length. 

Therefore, it is essential to determine the optimum window length to process the 

ultrasonic signals with STFT. Software is developed in LabVIEW to monitor the peak 

frequency and -3 dB bandwidth of a signal from STFT with change in window size. 

Typical incremental variation of 64 data points (window length) was chosen to 

monitor the change in the peak frequency of the ultrasonic signal. The peak frequency 

and -3 dB bandwidth were also calculated using standard FFT algorithm. The results 

obtained from STFT and FFT were compared to make the optimisation process robust. 

The front panel of the developed program is given in Fig. 3.3. Detailed investigations 

were carried out to obtained spectral information of the ultrasonic echoes merged in 

backscatter, and the developed software has been used successfully.  

Immersion tank 

35 MHz broad-band 
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Controller 
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3.3.1 Peak frequency estimation using STFT 

An algorithm is developed to determine peak frequency information 

corresponding to peak echo location in the time domain signal by using STFT 

spectrogram. The software developed for peak frequency evaluation at the back-wall 

locations provides the vital input to understand the change in the spectral content of 

the ultrasonic signal.  

3.4 Software for estimating pseudo peak frequencies of CWT  

Since, the time-frequency resolution achieved by STFT is limited due to fixed 

window length, studies have been carried out to utilise parameters based on the 

continuous wavelet transform (CWT) based processing of ultrasonic signals. The 

ultrasonic signal has been normalised with respect to peak amplitude of the first back-

wall echo signal for CWT analysis. The wavelet coefficients were obtained by CWT 

processing of ultrasonic waveforms obtained from specimens of different grain sizes. 

The wavelet coefficient up to 200 wavelet scales were obtained by using ‘Morlet’ 

wavelet. Further, the signal to noise ratio (SNR) was calculated for different wavelet 

scales. A specific software is developed to estimate SNR up to three back-wall echoes. 

The software was developed in LabVIEW using Matlab script mode for this purpose. 

The program requires start of the data, end of the data and individual back-wall echoes 

start and end positions. These values are fed manually. The range of data points 

between the back-wall echoes locations are assumed as backscatter locations. The 

high amplitude front surface reflection was not included for analysis. The data length 

up to three back-wall echoes was used for the calculation of SNR. The front panel of 

the developed LabVIEW program is given in Fig. 3.4. 
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Fig. 3.3. Front panel of LabVIEW program developed for optimization of window length.  
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Fig. 3.4. Front panel of the LabVIEW software developed for calculating SNR of ultrasonic signal by considering the first three back-wall 

echoes.  
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3.5 Model based peak frequency estimation 

The shift in ultrasonic peak frequency due to beam travel in coarse grain 

stainless steel is evaluated by STFT based approach reported in section 5.3.2 of the 

Chapter 5. The peak frequency shift obtained based on this approach is compared with 

that obtained from the mathematical model reported in the literature [90]. This model 

has been suitably modified to be used for our application by incorporating scattering 

induced attenuation.  

Ophir et al. [90] have investigated the relationship between centre frequency 

downshift and transmitted bandwidth in tissue equivalent material by theoretical 

approach. The theoretical model proposed by them was used for a general case of 

frequency shift of a Gaussian pulse in an attenuating medium exhibiting nonlinear 

power law dependency on frequency. It was observed that a wideband ultrasonic pulse 

propagating through such a medium will suffer distortion due to the high rate of 

attenuation of its high frequency components. They have used this model for simple 

cases where close form solutions are available for lower orders (n = 1 and 2) [90]. 

However, for our requirement (n = 4), closed form solution is not available, hence, the 

solution was obtained by an iterative procedure. The details of the program developed 

for iterative solution of this problem is given in Appendix 3.1.  

3.6 Algorithm for C-scan imaging using CWT approach 

Software was developed in LabVIEW to generate C-scan images from the 

wavelet processed ultrasonic A-scans. Typical algorithm which has been used to 

process the ultrasonic signals obtained from coarse grained stainless steel specimens is 

shown in Fig. 3.5. This algorithm is similar to that being used for conventional C-scan 

imaging, where individual ultrasonic A-scans are processed to obtain amplitude and 
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time of flight information of the gated regions. However, in the present study wavelet 

coefficients obtained by CWT processing of ultrasonic A - scans are used for imaging 

of defects, instead of ultrasonic A-scans.  

 

 

  

Fig. 3.5. Algorithm used to perform wavelet based C-scan imaging of defects in thick coarse 

grain austenitic stainless steel specimens.  



Chapter 3 

59 

 

Appendix 3.1 

clear all; close all 

Z=1:1:60; %total propagation distance of ultrasonic pulse in mm 

e=length(Z); 

d=zeros(1,e); 

  

S=1.9e-14;      % scattering factor in µs^4/µm^4  

GS=200*1.45; % Average grain size   

HBW=2.93;     % Half band width of the transducer used in this study 

sigma=HBW/2.36; 

C=8*S*GS^3*sigma^2; 

  

 for i=1:e 

    s=@(f)C*Z(i)*2*1000*f^3 + f-9; % factor of 2 for pulse echo testing;  

       % factor of 1000 to convert mm into µm   

    d(i)=fzero(s,6); 

end 

  

plot(Z,d,'r') 

     

PFS=d';  %Peak frequency shift calculated by the model 

     

save ('d_200_Ophir.txt', 'PFS', '-ascii', '-tabs') %saving the data in ASCII format 

     

 

Symbol Physical meaning Units 

f0 Incident frequency MHz 

fc Peak frequency after shift MHz 

n Order Number 

D Depth mm 

σ2 Variance MHz 

d Grain size µm 

S Scattering factor µs4/µm4 
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4.1 Introduction 

Grain size of a material is an important microstructural feature which influences 

the mechanical properties such as yield strength, creep and fatigue. Grain size has 

been widely used for monitoring product quality during manufacturing processes. 

AISI type 316 austenitic stainless steel is widely used as a structural material in 

nuclear power plants and petrochemical industries due to its high temperature 

mechanical properties and good corrosion resistance. Therefore, it is important to 

nondestructively characterise the microstructure (grain size) of this steel for quality 

control during fabrication and heat treatment to ensure the desired mechanical 

properties. This chapter deals with the understanding of the frequency dependent 

attenuation of ultrasonic waves and quantitative evaluation of grain size in austenitic 

stainless steel using time-frequency analysis approaches such as short time Fourier 

transform (STFT) and continuous wavelet transform (CWT).  

The usefulness of STFT approach in extending the limit of grain size evaluation 

by conventional ultrasonic approaches is discussed in detail. A novel methodology 

developed in this study for selection of optimum window parameter for STFT has also 

been elucidated. The analysis of ultrasonic signals with STFT has fixed time and 

frequency resolution, therefore an advanced signal processing technique (i.e., CWT) is 

also used for the evaluation of grain size in austenitic stainless steel. The details of 

wavelet based pseudo frequency approach developed for grain size evaluation is 

Chapter 4. Time-Frequency based Analysis for 
Understanding Frequency Dependent Attenuation and 
Quantitative Evaluation of Grain Size  
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discussed in detail. Finally, a comparative analysis is made between STFT and CWT 

based approaches for quantitative evaluation of grain size. For the first time, time-

frequency analysis techniques have been used for microstructural characterization in 

the present study.  

4.2 Experimental  

4.2.1 Specimen preparation 

The chemical composition of type 316 austenitic stainless steel used in the 

present study is given in Table 4.1. Specimen blanks of AISI type 316 stainless steel 

were obtained from bar stock material. These blanks were solution annealed at 

different temperatures varying from 1373 to 1623 K for different time durations 

ranging from 15 to 180 minutes followed by water quenching to obtain different grain 

sizes. Subsequently, all the specimens were given a common treatment at 1323 K for 

30 minutes followed by quenching in water, in order to obtain a uniform structure 

with similar substructural features except the variation in the grain size [91]. 

Specimens of size 40 mm (L) × 30 mm (W) with 10 mm thickness were prepared from 

these specimen blanks to examine the effect of grain size on spectral content of the 

ultrasonic signal. Subsequently, surface grinding of the specimens was carried out to 

obtain plane parallelism to an accuracy of better than ± 3 µm.  

Table 4.1. Chemical composition (wt%) of AISI type 316 austenitic stainless steel 

Elements C Si Mn S P Cr Ni Mo Fe 

wt% 0.06 0.60 1.80 <0.01 0.034 16.36 12.1 2.2 Balance 

 

4.2.2 Microstructural characterization  

Optical metallographic examinations have been performed to examine the 

microstructure of the heat treated specimens. The specimens were prepared using 
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standard metallographic technique by electrolytic etching with 60% nitric acid in 

water to reveal the grain boundaries. The linear intercept method as per ASTM 

standard E112–96 [92], was used to measure the average grain sizes of the specimens. 

The details of the heat treatments given and the grain sizes obtained are presented in 

Table 4.2. The typical micrographs of the specimens with different average grain sizes 

30, 78 and 210 µm, respectively are shown in Fig. 4.1 (a-c). 

Table 4.2. Details of the heat treatments given to AISI type 316 austenitic stainless 

steel specimens and the corresponding grain sizes obtained by metallographic 

examinations are presented.  

Specimen Ref. No. Heat Treatment** Grain Size (µm)* 

P0 As Received 30 ± 5 

P1 1373K/1h/WQ 78 ± 5 

P2 1373K/1.25h/WQ 83 ± 8 

P3 1573K/1.5h/WQ 106 ± 10 

P4 1623K/0.5h/WQ 121 ± 10 

P5 1623K/1h/WQ 138 ± 15 

P6 1623K/3h/WQ 210 ± 15 

Note: WQ – Water Quench ** Followed by 1323 K/30 min/ WQ 

* From optical metallography (ASTM standard E112-96) 

 

 

 

(a)     (b)    (c) 

Fig. 4.1. Photomicrographs of the austenitic stainless steel specimens with different 

grain sizes (a) 30 µm, (b) 78 µm and (c) 210 µm.  

 
100 µm 

 
100 µm 

 
100 µm 
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4.3 Results and discussion  

4.3.1 Short time Fourier transform  

STFT is a widely used time-frequency tool for analysing ultrasonic signals. 

However, time and frequency resolutions in the STFT processed signal are governed 

by window length used. The time resolution increases with decrease in window 

length, but the frequency resolution decreases with decrease in window length and 

vice versa. The frequency resolution can be increased by zero padding, however, a 

shorter window length leads to spectral leakage. In view of this, it is essential to 

devise a suitable procedure for the optimisation of window length to obtain 

meaningful information with STFT processing. A methodology has been developed in 

the present study to determine the optimum window length for STFT processing, and 

this is discussed in detail in section 4.3.1.1.  

4.3.1.1 Optimisation of window length for STFT analysis 

A novel approach for the optimization of window length has been devised in this 

study. The proposed approach makes use of a reference signal for this purpose. The 

A - scan signal (one dimensional) obtained from the water-specimen surface reflection 

was processed with STFT for different Hamming window lengths to generate 

spectrograms. The changes in the spectral content and -3 dB bandwidth values of the 

ultrasonic signal were obtained from spectrograms generated with corresponding 

window lengths automatically using a software developed in LabVIEW. The details of 

the LabVIEW program are given in Chapter 3. The maximum amplitude peak location 

of the time domain signal was used as a reference to obtain peak frequency 

information by STFT processed signals. The comparison of the STFT and fast Fourier 
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transform (FFT) based results has been used to determine the optimum window 

length.  

In the literature, the optimum window length has been chosen based on 

theoretical approach, where a prior knowledge of the measurements system 

characteristics are needed [66]. However, the proposed methodology is based on 

comparative studies between STFT and FFT based measurements without taking into 

account the prior information of the measurement system. The comparative approach 

proposed in this study makes the window optimisation process easy and robust. A 

typical top surface ultrasonic signal acquired from front surface of a 30 µm grain size 

specimen using a 25 MHz nominal frequency transducer has been used as a reference 

signal and this is shown in Fig. 4.2. The signal was time averaged 100 times to avoid 

random noise. The signal has been chosen with good SNR to avoid any ambiguity due 

to presence of other frequency components. The amplitude spectrum of the reference 

ultrasonic signal obtained by FFT is shown in Fig. 4.3.  

 

Fig. 4.2. Ultrasonic signal acquired from top surface (water - specimen interface) of 

30 µm grain size specimen in immersion mode.  
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Fig. 4.3. The amplitude spectrum of the reference signal evaluated by FFT (peak 

frequency ~15.9 MHz and  -3 dB bandwidth ~4.13 MHz).  

A typical increase in the window length with multiples of 64 data points is used 

to monitor the change in the spectral distribution of the ultrasonic signal by STFT 

processing. The typical change in the spectral distribution with window lengths is 

shown in Fig. 4.4. It can be observed that with increase in the window length, 

bandwidth of the spectral distribution decreases and peak frequency can be determined 

with better accuracy.  

The variations in the peak frequency and -3 dB bandwidth of the signal with 

window length are shown in Fig. 4.5. It can be noticed from Fig. 4.5 that, with 

increase in the window size from 0.2 to 2.5 µs, the peak frequency decreases from 

16.8 MHz to 15.8 MHz and the -3 dB bandwidth decreases from 5.8 MHz to 4.2 MHz. 

For the window lengths of more than 1.024 µs (512 data points), the peak frequencies 

and the – 3 dB bandwidths obtained from STFT are comparable to those obtained 

from the FFT of selected echo as shown in Fig. 4.3.  
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Fig. 4.4. Typical variation in the peak frequency with increase in window length from 

64 to 1280 data points (0.12 µs to 2.5 µs) calculated using STFT of the reference 

signal. The frequency resolution increases with increase in the window length which 

can be clearly observed by better localisation of peak frequency and decrease in the 

bandwidth of the processed signal.  

 

 

Fig. 4.5. Effect of time window size for generating spectrogram on the measured peak 

frequency and -3 dB bandwidth. Dotted lines show peak frequency and -3 dB 

bandwidth obtained by FFT. (The results are shown for the top surface echo of 

specimen with 30 µm grain size, for which the centre frequency and -3 dB bandwidth 

were measured to be 15.9 MHz and 4.13 MHz, respectively). 
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Based on the analyses performed, a window length of 1.024 µs (512 data points) 

has been selected for STFT analysis of all the ultrasonic signals used in the present 

study. This optimization makes selection of time window objective, robust and totally 

automatic. The selection alleviates and reconciles the trade-offs regarding the spectral 

leakage (because of too small time window), and vague target of interest (because of 

too large time window) in STFT spectrogram. The A-scan (one dimensional) signals 

corresponding to different grain size specimens were normalised with respect to the 

peak amplitude of the first back-wall echo signal and windowed with a continuously 

moving Hamming window of 1.024 µs (512 data points) length. The maximum and 

minimum frequencies corresponding to backscatter are calculated by analysing the 

spectrograms. Average of five readings for the peak frequency is obtained for each 

specimen. The maximum scatter in the measurement of peak frequency is ± 0.20 MHz 

for all the specimens at the back-wall echo locations.  

4.3.1.2 Frequency dependent attenuation analysis using STFT  

Typical RF ultrasonic signal obtained from the specimen with an intermediate 

grain size (121 µm), and its spectrogram with optimum window size are shown in   

Fig. 4.6 (a) and (b), respectively. The spectral content at the cursor location in the 

spectrogram is shown in Fig. 4.6 (c). It can be seen from Fig. 4.6 (a) that the 

backscatter amplitude during the water path (before the front surface reflection) is 

negligible. However, as the beam enters into the material, a sudden increase in the 

backscatter amplitude can be observed clearly after the water-specimen interface echo. 

By careful observation of the spectrogram, it can be noticed that the peak frequency of 

the first back-wall echo is ~7 MHz followed by a successive decrease for the multiple 

back-wall echoes. The typical attenuation pattern of the back-wall echoes can be 
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visualised from the spectrogram. However, the backscatter shows a band of 

frequencies (14-24 MHz), whose spectral content is less affected with ultrasonic wave 

propagation. The frequency content of the ultrasonic signal at back wall and 

backscatter can be simultaneously visualised by spectrogram with time information. 

This demonstrates the superiority of this time-frequency analysis method for the 

analysis of non-stationary ultrasonic signals obtained from coarse grained austenitic 

stainless steel. The frequency information available with spectrogram can be extracted 

by moving the cursor manually (shown in red colour in Fig. 4.6 (b)) or user defined 

algorithms for automated measurements. The change in the spectral content of the first 

three back-wall echoes of the ultrasonic A-scan signal obtained by STFT spectrogram 

for an intermediate grain size (121 µm) specimen is shown in Fig. 4.7. This figure 

clearly shows that amplitude of the back - wall echoes decreased and the amplitude 

spectrum shifted marginally towards lower frequency with increasing propagation 

distance (second and third back-wall echoes) of ultrasonic wave.  

Fig. 4.8 (a) and (b) show a typical RF ultrasonic signal obtained from 210 µm 

grain size specimen and its STFT spectrogram, respectively. The spectral content at 

the first back-wall location corresponding to cursor location in spectrogram is shown 

in Fig. 4.8 (c). It can be clearly noticed from the time domain signal Fig. 4.8 (a) that 

the back-wall echo signal is completely merged into the backscatter noise and it is 

difficult to extract meaningful information by the time domain analysis. But careful 

observation of the spectrogram indicates strong amplitude peak for ~5 MHz frequency 

at first back wall echo location and a feeble reflection at second back-wall echo 

location. The backscatter frequency content is similar to that observed in the 
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spectrogram of the ultrasonic signal obtained from 121 µm grain size specimen as 

shown in Fig. 4.6.  

 

Fig. 4.6. (a) Time domain ultrasonic signal from the specimen of 121 µm grain size 

(obtained by 25 MHz unfocussed transducer), (b) its spectrogram and (c) frequency 

content of first back-wall echo peak location by STFT (typical at cursor location, 

shown in red colour).  

 

Fig. 4.7. The spectral content of the first three back wall echoes obtained by STFT 

processing of ultrasonic A-scan signal obtained from 121 µm grain size specimen. 
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The typical backscatter analysis by the STFT spectrograms for ultrasonic 

signals obtained from different grain size specimens shows that the frequency content 

of the backscatter varies in the range of 14-24 MHz for all the specimens. However, 

the peak frequency of the first back-wall echo is much lower as compared to the peak 

frequency of the front surface reflection (~16 MHz) and decreases with increasing 

grain size. With increase in the grain size, the amplitude of the backscatter increases 

and the amplitude of the back-wall echoes decreases. The observed response is 

attributed to the enhanced scattering of the ultrasonic beam with increase in grain size.  

The effect of grain size on the peak frequencies of the front surface (FS) echo, 

first three back-wall echoes, spectral content of backscatter for all the grain size 

specimens (30-210 µm) obtained from the STFT spectrograms is illustrated in Fig. 

4.9. As multiple peaks were observed in the spectra of the backscatter, providing a 

single peak frequency would be misleading, therefore a range of frequencies is shown 

for the frequency content of the backscatter signal. This range has been qualitatively 

evaluated from the spectrograms of the ultrasonic signals obtained from each grain 

size specimen. The details of the peak frequency values obtained by the application of 

STFT on experimentally obtained A-scan signals are listed in Table 4.3.  

. 
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Fig. 4.8. (a) Ultrasonic time domain signal obtained from a 210 µm grain size 

specimen, (b) its spectrogram and (c) frequency content of first back-wall at cursor 

location.   

Table 4.3. Details of ultrasonic peak frequencies obtained by STFT at the front surface 

(FS), first back-wall (FBW), second back-wall (SBW) and third back-wall (TBW) 

echo signals in different grain size specimens. 

 

Specimen 

Ref. No. 

Grain 

Size 

(µm) 

Peak 

Frequency, 

FS (MHz) 

 

Peak 

Frequency, 

FBW (MHz) 

 

Peak 

Frequency, 

SBW 

(MHz) 

Peak 

Frequency, 

TBW 

(MHz) 

P0 30 15.6 15.2 14.8 14.7 

P1 78 15.9 8.56 7.88 7.23 

P2 83 16.1 8.33 7.61 6.9 

P3 106 16.1 7.08 6.23 5.71 

P4 121 15.6 6.51 5.45 4.61 

P5 138 16.1 6.12 4.93 4.59 

P6 210 16.1 4.46 3.63   **  

         ** The third back-wall echo information could not be obtained for 210 µm grain size specimen  
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Fig. 4.9. Variation in the peak frequencies of front surface (FS) reflection, first back-

wall (FBW), second back-wall (SBW) and third back-wall (TBW) echoes and spectral 

distribution of the backscatter estimated using STFT for different grain size specimens 

is illustrated.  

It can be seen clearly from Fig. 4.9 that sharp decrease in the frequency content 

of the incident frequency takes place, when the beam enters into the medium. The 

frequency content of the subsequent back-wall echoes also decreases rapidly with 

increasing grain size. However, the maximum backscatter frequency decreases slowly 

as compared to the frequency of the back-wall echoes. As reported by Nagy et al. [46], 

the backscatter signal is much less attenuated by scattering than the transmitted 

coherent wave. This hypothesis was demonstrated by ultrasonic experiments 

conducted on specially designed specimens. However, the spectral content of the 

backscatter and back-wall echo can be pictorially visualised by processing a single    

A-scan signal with STFT.  

The scattering in polycrystalline materials is dominated by Rayleigh scattering 

when the wavelength of the ultrasonic waves (λ) is greater than the grain size (d). In 

the present study, the ratio of the grain size to the wavelength lies in the range of 
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0.08 to 0.55 (V = 5750 m/s, λ = 360 µm for 16 MHz centre frequency and d in the 

range of 30 to 210 µm) indicating Rayleigh scattering is predominant. 

At the water-steel interface, a high frequency ultrasonic beam (~16 MHz centre 

frequency) enters into the material. As the scattering is a function of the fourth power 

of the frequency in the Rayleigh scattering regime (αs = S d3.f4), the higher frequency 

components of the signal get preferentially scattered in all directions. The high 

frequency backscattered energy is received by the transducer and comparatively lower 

frequency beam continues to propagate deeper into the material and return to the 

transducer as a low frequency back-wall echo. This explains the higher frequency 

content of the backscatter and lower frequency content in the back-wall echo. The 

high frequency scattered energy keeps returning to the transducer due to multiple 

scattering and reflections of the originally scattered energy from the grains and the 

specimen boundaries in the direction of the transducer, until they are totally lost in the 

material due to absorption phenomena. As the absorption phenomena are weak 

functions of the frequency (as compared to the Rayleigh scattering), the decrease in 

the frequency content of the backscatter signal is much smaller. This explains the high 

frequency content (14-24 MHz) of the backscatter even upto the time path of the third 

back-wall echo. Further, the decay rate of the backscattered signal is observed to be 

really same for all the specimens having grain size in the range of 30-210 µm. This 

arises from the fact that the dislocation substructure is expected to be similar [32], due 

to same final heat treatment given to all the specimens.  

The effect of the grain size on the frequency content of the back-wall echoes can 

also be understood by the spectral analysis of the attenuating ultrasonic wave. It can 

be assumed that the oscillatory amplitude decays exponentially as the propagation 
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length of the ultrasonic wave increases. If we consider the spectral distribution of the 

ultrasonic wave, which has an oscillatory pulse of one or two cycles with an 

exponential decay envelope, the amplitude of the ultrasonic wave g(t) is expressed 

as [54] 

�(F) = Z	�V�f	
��	(2���F − 	�) �/�� < F < 2 + 	�/��   (4.1) 

where α is the attenuation coefficient, t is the time, f0 is the carrier frequency, φ is the 

phase and A is the maximum amplitude of the pulse wave. The spectrum power 

distribution ׀G(f)2׀ is derived by Fourier transform [54] as 
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In austenitic stainless steel, more than 95 % of the total attenuation is caused by 

the scattering [32], therefore α in Eq. 4.2 can be replaced by αs = S d3.f4
.
 As the grain 

size increases, αS increases as a function of its third power (Eq. 4.2). With increase in 

αs, the peak frequency of the autopower spectrum shifts to lower values due to the 

fourth power dependence of αs on frequency. Because of this, the peak frequency 

shifts towards lower values with increase in the grain size.  

4.3.1.3 Quantitative evaluation of grain size using longitudinal waves 

The grain size has been correlated with peak frequency of the autopower 

spectrum of the first back-wall echo [22]. The peak frequency in this study was 

linearly correlated with inverse of the square root of grain size. Even though the peak 

frequency could be correlated with the grain size effectively for smaller grain sizes, 

unambiguous determination of the peak frequency would not be possible in the 
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specimens with larger grain sizes (>140 µm) due to poor SNR. This can be noticed in 

Fig. 4.8 (a) that the back-wall echo is completely submerged in the backscatter due to 

high scattering in the large grain size (210 µm) specimen. The back-wall echo can 

neither be distinguished in the time domain nor in the frequency spectrum. However, 

the back-wall echo even with a poor SNR in the time and frequency domains stands 

out clearly in the spectrogram (Fig. 4.8 (b)). Using spectrogram, it can be clearly 

understood that the lower frequency peak in the frequency spectrum (Fig. 4.8 (c)) 

arises from the back-wall echo, while the higher frequency peaks results from 

backscatter. The simultaneous availability of time and frequency contents of the signal 

processed by STFT facilitates better localization of back-wall echo position in a noisy 

signal. This demonstrates the advantage of the joint time-frequency analysis based 

approach over conventional frequency spectrum based analysis for microstructural 

characterization.  

The peak frequency of the higher order back-wall echoes could also be 

determined unambiguously using STFT analysis. The inverse square root of the grain 

size is correlated with the peak frequency of the first, second and third back-wall 

echoes obtained by STFT and this is shown in Fig. 4.10. The variations in the peak 

frequency of the first three back-wall echoes exhibited linear relationships with d-1/2 as  

PFFBW = -2.0 + 2.97 d-1/2   (R = 0.97)    (4.3) 

 PFSBW = -3.45 + 3.15 d-1/2  (R = 0.97)    (4.4) 

 PFTBW = -4.72 + 3.35 d-1/2  (R = 0.96)    (4.5) 

where, PFFBW, PFSBW, and PFTBW are the peak frequencies of the first, second and 

third back-wall echoes, respectively and d is the average grain size measured by 

Valid for 

real values 

of peak 

frequency 
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metallography technique. The slope of the above correlation increases from the first to 

the third back-wall echo, this indicates that the sensitivity of the spectral peak 

frequency based methodology for grain size measurement improves with increasing 

wave-material interaction distance. The extrapolated fitting curves for the three 

different back-wall echoes will cut the abscissa at different points. These points 

correspond to  2700 µm (for FBWE), 850 µm (for SBWE) and 510 µm (TBWE). 

These indicate the theoretical limit of grain size measurement using the different back-

wall echoes (Eq. 4.3 – 4.5) with present experimental set up.  

 

 

 

 

 

 

 

Fig. 4.10. Peak frequencies of first, second and third back-wall echo locations 

obtained by STFT processing of ultrasonic signals showed a linear correlation with the 

grain size parameter (d-1/2).  

Different approaches have been used to correlate ultrasonic scattering with grain sizes. 

The methods based on ultrasonic scattering showed the increase in the ultrasonic 

attenuation with increase in the grain size [93]. However, the spectral analysis based 

methods showed the downward shift in the peak ultrasonic frequency with increase in 
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grain size [47, 54]. The inverse relationship observed by the spectral analysis based 

approaches is found to be valid in this study also.  

4.3.1.4 Quantitative evaluation of grain size using shear waves  

In the previous section (4.3.1.3), it has been observed that with the increase in grain 

size, the higher frequency components of the longitudinal ultrasonic beam gets more 

scattered as compared to the low frequency components. In this section, the influence 

of different grain sizes on the spectral content of shear waves is explored. Ultrasonic 

shear waves are popularly used for inspection of components. Generally, the angle 

beam inspection is carried out using 45° shear wave. The angle beam shear wave is 

generated by the principle of refraction and the angle of incidence in material is 

governed by Snell’s law. The shear waves undergo larger attenuation than the 

longitudinal waves [29]. Hence, the ultrasonic transducer of 10 MHz frequency has 

been used. The specimens of 10 mm thickness with different grain sizes were used to 

acquire the ultrasonic signals. The details of heat treatment and grain size in these 

specimens are given in Table 4.2. To avoid the coupling and pressure variations, 

immersion measurements were carried out. The transducer was kept at ~19.6° angle 

with respect to the specimen normal for generating 45° shear waves in the specimen. 

A typical sketch for data acquisition is shown in Fig 4.11. 
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Fig 4.11. Experimental set up used to acquire corner reflection using shear wave 

 

Ultrasonic reflection from the specimen corner acquired at half skip distance (~ 14 

mm) was used for analysis. To avoid ambiguity in the corner reflection, ultrasonic B-

scans were acquired. A typical B-scan image acquired from 106 µm grain size 

specimen is shown in Fig. 4.12 (a). It can be observed from the B-scan that with the 

transducer scanning, shear wave signals at multiple skip distances are also acquired. 

However, to avoid mode converted echoes corner signal of maximum amplitude at 

half skip distance is only used for analysis. The ultrasonic radio frequency signal at 

the maximum amplitude location is used for frequency analysis. 
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   (a)       (b) 

Fig. 4.12. Typical angle beam B-scan image showing corner reflections at multiple 

skip distances and (b) radio frequency signal at the half skip corner reflection from a 

specimen of 106 µm grain size. 

 

The ultrasonic waveform comprising of water steel interface reflection, the back-

scattered shear waves and a high amplitude corner reflection from half skip distance 

can be clearly observed in Fig. 4.12 (b). The frequency analysis of corner reflections 

from the specimens of different grain sizes was carried out using STFT based 

methodology discussed in the previous section. The measured peak frequencies in the 

corner reflection (PFCR), for different grain size specimens showed linear relation with 

d-1/2 (Fig. 4.13), as observed for the longitudinal waves in previous section (4.3.1.3). 

The variation in the PFCR exhibited linear relationship with d-1/2 as  

PFCR = -4.0 + 2.34 d-1/2  (R = 0.99)    (4.6) 
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Fig. 4.13. Correlation between peak frequency of shear wave signal from corner 

reflection and grain size parameter.  

 

The results presented in this section clearly demonstrate that the shear waves also 

exhibits the phenomenon of downward shift in peak frequency of a specular reflection 

with increasing frequency dependent attenuation, similar to the longitudinal waves as 

discussed in the previous section. This clearly demonstrates that, frequency shift based 

methodology can also be used for analysis of shear wave signals. In the later sections 

of the thesis, only ultrasonic longitudinal wave signals are analysed. However, the 

results obtained and discussion will also be valid for shear wave inspection.  

4.3.1.5 Conclusions from STFT analysis  

� The short time Fourier transform has been established as a useful tool for 

microstructural (grain size) characterization applications. This is the first of its 

kind attempt for the characterization of microstructure using time-frequency 

approach.  
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� A novel scheme for optimization of window parameter for STFT is proposed 

in this study. The optimization of window length based on comparative 

analysis of STFT and FFT parameters makes this approach robust. 

� The spectral content of the ultrasonic signals obtained from coarse grained 

steels can be analyzed visually in STFT spectrogram, and this has been 

effectively utilized to analyze the absorption and scattering phenomena 

simultaneously.  

� Using the STFT analysis, it is demonstrated that the limit of grain size 

characterization using spectral analysis approach can be extended, as this 

approach could extract reliable frequency information of the ultrasonic back-

wall echoes buried in the backscatter.  

� The peak frequency values up to three back-wall echoes could be obtained for 

a range of grain sizes (30-210 µm) using STFT based approach. The variation 

in the peak frequency of the multiple back-wall echoes exhibited linear 

relationship with d‒1/2. The slope of this correlation showed increasing trend 

from first to third back-wall echoes, which indicated the increased sensitivity 

of the spectral peak frequency based methodology for grain size 

measurements. This increased sensitivity has been attributed to extended 

wave-material interaction.  

� The peak frequency obtained from corner echoes of different grain size 

specimens obtained by using shear waves (45°) also showed linear relationship 

with d-1/2. Hence, the frequency based methodology developed in this study 

can be successfully used for both longitudinal and shear wave modes.  
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4.3.2 Continuous wavelet transform  

As discussed in the previous section, the STFT based approach has been 

established as an efficient tool for microstructural characterisation. The optimum 

window selection procedure has also been standardised. However, the time-frequency 

resolution achieved by STFT is limited by the window size chosen for the entire 

analysis. This demands the analysis of the signals with advanced signal processing 

technique where resolution is not limited by fixed window size. The continuous 

wavelet transform is an advanced signal processing tool, which has been widely used 

for processing of ultrasonic signals [7, 72]. The signal can be analysed at different 

frequencies with variable resolutions. Every spectral component is not resolved 

equally by CWT as achieved in STFT. The wavelet method is designed to give a 

combination of good time resolution with poor frequency resolution at high 

frequencies and good frequency resolution with poor time resolution at low 

frequencies. The details of the CWT based pseudo frequency approach for evaluation 

of grain size is discussed in section 4.3.2.1, followed by a comparative examination of 

the results obtained by STFT and CWT based processing.  

4.3.2.1 Optimization of mother wavelet  

The choice of wavelet is dependent on the shape of the signal being analyzed. In 

order to evaluate the capability of different wavelets popularly used for enhancement 

of SNR for the ultrasonic signals, a comparative study is made. The enhancement of 

SNR obtained by processing of an ultrasonic signal by popularly used wavelets such 

as ‘Morlet’, ‘Daubechies’ (db8), ‘Symlet’ (sym5) and ‘Haar’ is compared. The 

ultrasonic back-wall reflection from a 210 µm grain size specimen has been used for 

this study. Other than ‘Haar’ all the other wavelets show comparable SNR 
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enhancement as shown in Fig. 4.14. In the literature, ‘Morlet’ wavelet has shown a 

Gaussian distribution in the frequency domain [94], and is known to give more 

accurate results than other wavelets, since the shape of the ultrasonic excitation input 

is similar to the shape of this wavelet basis function [95]. In view of this, in the 

present study, ‘Morlet’ has been used for all the wavelet based processing of signals in 

the present study. 

 

Fig. 4.14. The SNR of ultrasonic signal obtained from 210 µm grain size specimen 

initially increases with increasing wavelet scales and decreases after reaching 

maximum. The improvement of SNR was monitored by using different mother 

wavelets.  

4.3.2.2 The Pseudo frequency approach  

In order to establish pseudo frequency as an important parameter for grain size 

characterisation, the correlation between peak frequency and pseudo frequency was 

established using a top surface ultrasonic reflection obtained from one of the stainless 

steel specimens used in the study. The system characteristics are also taken care by 

using the water-specimen surface reflection for standardization. The pseudo wavelet 
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frequencies corresponding to each scale were calculated using a Matlab function 

‘scal2freq’, which utilizes the following expression [96] 

Fs = Fc/s*dt     (4.6) 

where s is the scale, dt is the sampling period, Fc is the central frequency of the 

wavelet in Hz, Fs is the pseudo frequency with respect to s (in Hz). The central 

frequency of the ‘Morlet’ wavelet used in this study is 0.8125 Hz [96]. Equation 4.6, 

indicates inverse relationship between pseudo frequency and scale. Since, no precise 

relationship exists between the scale and the frequency, the term pseudo frequency is 

used to correlate frequency with the scale. The pseudo frequency may not provide the 

exact frequency, however it provides a parameter for quantitative characterization.  

Ultrasonic signal obtained from the front surface of 138 µm grain size specimen 

was processed with ‘Morlet’ wavelet. Typical A-scan signal is shown in Fig. 4.15 (a). 

The correlation coefficients obtained by wavelet processing has been shown in Fig. 

4.15 (b). The variation in the maximum amplitude of wavelet coefficients with scale is 

calculated and presented in Fig. 4.15 (c). The maximum amplitude of the wavelet 

coefficients is found to be at scale 21. This indicates that at this scale, the maximum 

correlation between the ultrasonic signal and the ‘Morlet’ wavelet is achieved. The 

amplitude spectra of the coefficients at scale 21 and original ultrasonic signal were 

compared and the same is shown in Fig. 4.15 (d). The pseudo frequency values for 

wavelet scales is calculated using Eq. 4.6.  

It can be noticed qualitatively from Fig. 4.15 (d) that pseudo frequency 

behaviour is similar to the actual ultrasonic signal frequency at a particular scale, 

where the maximum correlation between signal and mother wavelet is noticed. 
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Specific software is developed in LabVIEW to execute the pseudo frequency approach 

for various grain size specimens. To make a comparative analysis, the ultrasonic 

signals used for STFT processing to evaluate grain sizes were also processed by CWT. 

A typical pseudo frequency plot for ‘Morlet’ wavelet is calculated based on Eq. 4.6 

and is shown in Fig. 4.16. The pseudo frequencies are evaluated up to 200 wavelet 

scales by utilising central frequency of the ‘Morlet’ wavelet Fs = 0.8125 Hz [96], and 

sampling rate of the acquired data 1/dt = 500 MS/s. The correlation between scale and 

pseudo frequency shown in Fig. 4.16 is used to convert scale to frequency.  

 

Fig. 4.15. (a) A-scan signal from the top surface of specimen with 138 µm grain size, 

(b) CWT coefficient plot of the A-scan signal using ‘Morlet’ wavelet, (c) change in 

the peak amplitude of coefficients with scale and (d) comparison of amplitude spectra 

of A-scan signal and its wavelet coefficient at scale 21. 

 



Chapter 4 

 

86 

 

 

Fig. 4.16. The change in the pseudo frequencies with scales of ‘Morlet’ wavelet is 

presented, where the central frequency of ‘Morlet’ wavelet is 0.8125 Hz [96], and 

sampling rate of signal is 500 MS/s.  

4.3.2.3 Comparison of STFT spectrogram and CWT coefficient plot 

Typical A-scan signal obtained from stainless steel specimen of large grain size 

(210 µm) of 10 mm thickness is shown in Fig. 4.17 (a). The spectrogram and the 

wavelet coefficients map of the ultrasonic signal using ‘Morlet’ wavelet are presented 

in Fig. 4.17 (b) and Fig. 4.17 (c), respectively. Feeble echo amplitude merged in 

backscatter noise can be observed at first back-wall echo (FBWE) location in Fig. 

4.17 (a). The second back-wall echo (SBWE) and third back-wall echo (TBWE) 

amplitudes are completely submerged in the backscatter. The regions of first three 

consecutive back-wall echoes (BWEs) are marked with dotted boxes which are 

identified based on the thickness of the specimen.  

The STFT of the signal clearly demonstrates that the frequency content of the 

backscatter is high (> 12.5 MHz) and the frequency content of first BWE is 

low (~5 MHz). In the STFT spectrogram, only FBWE could be visualized and no 

information could be obtained for the SBWE and the TBWE. The wavelet coefficient 

of the signal shows information up to the TBWE locations as seen in Fig. 4.17 (c). 
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Fig. 4.17. (a) A-scan signal from the 210 µm grain size specimen of 10 mm thickness, 

(b) STFT spectrogram of the signal and (c) wavelet coefficient plot of the signal. The 

locations of first three back-wall echoes are highlighted with dotted boxes. 

The lower scales corresponding to higher frequency content of the signal and mainly 

comprises the backscatter. Conversely, the higher scales corresponding to lower 

frequency content of the signal arises from the back-wall echoes. Further, high scales 

(> 200), comprises only very low frequency information. This clearly demonstrates 

that the CWT based analysis is more efficient in processing the noisy signals due to its 

flexible resolution capabilities compared to STFT.  

4.3.2.4 Correlation between SNR and pseudo frequency  

The ultrasonic waveforms were normalized with respect to the peak amplitudes 

of the first back-wall echo signal. The continuous wavelet coefficients were calculated 

for normalized ultrasonic waveforms obtained for the range of grain sizes              

(30 - 210 µm). The wavelet coefficients were calculated by continuous wavelet 
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processing using ‘Morlet’ wavelet. The data were processed up to 200 scales and SNR 

was calculated at each wavelet scale. Specially developed LabVIEW program has 

been used to obtain the SNR values with each scale up to three back-wall echoes. The 

back-wall echo regions were considered as the signal and the remaining part of the 

signal was considered as the noise. Eq. 4.7 is used to calculate the SNR [82] as  

  
a� = 10	¡¢�£∑ (Y�̂/a�)¤w^_� /∑ (��̂/a[)¤¥^_� ¦  (4.7) 

where s
i
 are the amplitudes of points of waveform where back-wall signal is present, 

ni are the amplitudes of the points where only noise is present. N
s
 and Ni correspond to 

the total number of data points corresponding to signal and noise, respectively.  

Typical results obtained for the improvement of SNR of an ultrasonic signal 

obtained from 210 µm specimen using 25 MHz frequency immersion transducer with 

wavelet scales are shown in Fig. 4.18. The SNR improves with increasing scale and 

attains maximum at scales 86, 125 and 143 for FBWE, SBWE and TBWE, 

respectively followed by a decrease in SNR at higher scales. The scale values for 

maximum SNR by considering only FBWE and three back-wall echoes together are 

similar. The higher scales in achieving the best SNR for multiple BWEs is due to 

decreasing frequency content of the subsequent back-wall echoes. The A-scan signal 

and wavelet coefficients at scales 25, 50, 86, 125 and 143 are shown in Fig. 4.19. It 

can be clearly observed that the initial scales 25 and 50 show the high frequency 

content due to backscatter. At scales 86, 125 and 143, three back-wall echoes provide 

the best correlation with mother wavelet, and maximum SNR is obtained. At scale 

175, only low frequency content is available which does not provide any useful 

information for the current analysis.  
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Fig. 4.18. The improvement in SNR with wavelet scales by considering first back-wall 

echo (FBWE), second back-wall echo (SBWE), third back-wall echo (TBWE) and 

entire signal for 210 µm grain size specimen. The ultrasonic signal was processed by 

‘Morlet’ wavelet. 

 

Fig. 4.19. The RF signal obtained from a 210 µm grain size specimen and its wavelet 

coefficients at different scales (25, 50, 86, 125 and 143 and 175). Scales 86, 125 and 

143 correspond to the maximum SNR for the FBWE, SBWE and TBWE respectively. 
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4.3.2.5 Quantitative grain size evaluation  

The ultrasonic signals obtained from different grain size specimens were processed by 

CWT and improvement of SNR with wavelet scales was monitored. The particular 

scale for which best SNR is achieved is recorded for all the signals. The pseudo 

frequencies corresponding to these scales are obtained using the Eq. 4.6. The details of 

the pseudo frequency values obtained after SNR based CWT processing of ultrasonic 

signals from different grain size specimens is given in Table 4.4. The flexibility in 

adopting the CWT has been used to calculate pseudo frequencies up to the TBWE. 

The calculated pseudo frequencies followed linear correlation with grain size 

parameter, as shown in Fig. 4.20. The details of the linear correlation obtained are 

given in Eq. 4.8. The typical variation in the pseudo frequencies obtained by CWT 

using the three BWEs with grain size is presented in Table 4.4 

 

Pseudo PFTBWE = -3.91+4.02d-1/2 (R=0.99)  (using three BWEs) (4.8) 

 

  

Valid for 

real values 

of pseudo 

frequency 
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Table 4.4. Details of pseudo frequencies calculated for the scale values corresponding 

to optimum SNR by considering three back-wall echoes. 

Specimen 

Ref. No. 

Grain Size 

(µm)* 

Pseudo Frequency 

considering three back-

wall echoes (MHz) 

P0 30 19.34 ± 1 

P1 78 10.69 ± 0.2 

P2 83 9.9 ± 0.2 

P3 106 8.64 ± 0.1 

P4 121 7.38 ± 0.1 

P5 138 6.77 ± 0.1 

P6 210 4.72 ± 0.1 

Note: WQ – Water Quench 

*From optical metallography (ASTM standard E12-88). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.20. Variations in CWT pseudo frequencies with grain size parameter. 

The linear fit of the pseudo frequency and inverse square root of grain size 

(d‒1/2) showed very good correlation (R = 0.99). Hence, the CWT based pseudo 

frequency approach can be used for grain size evaluation of austenitic stainless steel.  
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4.3.2.6 Comparative analysis between STFT and CWT based approaches 

The grain size characterization has been carried out using two time-frequency 

based approaches STFT and CWT. Fig. 4.21 shows the variation of STFT based peak 

frequency and CWT based pseudo frequency with grain size parameter. It can be 

clearly seen from Fig. 4.21 that, both approaches are found to be very useful in 

analyzing the coarse grained material data for grain size evaluation. The linear fit 

slope for grain size and pseudo frequency obtained by CWT processing is found to be 

more compared to linear fit slope between grain size and peak frequencies obtained by 

STFT processing as shown in Fig. 4.21. Secondly, the linear fit correlation coefficient 

(R) is found to be 0.96 - 0.97 for STFT based processing and 0.99 for CWT based 

processing. 

 

Fig. 4.21. The correlation between STFT peak frequencies and CWT pseudo 

frequencies with grain size parameter (d-1/2).   
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Which indicates higher sensitivity of continuous wavelet transform based approach 

with change in grain size changes. This can be attributed to multiresolution capability 

of CWT analysis with providing high resolution of low frequency components. This is 

achieved by flexible window size in case of CWT compared to STFT. Further, the 

correlation of the shape of mother wavelet with signal also played an important role to 

achieve high sensitivity. The flexibility of application of CWT based approach can 

also be applied for online grain size characterization. A typical comparison between 

time-frequency based STFT approach and time-scale based CWT approach for grain 

size characterization of austenitic stainless steel is summarized in Table 4.5.  

Table 4.5. Comparative analysis of STFT and CWT based methods in terms of 

microstructural characterization of austenitic stainless steels.  

Parameters/approaches STFT CWT 

Window size Fixed Flexible 

Resolution Fixed Flexible 

Spectral parameter Frequency Scale or Pseudo frequency 

Grain size characterization Yes Yes, with better sensitivity 

and understanding 

 

Window size determines the time and frequency resolution, which is fixed in the 

STFT analysis. However, the analysis by CWT is accompanied with flexible window 

and the lower frequency components of the signal are better resovled in frequency 

domain as compared to the high frequency components. Since, in our analysis the low 

frequency components are buried in high frequency signals, the CWT approach is 

found to be very useful for the analysis.  
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4.3.2.7 Conclusions from CWT studies 

� The limitation of fixed resolution of STFT has been addressed using flexible 

CWT analysis for the analysis of ultrasonic signals.  

� The SNR based approach for materials characterization using wavelet analysis 

gives reliable information due to simultaneous analysis of backscatter and 

back-wall echoes. 

� Comparative studies between STFT and CWT showed that the CWT based 

analysis is more sensitive towards the evaluation of grain size in the range of 

30 – 210 µm for type 316 austenitic stainless steel used in this study. 
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5.1 Introduction 

In the previous chapter 4, details of microstructural characterisation by short 

time Fourier transform (STFT) and continuous wavelet transform (CWT) have been 

presented. The application of STFT was very useful in peak frequency estimation at 

back-wall location from ultrasonic back-wall echo signals sub-merged in backscatter. 

The time-frequency methodologies adopted for microstructural characterisation in the 

previous chapter have been extended for defect characterisation and imaging in coarse 

grain material.  

The ultrasonic testing carried out at lower frequency is generally preferred for 

identification of defects in coarse grained material, as good signal to noise (SNR) ratio 

can be achieved. However, the ultrasonic inspection performed with lower frequency 

leads to a poor resolution due to longer wavelength. In most of the practical 

applications, good near surface resolution is necessary for the detection of finer 

defects. Therefore, it will be beneficial if the near surface ultrasonic resolution is 

improved which can be achieved by the use of high frequency ultrasonic waves. 

Systematic experimental investigations have been carried out using 5 and 10 MHz 

ultrasonic transducers to understand the influence of ultrasonic frequency on defect 

detection. The use of high frequency transducer enables higher sensitivity for smaller 

defects near the surface. The high frequency components of the ultrasonic beam gets 

scattered with beam travel path which enables comparatively lower frequency 

inspection at deeper regions.  

Chapter 5. Continuous Wavelet Transform based       
C-Scan Imaging of Defects  
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The STFT based approach has been adopted for the detection of defects located 

at different depths and obtaining peak frequencies at defect locations. Specially 

designed coarse grain specimens have been made with side drilled holes (SDH) and 

flat bottom holes (FBH) at different depths for this purpose. This application of STFT 

for estimating peak frequencies at defect locations in the presence of backscatter is 

established. The experimentally observed changes in the spectral content of the 

propagating ultrasonic waves in scattering media are compared with peak frequency 

values predicted by existing theoretical model [90]. This model has been suitably 

modified for our application by incorporating attenuation due to scattering and this has 

been utilised to predict the shifts in ultrasonic frequency with propagation distance in 

coarse grain steel.  

The peak frequency values at different defect locations showed a systematic 

variation with depth, which lies in a particular frequency range. This enabled CWT 

processing of signals at a particular scale for successful imaging of defects. Specific 

software has been developed for C-scan imaging of defects using conventional and 

CWT based processing. The results obtained by these processing methods are 

compared and discussed.  

5.2 Experimental 

5.2.1 Specimen preparation  

Three different specimens of AISI type 316 stainless steel (100 mm diameter 

and 50 mm thickness) were prepared by suitable heat treatment at different 

temperatures to obtain different grain sizes. Metallographic examination has been 

carried out to reveal the grain structure of the specimens. The typical micrographs of 

these three specimens are shown in Fig. 5.1. The linear intercept method as per ASTM 
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standard E112–96 was used to measure the average grain size [92]. The details of heat 

treatments given to these specimens and grain sizes obtained are presented in Table 

5.1. 

 

 

 

 

 

Table 5.1. Details of the heat treatments given to AISI Type 316 stainless steel 

specimens and grain size obtained, these specimens were used to fabricate artificial 

defects.  

Specimen Ref. No. Heat Treatment Grain Size (µm)* 

Specimen 1 1573/5h/WQ 360 ± 20 

Specimen 2 1373K/5h/WQ 200 ± 20 

Specimen 3 1373K/5h/WQ 200 ± 20 

       Note: WQ – Water Quench; * From optical metallography (ASTM standard E112-96) 

 

The two specimens, namely Specimen 1 (360 µm grain size) and Specimen 2 

(200 µm grain size) were used to fabricate flat bottom holes (FBH) of different sizes 

up to different depths. The schematic of the side drilled holes fabricated in these two 

specimens is given in Fig. 5.2, and the dimensional details of the defects are presented 

in Table 5.2.  

 

 100 µm 

 

 100 µm 

 

 100 µm 

(a)     (b)    (c) 

Fig. 5.1. Photomicrographs obtained by metallography for (a)  Specimen  1-  360 µm, 

(b) Specimen 2- 200 µm and (c) Specimen 3 -200 µm. 
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Fig. 5.2. Schematic of Specimen 1 (360 µm grain size) and Specimen 2 

(200 µm grain size) used in this study for evaluation of peak frequency shift of 

ultrasonic waves with propagation distance. The defect identification numbers are also 

given below the defect dimensions.  

Table 5.2. Dimensional details of flat bottom holes (FBH) fabricated in the 

Specimen 1 (360 µm grain size) and Specimen 2 (200 µm grain size), the FBH were 

made by electric discharge machining (EDM) process.  

Sl. No. Defect Ref. 

No. 

FBH depth from 

scanning surface (mm) 

FBH Diameter 

(mm) 

1 1 15 6 

2 13 25 6 

3 3, 10 35 6 

4 5 5 3 

5 7 10 3 

6 9 15 3 

7 11 20 3 

8 8 25 3 

9 12 30 3 

10 2 35 3 

11 4 40 3 

12 6 45 3 

(11)                   (1)                  (3) 

  (9)                  (7)                  (5) 

(10)               (13)               (4) 

(12)             (2)    

(8)                (6)    
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Specimen 3 (200 µm grain size) was used to fabricate side drilled holes (SDH) at 

different depths. The schematic sketch of Specimen 3 is shown in Fig. 5.3. The 

dimensional details of the SDHs fabricated in Specimen 3 are presented in Table 5.3. 

Single SDHs were fabricated at different depths to understand the ultrasonic 

frequency shifts with beam propagation distance. Inclined SDHs in pairs with 

decreasing distance towards the centre of specimen in the same plane were made to 

test the resolution capability of CWT. The ultrasonic data were acquired by immersion 

method in pulse echo mode by 10 MHz unfocussed transducer. The data was sampled 

at 100 MS/s. The longitudinal ultrasonic velocity is found to be 5740 ± 10 m/s in these 

specimens. The time of flight of ultrasonic waves is represented by data points with a 

multiplier factor in C-scan images.  

 

Fig. 5.3. Schematic of Specimen 3 with side drilled holes (SDH) made at different 

depths (fine dotted lines, blue colour) as well as in same plane (coarse dotted lines, red 

colour) in inclined manner so the distance between two holes decreases towards centre 

of the specimen.  
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Table 5.3. The location of the centre of side drill holes (SDHs) fabricated in 

Specimen 3 is presented. All the holes were made of 3 mm diameter. Since both the 

sides are available for scanning, the depth of centre of SDHs from both surfaces are 

given. 

Defect Ref. 

No. 

SDH depth from 

side1 scanning 

surface (mm) 

SDH depth from 

side 2 scanning 

surface (mm) 

H1 25 25 

H2 30 20 

H3 35 15 

H4 40 10 

H5 45 5 

H (6-15) 20 30 

 

5.3 Results and discussion 

5.3.1 Conventional C-scan imaging  

Ultrasonic signal of top surface reflection from Specimen 2 and its amplitude 

spectrum obtained by 5 MHz transducer are shown in Fig. 5.4 (a) and (b), 

respectively. The amplitude spectrum shows that the peak frequency of the transducer 

is 3.5 MHz. Typical amplitude and time of flight based C-scan images obtained with 

conventional C-scan imaging method are shown in Fig. 5.5 (a) and (b), respectively. 

These C-scan images clearly show that four defects in the Specimen 2 (defect ref. nos. 

2, 4, 6, 12) could not be imaged with 5 MHz ultrasonic transducer. All these defects 

are smaller in diameter (3 mm) and located at the depth range of 30-45 mm. However, 

the defect of larger diameter (6 mm) located at 35 mm depth could be detected and 

imaged. This clearly suggests that the larger defects can be successfully detected, 

while smaller defects are missed at similar depths.  
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5.3.2 Optimisation of ultrasonic frequency 

The smaller size defects, which could not be imaged by conventional C-scan 

processing is attributed to lower reflection amplitudes from defects. The smaller 

amplitudes from defects leads to poor SNR. This demands the processing of signals to 

improve SNR for enhanced imaging. However, improving the SNR of signals 

acquired at lower ultrasonic frequency will still have the inherent limitation of poor 

resolution due to longer wavelength. Hence, an alternative approach is adopted for 

utilising high frequency ultrasonic waves for imaging the defects. The ultrasonic 

signals obtained from defects are merged in backscatter. Hence, the STFT 

methodology developed for grain size characterisation was used to understand the 

spectral distribution of defect echoes and the backscatter. This approach is found to be 

useful in the detection of defects and to evaluate the ultrasonic frequencies at defect 

locations.  

The ultrasonic signal obtained from 3 mm diameter 25 mm deep FBH and its 

STFT spectrogram are shown in Fig. 5.6 (a) and (b), respectively. The frequency of 

the defect echo and back-wall echo is about 2 MHz, which clearly indicates a shift in 

the peak frequency of the incident ultrasonic beam even at 3.5 MHz incident 

frequency. As the smaller defects situated at deeper depths could not be imaged even 

at lower frequency, an alternate inspection approach using higher frequency 

transducer was adopted. Since, the SNR decreases by using the high frequency 

transducer, the time-frequency approaches are used to detect and image the defects.  
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Fig. 5.5. Ultrasonic C-scans obtained by conventional time domain method for 

Specimen 2 (a) amplitude based and (b) time of flight (TOF) based, using 5 MHz 

immersion transducer. 

 

Fig. 5.4. (a) The ultrasonic signal obtained from water-specimen surface using 5 MHz 

transducer and (b) its amplitude spectrum.  

(a)       (b) 

(a)                                                                   (b) 
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Increase in the surface roughness, decreases the amplitude of the ultrasonic reflection 

from the back-surface of the specimens [97]. It has also been observed that with 

increase in the surface roughness, the shift in the high frequency component is more 

as compared to the lower frequencies [98]. However, these shifts are negligible 

compared to the frequency shifts observed in different grain size specimens used in 

the present study.  

5.3.3  Evaluation of frequency shifts using STFT 

To develop the approach for high frequency imaging of defects, ultrasonic data 

was acquired using 10 MHz frequency transducer for all the specimens. Due to the 

scattering of high frequency components of ultrasonic waves in coarse grained 

material, the echoes of interest are completely merged in the backscatter and this leads 

(a) 

(b) 

Fig. 5.6. Ultrasonic reflection from a 3 mm dia. FBH at 25 mm depth in Specimen 2 

using 5 MHz transducer (shown by dotted rectangle, red colour) and (b) its STFT 

spectrogram. The back-wall echo is observed at the end of the signal (shown by solid 

rectangle, red colour). 



Chapter 5 

 

104 

 

to difficulties in the estimation of spectral information at the region of interest by 

conventional methods. STFT processing is found to be very useful in estimating 

ultrasonic peak frequencies at the locations of the artificial reflectors. The optimum 

window length was chosen based on the selection procedure discussed in Chapter 4. 

The signals were zero padded to achieve length of 2048 data points. The frequency 

resolution of 0.1 MHz was achieved during the STFT analysis.  

5.3.3.1 Specimen 1 (360 µm grain size) 

The ultrasonic A-scan signal from 25 mm deep FBH in Specimen 1 and its 

STFT spectrogram are shown in Fig. 5.7 (a) and (b), respectively. The frequency 

information at the defect location obtained from spectrogram is shown Fig. 5.7 (c). 

The defect location is identified based on the time of flight calculation performed for 

this defect. It can be clearly observed from the A-scan signal (Fig. 5.7 (a)) that even 

though the defect indication is completely merged in backscatter, frequency content of 

the defect signal and backscatter can still be distinguished in the spectrogram. The 

frequency content at the back-wall echo location can also be identified clearly and is 

indicated by an arrow in Fig. 5.7 (c). The grain noise is found to be much higher 

which is attributed to the larger grain size of Specimen 1. The peak frequency from 

the reflector at 25 mm was found to be ~1 MHz. From this it is clear that the FBH of 

6 mm diameter up to 25 mm depth can be easily identified. This demonstrates the 

usefulness of the STFT approach. However, due to very large grain size, only 6 mm 

diameter FBH up to 25 mm depth could be detected. Further analysis of this specimen 

is not carried out in this study.  
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5.3.3.2 Specimens 2 and 3 (200 µm grain size) 

The ultrasonic A-scan signal obtained from 30 mm deep FBH in Specimen 2 and its 

STFT spectrogram are shown in Fig. 5.8 (a) and (b), respectively. The frequency 

information at the defect location obtained from spectrogram is shown in Fig. 5.8 (c). 

Fig. 5.9 (a) and (b) show the ultrasonic A-scan signal obtained from 30 mm deep SDH 

in Specimen 3 and its STFT spectrogram, respectively. The frequency information at 

the defect location obtained from spectrogram is shown in Fig. 5.9 (c). The defect and 

back-wall echo locations were identified based on the time of flight calculations. 

These locations can also be clearly identified in the spectrograms due to their distinct 

low frequency content. In the spectrograms, defect locations are marked with dotted 

circles and back-wall echo locations are marked with solid circles. The spectrogram 

reveals similar peak frequencies corresponding to 30 mm deep defects in both the 

specimens. These observations suggest that the frequency shifts are independent of the 

type of reflector. Since, the grain size in both the specimens is similar, it can be 

concluded that the shift in the peak frequency is only dependent on the ultrasonic 

beam travel distance and not on the nature of the reflector. By using STFT approach, 

the peak frequency corresponding to the defects at defect locations is determined. The 

peak frequency obtained for different size FBHs at different depths are given in Table 

5.4 and the corresponding peak frequency obtained for SDH are presented in Table 

5.5.  

. 

. 
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(a) 

(b) (c) 

Fig. 5.7. (a) Time domain signal from 6 mm diameter FBH at 25 mm depth in 

Specimen 1, (b) its spectrogram, where the defect signal location is indicated by 

dotted circle and back-wall echo location is indicated by solid circle and (c) 

frequency content at the defect location.  

Fig. 5.8. (a) Time domain signal from 3 mm diameter FBH at 30 mm depth in Specimen 2, 

(b) its spectrogram, where defect signal location is indicated by dotted circle and back-wall 

echo location is indicated by solid circle and (c) frequency content at the defect location.  

Frequency at 

defect location 

Frequency at 

defect location 

(a) 

(b) (c) 
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Table 5.4. The peak frequency values obtained by STFT for flat bottom holes (FBHs) 

at different depths in Specimen 2.  

Sl. No. Defect 

identification 

number 

Defect location 

from inspection 

surface (mm) 

Defect size 

(mm) 

Peak frequency 

at defect 

location (MHz) 

1 1 15 6 2.97 

2 13 25 6 3.05 

3 3, 10 35 6 2.19 

4 7 10 3 3.2 

5 9 15 3 2.83 

6 11 20 3 2.9 

7 8 25 3 3.07 

8 12 30 3 2.63 

9 2 35 3 2.31 

10 4 40 3 2.23 

11 5 5 3 ** 

12 6 45 3 ** 

** frequency information was not estimated to avoid ambiguity of interference from surface echoes 

 

 

(a) 

(b) (c) 

Frequency at 

defect location 

Fig. 5.9. (a) Time domain signal from 3 mm diameter SDH at 30 mm depth in Specimen 3, 

(b)  its spectrogram, where defect signal location is indicated by dotted circle and back-wall 

echo location is indicated by solid circle and (c) frequency content at the defect location.  
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Table 5.5. The peak frequency values obtained by STFT for side drilled holes (SDHs) 

at different depths in Specimen 3.  

Sl. No. Defect 

identification 

number 

Defect centre 

location from 

inspection 

surface (mm) 

Defect size 

(mm) 

Peak frequency 

at defect 

location (MHz) 

1 2-1 10 3 2.83 

2 3-1 15 3 2.68 

3 4-1 20 3 2.51 

4 5-1 25 3 2.70 

5 2-2 40 3 2.19 

6 3-2 35 3 2.17 

7 4-2 30 3 2.39 

8 5-2 25 3 2.68 

9 1-1 5 3 ** 

10 1-2 45 3 ** 

** frequency information was not estimated to avoid ambiguity of interference from surface echoes 

 

5.3.4 Model based evaluation of frequency shifts  

The mathematical approach adopted by Ophir et al. [90, 99] has been used to 

develop model based understanding of the shift in the ultrasonic peak frequency. The 

experimentally observed peak frequency shifts in the two specimens (Specimen 2 and 

Specimen 3) of 200 µm grain size and 50 mm thickness are compared with the 

theoretically calculated shifts. The mathematical approach is based on the assumption 

that a reference ultrasonic pulse propagating through a lossless medium and its Fourier 

amplitude spectrum has Gaussian envelope [90] as  

|T(f)| = �
§√�¨ exp �

V(©V©ª)�
�§� �   (5.1) 

 

where |�(�)| is Fourier amplitude spectrum of the reference pulse in lossless medium, 

«� is variance of the spectrum and �� is peak frequency of the spectrum.  
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The attenuation of sound intensity in the medium of propagation is a nonlinear 

function of frequency, and is of the exponential form as  

    |¬(�)| = ���­−2
��[®¯ (5.2) 

where, |¬(�)| is frequency dependent attenuation function, n is the exponent of 

frequency dependence; Z is the total propagation distance and 
� is an amplitude 

attenuation coefficient of the medium. In a lossy medium, the received spectrum, 

|�(�)| is therefore given by  

 

  |�(�)| = |�(�)|	|¬(�)| = �
°√�� 	��� − �

(±V±ª)�
�°� + 2
��[®� (5.3) 

 

where « is dependent on half power bandwidth (HPBW) of the transducer used and is 

equal to HPBW divided by a constant factor 2.36. After traversing a path in the 

medium, the pulse |�(�)| experiences a downshift in its peak frequency. The peak 

frequency is defined as the frequency at which amplitude spectrum slope is zero. To 

estimate the frequency downshift, Eq. 5.3 is differentiated with respect to f and is set 

to zero. For finite frequencies, the resultant equation becomes as 

    2�
�®«��k[V� + �k − �� = 0  (5.4) 

The equation describes the location of the downshifted peak frequency �k as a function 

of the other parameters present in the Eq. 5.4. The attenuation 
� can be replaced by 

the ultrasonic scattering coefficient due to the Rayleigh scattering (αs) in 

polycrystalline stainless steel given by 

    αs = S d3.f4   (5.5) 
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where S is scattering factor, d is grain size and f is the incident ultrasonic frequency 

by replacing 
� by S d3
 and n = 4 in Eq. 5.4, the modified equation can be re-written 

as  

   8
��®«��k� + �k − �� = 0   (5.6) 

The scattering factor for stainless steel was calculated using Eq. 2.6 (Chapter 2), 

reported by Papadakis [26] for Rayleigh scattering region in cubic materials. To the 

best of author’s knowledge, the value of ultrasonic scattering coefficient in AISI type 

316 austenitic stainless steel is not available in literature. The value of scattering 

factor was calculated by using material and ultrasonic properties which includes, 

longitudinal ultrasonic velocity VL = 5750 m/s, shear wave velocity VS = 3100 m/s, 

density ρ = 7800 kg/m3 and elastic constants C11 = 200 GPa, C12 = 129 GPa, 

C44 = 125 GPa, from literature [100]. The value of scattering factor was calculated as 

1.9 × 10‒14 µs4
/ µm4.  The diameter of the grains observed in any metallographic 

section are always less than or equal to the real diameter of the grains in three 

dimensions. The model based calculations require the mean grain diameter in the three 

dimensional space. Hence a correction factor is required to be employed. The mean 

grain diameter was obtained by multiplying the averge grain diameter obtained by a 

metallographic section with a factor of 1.45 as reported by Papadakis [26]. 

Equation 5.9 cannot be solved in closed form with the exception of simple 

cases (where n = 1 or 2). However, for our application (n = 4), closed form solutions 

are not available. Therefore, the solution was obtained by iterative procedure. The 

details of the program developed to solve the equation iteratively and to calculate 

frequency shifts as a function of propagation distance in austenitic stainless steel with 

grain size of 200 ± 20 µm is given with Appendix 3.1 in Chapter 3.  
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5.3.5 Comparison of experimental and model based peak frequencies 

The experimentally observed peak frequencies in the reflected echoes obtained 

from artificial defects (FBH and SDH) at different depths are shown in Fig. 5.10. The 

change in the peak frequency of the top surface echo with varied water path is also 

shown in Fig. 5.10. Negligible difference in peak ultrasonic frequencies is observed 

with change in the water path and it lies approximately 9 MHz at all the measured 

distances (2-50 mm). This clearly indicates that water medium does not alter the 

spectral content of the propagating ultrasonic waves at the frequency range used in 

this study. However, it can be clearly observed that the peak frequency shifts towards 

lower side with the ultrasonic propagation distance in the coarse grain austenitic 

stainless steel. The depth dependent peak frequency values obtained by theoretical 

model for stainless steel are in good agreement with the experimental values. Careful 

observation of Fig. 5.10 indicated that Specimen 2 exhibits slightly higher frequency 

values for the same propagation distances as compared to Specimen 3. This may arise 

from the marginal variation in the grain size of the two specimens.  

It can be noticed from Fig. 5.10 that the peak frequency values obtained from 

artificial defects at different depths lie in a small frequency range 1.5-3.5 MHz. This 

indicates that a wavelet based filtering approach with a single scale corresponding to 

this frequency bandwidth can be used to improve the SNR and image the defects at 

different depths.  
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5.3.6 Wavelet based C-scan imaging 

The CWT has a unique property that it provides very good frequency resolution 

and poor time resolution for the lower frequency components of the processed signals 

[68]. Since, the experimental and model results showed the presence of low frequency 

components at the defect locations, wavelet is an ideal choice for analysis of such 

signals. The CWT is a simple and powerful time-frequency domain technique, which 

can enhance SNR based on the selection of scale. Since, the peak frequencies from 

defect locations lie within small frequency range, one can utilise a single wavelet scale 

for improvement of SNR and imaging of defects. It is easy to automate the CWT 

based imaging process by the use of single scale. Further, inherent redundancy of 

continuous wavelet transform analysis can also be avoided. The application of CWT is 

also tested for detection of closely spaced defects in Specimen 3. The results presented 

in this study are based on qualitative analysis of C-scan images generated from 

Specimen 2 and Specimen 3 by wavelet based approach proposed in this study. It is 

Fig. 5.10. Variation in peak frequency values of ultrasonic waves with propagation 

distance. The peak frequency values at different depths were evaluated by analysing 

ultrasonic echoes from artificial defects at different depths using STFT. 
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very important to select proper gating positions to inspect maximum region of a 

specimen. The improper selection of data may lead to erroneous results. Therefore, 

ultrasonic data was selected by avoiding high amplitude water - specimen surface 

reflection. Conventionally, ultrasonic C-scan image is generated by two ways, first by 

gating the echo at the back-wall location and second between the front surface and the 

back-wall echo location. When the gating is done only at the back-wall echo location, 

the specimen with parallel surfaces provides the information about the defects present 

in the specimen due to shadowing effect, but the defect location can not be obtained. 

The ultrasonic echo amplitude at back-wall will be reduced depending on the defect 

size. When the gating is done between the scanning surface and the back-wall, the 

complete picture of the defects present in the material can be obtained including their 

position. The C-scan images were generated for both type of gating schemes, as 

discussed above.  

The conventional time domain based C-scan images were generated using peak 

amplitude and corresponding time of flight in the selected data range for unprocessed 

signal. The wavelet based C-scan image was generated using peak amplitude of 

wavelet correlation coefficients at the optimum scale and corresponding time of flight 

for the selected data. The optimum wavelet scale was chosen based on the 

experimental and theoretical peak frequency values obtained from different artificial 

defects at different depths in Specimens 2 and 3, as shown in Fig. 5.10. The 

‘scal2freq’ relation given in Eq. 4.6 was used to find out the optimum scale for 

‘Morlet’ wavelet [96]. The optimisation of mother wavelet and scale-pseudo 

frequency conversion have been performed as discussed in Chapter 4. The wavelet 

scale 26 is optimised based on the experimental and theoretical studies carried out to 
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understand frequency shifts in austenitic stainless steel specimens having 200 µm 

grain size. The optimum wavelet scale 26 has been used to process ultrasonic signals 

obtained from Specimen 2 and Specimen 3 to generate wavelet based C-scan images.  

5.3.6.1 Specimen 2 (Flat bottom holes) 

The conventional amplitude and time of flight based C - scan images of 

Specimen 2 generated by unprocessed signals are shown in Fig. 5.11 (a) and (b), 

respectively. As expected, no meaningful information can be obtained from these 

images due to poor signal to noise ratio. Only intermittent weak reflections at a few 

locations of 6 mm diameter flat bottom holes at 15, 20 and 25 mm depth from the 

scanning surface were observed in Fig. 5.11.  

Fig. 5.12 (a) and (b) show the typical amplitude and time of flight (TOF) based 

C-scan images of Specimen 2, respectively generated by proposed wavelet based 

imaging methodology. It can be observed that all the defects present in this 

Specimen 2 could be imaged including 3 mm FBH located at 45 mm from scanning 

surface. The defect situated at 45 mm depth from the scanning surface shows a feeble 

amplitude, which is indicated by an arrow in Fig. 5.12 (b). It can be clearly noticed 

that wavelet based amplitude image provides better judgement about the size of the 

reflector compared to wavelet based time of flight image. The comparative analysis of 

CWT processed C-scan image by 10 MHz frequency (as shown in Fig. 5.12) with 

conventional C-scan image generated by 5 MHz frequency (as shown in Fig. 5.5), 

clearly shows that defects missed at lower frequency could also be imaged at higher 

frequency. This demonstrates the capability of wavelet processing for enhanced defect 

detection in coarse grained steels. The time of flight based C-scan image has a distinct 

advantage that it can provide the location of the defect also. For better visualisation of 
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defects in Specimen 2, a 3D contour plot is made for the time of flight information 

obtained after CWT processing of ultrasonic data. Typical 3D graph is shown in Fig. 

5.13, the colour bar represents the depth of the flat bottom holes from the inspection 

surface. The 3 mm FBH at 45 mm depth is not shown in the figure to visualise other 

defects with better clarity. The amplitude and TOF based C-scan images of Specimen 

2 obtained by conventional time domain method by gating only the back-wall echo 

region are presented in Fig. 5.14 (a) and (b), respectively. The amplitude and TOF 

based images appears to be noisy and distinct information of defects could not be 

obtained by these images. This is attributed to the presence of high amplitude 

backscatter echoes compared to the defect echoes. To improve the imaging of defects 

ultrasonic data was processed with CWT, and the same data length utilised for 

conventional imaging purpose was used for generating wavelet based C-scan images. 

The amplitude and TOF based C-scan images by wavelet processing at single wavelet 

scale 26, are shown in Fig. 5.15 (a) and (b), respectively. The wavelet filtering at 

optimum scale removes the high frequency noise and provides good sensitivity for 

detection of defects. Distinct information about the presence of defects was obtained 

from the C-scan images. The qualitative information about the size of the defects can 

also be obtained from these images.  
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      (a)              (b) 

Amplitude Conventional                 TOF Conventional 

(a)       (b) 

Amplitude CWT              TOF CWT 

Edge reflection 

Fig. 5.11. C-scan images generated by unprocessed data from Specimen 2             

(a)  amplitude and (b) time of flight based C-scans.  

Fig. 5.12. C-scan images generated by CWT processed data at optimum scale from 

Specimen 2 (a) amplitude and (b) time of flight based C-scan, arrow indicates deepest 

defect at 45 mm from scanning surface in the Specimen 2. 

 

Edge reflection 
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Fig. 5.13. 3D representation of the time of flight data shown in Fig. 5.12 (b), the 

location of the defects from the top surface in terms of depth is shown in this graph. 

The reflection from edge of the specimen is indicated by an arrow in the figure. 

 

 

 

 

 

 

 

 

 

Fig. 5.14. C-scan images generated by unprocessed data from Specimen 2 

(a) amplitude and (b) time of flight based C-scans. Only back-wall echo region was 

used for gating. 
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Fig. 5.15. C-scan images generated by CWT processed data at optimum scale from 

Specimen 2 (a) amplitude and (b) time of flight based C-scans. Only back-wall echo 

region was used for gating. 

 

5.3.6.2 Specimen 3 (Side drilled holes) 

Various SDHs were made in Specimen 3 in a plane parallel to the specimen 

surfaces facilitating availability of both sides of the specimen for ultrasonic scanning. 

When the ultrasonic inspection is carried out from side 1, the centre of the nearest 

SDHs lies at 20 mm depth, and, the nearest SDHs from side 2 are located at 30 mm 

depth from the scanning surface. The amplitude and TOF C-scan images of 

Specimen 3 (side 1) generated by conventional time domain method with the 

unprocessed data are presented in Fig. 5.16 (a) and (b), respectively. Due to poor 

signal to noise ratio, no meaningful information could be obtained from these images. 

However, intermittent reflections can be seen at a few locations of artificial defects.  

The typical amplitude and TOF based C-scan images of Specimen 3 obtained 

from side 1 by CWT processing with optimum scale are presented in Fig. 5.17 (a) and 

(b), respectively. It can be seen that all the SDHs can be imaged with the optimum 

(a)       (b) 

Edge reflection 

Amplitude CWT                      TOF CWT 
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scale 26, which is used during the continuous wavelet transform processing of 

ultrasonic signals. The TOF based image provided the locations of defect from the 

scanning surface. The closely spaced ten number of SDHs in the same plane can be 

imaged and all these defects are shown by same green colour in Fig. 5.17 (b). The 

other five numbers of SDHs at different depths can also be distinguished according to 

their locations from scanning surface by different colours are also shown in Fig. 

5.17 (b).  

The conventional amplitude and TOF based C-scan images of Specimen 3 

generated by unprocessed ultrasonic data obtained from scanning performed from 

side 2 of this specimen are presented in Fig. 5.18 (a) and (b), respectively. The 

amplitude and TOF based images are noisy and distinct information could not be 

obtained. However, the intermittent ultrasonic reflections at the locations of the three 

SDHs made at 5, 10 and 15 mm depth were observed in the conventional C-scan 

images. These intermittent reflections can be clearly seen from amplitude and TOF 

based C-scan images shown in Fig. 5.18 (a) and (b), respectively. These intermittent 

reflections observed in conventional C-scans are attributed to the proximity of the 

SDHs to the scanning surface. However, no distinct information could be obtained 

from these images. Fig. 5.19 (a) and (b) show the C-scan images of Specimen 3 

obtained from side 2 by CWT processing with the optimum wavelet scale 26. It can be 

clearly observed that all the SDHs fabricated in this specimen could be imaged. All 

the ten SDHs located in the same plane can be clearly distinguished by blue colour in 

Fig. 5.19 (b). Similarly, the other defects located at different depths were also imaged 

and can be distinguished by different colours as shown in Fig. 5.19 (b).  
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For better visualisation of defects in Specimen 3, a 3D contour plot is made 

from the time of flight information obtained after CWT processing of ultrasonic data. 

Typical 3D graphs from side 1 and side 2 inspections are presented in Fig. 5.20 and 

Fig. 5.21, respectively. The depth information of side drilled holes can be obtained 

from the colour bar given in the figures.  

The qualitative analysis of the resolution capability of the CWT for closely 

spaced defects was performed from the images shown in Fig. 5.17 (a-b) and Fig. 

5.19 (a-b). It can be clearly observed that the amplitude based images provide better 

resolution of the defects compared to the TOF images. When the inspection was 

carried out from the thicker side of Specimen 3 (side 2), the closely spaced defects can 

be clearly distinguished up to the centre of the specimen. The wavelet based amplitude 

images provided better information about the size of the side drilled holes in 

Specimen 3, compared to the wavelet based time of flight images.  
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Fig. 5.16. C-scan images generated by unprocessed data from Specimen 3 (side 1) 

(a) amplitude and (b) time of flight based C-scans.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.17. C-scan images generated by CWT processed data at optimum scale from 

Specimen 3 (side 1) (a) amplitude and (b) time of flight based C - scans.  
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(a)       (b) 

(a)       (b) 

Amplitude CWT                                 TOF CWT 

Fig. 5.18. C-scan images generated by unprocessed data from Specimen 3 (side 2)        

(a)  amplitude and (b) time of flight based C-scans.  

Fig. 5.19. C-scan images generated by CWT processed data at optimum scale 

from Specimen  3 (side 2) (a) amplitude and (b) time of flight based C-scans.  
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Fig. 5.20. 3D representation of the time of flight data shown in Fig. 5.17 (b), the 

locations of the side drilled holes from top surface (side 1) of specimen are given in 

terms of depth.  

 

 

 
 

Fig. 5.21. A 3D representation of the time of flight data shown in Fig. 5.19 (b), the 

location of the side drilled holes from top surface (side 2) of specimen are given in 

terms of depth.    
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5.3.6.3 Qualitative evaluation of defect detection sensitivity 

Comparative analysis is made for detection of defects using 10 MHz ultrasonic 

frequency by utilising conventional time domain processing and CWT processing of 

signals obtained from Specimens 2 and 3. The detection of defects in Specimen 2 by 

conventional time domain processing of ultrasonic signals using low frequency 

5 MHz ultrasonic transducer are also included for comparison. The qualitative 

analysis of C-scan images obtained by conventional processing clearly indicates that 

only intermittent weak reflections could be observed at defect locations, and it is 

difficult to bring out the information about the shape of the reflector. However, the 

qualitative analysis of wavelet based C-scan images clearly demonstrates that all the 

defects could be imaged by CWT processing with the optimum scale (scale 26) and 

the location of the defects could be obtained by TOF based images. The shape of the 

reflector can also be clearly traced from the wavelet based C-scan images. This clearly 

demonstrates the usefulness of the wavelet based imaging compared to conventional 

method.  

The comparison of defect detection capabilities of conventional and wavelet 

approaches at two different frequencies in Specimen 2 is presented in Table 5.6. The 

smaller defects (3 mm) at larger depths (30-45 mm) could not be imaged by 

conventional approach using 5 MHz transducer. At higher ultrasonic frequency of 

10 MHz, only intermittent reflections of defects closer to inspection surface or larger 

in size could be obtained by conventional approach. But by using wavelet approach, 

all the defects could be imaged even with 10 MHz frequency ultrasonic waves. It can 

be clearly observed from Table 5.6 and Table 5.7 that the deeper defects missed by 

conventional approach could be imaged by wavelet approach.  



Chapter 5 

 

125 

 

 

Table 5.6. Qualitative analysis for defect detection capability of conventional and 

continuous wavelet transform based approaches in Specimen 2.  

Sl. 

No. 

Defect 

Ref. 

No. 

FBH depth 

from 

scanning 

surface, mm 

FBH 

diameter, 

mm 

Detection by 

Conventional method 

Detection by 

wavelet 

method 

5 MHz 10 MHz 10 MHz 

1 1 15 6 √ √ √ 

2 13 25 6 √ √ √ 

3 3, 10 35 6 √ X √ 

4 5 5 3 √ √ √ 

5 7 10 3 √ X √ 

6 9 15 3 √ X √ 

7 11 20 3 √ X √ 

8 8 25 3 √ X √ 

9 12 30 3 X X √ 

10 2 35 3 X X √ 

11 4 40 3 X X √ 

12 6 45 3 X X √ 

 

Table 5.7. Qualitative analysis for defect detection capability of conventional and 

continuous wavelet transform based approaches in Specimen 3.  

SDH depth from 

scanning surface, 

mm 

SDH 

diameter, mm 

Detection by 

Conventional 

method 

Detection by 

wavelet method 

10 MHz 10 MHz 

5 3 √ √ 

10 3 √ √ 

15 3 √ √ 

20 3 √ √ 

25 3 X √ 

30 3 X √ 

35 3 X √ 

40 3 X √ 

45 3 X √ 
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5.4 Conclusions 

� STFT based approach has been established as a reliable method for detection 

of defects in coarse grain medium.  

� The shift in the peak frequency with ultrasonic propagation distance is 

investigated by STFT with suitably designed specimens of coarse grain type 

316 austenitic stainless steel. The spectral information at the defect locations 

could be obtained reliably by the proposed STFT approach which could not be 

achieved by conventional Fourier transform based approach.  

� The experimentally observed shift in the peak frequency is found to be in good 

agreement with that obtained by an mathematical model based on ultrasonic 

scattering theory.  

� The peak frequencies obtained from artificial defects located at different 

depths lies in a frequency band. This enables us to utilise single wavelet scale 

for imaging all the defects in coarse grain specimens. The developed 

methodology was also very useful in imaging the closely spaced defects.  

� The STFT and CWT have been established as useful tools for defect detection 

and imaging with enhanced SNR in coarse grain austenitic stainless steels.  



 

127 

 

 

6.1 Introduction 

In the previous chapter 5, the ultrasonic imaging of defects in coarse grain 

austenitic stainless steel specimens using continuous wavelet transform based 

processing is discussed. However, the wavelet based imaging requires optimisation of 

different parameters such as mother wavelet and scale. This demands the use of new 

approaches, which can be used as an adaptive tool for imaging of defects in noisy 

medium. The Empirical Mode Decomposition (EMD) is a newly developed approach 

[15], which has been used as an adaptive tool for detection of defects in coarse grain 

material. A typical comparison of EMD with other time-frequency techniques used in 

this study such as STFT and CWT is presented in Table 6.1. The EMD approach 

suffers from mode mixing and in order to overcome this problem, a modified EMD 

approach known as Ensemble Empirical Mode Decomposition (EEMD) processing of 

ultrasonic signals is adopted [17]. The comparative analysis between EMD and 

EEMD processing of ultrasonic signals is made in the present study to understand the 

influence of these adaptive analysing techniques on the spectral content of the 

processed signals.   

In order to establish a reliable adaptive methodology for defect detection and 

imaging in coarse grained steels, suitability of the Ensemble Empirical Mode 

Decomposition (EEMD) processing of ultrasonic signals obtained from coarse grain 

austenitic stainless steel is explored in this study. The EEMD processing of ultrasonic 

signals yields different Intrinsic Mode Functions (IMF). The reconstruction of 

Chapter 6. Ensemble Empirical Mode Decomposition 
based Adaptive Processing of Ultrasonic Signals  
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ultrasonic signals can be carried out based on selected IMFs. The studies reported in 

literature have utilised sum of selected IMFs to reconstruct the ultrasonic signals [16]. 

However, a novel approach is proposed in this study by applying the signal 

minimisation algorithm to the selected IMFs obtained by EEMD processed ultrasonic 

signals. The signal minimisation algorithm has been widely used in split spectrum 

processing technique [6].  

The proposed methodology is applied on ultrasonic signals obtained from 

various heat treated austenitic stainless steel specimens prepared, with and without 

defects. Further, a detailed investigation is carried out to reconstruct the ultrasonic 

signals adaptively with enhanced SNR obtained from a wide range of grain size 

specimens. The proposed method can be used as an adaptive tool for automatic 

detection of defects and finding their locations in austenitic stainless steels. The 

usefulness of proposed methodology is also demonstrated by processing an ultrasonic 

B-scan acquired from coarse grain specimen with multiple defects.   

Table 6.1. Comparison of EEMD with STFT and CWT approaches 

Parameters/approaches STFT CWT EMD 

Window size Fixed Flexible No window (data 

driven process) 

Resolution Fixed Flexible Adaptive 

Spectral parameter Frequency Scale or Pseudo 

frequency 

Intrinsic Mode 

Functions (IMF) 

 

 



Chapter 6 

 

129 

 

6.2 Experimental 

6.2.1 Specimen preparation 

Ultrasonic signals from two different types of specimens of AISI type 316 

stainless steel have been used in this study. The ultrasonic multiple back-wall echoes 

obtained from different grain size specimens have been used to study the adaptive 

nature of the EEMD processing for reconstruction of ultrasonic signals. The details of 

these specimens are presented in Table 4.2 of Chapter 4. The adaptive nature of 

EEMD processing with signal minimisation algorithm was then tested for detection of 

flat bottom holes (FBHs) in Specimen 2. The dimensional details of these FBH are 

given in Table 5.2 of Chapter 5. The ultrasonic signals have been acquired using 

ultrasonic immersion transducers of 10 and 25 MHz frequency. The data were 

recorded with 100 and 500 MS/s sampling rates. Different sampling rates are used to 

understand the influence of data length on the adaptive nature of EEMD processing.  

6.3 Results and discussion 

6.3.1 Comparison between EMD and EEMD analysis 

A comparative analysis is performed between EMD and EEMD processing of 

ultrasonic signals to understand the influence of mode mixing. The Matlab routines 

developed by Flandrin et al. [101] have been used for performing these calculations. 

In the present study, different amplitudes of noise in the range of 0.1-0.4 times the 

standard deviation of the signals were utilised for EEMD analysis of ultrasonic 

signals. The noise amplitude of 0.2 times the standard deviation of signal was found to 

work well in all the cases investigated in this study.  
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The noise added in each trial to prevent the mode mixing effect, tends to 

diminish by	��/√�, where �� is the noise amplitude and M is the number of 

ensembles. Lesser number of ensembles will not be able to prevent mode mixing and 

larger number of ensembles will increase the computational time. For the signals used 

in the study the optimum number of ensembles was found to be 100. Further, Hilbert 

spectra of IMF obtained by EMD and EEMD have been used to evaluate their spectral 

content. Further, Hilbert spectra of IMF obtained by EMD and EEMD have been used 

to evaluate their spectral content.  

6.3.1.1 Effect of mode mixing 

The comparative studies were carried out by processing the ultrasonic signal 

using EMD and EEMD processing methods to understand the effect of mode mixing. 

An ultrasonic signal obtained from 10 mm thickness and 78 µm grain size specimen 

was used for this purpose. The data range is selected including first three back-wall 

echoes. Fig. 6.1 (a) and (b) show typical IMFs obtained by EMD and EEMD 

processing of the ultrasonic signal, respectively. Typical Hilbert spectra of IMF-5 

obtained by EMD and EEMD processing are shown in Fig. 6.2 (a-b). Hilbert spectrum 

of IMF-5 obtained by EMD processing shows the significant variations in the spectral 

content, while, the EEMD processed IMF represents spectral content with minimum 

variations. The meaningful spectral information obtained by Hilbert spectrum of the 

IMF is marked by the dashed horizontal lines. In comparison with EEMD, EMD 

represents nearly two times difference in the spectral content of IMF at the echo 

locations.  
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The locations of back-wall echoes, where mode mixing is evident due to EMD 

processing are circled by solid lines in red colour as shown in Fig. 6.1 (a). The back-

wall echoes of the signal, where minimal mode mixing is present due to EEMD 

processing are circled by dotted lines in black colour as shown in Fig. 6.1 (b). It can 

be clearly seen that EEMD is able to separate different frequency contents of the 

signal into different IMFs with minimal mode mixing.  

From the above results, it is evident that meaningful reconstruction of ultrasonic 

signal in coarse grained stainless steel is possible with EEMD processing. In view of 

this, only EEMD method is used for reconstruction of ultrasonic signals obtained from 

a range of grain size specimens. The EEMD decomposes the signal adaptively into a 

finite number of simpler components, thus making a filter bank available for 

processing the ultrasonic signals for defect signature and noise to be separated [102, 

103].  
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Fig. 6.1. The comparison of IMFs (im1-im7) obtained by (a) EMD processing, the 

effect of mode mixing in different IMFs is marked by solid circles and (b) EEMD 

processing, in comparison to EMD processing the minimal mode mixing is present 

and marked by dotted circles. The multiple ultrasonic back-wall echoes obtained from 

78  µm grain size specimen are selected for the comparison.  

 

Fig. 6.2. The Hilbert spectra, for a representative IMF (IMF-5) obtained from 

(a) EMD and (b) EEMD processing of ultrasonic signals obtained from 78 µm grain 

size specimen. It can be observed that the mode mixing is significantly reduced by 

EEMD processing.  

(a) (b) 

(a) (b) 
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6.3.2 Suitability of EEMD processing for signal reconstruction  

The suitability of EEMD processing for reconstruction of an ultrasonic signal 

was evaluated by using an ultrasonic signal with multiple back-wall echoes obtained 

from 30 µm grain size specimen of 10 mm thickness. The amplitude spectra of 

different IMFs were obtained after EEMD processing of ultrasonic signal to 

understand the variation in frequency content of different IMFs. 

Fig. 6.3 (a) and (b) show typical ultrasonic signal obtained from 30 µm grain 

size specimen and its IMFs obtained by EEMD processing with their corresponding 

amplitude spectra calculated by Fourier transform. The amplitude spectra clearly 

reveal that the signal comprises of 2-14 MHz frequency. The meaningful signal 

information is retained even up to the sixth (6th) IMF, where the frequency content of 

the signal is approximately 1 MHz. The variation in the frequency pattern of different 

IMFs reveals that with an increasing IMF order the frequency content of the IMF 

decreases. After the sixth (6th) IMF, very low frequency information is available, 

which does not provide any meaningful information about the signal. It is difficult to 

identify the multiple echoes in the seventh (7th) IMF. The frequency content of IMFs 

follows a systematic pattern, which is achieved adaptively. However, in wavelet 

processing, the existing filter bank has to be used for processing the signal [7]. In the 

case of EEMD processing, the useful frequency bandwidth of the ultrasonic signals is 

determined adaptively, in comparison to the split spectrum processing [6], which 

demands the separate analysis of ultrasonic signals for the determination of useful 

bandwidth. Therefore, this method can be very useful for adaptive analysis of 

ultrasonic signals from coarse grained stainless steels. The useful range of IMFs is 
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evaluated by analysing the ultrasonic signals obtained from a range of grain size 

specimens, which is discussed in the following section 6.3.3.  

 

Fig. 6.3. (a) Typical ultrasonic A-scan signal obtained from 30 µm grain size 

specimen and its IMFs (im1-im7) obtained by EEMD processing and (b) amplitude 

spectrum of the signal S(f) and corresponding IMFs (IM(f)-IM(f)7). The ultrasonic 

signal was acquired with 10 MHz transducer and 100 MS/s sampling rate.  

6.3.3 Adaptive reconstruction of signals using EEMD  

The adaptive nature of EEMD is tested by processing the ultrasonic signals 

obtained from a low and a high grain size specimens. These signals were acquired by 

10 MHz transducer and sampled at 100 MS/s digitization rate. Fig. 6.4 (a) and (b), 

show IMFs obtained by EEMD based decomposition from 30 µm and 210 µm grain 

size specimens of 10 mm thickness, respectively. It can be seen clearly that the 

meaningful information about the back-wall echoes is available in the IMFs 3-5, 

irrespective of the large difference in the grain size. Due to adaptive filtering nature of 

(a) (b) 
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this processing, high frequency grain noise is present in only initial IMFs, and low 

frequency information is present in the later IMFs. This clearly indicates that the 

processing of ultrasonic signal based on the selected IMF can provide good signal to 

noise ratio. This provides an idea to reconstruct the ultrasonic signals obtained from a 

range grain sizes with enhanced SNR. The observed adaptive nature of this processing 

can be utilized with selected IMFs to extract the necessary information. In order to 

analyze the extent of adaptation of EEMD processing for the ultrasonic data used in 

this study, various ultrasonic signals obtained with different frequencies and sampling 

rates were analysed. The ultrasonic signals were acquired from a 10 mm thickness 

specimen with 200 µm grain size, using 10 and 25 MHz transducers with different 

sampling rates. Fig. 6.5 show the typical IMFs obtained by EEMD processing of 

ultrasonic signal from (a) 10 MHz probe frequency and 100 MS/s sampling rate, 

(b) 10 MHz probe frequency and 500 MS/s and (c) 25 MHz probe frequency and 500 

MS/s sampling rate. The ultrasonic signals were obtained from a coarse grain 

specimen in combination of two different ultrasonic frequencies and sampling rates. 

The two different frequencies were used to generate ultrasonic signals with different 

spectral content for the same microstructural conditions. The different sampling rates 

were chosen to vary the data length. It can be clearly noticed from Fig. 6.5 (a) and (c) 

that the EEMD filters the noise of the signals adaptively and the useful information 

which is available within a set of IMFs can be obtained. However, the number and 

level of IMFs are dependent on the probe frequency and the sampling rate chosen for 

acquiring the ultrasonic signal. The use of higher frequency at higher sampling rate 

shifts the desired information of the signal to higher IMFs. Therefore in order to make 

the EEMD based approach completely adaptive, the ultrasonic signals obtained by 
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only one ultrasonic frequency, i.e., 10 MHz and sampling rate of 100 MHz is used to 

reconstruct the signals.  

 

 

Fig. 6.4. The IMFs (im1-im7) obtained by EEMD processing of ultrasonic signals 

obtained from (a) 30 µm and (b) 210 µm grain size specimen. Typical three multiple 

back-wall echoes are selected for processing. It can be inferred that typical IMFs (3-5) 

can be used to reconstruct the signal irrespective of the vast difference in the grain 

size.   

(a)                                             (b) 
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(a)     (b)    (c) 

Fig. 6.5. Comparison of IMFs (im1-im7) obtained by EEMD processing for the 

ultrasonic signals obtained with (a) 10 MHz probe frequency and 100 MS/s sampling 

rate, (b) 10 MHz probe frequency and 500 MS/s sampling rate and (c) 25 MHz probe 

frequency and 500 MS/s sampling rate for 210 µm grain size specimen. The 

rectangular boxes represent the range of IMFs containing meaningful information of 

the signal.  

The analysis of the signals for a range of grain sizes (30 and 210 µm) as 

presented in Fig. 6.4 and Fig. 6.5 showed that selected IMFs 3-5 provide the required 

information about the ultrasonic signal. Fig. 6.6 (a) and (b) show the original 

ultrasonic signals acquired from 30 and 210 µm grain size specimens, respectively. 

The signals reconstructed by sum of IMFs (3-5) are shown in Fig. 6.6 (c) and (d), 

respectively. The signals reconstructed by applications of  minimisation algorithm to 

IMFs (3-5) are shown in Fig. 6.6 (e) and (f), respectively. For the second back-wall 

echo, ~13 dB higher SNR is observed with minimisation approach as compared to the 

sum of the selected IMF approach. The improvement in ths SNR is achieved by the 

adaptive filtering of high frequency components at these IMF levels. The SNR in the 

signals has been estimated based on the peak amplitude values of the signal (A1) and 

noise (A2) using the following relation.  
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SNR (dB) = 20 log (A1/A2)    (6.1) 

In addition, EEMD processing in conjunction with minimization approach also 

showed successful reconstruction of ultrasonic signals with enhanced SNR by 

selecting the IMFs (3-5) only, for the ultrasonic signals obtained from a range of grain 

size specimens (30-210 µm).  

 

Fig. 6.6. (a-b) shows the ultrasonic signals obtained from 30 and 210 µm grain size 

specimens, the data range is selected including first three back-wall echoes, (c-d) The 

reconstruction of the ultrasonic signals by selected IMFs (3-5) obtained by EEMD 

processing and (e-f) The reconstruction of ultrasonic signals obtained by application 

of minimisation on selected IMFs (3-5) obtained by EEMD processing. The zoomed 

part of third back-wall echo is shown in the inset.  

6.3.4 EEMD processing for detection of defects  

The proposed methodology was extended to validate its usefulness for detection 

of defects in coarse grained materials. Artificially made FBH at different depths were 

used for this purpose. Fig. 6.7 (a-c) show the IMFs obtained by EEMD processing of 

ultrasonic signals recorded from flat bottom holes at (a) 25 mm (b) 30 mm and 

(c) 35 mm depth, respectively from the scanning surface of Specimen 2. The data 

range is selected to include the back-wall echo also for the processing. It can be 
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clearly seen that typically IMFs (3-5) can be successively used to reconstruct the 

signal for different depths of investigation. Fig. 6.8 (a-c) show the actual ultrasonic 

signals, while Fig. 6.8 (d-f) represent the reconstructed signals with sum of 

selected IMFs (3 - 5) and Fig. 6.8 (g-i) show the reconstructed signals with application 

of minimisation on selected IMFs (3-5). It can be clearly seen that application of 

minimisation enhances the signal to noise ratio of the reconstructed signals. Table 6.2 

presents a comparative improvement in the SNR of the signals obtained by the sum 

and minimisation of selected IMFs. It can be concluded that irrespective of the defect 

depth i.e., 25 mm - 35 mm, atleast 7 dB additional enhancement in SNR is achieved 

by IMFs minimisation compared to IMF sum.  

The signals analysed with EEMD approach at three different depths                 

(25 – 35 mm) were also analysed by continuous wavelet transform approach. The 

details of the CWT based approach is discussed in Chapter 5. The SNR in the wavelet 

processed signals at the optimum scale value was calculated using Eq. 6.1, and found 

to be 11.8 dB, 7.3 dB and 5.9 dB for the defects located at the depths of 25 mm, 

30 mm and 35 mm, respectively. The SNR improvement achieved by CWT approach 

is found to be less than that obtained by the EEMD approach with minimisation. The 

superior capability of the proposed method in terms of SNR enhancement and 

adaptive signal reconstruction, makes it an ideal tool for processing of ultrasonic 

signals received from coarse grained material.   
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  (a)     (b)    (c) 
 

Fig. 6.7. The IMFs (im1-im7) obtained by EEMD processing of ultrasonic signals 

obtained from flat bottom holes (FBH) at (a) 25 mm, (b) 30 mm and (c) 35 mm 

distance from scanning surface in Specimen 2. The data range is selected to include 

back-wall echo for the processing also.   

  



Chapter 6 

 

141 

 

 

Fig. 6.8. (a-c) shows the ultrasonic signals obtained from flat bottom holes (FBH) at 

(a) 25 mm (b) 30 mm and (c) 35 mm distance from scanning surface in Specimen 2, 

(d-f) The reconstruction of the ultrasonic signals by selected IMFs (3-5) sum obtained 

by EEMD processing and (g-i) The reconstruction of ultrasonic signals obtained by 

application of minimisation on selected IMFs (3-5) obtained by EEMD processing. 

The defect and the back-wall echoes are indicated with arrows.  

Table 6.2. Signal to noise ratio improvement in ultrasonic signals obtained from 

artificially made flat bottom holes in 200 µm grain size, 50 mm thickness austenitic 

stainless steel specimen (Specimen 2). 

Depth of 

FBH from 

surface 

(mm) 

SNR of 

raw signal 

(dB) 

SNR of processed 

signal by Sum (dB) 

(A) 

SNR of processed 

signal by 

Minimization (dB) 

(B) 

Extra SNR 

enhancement 

due to 

minimisation 

(B-A), dB 

25  <0 5.6 15.9 10.3 

30  <0 3.8 10.8 7.0 

35  <0 <0 8.3 8.3 
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6.4 Adaptive defect detection in a B-scan  

The EEMD processing of ultrasonic A-scans in conjunction with minimisation 

algorithm was found to be useful in detecting the defect signals merged in backscatter 

with enhanced SNR. The developed methodology was further extended for adaptive 

defection of defects in an ultrasonic B-scan acquired from Specimen 2. The B-scan is 

obtained from the specimen containing flat bottom holes at different depths. Fig. 6.9 

shows the scan details of the acquired ultrasonic B-scan and the defects covered.     

The defects located at 15 mm (3 mm diameter), 25 mm (6 mm diameter) and 

35 mm (6 mm diameter) from scanning surface are covered in the B-scan, which 

consists of 180 A-scans. The initial high amplitude water-specimen ultrasonic 

reflection is not considered for the processing.  

The raw B-scan image is shown in Fig. 6.10. The defect locations are marked 

with dotted circles and numbered as A (15 mm), B (25 mm) and C (35 mm), 

respectively in the unprocessed B – scan as shown in Fig. 6.10. The range of selected 

IMFs (3-5) obtained by EEMD processing of individual A-scans were used to 

reconstruct the signal by the proposed methodology. The comparative analysis of the 

sum of IMFs and application of minimisation algorithm to IMFs obtained by EEMD is 

also carried out.  

The B-scan image obtained by processing the individual A-scan signals by 

EEMD and the sum of IMFs (3-5) were used for reconstruction of the signal and is 

shown in Fig. 6.11. It is clear from the processed image that three FBHs can be 

identified. However, the presence of significant noise can be seen throughout the 

image in Fig. 6.11. Fig. 6.12 shows the B-scan image obtained by application of 

minimisation algorithm to the selected IMFs (3-5) obtained by the EEMD processing. 
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The image provides very good signal to noise ratio throughout the image and the 

defects are imaged with enhanced SNR. This clearly demonstrates the usefulness of 

the proposed EEMD method with signal minimisation for truly adaptive analysis of 

ultrasonic signals for the detection and imaging of defects in coarse grained austenitic 

stainless steels.  

The application of minimisation algorithm demands the normalization of 

signals. In case of individual A-scans with defects, the maximum amplitude is 

obtained corresponding to the defect location. However, in the absence of a defect 

signal, the normalization will be performed based on the maximum amplitude present 

in the signal, arising from the noise. An alternative strategy is adopted to remove 

unwanted high amplitude noise from B-scan by normalizing individual A-scans with 

the sum of the individual data point amplitudes. This removes the unwanted noise 

from the processed data. This processing has been applied to both the B-scans 

obtained after application of the IMFs sum and the minimization methods. The results 

obtained by this normalization process are shown in Fig. 6.11 and Fig. 6.12.  

 

 

 

 

 

Fig. 6.9. The ultrasonic B-scan was acquired by automatic scanning covering the three 

flat bottom holes including 9 (3 mm dia., 15mm deep), 13 (6 mm dia., 25 mm deep) 

and 3 (6 mm dia., 35 mm deep).  
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Fig. 6.10. The original B-scan acquired. The ultrasonic frequency used for scanning 

was 10 MHz and data were acquired at 100 MS/s sampling rate.  

 

 

 

Fig. 6.11. The B-scan reconstructed by sum of IMFs (3-5) obtained by EEMD 

processing.   

 

A B 
C 

A 
B C 
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Fig. 6.12. The B-scan reconstructed by applying minimisation algorithm to the IMFs 

(3-5) obtained by EEMD processing.  

6.5 Conclusions 

� EEMD has been established as a useful tool for processing of ultrasonic 

signals obtained from coarse grain austenitic stainless steel, which is able to 

overcome the mode mixing problem during EMD analysis.  

� To the best of the author’s knowledge, this is a first of its kind attempt to use 

combination of EEMD and signal minimisation algorithm for truly adaptive 

reconstruction of ultrasonic signals with enhanced SNR from a wide range of 

grain size 30-210 µm.  

� The proposed approach showed considerable enhancement of SNR for the 

ultrasonic signals obtained from artificial defects at different depths. The 

proposed minimisation method showed at least 7 dB extra enhancement in the 

SNR as compared to the conventionally used selected IMF sum approach.  

 

A 
B 

C 
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7.1 Summary 

In the present study different time-frequency signal processing methods have 

been adopted to process the ultrasonic signals for the evaluation of grain size, defect 

detection and imaging. A novel signal processing approach is also proposed for truly 

adaptive reconstruction of ultrasonic signals with enhanced signal to noise ratio. The 

ultrasonic signals were acquired from suitably designed coarse grain austenitic 

stainless steel specimens with higher scattering. This study provides a deeper insight 

into the use of time-frequency analysis tools for enhanced microstructural and defect 

characterisation in austenitic stainless steels. The salient results obtained in the thesis 

are presented below: 

� The short time Fourier transform (STFT) has been established as a useful tool 

for understanding the frequency dependent attenuation and estimation of grain 

size in austenitic stainless steels. A novel scheme for optimization of window 

parameter for STFT is also proposed. To the best of the author’s knowledge, 

this is the first of its kind attempt for comprehensive microstructural 

characterization using time-frequency approach. 

� The use of STFT processing demonstrated the possibility of enhanced grain 

size evaluation compared to conventional spectral analysis based approaches. 

This is achieved by extraction of reliable frequency information at the back-

wall location of the ultrasonic echoes.  

Chapter 7. Summary and Future Works 
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� The spectral content of the ultrasonic signals obtained from coarse grained 

steels can be analyzed pictorially in STFT spectrogram, and this has been 

effectively utilized for the analysis of the spectral content of back-wall echo 

and backscatter signals simultaneously.  

� The peak frequency values up to three back-wall echoes can be obtained 

reliably for a range of grain sizes (30-210 µm) using STFT based approach. 

The variation in the peak frequency of the multiple back-wall echoes exhibited 

linear relationship with d‒1/2. The slope of this correlation showed increasing 

trend from first to third back-wall echoes, which indicated an increased 

sensitivity of the spectral peak frequency based methodology for grain size 

measurements. This increased sensitivity can be attributed to extended wave-

material interaction.  

� The corner echo acquired using 45° shear waves also showed linear 

relationship with d‒1/2. Hence, the frequency shift based methodology 

developed in this study is valid for both longitudinal and shear wave modes.  

� The limitation of fixed resolution of STFT has been addressed by using 

continuous wavelet transform (CWT) for the analysis of ultrasonic signals 

obtained from coarse grained stainless steel. CWT based pseudo frequency 

approach has also been successfully used for grain size evaluation.  

� The STFT approach established for microstructural characterization was also 

used for defect characterization. The time-frequency analysis enabled the 

imaging of defects in higher scattering material at higher ultrasonic frequency, 

which could not be imaged by conventional low frequency testing. The 
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proposed method enables high frequency based inspection at near surface and 

comparatively lower frequency based examination for deeper regions.  

� The depth dependency of ultrasonic peak frequency shift is investigated by 

STFT with judiciously designed specimens of coarse grain austenitic stainless 

steel. The experimentally observed shift in the peak frequency is found to be in 

good agreement with that obtain by an empirical model based on the ultrasonic 

scattering theory.  

� The imaging scheme based on CWT processing of ultrasonic signals provides 

a unique opportunity to extract the defect location by time of flight images. 

The CWT imaging scheme with optimum scale is also found to be very useful 

in imaging of closely spaced defects.  

� Ensemble Empirical Mode Decomposition (EEMD) based processing has been 

utilized for adaptive processing of ultrasonic signals obtained from coarse 

grain stainless steels. The EEMD is able to overcome mode mixing problems 

of Empirical Mode Decomposition (EMD) analysis.  

� First of its kind attempt is made to use EEMD processing with signal 

minimisation algorithm for adaptive reconstruction of ultrasonic signals with 

improved signal to noise ratio has been made. The proposed method provides 

significant improvement in the SNR compared to commonly used IMF sum 

approach.  

� The novel combination of EEMD processed IMFs and signal minimisation 

makes the proposed approach truly adaptive for reconstruction of ultrasonic 

signals with enhanced SNR in high scattering coarse grain austenitic stainless 
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steels. This enables detection of defects with high sensitivity present at larger 

depths even in highly scattering materials in comparison to conventional 

ultrasonic methods. 

7.2 Future works 

Based on the detailed investigations on the evaluation of grain size and defect 

detection and imaging in austenitic stainless steel performed in the present study, the 

important issues need to be addressed in the future work are suggested below: 

(1) Time-frequency based approaches have been used in this study to analyse back-

wall echo signals obtained from austenitic stainless steel for the evaluation of 

grain size. Further work should be directed towards the analysis of ultrasonic 

backscatter signals for grain size evaluation by EMD approach.  

(2) The Hall Petch type relationship being observed for longitudinal and shear waves 

can be further investigated in detail. 

(3)  The time-frequency based STFT approach is successfully implemented to 

determine peak frequency in the high scattering medium. It would be of interest, if 

STFT can be used for phase velocity calculations in austenitic stainless steels with 

different grain sizes for the examination of the dispersion effect.  

(4) EEMD in conjunction with minimisation algorithm has been established as a 

useful tool for adaptive detection of defects in high scattering austenitic stainless 

steel. This approach should be examined for adaptive detection of defects in other 

high scattering materials such as composites and concrete structures.  

(5) The usefulness of time-frequency methods for detection and imaging of defects in 

anisotropic stainless steel weldments need to be explored. 
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