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SYNOPSIS 

1. RESEARCH PROBLEM 

Bearings are the most commonly used components in any mechanical 

equipment such as pumps, wind turbines, cranes and hoists. They bear much of the 

load component. This when combined with harsh operating conditions such as in high 

temperature, corrosive environment, dust increases the chances of bearing failures. 

Based on the survey reports on various faults occurring in rotating machines, it is 

observed that majority of the failures occur as bearings faults [1-3]. Condition 

monitoring refers to monitoring the current state of, e.g. rotating machine and 

predicting its further state while in operation. Currently, condition based maintenance 

is considered as the most efficient maintenance strategy for industries. A recent motor 

bearing failure case study in the thermal power plant of India [4], showed that the 

capital saved by condition monitoring was around 2.3 crores ($ 4,00,000). Condition 

monitoring of bearing is very much important for various reasons such as to increase 

equipment availability, safety, reliability, and preventing the capital loss due to its 

unavailability. 

Generally, bearing is classified into two types- rolling element bearing and 

journal bearing. Rolling element bearings are used in more than 90% of the rotating 

machinery found in various applications [5]. They are prone to myriad of premature 

failures. A mere 10% of them reach their expected service life [5]. Hence, rolling 

element bearing (hereafter, bearing) condition monitoring is considered as the 

research problem. 

Bearing condition monitoring is done using various methods [6] such as 

vibration analysis, chemical analysis, temperature measurement, acoustic emission 

and current monitoring. Of these, vibration based monitoring is widely used in 

industries and also available as a standard ISO 10816 [7]. Bearing condition 

monitoring is conducted in three phases namely fault detection, diagnosis and 

prognosis. Fault detection phase (Anything wrong?) determines whether the bearing is 

healthy or faulty. Once the fault is detected, the location of the fault is found in the 

diagnosis phase (Where it occurred?). Prognosis phase (How much is the level and 

when it occurred?) deals with fault degradation and remaining useful life of the 
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bearing. It is the development and continuation of fault detection. In the prognosis 

study, only fault degradation assessment is considered. 

In this thesis, monitoring methods for fault detection, fault diagnosis and fault 

degradation assessment are developed. 

2. MOTIVATION AND SIGNIFICANCE 

The main motivation of this research is to investigate the use of vibration 

analysis and to develop the state-of-art signal processing methods for the condition 

monitoring of bearings. 

A vibration signal generated by a bearing fault is pseudo cyclo-stationary in 

nature [8], so it is essential to extract the fault features accurately from the collected 

vibration signal. These features are critical for determining the bearing condition 

(healthy or faulty) and would be used in the prognosis phase. Mostly time domain 

method is used for calculating the fault features. However, the results of these 

methods vary with sample size, load and noise. It is an area where research is still 

needed. 

Spectrum analysis is the most commonly used method for fault diagnosis 

where the fault characteristic frequency components (FCF) are extracted from the 

vibration signal to localize the fault. FCFs are mainly amplitude modulated because of 

two reasons: first due to the transfer function of the transmission path between the 

bearing and the sensor and second, the load carried by the rolling elements. It is also 

frequency modulated due to the variation in the instantaneous shaft rotating 

frequency. Due to roller slippage [9], the repetition duration may vary slightly which 

causes smearing of the spectrum. The vibration measured from the equipment not 

only contains the fault characteristic frequencies, but also the vibrations generated by 

other mechanical components such as gear meshing, shaft imbalance or misalignment 

or bent /cracked shaft along with the background noise. All the above factors 

complicate the quality of diagnosis decisions to be taken when the faults occur in 

incipient stage. Thus, signal processing methods which can extract the incipient fault 

under the presence of masking sources and background noise are required to be 

developed. In addition to it, the method needs to be simple and efficient, from the 

practical implementation point of view.  
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Bearing fault degradation has strong fuzziness and the dynamic information is 

random. The main difficulty in its effective implementation is the highly stochastic 

nature of fault. The features (e.g. root mean square, kurtosis and crest factor) used for 

fault degradation assessment have stability problems with fault severity [10]. Hence, 

robust “fault” features are required to accurately trend the fault. Exploring new and 

effective indices should be carried out to develop an effective prognostic system. 

The important significance of this research is the development of a simple 

online automated approach useful for a handheld vibration analyzer and development 

of some novel effective fault indices for fault detection and prognosis.  

3. RESEARCH QUESTIONS  

Based on the problem considered and the literature study carried out, the 

following questions would be investigated and solved in this thesis: 

i. Is it possible to employ a simple online method for bearing fault detection?  

ii. Whether an effective fault index to differentiate between healthy and faulty bearing 

could be developed? 

iii. Whether a noise tolerant and an efficient bearing fault feature extraction and 

diagnosis method could be developed? 

iv. How a bearing fault could be localized for a low signal-to-noise ratio (SNR) 

condition without using any de-noising technique or without the need of designing the 

band pass filter and nor applying a complex time–frequency method? 

v. How to select some features which can evaluate comprehensive performance 

degradation severity?  

vi. How an effective index for comprehensive performance degradation severity could 

be obtained after extracting the features? 
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4. OBJECTIVES 

This research concentrates on the development of robust methods covering the 

three phases of bearing condition monitoring, namely fault detection, diagnosis and 

prognosis. The objectives behind each work are discussed below: 

4.1 Fault Detection 

At detection stage, the raw vibration signals are processed to extract the fault 

features. Most of the time domain and data based signal processing methods used are 

noise sensitive, sample size dependent, machine and load dependent or involving 

complex mathematical calculations or need of much training.  

The main objective of the work in „Detection‟ stage would be: 

i. Development of an effective fault feature extraction algorithm, which could 

solve the above mentioned problems and is suitable for online bearing condition 

monitoring.  

ii. Some novel fault indices would also be identified to detect the faulty 

bearing at its incipient fault stage.  

4.2 Fault Diagnosis 

Once the fault in bearing is identified at the detection stage, next (diagnosis 

stage) spectrum analysis is carried out to extract the fault characteristic frequency 

related to the location of the fault in bearing (inner race, outer race, rollers and cage). 

Considering that not much diagnostic information is obtained from the spectrum of 

the raw signal [8], the diagnostic method in this thesis is developed with an objective 

of:  

i. An automated method which is simple in implementation and applicable to 

signals with low SNR. It should not require designing the band pass filter 

(conventional method) or de-noising, before processing for spectrum analysis. 

ii. A time domain approach to be identified which is useful for diagnosis with 

advantages such as noise immunity and sample size variant. 
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4.3 Fault Prognosis 

In the fault prognosis work, fault degradation assessment is considered. At 

this stage, information regarding the fault degradation in bearing performance should 

be accurate so that further decisions and actions could be planned. The method should 

provide information on the status of fault severity, its progression and time to failure. 

Many trending parameter have been developed which do not show consistent 

performance with fault severity. The work in this area focuses on : 

i. Development of better fault trending features which show the different 

stages of bearing fault severity.  

ii. Use of appropriate parameters to develop an accurate bearing performance 

indicator. 

5 METHODS AND APPROACHES 

The algorithms developed are mainly based on signal processing in time and 

frequency domain along with the application of various data mining techniques. To 

test and validate the algorithms, signals from various sources such as simulation, 

experimental and those from industries are considered. In order to address the various 

research questions, the methods and approaches explored are discussed in the 

following subsections. 

5.1 Fault Detection 

Two new fault detection methods are proposed. They are based on: 

i. The concept of symbolic dynamics is used for the fault index. 

ii. Singular spectrum analysis is used as a preprocessing method (time domain) 

for obtaining the fault feature. 

5.2. Fault Diagnosis  

Fault diagnosis is generally carried by using the spectrum analysis to detect 

the fault characteristic frequencies. An alternative approach based on time domain and 

data based technique is proposed in this stage. Overall, two algorithms are developed 
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for bearing fault diagnosis: one is based on fault characteristic frequency detection 

and the other method is based on fault feature. 

i. Generalized Teager Kaiser Energy Operator (GTKEO) is used extract the 

fault characteristic frequencies.  

ii. Singular spectrum analysis is used as a fault feature extraction method and 

feed forward back propagation neural network is used for classifying the bearing into 

four classes namely healthy, inner race fault, outer race fault and ball fault. 

5.3 Fault Prognosis 

In the fault prognosis study, fault features developed in this thesis and the support 

vector data description method are used to obtain a condition degradation indicator. 
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7. ANALYZED DATA’s 

The different types of bearing fault data used for verification and validation of 

the proposed methods of fault detection, fault diagnosis and fault degradation. Four 

sources of data are used: numerical simulation, with artificially seeded fault, bearing 

accelerated life test and real industrial case.  

a) Experimental data with artificially seeded fault:  

They are collected from two different test rigs. One test rig (Test data1) has a 

simple setup of induction motor with dynamometer. It is taken from Case Western 

Reserve University [11]. Point defects of different sizes (width 0.18 mm to 0.71 mm 

range, depth of 0.28 mm) are seeded on inner race, outer race and ball. SKF 6205 

series deep grove ball bearing is used. The data are also collected for different 

combinations of load (no load to full load) and its corresponding speed. These are 

analyzed in fault detection (Chapter 3 and 4) and fault diagnosis (Chapter 5 and 6) 

approaches. 

From second test rig (Test data2), signals are obtained in the presence of a 

spur gearbox. The data is obtained from University of New South Wales [12]. The 

setup consists of single stage gearbox driven primarily by a 3Ф motor and powered by 

a hydraulic motor-pump set. Koyo 1205, double row ball bearing is used. Point 

defects in inner race and outer race (width of 0.8 mm, depth of 0.3 mm), ball defect 

with both width and depth of 0.5 mm was made. These are used in fault detection 

(Chapter 3) and fault diagnosis (Chapter 5 and 6) approaches. 

b) Numerical simulation signal: (Test data3) 

It is used in fault detection method (Chapter 3). External interferences such as 

gearbox and noise are considered. 

c) Bearing Accelerated life test data: (Test data4) 

It is to evaluate the fault degradation method (Chapter 7). The data is taken 

from University of Cincinnati [13]. The test rig consists of AC motor coupled to the 

shaft via rubber belts. Rexnord ZA-2115 double row bearing are installed on a shaft 

and are oil force lubricated. The test is carried out until the amount of debris collected 

in the lubrication system exceeds a limit.  
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d) Industrial data: (Test data5) 

The industrial data is obtained from the Society for Machinery failure 

Prevention Technology [14] which is used for validating the fault diagnosis based 

spectrum analysis method (Chapter 6). Three cases of data used: planet bearing (both 

ball and outer race defects); Intermediate shaft (ball defect) and Oil Pump (inner race 

defect) of a wind turbine. 

8. CHAPTER DESCRIPTIONS 

The thesis comprises of eight chapters. They are briefly discussed below: 

CHAPTER 1 INTRODUCTION 

Chapter 1 describes the research problem, motivation, significance of the 

work, the various research questions considered as the starting point of research. Also, 

the objectives and different approaches used for carrying out the work are discussed 

along with the structure of the thesis. 

CHAPTER 2 AN OVERVIEW OF ROLLING ELEMENT BEARING FAULTS 

AND VIBRATION BASED CONDITION MONITORING METHODS 

Chapter 2 expounds the various aspects related to bearing condition 

monitoring.   It discusses the following concepts: rolling element bearing, its various 

types of defects and their causes, bearing fault signature and fault characteristic 

frequencies, different stages involved in bearing fault development (4 stages), 

condition monitoring philosophy (methods involving data acquisition, data processing 

and decision making) and some of the existing vibration based monitoring techniques 

used for fault detection, fault diagnosis and fault degradation studies.  

CHAPTER 3 DETECTION OF FAULTY BEARING USING SYMBOLIC 

DYNAMICS 

Chapter 3 discusses the method to detect the faulty bearing based on symbolic 

dynamics. Symbolic dynamic technique gives the behavioural description of nonlinear 

dynamical system. During the bearing fault occurrence, the vibration signal obtained 

is amplitude and frequency modulated which changes the statistics of the vibration 

signal and these changes are detected through symbolic dynamic method. 
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The time series data is converted into symbolic series. The symbolic series 

generation is done using maximum entropy based partitioning approach. The 

sequence of symbols represents the different states of the dynamical systems. The 

change of symbols represents the change from one state to another state. If system is 

normal, the statistics of the symbols would remain the same and the states would give 

a uniform probability distribution. An anomaly would change the probability 

distribution of the symbols. A measure of deviation, which is called as Common 

Signal Index (CSI), is the parameter which compares the fractional occurrence of the 

symbols for normal and anomaly conditions. Based on the CSI value, anomaly 

condition of bearing is detected. 

In this method, two signals are used. One is a reference signal which is from 

healthy data. Other is a signal (test signal) whose condition is to be determined. A 

common signal index is calculated by using the fractional occurrences of the symbols 

in both the signals. Of the five CSI considered, two CSI (fault index) used are CSI1 

and CSI3. Initially, testdata1 is used for testing the approach. For healthy bearing, 

CSI1 and CSI3 attain a value close to 0.5 and 0 respectively. For faulty conditions, 

CSI1 values are well below 0.5 and CSI3 values are farther above from 0. On the 

basis of the results obtained, bearing condition is classified using the rule: If CSI1 = 

0.48 to 0.5 or CSI3 = 0 to 0.2, Bearing is in healthy else faulty. 

The effect of noise and sample size on the fault index is also studied and the 

bearing fault detection was carried out successfully. In order to verify the results 

obtained from the test data1, the CSI values were computed for testdata2 and 

testdata3. For these test data also, the method was found to work well. Finally, a 

comparison of the proposed method with the other existing time domain and data 

based methods that used the same test data1 is carried out. The advantage of the 

developed symbolic dynamic method for bearing fault detection over the other 

methods is shown.  

CHAPTER 4  IDENTIFICATION OF FAULTY BEARINGS USING 

SINGULAR VALUE RATIO: CASE STUDY 

Chapter 4 investigates the possibility of using the ratio of singular value (SV) 

as a fault index for detection of faulty bearing. The fault index is calculated using 

singular spectrum analysis. Initially, a process known as embedding of the input 
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vibration signal is carried out. In this step, the signal is mapped to L dimension vector 

matrix. To this matrix, singular value decomposition (SVD) is carried to calculate L 

singular values. SVD helps in decomposition of the input signal. Singular value is 

given by the square root of eigenvalue.  Different L values are used to calculate the 

appropriate value (L=10). Singular Value Ratio (SVR) is the ratio of adjacent singular 

values. There are five SVRs considered. 

The SVR should clearly differentiate the healthy and faulty conditions i.e. it 

should have different range of values in healthy and faulty conditions. Test data1 is 

used for the analysis. Two SVR are selected. The effect of load, noise, fault size and 

sample size is studied. The result shows that the faulty bearing is identified even 

under the variation of the above parameters. 

CHAPTER 5  BEARING FAULT DIAGNOSIS USING SINGULAR 

SPECTRUM ANALYSIS 

Chapter 5 reports the time series method for bearing fault feature extraction 

using Singular Spectrum Analysis (SSA).  SSA is used for the decomposition of the 

acquired signals into an additive set of principal components. A new approach for the 

selection of the principal components is also presented using the singular value plot. 

Two methods of feature extraction are implemented. In first method, the Singular 

Values of the selected principal components are adopted as the fault features, and in 

second method, the energy of the principal components corresponding to the selected 

SV numbers are used as features. A back propagation neural network (BPNN) is used 

for fault diagnosis.  

Test data1 and Test data2 are used for the testing of the two approaches. The 

effect of sample size, fault size and load on the fault features is studied. The 

advantages of the proposed method over the exiting time series method are discussed. 

The experimental results demonstrate that this bearing fault diagnosis method is 

simple, noise tolerant, efficient even under masking sources and higher classification 

rate. 
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        CHAPTER 6  GENERALIZED TEAGER KAISER ENERGY OPERATOR 

BASED BEARING FAULT DIAGNOSIS  

Chapter 6 describes the demodulation method based on Generalized Teager Kaiser 

Energy operator (GTKEO) for detecting the FCF. Only one parameter is required to 

be known and method to choose it, is given. The concept of GTKEO in demodulating 

the bearing vibration signal is discussed in detail. The reason for the enhancement of 

faulty signal component in presence of other vibration interferences is provided.  

The steps involved are: The input signal is transformed using Generalized Teager 

Kaiser Energy Operator; then, spectrum analysis of the transformed signal is 

performed to detect the presence of any fault characteristic frequency. Test data1 and 

Test data2 are used for verifying the method. The advantage of using Generalized 

Teager Kaiser Energy Operator with parameter free methods under a very low SNR is 

elucidated. Further, to validate the method, test data 5 is used. This approach could be 

used in a handheld vibration analyzer. 

CHAPTER 7  PERFORMANCE INDEX DEVELOPMENT USING SUPPORT 

VECTOR DATA DESCRIPTION METHOD 

Chapter 7 explains the proposed method to assess the bearing health using the 

combination of fault features and support vector data description (SVDD) classifier. 

The fault features (Singular Value Ratio and Common signal Index1, Common signal 

Index3) which are developed in this thesis are used. Test data 4 is used for the 

analysis. The fault features are compared with the existing fault features used for fault 

degradation studies. They are root mean square value, kurtosis value, crest factor, 

approximate entropy, spectral entropy and K-S statistic distance. To have a single 

parameter to trend the bearing condition, performance index is developed using 

SVDD classifier. The advantage of using SVDD is that it needs only healthy data 

during the training. The test data contains both healthy and faulty data. Performance 

index is formed based on the distance of the test data to the boundary of the training 

data. Gaussian kernel function is used in SVDD. Performance index is compared with 

another index known as H-statistic [15]. The developed performance index trends the 

bearing condition from healthy to fault initiation and until it fails. 
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CHAPTER 8 SUMMARY, CONTRIBUTIONS AND OPEN 

QUESTIONS/FURTHER SCOPE 

Chapter 8 outlines the summary of the each work carried out along with the important 

contributions from the research work. Also, recommendations for further study are 

made.  

OVERALL WORK 

Condition 

Monitoring 

Stage 

Methodology Based                                                  

on 

Fault Detection Symbolic dynamics (SD) Fault Index - Common Signal 

Index (CSI) 

Singular Spectrum Analysis (SSA) Fault Feature - Singular Value 

Ratio (SVR) 

Fault Diagnosis SSA and Back Propagation Neural 

Network  

Fault Feature - Singular Value,                        

Energy Value 

Generalized Teager Kaiser Energy 

Operator 

Fault characteristic frequencies  

detection 

Fault Prognosis 

(Degradation) 

SSA, SD, Support Vector Data 

Description (SVDD) 

Performance Index based on 

SVDD using CSI and SVR  

 

9. CONTRIBUTIONS 

The work presented in this thesis includes novel approaches and improved the 

state-of-art vibration based rolling element bearing condition monitoring. They are 

listed below:  

 A first approach based on symbolic dynamics for detection of faulty bearing 

using vibration signal is implemented. It overcomes the shortcomings of 

existing time domain and data based methods. 

 Noise immune and sample size invariant bearing fault detection methods 

based on new fault indices (Common Signal Index, Singular Value Ratio) are 

presented.  
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 A simple online fault diagnosis method based on Generalized Teager Kaiser 

Energy Operator is developed and effectively verified. It does not require the 

band pass filter (conventional approach) and works well even for a low SNR 

signals. It is a useful method for a handheld vibration analyzer. 

 A method based on singular spectrum analysis is discussed for fault feature 

extraction and successfully diagnosed the faults of the tested bearings. 

 A Performance Index (degradation condition indicator) for bearing fault 

prognosis is developed.  
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FCF Fault Characteristic Frequency 
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d Ball diameter 
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1.1 RESEARCH PROBLEM 

Bearings are the most commonly used components in any mechanical equipment 

such as pumps, wind turbines, cranes and hoists. They bear much of the load component. 

This when combined with harsh operating conditions such as in high temperature, 

corrosive environment, dust increases the chances of bearing failures. Based on the survey 

reports on various faults occurring in rotating machines, it is observed that majority of the 

faults occur as bearings faults [Bell et al. 1985; Albrecht et al. 1987; Thorsen et al. 1995]. 

Condition monitoring refers to monitoring the current state of a machine and predicting its 

future state while in the operation. Currently, condition based maintenance is considered 

as the most efficient maintenance strategy for industries. A recent motor bearing failure 

case study of a thermal power plant in India [Bari et al. 2012], showed that the capital 

saved by condition monitoring was around 2.3 crores rupees ($ 4,00,000). Condition 

monitoring of bearing is very much important for various reasons such as to increase 

equipment availability, safety, reliability, and preventing the capital loss due to its 

unavailability. 

Generally, bearing is classified into two types- rolling element bearing and journal 

bearing. Rolling element bearings are used in more than 90% of the rotating machinery 

found in various applications [Graney & Starry, 2012]. They are prone to myriad of 

premature failures. A mere 10% of them reach their expected service life [Graney & 

Starry, 2012]. Hence, condition monitoring of rolling element bearing (hereafter, bearing) 

is considered for the research problem. 

Bearing condition monitoring is done using various methods [Zhou et al., 2007] 

such as vibration analysis, chemical analysis, temperature measurement, acoustic emission 

and current monitoring. Of these, vibration based monitoring is widely used in industries 

and also available as the standard ISO 10816 [ISO 10816]. Bearing condition monitoring 
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is conducted in three phases namely fault detection, diagnosis and prognosis. Fault 

detection phase (Anything wrong?) determines whether the bearing is healthy or faulty. 

Once the fault is detected, the location of the fault is found in the diagnosis phase (Where 

it occurred?). Prognosis phase (How much is the level and when it occurred?) deals with 

the fault degradation and remaining useful life of the bearing. It is the development and 

continuation of fault detection. In the prognosis study carried out, only the fault 

degradation assessment is considered. 

For this thesis, monitoring methods for fault detection, fault diagnosis and fault 

degradation assessment are developed. 

1.2 MOTIVATION AND SIGNIFICANCE 

The main motivation of this research is to investigate the use of vibration analysis 

and to develop the state-of-art signal processing methods for the condition monitoring of 

bearings. 

A vibration signal generated by a bearing fault is pseudo cyclo-stationary in nature 

[Randall, 2011], so it is essential to extract the fault features accurately from the collected 

vibration signal. These features are critical for determining the bearing condition (healthy 

or faulty) and would be useful in the prognosis phase. Mostly, time domain methods are 

used for calculating the fault features. However, the results of these methods are found to 

be vary with sample size, load and noise. It is an area where research is still needed. 

Spectrum analysis is the most commonly used method for fault diagnosis where 

the fault characteristic frequency (FCF) components are extracted from a vibration signal 

to localize a fault. Fault on the each element of bearing produces a distinct FCF. FCFs are 

mainly amplitude modulated because of two reasons: First, due to the transfer function of 

the transmission path between the bearing and the sensor; Second, the load carried by the 

rolling elements. It is also frequency modulated due to the variation in the instantaneous 
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shaft rotating frequency. Due to roller slippage [Randall, 2004], the repetition duration 

may vary slightly which causes the smearing of the spectrum. The vibration measured 

from a equipment not only contain the fault characteristic frequencies, but also the 

vibrations generated by other mechanical components (e.g. gear meshing), shaft imbalance 

or misalignment or bent /cracked shaft along with the background noise. All the above 

factors complicate the quality of diagnosis decisions to be taken when the fault is in the 

incipient stage. Thus, fault diagnosis methods which can extract the incipient fault under 

the presence of masking sources and background noise are required to be developed. In 

addition to it, the method needs to be simple and efficient, from the feasibility point of 

view.  

Bearing fault degradation has strong fuzziness and the dynamic information is 

random. The main difficulty in its effective implementation is the highly stochastic nature 

of fault. The features (e.g. root mean square, kurtosis and crest factor) used for fault 

degradation assessment have stability problems with the fault severity [Cong et al., 2011]. 

Hence, robust “fault” features are required to accurately trend the fault. Exploration of 

new and effective indices has to be carried out to develop an effective prognostic system. 

The important significance of this research is the development of a simple online 

automated approach useful for a handheld vibration analyzer and the development of some 

novel effective fault indices useful for fault detection and fault prognosis.  

1.3 RESEARCH QUESTIONS  

Based on the problem considered and the literature study carried out, the following 

questions would be investigated and solved in this thesis: 

i. Is it possible to employ a simple online method for bearing fault detection?  

ii. Whether an effective fault index to differentiate between the healthy and faulty 

bearing could be developed? 
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iii. Whether a noise tolerant and an efficient bearing fault feature extraction and 

diagnosis method could be developed? 

iv. How a bearing fault could be localized for a low signal-to-noise ratio (SNR) 

condition without using any de-noising technique or without the need of designing a 

band pass filter and nor applying a complex time–frequency method? 

v. How to select some features which can evaluate comprehensively the performance 

degradation severity?  

vi. How an effective index for comprehensive performance degradation severity could 

be obtained after extracting the features? 

1.4 OBJECTIVES 

This research concentrates on the development of robust methods covering the three 

phases of bearing condition monitoring, namely fault detection, diagnosis and prognosis. 

The objectives behind each work are discussed below: 

1.4.1 Fault Detection 

At the fault detection stage, the raw vibration signals are processed to extract the fault 

features. Most of the time domain and data based signal processing methods used are noise 

sensitive, sample size dependent, machine and load dependent or involving complex 

mathematical calculations or need of much training.  

The main objective of the work in „Detection‟ stage would be: 

i. Development of an effective fault feature extraction algorithm, which could 

solve the above mentioned problems and also suitable for online bearing condition 

monitoring.  

ii. Some novel fault indices would also be identified to detect the faulty bearing at 

its incipient fault stage.  
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1.4.2 Fault Diagnosis 

Once the fault in bearing is identified at the detection stage, next (diagnosis stage) 

spectrum analysis is carried out to extract the fault characteristic frequency related to the 

location of the fault in bearing (inner race, outer race, rollers and cage).  

Considering that not many time, reliable diagnostic information may not be 

obtained from the spectrum of the raw signal [Randall, 2011], the diagnostic methods are 

developed in this thesis with an objective of:  

i. An automated method which is simple in implementation and applicable to the 

signals with low SNR. It should not require designing the band pass filter (conventional 

method) or de-noising, before processing the raw signal for the spectrum analysis. 

ii. A time domain approach to be identified which is useful for diagnosis with 

advantages such as noise immunity and sample size variant. 

1.4.3 Fault Prognosis 

In the fault prognosis work, fault degradation assessment is considered. At this stage, 

information regarding the degradation in the bearing performance should be accurate so 

that further decisions and actions could be planned. The method should provide various 

information‟s such as the status of fault severity, its progression and time to failure. Many 

trending parameter have been developed which do not show consistent performance with 

the fault severity. The work in this stage focuses on: 

i. Development of better fault trending features which show the different stages of 

bearing fault severity with better accuracy.  

ii. Use of appropriate parameters to develop an accurate bearing performance 

indicator. 
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1.5 METHODS AND APPROACHES 

The algorithms developed are mainly based on the signal processing in time and frequency 

domains along with the application of various data mining techniques. To test and validate 

the algorithms, signals from various sources such as simulation, experimental and those 

from industries are considered. In order to address the various research questions, the 

methods and approaches explored are discussed in the following subsections. 

1.5.1 Fault Detection 

Two new fault detection methods are proposed. They are based on: 

i. The concept of symbolic dynamics is used for the fault index. 

ii. Singular spectrum analysis is used as a preprocessing method (time domain) for 

obtaining the fault feature. 

1.5.2. Fault Diagnosis  

Fault diagnosis is generally carried out by using the spectrum analysis to detect the fault 

characteristic frequencies. An alternative approach based on time domain and data based 

technique is proposed in this stage. Overall, two algorithms are developed for bearing fault 

diagnosis: first is based on fault characteristic frequency detection and the second method 

is based on the fault feature. 

i. Generalized Teager Kaiser Energy Operator (GTKEO) is used to extract the fault 

characteristic frequencies.  

ii. Singular spectrum analysis is used as a fault feature extraction method and feed 

forward back propagation neural network is used for classifying the condition of bearing 

into four classes: healthy, inner race fault, outer race fault and ball fault. 

1.5.3 Fault Prognosis 

In the fault prognosis study, fault features developed in this thesis and the support vector 

data description method are used to obtain a condition degradation indicator. 
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1.7. ANALYZED DATA’s 

 Different types of bearing fault data‟s are used for the verification and validation 

of the proposed methods of fault detection, fault diagnosis and fault degradation. Four 

sources of data are used: numerical simulation, artificially seeded fault, bearing 

accelerated life test and real industrial case.  

1.7.1 Experimental data with artificially seeded fault (Test data1 and 2) 

They are collected from two different test rigs. First test rig (Test data1) has a 

simple setup of induction motor with dynamometer. It is taken from the Case Western 

Reserve University [Bearing data Centre]. Point defects of different sizes (width 0.18 mm 
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to 0.71 mm range, depth of 0.28 mm) are seeded on inner race, outer race and ball.                              

SKF 6205 series deep grove ball bearing is used. The data are also collected for different 

combinations of load (no load to full load) and its corresponding speed. These are 

analyzed in fault detection (Chapters 3 and 4) and fault diagnosis (Chapters 5 and 6) 

approaches. 

From the second test rig (Test data2), signals are obtained in the presence of a 

spur gearbox. The data is obtained from the University of New South Wales [Sawalhi & 

Randall, 2008]. The setup consists of single stage gearbox driven primarily by a 3Ф motor 

and powered by a hydraulic motor-pump set. Koyo 1205 series of double row ball bearing 

is used. Point defects in inner race and outer race (width of 0.8 mm, depth of 0.3 mm), ball 

defect with both width and depth of 0.5 mm was made. These are used in fault detection 

(Chapter 3) and fault diagnosis (Chapters 5 and 6) approaches. 

1.7.2 Simulation data (Test data3) 

Bearing vibration signal is represented in simple mathematical form based on the 

single point defect model [McFadden & Smith, 1984a]. External vibration interferences 

such as gearbox and noise are considered. It is used in fault detection method (Chapter 3). 

1.7.3 Industrial data (Test data4) 

The industrial data is obtained from the Society for Machinery failure Prevention 

Technology [MFPT] which is used for validating the fault diagnosis based spectrum 

analysis method (Chapter 6). Three cases of data‟s are used: planet bearing (both ball and 

outer race defects); Intermediate shaft (ball defect) and oil pump (inner race defect) of a 

wind turbine. 

1.7.4 Bearing Accelerated life test data (Test data5) 

Bearing accelerated life test data is taken from University of Cincinnati [Lee et al., 

2007]. It is to evaluate the fault degradation method (Chapter 7). The test rig consists of 
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AC motor coupled to the shaft via rubber belts. Rexnord ZA-2115 double row bearing are 

installed on a shaft and are oil force lubricated. The test is carried out until the amount of 

debris collected in the lubrication system exceeds a limit.  

1.8 ORGANIZATION OF THE THESIS  

The thesis is divided into five parts consisting of eight chapters including this 

chapter. Their contents are briefly described here. 

Chapter 2 – Discussion of the general concepts related to bearing faults, their causes, 

condition monitoring philosophy and the various vibration signal analysis methods related 

to the each stage of bearing condition monitoring.  

Chapter 3 – The method based on symbolic dynamics for classifying the bearing 

condition i.e. healthy or faulty is presented. Testing of the method is done using three 

sources of signals: simulation signal (Test data3) and two experimental test-rigs data (Test 

data1 and Test data2). 

Chapter 4 – The method with the possibility of using the ratio of singular value for 

detection of a faulty bearing is described. Experimental test-rig data (Test data1) is used 

for testing. 

Chapter 5 – Reports the application of singular spectrum analysis for bearing fault 

diagnosis. The analysis is carried on the Test data1 and Test data2 signals. The method is 

compared with the existing time domain and data based fault diagnosis methods. 

Chapter 6 – Presents a simple approach for spectral analysis based on the application of 

Generalized Teager Kaiser Energy Operator. A comparison with the parameter-free fault 

diagnosis method (Teager Kaiser Energy Operator) is done. The method is tested with two 

experimental test-rig data‟s (Test data1 and Test data2) and further validated using various 

the industrial signals (Test data4). 
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Chapter 7 – Description of the development of a Performance Index for bearing 

performance degradation assessment. The fault features developed for fault detection is 

used along with Support Vector Data Description for trend analysis. It is tested with the 

data obtained from an accelerated bearing life test bench (Test data5). The developed fault 

index is compared with the other reported one from the literature (H statistic). 

Chapter 8 – Outlines the summary of the each work carried out along with their 

advantages and limitations. Important contributions from the research work are outlined. 

Finally, the recommendations for further study are made. 

 

With this introduction to the research problem and thesis, the background of the 

research problem is further built in the next chapter (Chapter 2), where the general 

concepts related to bearing faults & its causes, condition monitoring philosophy and 

existing monitoring techniques are been discussed. 
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2.1 INTRODUCTION 

Chapter 2 provides the information regarding the basic concepts related to the rolling 

element bearing and its condition monitoring. It includes about the rolling element bearing 

in general, different types of defect found in bearings and its causes, bearing fault 

signature and the various fault characteristic frequencies, different stages of bearing fault 

development, basic bearing condition monitoring philosophy and the various techniques 

used in vibration based bearing condition monitoring.  

The bearing condition monitoring philosophy discusses the steps involved namely, 

data acquisition, data processing and decision making. The methods used in each of these 

steps are briefly outlined. The existing methods of vibration based fault detection, fault 

diagnosis and fault prognosis (fault degradation) are presented. The concept described 

here does not include other techniques (oil, temperature, current, acoustic based), as 

vibration analysis is used in this thesis work. 

2.2 ROLLING ELEMENT BEARING  

Rolling element bearings are those bearings in which the load is transferred through the 

elements through rolling rather than sliding. The advantage in rolling over sliding is the 

reduction of friction between the moving objects. They are used in more than 90% of the 

rotating machines.  

The structure of a typical bearing is shown in figure 2.1. It consists of outer race, 

inner race, rolling elements and cage. The rolling elements are of different shapes such as 

sphere and cylinder. The bearing dimensions are: d is the rolling element diameter, D is 

pitch diameter, Z is number of rolling elements and α represents the contact angle. α varies 

with the position of each rolling element in the bearing.  It can be assumed to be fixed for 

calculation purpose. Defect or fault can occur in bearing in any of its structure. 

and  represents the outer race fault frequency, inner race fault frequency, 
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ball fault frequency, cage speed frequency and rotational frequency respectively. As the 

ratio of local radial to axial load changes, each element has a different effective rolling 

diameter and each rolls at a different speed. The cage ensures that the mean speed of all 

the rolling elements remains same.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1 Typical bearing construction 

Depending upon the load subjected (radial, thrust and both) different types of 

bearing are been used. Ball bearing has sphere as the rolling elements, where both the 

radial and thrust load are developed. However, it can sustain only small amount of load 

since the contact between the outer and inner race is a point contact (less area carrying the 

load). Roller bearing is used in application such as conveyor belts where radial load is 

formed. For cylindrical roller bearing, the rolling element is a cylinder which helps to 

increase the load bearing surface area and hence it used for larger load as compared to ball 

bearing. For ball and cylindrical roller bearing, α is 0
○
.There are ball thrust and roller 
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thrust bearing designed to handle thrust loads. It’s α value is 90
○
. Ball thrust bearings are 

found in barstools and roller thrust bearings are found in gearbox systems.  The region of 

bearing supporting the load is known as load zone. For monitoring the bearing fault, 

vibration sensor has to be mounted in the direction of load zone.  

Generally, bearing service life is given by the term L10 life. L10 life or Rating life is 

the total number of revolutions or hours at a given constant speed that 90% of similar 

bearings will complete before failure [Starns, 2002]. It is calculated as [ISO 281]:  

          
   

revolutions   or      hours                            (2.1) 

where, C is rated capacity (kN), P is bearing load (kN), RPM is machine speed (rpm), 

exponent p = 3 for ball bearings and p = 10/3 for roller bearings. 

The above equation (2.1) shows that for ball bearing, its service life is inversely 

proportional to load (P
3
) and machine speed (RPM). On doubling the load, the service life 

reduces to 12.5 %. For doubling the speed, there is reduction in service life by 50%. 

2.3 BEARING FAULTS AND ITS CAUSES  

Bearing can fail in many ways and there are different reasons which occur at the different 

stages of its service life. Less than 1 percent of bearing do not attain their expected life 

[FAG bearing, 1979]. But when a bearing fails it can cause a huge consequential damage. 

When a bearing fails prematurely, it occurs due to an avoidable cause. The main causes 

considered are mounting issues, operational stress, lubrication problems and 

environmental effect. Figure 2.2 shows a survey of FAG corporation [FAG bearing, 1979] 

on the causes of bearing failure. A recent data on the different failure causes reported by 

Tranter [Tranter et al., 2013] is given in table 2.1.  
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Figure 2.2 FAQ report on causes of failure of bearing [FAG bearing, 1979] 

Table 2.1  Percentage of bearing failure cause [Tranter et al., 2013] 

Failure Cause % of occurrence 

Over-lubrication 36 

Fatigue Excessive loading                                 

(shaft misalignment and rotor imbalance) 

34 

Improper handling / installation 16 

Lubricant contamination 14 

 

By visually inspecting the defect appeared on the bearing part, there is a possibility 

to find the cause of a defect. In [FAG Bearings, 1997], the relationship between the 

defects appeared on the bearing parts and their causes are discussed which are given in 

table 2.2 and 2.3. Generally, bearing failures can occur as flaking, spalling, smearing, 
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wear, speckles, rust, dents and fretting. Description of these failures with the illustrative 

figures is given in [Widner & Littmann, 1976]. 

2.4 BEARING FAULT SIGNATURE AND ITS FREQUENCIES 

2.4.1 Bearing Fault Signature 

Faults such as spalls or cracks on the inner race, outer race and ball elements causes 

failures in bearings. When these faults come in contact with the other surfaces, an 

impulsive force is generated. These impulses excite resonances in bearing, sensor, 

machine and the mechanical structure on which machine is erected. This high frequency 

resonance is damped out due to the structural damping of the system. Cyclic occurrence 

and damping out of resonance are observed due to the repetitive contact between the fault 

and other rolling surfaces. A series of impulse responses is generated which may be 

amplitude modulated by two factors [Randall & Antoni, 2011]: 1) Rate at which the fault 

is passing through the load zone. 2) The transfer function of the transmission path varies 

with respect to position of the transducer. The spectrum of such a signal would consist of 

harmonic series of characteristic fault frequency depending on the region of fault with the 

highest amplitude around the resonance frequency. Sidebands around the fault frequency 

are observed if there is an amplitude modulation [Ho & Randall, 2000]. By studying these 

sidebands, bearing fault can also be diagnosed. The roller slippage leads to the random 

deviation between the spacing of the impulses and causes the spectrum to smear.  

Slippage occurs as the load angle on each rolling elements changes as rolling 

elements move in and out of the load zone. This means that some roll faster than others. 

However, the cage keeps them apart at a certain mean spacing and all the rolls rotate at an 

average cage speed [Ho & Randall, 2000]. Due to smearing and background noise, 

harmonics of fault characteristic frequency in the high frequency region may not be 
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observed in the spectrum [Liang & Soltani, 2010]. The location of the vibration sensor is 

very much important in obtaining a clean fault signal [Fatima et al., 2013]. 

Table 2.2 Bearing damage symptoms and their causes: Part I [FAG Bearings, 1997] 

Appearan

ce found 

on 

bearing 

parts 

Typical causes of bearing damage 

Mounting Operational stress 

In-correct 

mounting 

procedure 

Dirt Fit too 

much 

Loose 

fitting 

Poor 

sup-

port of 

rings 

Misalign-

ment or 

shaft 

deflection 

Load 

too 

high or 

low 

Vibrations High 

speeds 

Foreign 

particle 

indentation 

 ●        

Fatigue ● ● ●  ● ● ●   

Stationary 

Vibration 

marks 

       ●  

Skidding    ●   ●   

rolling 

element  

indentation 

●      ●   

Seizing 

marks 

      ●  ● 

Wear  ●        

Over-

heating 

damage 

  ●      ● 

Fractures ●  ●  ●     

False 

brinelling 

   ● ●   ●  
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Table 2.3 Bearing damage symptoms and their causes: Part II [FAG Bearings, 1997] 

Appearance 

found on 

bearing parts 

Typical causes of bearing damage 

Lubricant Environmental influence 

Unsuitable 

lubricant 

Insufficient 

lubricant 

Excess 

lubricant 

Dust, 

dirt 

Aggressive 

media, 

water 

External 

heat 

Current     

passage 

Foreign 

particle 

indentations 

   ●    

Fatigue ● ●  ●  ●  

Molten dents 

& flutes 

     ●  

Skidding  ●      

Seizing marks ● ●      

Wear ● ●  ●    

Corrosion ●    ●   

Overheating 

damage 

● ● ●   ●  

 

Figure 2.3 shows a typical bearing fault vibration signals generated for a machine 

with rotating inner race [Randall, 2011]. In this figure, one could see that the vibration 

impact (pulses) pattern is different for the fault originating in different location. 

It depends on how the fault moves with the load zone [McFadden & Smith, 

1984a]. This is explained here: The pulse will have maximum value when fault is in load 

zone and minimum value when it is out of the load zone.  A fault in the inner race moves 

in and out of the load zone at the rate of shaft speed ( ), while a fault in the rolling 

element moves through the load zone at the cage speed ( ). Hence, inner race fault 

frequency ( ) is amplitude modulated by the shaft speed, while ball fault frequency ( ) 
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amplitude modulated by the cage speed. A fault in a stationary race (outer) will be in the 

load zone (acted upon by the same impact force during each roll). Thus, all the pulses will 

be of equal magnitude and there is no modulation (no side bands) found in the outer fault 

pulse. Cage fault frequency ( ) will not normally appear as the fundamental defect 

frequency but will appear as sideband of the ball fault frequency [Berry, 1991]. 

 

Figure 2.3 Typical bearing fault vibration signal and its envelope signal [Courtesy:  

Randall, 2011]. Note: BPFO is  ; BPFI is  ; 2*BSF is  and FTF is . 

In inner raceway, the defect propagates at a very faster rate than at outer raceway. 

The reasons are [Williams et al., 2001]: a) Fault characteristic frequency for inner race is 
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greater than for an outer race. b) The impact force in inner race is concentrated on a 

smaller area due to small radius leading to high stress.  

Inner race fault is less detected than outer race fault.  It is because the defect in 

inner race moves through load zone once in every revolution and the impact vibration 

sensed by the sensor is attenuated largely through the various mediums (lubrication, outer 

race, bearing housing). If there is more than one type of fault, the vibration spectrum will 

contain all the respective fault characteristic frequencies. There will be a change in shape 

of the spectrum which depends on the relative position of the faults [Hansen, 2002]. 

2.4.2  Bearing fault characteristic frequencies 

Defects in the different location of bearing generate additional vibrations at a particular 

frequency known as fault characteristic frequency which is used in the diagnosis of the 

bearing fault. Bearing fault characteristic frequencies are present in the vibration spectrum, 

but they are masked by the higher noise level and other vibration sources such as gearbox.   

Theoretically, the fault characteristic frequencies for bearing with stationary outer 

race are calculated by the following formulas [Li et al., 2000]:   

Inner race fault frequency,   

Outer race fault frequency,                                                    

Rolling element fault frequency,                      (2.2) 

Cage fault frequency,   

Where, Z is the number of rolling elements, d- rolling element diameter, D- Bearing pitch 

diameter, α- contact angle and fr- shaft speed 

Rolling element fault frequency is generally represented as double the ball spin 

frequency (BSF), where ball (rolling element) defect will impact both the outer and inner 

race during its rotation about its axis [Li et al., 2000; Ocak & Loparo, 2004].  
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When bearing geometry is unknown, the approximate fault characteristic frequencies are 

[Graney & Starry, 2012]:  = 0.4Z ,  = 0.6Z , =0.2Z  and = 0.4 .  

The fault characteristic frequencies in case of both the races rotating (for planetary 

bearing) are given in [Howard, 1994]. 

Theoretically calculated fault characteristic frequencies differ slightly (may be 1-

2%) from the observed frequencies which depend on the type of bearing and operating 

conditions [Ho & Randall, 2000]. 

2.5 DIFFERENT STAGES IN BEARING FAULT DEVELOPMENT 

For bearings even under normal operating conditions, fatigue failure begins with a small 

fissure [Eschmann et al., 1958]. These fissures are located between the surface of 

raceways and rolling elements.  They propagate further to the surface level on further 

operation. The initiation of defect depends on the operating conditions, bearing design, 

installation and the environmental conditions.  The occurrence of bearing failure is 

described generally in four stages as shown in Figure 2.4: 

Stage 1 –In stage 1, the defect is minor (in the microscopic range) and predominantly sub-

surface. The bearing has 10% to 20% of its L10 life [Mobius Institute]. The shock pulses 

will appear in the ultrasonic range (> 20 kHz). Hence, no change in the spectrum will be 

observed.  Ultrasonic measuring equipment is required to detect this stage. 

  During this stage, the typically recommendation is to carry on with the monitoring 

at the scheduled period.  

Stage 2 – When the fault progresses to stage 2, the sub-surface defects grows further and 

finally reach the surface in the form of cracks, flakes and spalls [Mobius Institute]. There 

will be a change in the vibration spectrum. The impact between the rolling elements and 

the races excites the bearing natural frequencies (850 to 1700 Hz) [Berry, 1991]. Bearing 

life would be 5% to 10% of its L10 life [Mobius Institute]. During the end of this stage, 
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the natural frequency gets modulated with the motor rotational frequency. High frequency 

demodulated envelope analysis is required for detection. Time waveform may show some 

signs of defect. 

At this stage, recommended action would be to check the lubrication and consider 

monitoring more frequently.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.4 Typical vibration signatures during different stages of bearing defect   

progression [Courtesy of Mobius Institute] 
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Stage 3 – During the stage 3 of fault development, the defect grows more significantly and 

spreads to many locations. The bearing life is less than 5% of its L10 life [Mobius 

Institute].The bearing damage is clearly visible if removed. The fault characteristic 

frequency and its harmonics will increase in its magnitude. Time waveform will also show 

the presence of impacts. 

At this stage, recommendation would be to replace the bearing unless the operation 

of machine is unavoidable with the knowledge of failure risk involved. 

Stage 4 – At this stage of fault, the bearing is completely damaged. Due to complete wear, 

there are no huge impacts visible in vibration signal and there is a reduction in high 

frequency vibration. The distinct peaks at the fault characteristic frequencies may not be 

visible in the spectrum. Random peaks will develop and higher noise floor will be 

observed [Graney & Starry, 2012]. Due to loss of metal, large clearance in the bearing 

occur resulting into looseness. Hence, peaks at harmonics of fundamental rotating speed 

frequency will be observed.  

During this stage, it will be recommended to schedule immediate change as the 

chance of catastrophic failure is very high. 

In the above discussion of different stages of fault, it is assumed that all faults 

develop in the same pattern and there is a stage-wise degradation in the bearing condition. 

However, this assumption may not be valid in all the cases. Few of these cases are 

[Mobius Institute]: 

i. In case of a machine operating for a longer period and false brinelling has occured, on 

further operation a catastrophic failure occurs. One may not see stage 1, 2 or even stage 

3 vibration patterns; the bearing could go directly to the stage 4. 

ii. During the formation of crack in a bearing, the metal pieces will be removed. At this 

moment, impacts will be visible in the vibration pattern. This shows that fault is of high 
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severity. However, there are chances that during its further operation, the rolling element 

may smooth off the sharp edges and metal piece will flow along with the lubricant. Now, 

the vibration pattern may not show any impacts. It seems that bearing condition has 

improved which is actually not. 

2.5.1 Estimation of the bearing defect stage 

A general guideline for identification of the different stages of bearing defect was given by 

Woodward [Woodward, 1995]. It can be estimated by monitoring the highest fault 

characteristic frequency amplitude and maximum peak-to-peak value in time waveform. 

These values are compared with the values provided in the guideline for each stage for 

various rotational speeds [Woodward, 1995].  

2.6 BEARING CONDITION MONITORING PHILOSOPHY 

Condition monitoring deals with monitoring the present situation of a machine and predict 

its future condition during the operation. The general methodology [Jardine at al., 2006] 

involved is: data acquisition, data processing and decision making. The philosophy is been 

discussed below with respect to the bearing. 

2.6.1 Data acquisition 

Data acquisition deals with the process of collecting and obtaining the information 

regarding the machine condition. For bearing, the different parameters acquired are 

vibration, lubrication, temperature, ultrasound and current. Vibration analysis is used 

widely in industries and has been adopted as the standard ISO 10816 [ISO 10816-3, 1998]. 

For this thesis work, vibration signal is acquired for bearing condition monitoring using a 

accelerometer. 

2.6.2 Data processing 

Once the data is obtained, it is analyzed further to determine the condition. The data 

processing is done in two ways: based on scalar index or time series [Jardine at al., 2006].  
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2.6.2.1 Scalar index based 

In scalar index based approach, fault information in the form of single value is obtained 

(For eg. vibration level). It includes both the raw data and the feature value extracted from 

the raw signal [Jardine at al., 2006]. Trend analysis is commonly used in this method.  In 

[Sinha, 2002], polynomial regression and autoregressive moving average model was used 

to monitor the peak value of the raw vibration signal. 

2.6.2.2 Time series based 

The fault information is collected as a raw time series signal. It is processed using three 

approaches: Time domain analysis, frequency domain analysis and time-frequency domain 

analysis. These approaches with respect to bearing vibration analysis are described below. 

2.6.2.2.1 Time domain analysis 

Time domain analysis is carried out in many ways such as using visual analysis of history 

of time signal, time domain indices, probability density functions and statistical moments. 

The conventional time domain analysis involves calculation of the statistical features such 

as peak, peak-to-peak, standard deviation, root mean square, kurtosis, crest factor, 

skewness, clearance factor, impulse factor and shape factor [Dyer & Stewart, 1978; 

Alfredson & Mathew, 1985; Li & Pickering, 1992; Tandon, 1994; Sreejith et al., 2008]. 

The advanced methods deal with the application of time series models to the raw signals. 

The methods used are autoregressive (AR) model [Baillie & Mathew, 1996] and 

autoregressive moving average (ARMA) model [Ye et al., 2007]. The other methods also 

used are correlation dimension [Rolo-Naranjo & Montesino-Otero, 2005], principal 

component analysis [Malhi & Gao, 2004] and independent component analysis [Christian 

et al., 2007]. Methods have also been developed to separate the bearing fault signal from 

the masking vibration signals such gear mesh frequency. These methods are time 

synchronous averaging, linear prediction, Self adaptive noise cancellation technique, 
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Discrete/random separation and new cepstral method. The review of these techniques is 

given in [Randall et al., 2011]. 

2.6.2.2.2 Frequency domain analysis 

Frequency analysis helps in identification of the different vibration sources present in the 

vibration signal using spectrum analysis.  

Spectrum comparisons are carried out to identify the faulty bearing using a 

reference healthy bearing spectrum. It has been suggested that an increase of 6-8 dB are to 

be seen as significant and changes of around 20 dB to be considered serious [Randall, 

1985]. The fluctuation in the instantaneous speed causes a shift in position of the 

frequency peaks which leads to false warning. This problem was overcome by using a 

logarithmic frequency axis with constant percentage bandwidth [Bruel & Kjaer, 1990; 

Serridge, 1991]. Trending of the spectra has also been investigated using various spectral 

parameters such as matched filter root mean square and the RMS of the spectral difference 

[Mechefske, 1991].  

Waterfall or Isoplot spectra are very useful in severe noisy conditions [Coffin & 

Jong, 1986; Howard, 1993].  A traditional water plot shows a three dimensional amplitude 

– time – frequency plot with a number of frequency spectra at a different time instant 

[Alfredson & Mathew, 1985b]. 

Spectrum analysis is also used to detect the fault characteristic frequencies [Su & 

Lin, 1992]. The conventional approach of spectrum analysis is by using Fast Fourier 

Transform (FFT) and power spectrum. The works related to the conventional approach is 

been discussed in [Randall, 1987]. The spectra are very much useful in determining the 

band of frequency where maximum change has occurred which could be further processed 

using the other techniques. The techniques used are cepstrum method [Bradshaw & 

Randall, 1983; Sujatha & Chandran, 2002] and envelope analyses by hilbert transform [Ho 
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& Randall, 2000]. High order spectrum [McCormick & Nand, 1999] such as bispectrum 

and trispectrum provides more diagnostic information than power spectrum. Also, 

parametric spectral based methods known as AR spectrum [Mechefske & Mathew, 1992a] 

and ARMA spectrum [Salami et al., 2001] have been used for estimating the power 

spectrum.  Teager Kaiser Energy operator [Liang & Soltani, 2010] was used to 

demodulate the signals to obtain the fault characteristic frequency. 

2.6.2.2.3 Time-Frequency domain analysis 

Time-frequency (T-F) methods were introduced to overcome the limitation of frequency 

domain methods in analyzing the non-stationary signals. The traditional   T-F domain 

methods are Short-time Fourier Transform (STFT) [Kaewkongka et al., 2003] and those 

based on distribution such as Wigner-Ville distribution (WVD) [Meng & Qu, 1991]. STFT 

has the limitation in time-frequency resolution. The distribution methods have the problem 

of introduction of interference terms during its operation.  A method in which WVD is 

extended to higher order spectra known as Wigner higher order spectrum was used to 

analyze the outer race faults [Feng & Chu, 2008]. Wavelet transform [Abbasion et al., 

2007] were developed to overcome the problem of STFT. It is a time-scale representation 

and decomposes the signal into a number of signals having different frequency band at 

different times. One of the main usage of wavelets is to de-noise the raw signals. There are 

many methods derived from Wavelet transforms such as redundant lifting scheme [Zhen, 

et al. 2008], anti-aliasing lifting scheme [Bao et al., 2009] and adaptive lifting scheme 

[Yang et al., 2012]. However, the result of wavelet transforms depends on the various 

factors such as selection of mother wavelet, the order of mother wavelet and the 

decomposition level.  Empirical Mode Decomposition (EMD) [Rai & Mohanty, 2007] 

method was introduced to overcome the shortcomings of wavelet transform. EMD is 

applied for the decomposition as well as the de-noising of the signals. An improved form 
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of EMD known as Ensemble Empirical Mode Decomposition (EEMD) method [Peng at 

al., 2005] was proposed to solve the problem of mode-mixing found in EMD. A new 

method similar to EMD known as local mean decomposition (LMD) [Cheng et al., 2012] 

has been used to diagnose bearing fault. EMD and LMD come under the category of 

adaptive non-parametric T-F methods. Adaptive parametric T-F methods such as matching 

pursuit [Liu et al., 2002] and basis pursuit [Yang et al., 2005] have also been used for 

diagnosis. 

2.6.3 Decision making  

The last step in condition monitoring involves the decision to be made related to the 

maintenance activity. Either the human expertise or a mathematical approach is used to 

ascertain the final condition. For fault detection, decision is taken based on the change in 

vibration level. The presence of fault characteristic frequencies denotes the location of 

fault and trending the fault feature is used for the fault degradation estimation. The 

automation of the condition monitoring is carried out using various mathematical 

techniques (for decision making) which are divided into three categories: distance metric 

methods, artificial intelligence techniques and model based approaches. The general 

methods used in these techniques are described below: 

2.6.3.1 Distance metric methods 

A conventional approach involves using some hypothesis test methods for fault detection. 

Methods such as Likelihood ratio test [Ma & Li, 1995] and Kolmogorov-Smirnov test 

[Cong et al., 2011] generate test statistic which accepts or rejects the hypothesis of bearing 

being faulty or not. The statistics are also used to study the fault progression [Cong et al., 

2011]. Another approach uses a distance measure between the healthy data and test data. 

The commonly used distance measures are distance of the nearest neigbour [Mechefske & 

Mathew, 1992b], Euclidean distance [Hoffman & Van der Merwe, 2002] and Mahalanobis 
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distance [Wong et al., 2006]. Nearest Neigbour Algorithm [Mechefske & Mathew, 1992b] 

is used to calculate the distance between two signals as the distance of the nearest 

neigbour. Support Vector Machines (SVM) [Abbasion et al., 2007] is used to optimize the 

boundary curve between the healthy and faulty signals. Other methods such as Hidden 

Markov Machine (HMM) [Nelwamond et al., 2006] and Gaussian Mixture Models 

[Nelwamond et al., 2006] are used to classify the unknown machine condition.  However, 

SVM, HMM and GMM require to be trained with the existing data. 

2.6.3.2 Artificial Intelligence techniques 

Artificial Intelligence (AI) techniques are been used recently in condition monitoring. 

Mostly used AI techniques are artificial neural network (ANN) [Sreejith et al., 2008], 

Fuzzy logic [Da Silva Vicente et al., 2001], neuro-fuzzy [Zhao et al., 2009], Expert 

System [Ebersbach & Peng., 2008] and Evolutionary Algorithm [Samanta et al., 2003]. 

Different types of ANN [Yang et al., 2004] been used are feed forward neural network, 

self organizing maps and learning vector quantization. The classification performance of 

ANN depends on the training carried out using the observed inputs. Expert system uses the 

domain expert knowledge in the form of program to carry out the reasoning. Reasoning is 

carried out using the methods which are rule-based, case-based and model-based. Fuzzy 

logic is used generally in combination with ANN and Expert System. The most widely 

used evolutionary algorithm for condition monitoring is genetic algorithm [Samanta et al., 

2003]. Using the fault index and AI methods, remaining useful life (RUL) of the machine 

could be estimated [Si et al., 2011]. 

2.6.3.3 Model based approaches 

Model based approaches uses physics based models and mathematical models of the 

machine under consideration [Loparo et al., 2000]. Physics based models are based on 

studies such as the fatigue or creep phenomenon. Based on the mathematical models, 
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residual (discrepancy between the predicted and actual values) is generated which are 

further evaluated to arrive at the decision. Commonly used method for residual generation 

is Kalman filter [Swanson, 2001]. 

2.7 EXISTING VIBRATION SIGNATURE ANALYSIS METHODS 

Vibration based bearing condition monitoring is mostly used in the industries. Condition 

monitoring is carried in three phases: detection, diagnosis and prognosis. A lot of research 

work has been carried out in each of the above areas. Review of the various vibration 

based methods can be found in [McFadden & Smith, 1984b; Howard, 1994; Tandon & 

Choudhury, 1999; Yang et al., 2003; Jardine et al., 2006; Zhou et al., 2007; Patil et al., 

2008; Immovilli et al., 2010; Randall & Antoni, 2011].  

Some of the methods developed in each phase are discussed below: 

2.7.1 Fault detection 

Fault detection is carried out in time domain by studying the various time domain 

indices and in frequency domain using the spectrum comparisons. 

With the occurrence of fault in bearing, the overall vibration level (energy) 

increases. This increase in level can be denoted using RMS value. RMS as a health 

indicator has been used with limited success [Miyachi & Seki, 1986]. In [Tandon & 

Nakra, 1993], the overall RMS acceleration level and the frequency spectrum of the 

healthy and faulty bearing are compared. It was observed that RMS level for faulty 

bearing was higher than the healthy bearing. Crest factor (ratio of peak to RMS) is shown 

as an alternative to RMS level for fault detection [Mathew & Alfredson, 1984]. Statistical 

parameters such as probability density functions [Bendat & Piersol, 1971] and moments of 

data [Martin et al., 1992] are generally used for time domain based fault detection 

approaches. In [Bendat & Piersol, 1971], it was reported that a healthy bearing has the 

probability density function of a inverted parabola which indicates the gaussian 
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distribution. With the occurrence of fault, changes in the tail of the distribution occur and 

it further broadens. The change in probability at a particular amplitude level provides 

significant information for fault detection. The statistical moments based on beta 

distribution [Martin et al., 1992] were reported to show less sensitivity to noise than those 

based on gaussian distribution. In [Heng & Nor, 1998], different statistical moments were 

shown to indicate the shape of probability density function. The odd moments (order such 

as 1(mean), 3 (skewness)) gives the information of peak density with respect to the median 

value. Even moments (order such as 2 (standard deviation), 4 (kurtosis)) indicates the 

spread in the distribution. Kurtosis (normalized fourth order moment with respect to the 

square of standard deviation) indicates the impulsiveness in the signal. The use of kurtosis 

was first reported in [Dyer & Stewart, 1978] to detect a fault. It was observed that kurtosis 

varied with the initiation of defect and the extent of damage was also assessed based on 

the distribution of it in the selected frequency range. It was suggested to trend the kurtosis 

value at different frequencies to study the sensitivity of it with respect to the fault. In 

[Williams et al., 2001], it was observed that a healthy bearing has a kurtosis value of 3 

(Gaussian distribution) and it increases further when defect increases. However, its value 

decreases when the bearing is close to failure condition. Other time domain parameters 

such as clearance factor, shape factor and impulse factor developed in [Li & Pickering, 

1992], were useful in detecting the fatigue spalling. Among these three parameters, 

clearance factor was the most sensitive. Tandon [Tandon, 1994] compared the parameter 

such as RMS, peak, crest factor, power and cepstrum of faulty bearing with the healthy 

ones. The measurement results showed that defect detectability is higher for power 

followed by peak and RMS values. 

A simple approach in frequency domain involves comparing the healthy and faulty 

spectrums. In [Alfredson & Mathew, 1985], number of discrimination features from the 
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spectrum is considered to detect the changes in spectrum. Features such as matched 

filtered root mean square, arthimetic mean, geometric mean, and correlation mean have 

been used [McFadden & Smith, 1984b; Alfredson & Mathew, 1985] to quantify the 

difference in the healthy and faulty bearings.  

Many methods have been used for enhancing the fault signals. It includes namely, 

adaptive noise cancellation [Chaturvedi, 1982; Antoni & Randall, 2004a; Antoni & 

Randall, 2004b; Ho & Randall, 2000; Randall, 2004], adaptive line enhancer [Shiroishi et 

al., 1997], autoregressive modeling technique [Baillie & Mathew, 1996],  blind source 

separation [Bouguerriou et al., 2005; Antoni, 2005; Shen & Yang, 2006; Peter et al., 

2006], blind equalization [Peter et al., 2006], blind deconvolution method [Mathew et al., 

2001; Karimi, 2006] and schur filter [Makowski & Zimroz, 2013].  

Adaptive noise cancellation technique was used as preprocessing method to 

remove the noise [Chaturvedi, 1982] and also been applied for minimizing the interference 

in the signals [Tse & Lai, 2003]. Adaptive line enhancer is used to separate the 

narrowband signals from the wideband noise. It was reported in [Shiroishi et al., 1997], 

the enhancing of the envelope signal by reducing the wideband noise of the demodulated 

signal. 

The commonly used blind source separation algorithms are based on second order 

statistics, joint approximate diagonalization of eigenmatrices, fixed-point algorithm, 

natural gradient algorithm and higher order statistical algorithm. Performances of these 

methods are compared in [Peter et al., 2006].  In [Bouguerriou et al., 2005], 

cyclostationarity based blind source separation technique is developed using a new 

separation criterion. The criterion is based on the maximization of the cyclostationarity of 

the estimated signal. In [Boustany & Antoni, 2005], blind source separation algorithm 

using the subspace decomposition was proposed to overcome the failure of conventional 
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blind source separation algorithms for signals with large unknown interfering sources. It 

was suggested in [Peter et al., 2006], to investigate the type of vibration interferences 

components before the use of blind source separation algorithms. Blind source separation 

method is used for separating the multiple vibration signals from multiple sensors, 

whereas blind equalization method is used to recover the vibration signals from only one 

sensor. In [Peter et al., 2006], blind equalization using generalized eigenvector algorithm 

is adopted for recovering the weak bearing fault vibration signal from the overall motor 

vibration. Blind equalization algorithm is constrained by the choice of filter length, sample 

number and iteration number. If the vibration signal involves time delay, then the 

suggested method of separation are blind equalization and blind deconvolution. Blind 

deconvolution refers to the process of learning the inverse of unknown path and applying 

it to the measured signal in order to recover the faulty signal. It performs better than blind 

source separation method where the transmission path of vibration dynamically changes or 

not known. A blind deconvolution method to separate the signals from the different 

sources which are convoluted and mixed is discussed in [Peled et al., 2005]. Mixing of the 

independent signals results in the gaussian distribution of signal. Kurtosis is non zero for 

non gaussian signals. Thus, maximizing the kurtosis was used as a separation approach. 

An eigenvector algorithm based blind deconvolution method [Tan et al., 2006] is 

developed to separate the noisy signals passing through transmission paths. An application 

of schur filter for enhancing the bearing fault signals is proposed in [Makowski & Zimroz, 

2013]. In adaptive filter technique (Least Mean Square and Autoregressive) prediction 

error is used for fault analysis, while in schur filter, both prediction error and reflection 

coefficient along with its derivative is used for fault analysis. 

Shock Pulse method (SPM) is an alternative approach of fault detection in time 

domain. It is based on the structural resonances which are excited by the impulsive 
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loadings due to faults at a high frequency. It is been widely used in industries as it requires 

less skills for the interpretation. However, it is affected by the noise and vibration 

interferences [Tandon & Kumar, 2003]. The resonance frequency demodulated is that of 

the accelerometer, and thus it is fixed. An approach with variable demodulation band will 

provide better accuracy. In [Ray, 1980; Smith, 1982], it was reported that SPM could not 

detect fault efficiently at low speeds. 

A better approach in time domain analysis is to apply the mathematical such as 

Autoregressive model (AR) and Autoregressive Moving Average model (ARMA). Baillie 

and Mathew [Baillie & Mathew, 1996] have presented a comparison of AR for fault 

detection. Jiang et al. [Jiang, et al., 2011] reported a fuzzy cluster analysis and AR model 

method for bearing health assessment. The AR coefficients are used as fault feature which 

are given as input to a neural network. In AR model, value of the residual squared error 

should approach zero for the model to be more accurate. It depends on the order selection 

of AR model which in turn depends on the number of measured points of signal. Ye et al. 

[Ye et al., 2007] described a method based on ARMA and higher order statistics. For AR 

and ARMA based method used along with Artificial Neural network (ANN) or fuzzy 

logic, if the order of model is large, then the inputs will increase correspondingly which 

would require more training time. If the order is small, then the residual squared error will 

be bigger. When AR or ARMA method is used for analysis, the noise is ignored and the 

model is fit from the noisy time series which is used for further processing, so fault 

classification could be less accurate. Wang et al. [Wang et al., 2010] showed that the 

method based on the difference values of AR coefficients (difference of AR coefficients of 

ideal signal for healthy condition and AR coefficient for faulty condition) with ANN is 

superior to the method using AR coefficients along with ANN. 
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In [Liao & Lee, 2009], instead of collecting the signals at constant load a new 

approach based on a fixed cycle test is carried out. It is done to identify the transient 

occurring at the different working loads. The data is collected for the various combinations 

of loads and operating conditions. Wavelet packet transform is used for the feature 

extraction followed by feature dimension reduction using principal component analysis. 

Gaussian mixture model is used to model the distribution. Confidence value (CV) is 

calculated based on the overlap between healthy and test signals. If CV is near to 1 (the 

two signals distribution overlap) which means bearing is healthy. If CV is near to zero, 

then abnormal condition arises. The advantage of using data at fixed cycle is shown using 

a case study. It was observed that when test is conducted at a full working load, abnormal 

condition is not detected. But, when tested at lower loads, the abnormal condition is 

detected. If CV is plotted with respect to time, it could be used to study the performance 

degradation. 

In
 
[Van Wyk, 2009], Difference Histogram is used to identify bearing as healthy or 

faulty using ANN. Histogram bin is used as a fault feature Sample size influences the 

classification and it has to be sufficient large (N=30,000) for high accuracy. Xiong et al. 

proposed [Xiong et al., 2010] multi scale entropy as a feature suitable for bearing fault 

detection. However, in noisy condition the classification accuracy comes down from 

97.42% to 73.94%. 

William and Hoffman [William et al., 2011] used zero crossing (ZC) of the signal 

for identification of faulty bearing. ZC count and ZC duration were used as fault features 

in combination with ANN. Their calculation depends on the signal length which requires 

the knowledge of accurate rotation frequency and longest expected time duration between 

successive zero crossing. Classification accuracy is affected by window length and varies 
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from 91.5% to 97.1%. ANN when trained only with higher defect size and tested for other 

defect sizes gave good classification. It is also been used for fault diagnosis. 

In [Boutros & Liang, 2011], bearing fault detection is based on comparison of the 

monitoring index with the reference vectors which are large in number along with Hidden 

Markov Model (HMM). The training time is more and not fixed as the random values are 

used to fix the model parameters which are calculated by Viterbi Algorithm.  It is also 

been used for fault diagnosis. 

A method based on comparing the closeness of the vibration signal with the 

healthy gaussian distribution signal [Obuchowski et al., 2013] has been proposed recently. 

The signal is decomposed using short time fourier transform and autocorrelation function 

is used to select the optimum sub-band.  To compare the distributions, statistical test and 

visual test were used. In statistical test, the measures used were Kolmogorov-Smirnov 

statistic and Anderson-Darling statistic. The difference in the statistic value provides the 

evidence of faulty bearing. The visual test used was quantile-quantile plot which provided 

the goodness of fit. If the shape is straight, it means both the distributions are same. 

Recently, an energy entropy value of the intrinsic mode function obtained using 

ensemble empirical mode decomposition and support vector machines was used to detect 

the faulty bearing [Zhang & Zhou, 2013]. The energy entropy values reduce with the fault 

[Yu & Junsheng, 2006].The energy value of the resonant frequency band is compared to 

detect the bearing fault.  
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2.7.2 Fault diagnosis 

Fault diagnosis methods developed are based on two approaches. First, using fault 

features in combination with data mining techniques such as Artificial Neural Networks, 

Hidden Markov Models and Gaussian Markov Models. Secondly, spectrum analysis 

detection of the fault characteristic frequencies) based on a preprocessing method 

involving denoising or decomposition of the signal or demodulation.  

A short history of bearing fault diagnosis is provided in [Randall & Antoni, 2011]. 

In 1969, Balderstan [Balderston, 1969] carried out one of the earliest work on bearing 

diagnosis. It was shown that the bearing fault signals were primarily observed near the 

high frequency resonant region.  

Two common methods used in time series analysis are Autoregressive (AR) model 

[Baillie & Mathew, 1996; Junsheng et al., 2006; Wanga et al., 2010], Autoregressive 

Moving Average (ARMA) model [Ye et al., 2007].  AR analysis uses time variations and 

vibration amplitude to establish the mathematical model. AR models of different orders 

for each bearing defect type have been formed for analysis [Baillie & Mathew, 1996]. The 

AR coefficients are used as fault features which are given as an input to a classifier such as 

ANN. AR models of the same order for each bearing defect type were established in 

[Junsheng et al., 2006]. 

Statistical features [Sreejith et al., 2008] such as peak value, rms, kurtosis, crest 

factor, shape factor etc are calculated and used as an input to ANN for classification. 

However, noise affects the features which affect the accuracy.   

Nelwamondo et al. [ Nelwamondo et al., 2006] reported a method using multi scale 

entropy feature and classifiers such as Hidden Markov Models and Gaussian Mixture 

Model for bearing fault diagnosis, but it is affected by noise. Also, depending upon the 
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number of samples, the classification accuracy varies from 81% to 100% at different 

bearing location. 

Chaos theory and non linear dynamics are combined to obtain features such as 

fractal dimensions which are used to represent the non linear behavior of vibration signals. 

One of the fractal dimension known as correlation dimension was used for bearing fault 

diagnosis by logan and Mathew [Logan & Mathew, 1996a; Logan & Mathew, 1996b]. 

Other Fractal dimensions such as capacity dimension, information dimension along with 

correlation dimension are applied to classify various fault types using support vector 

machine [Yang et al., 2007]. The results showed that the classification performance for 

inputs using the three fractal dimensions along with time domain statistical features was 

higher than the case when trained with only time domain statistical features or three fractal 

dimensions. 

In [Wang et al., 2009], reconstructive phase space (RPS) and GMM was used. RPS 

was used to bring out the non linear characteristic of the signal. A bayesian classifier was 

used to calculate the likelihood of the test signal with the learned GMM.  

A fault diagnosis method based on walsh transform and rough sets theory is 

presented [Xiang et al., 2009]. The signal is first transformed using walsh matrix and then 

walsh spectrum is obtained. Frequency domain features from the spectrum are calculated 

which are used as input in rough set theory and fault diagnosis is carried out on the basis 

of diagnosis rule formed. 

A feature extraction scheme based on generalized S transform is presented in [Li et 

al., 2011]. S transform combines the advantages of Short Time Fourier Transform and 

Wavelet transform which also provides the time frequency representation. A two 

dimensional non negative matrix factorization technique is used to extract the informative 

fault feature from the obtained time frequency representation. The fault classification is 
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carried out using k nearest neighbor classifier, naïve bayes classifier and support vector 

machine. 

 Li [Li & Zhang, 2011] presented a non linear dimension reduction method known 

as Supervised Locally Linear Embedding Projection, which transforms the original signal 

assumed to be in higher dimension to a low dimension feature space. Its performance is 

very sensitive to the regularization parameter which represents the generalization capacity 

of algorithm. Also, its accuracy comes down in the presence of noise.  

A fault feature extraction technique known as semi supervised kernel marginal 

fisher analysis which also extracts the low dimension feature from the higher dimension 

vibration signals is reported in [Jiang et al., 2013]. K- Nearest Neighbor classifier along 

with the extracted features is used for the classification of fault. 

The second approach of fault diagnosis involves spectrum analysis to detect the 

fault characteristic frequencies. The High Frequency Resonance Technique (HFRT) or 

Envelope Analysis [McFadden & Smith, 1984b] is mostly used method in industry. 

Mechanical Technology Inc. developed the HFRT [Darlow et al., 1974]. Many methods 

were developed based on demodulation of the high frequency region. Patented techniques 

such as Shock Pulse Method (SPM
®
) of SKF Company and Spike Energy Method (Spike 

Energy™) of IRD Company were used for fault diagnosis where the demodulation 

frequency used was that of resonant frequency of transducer. Engja et al. [Engja et al., 

1977] showed that there are chances of transducer resonant frequency been near to the 

external vibration interferences such as turbulence in pumps. It was recommended to use 

an appropriate resonant frequency with respect to the actual machine connected. In 

PeakVue
®
 method developed by CSi (Emerson Process Management), instead of using the 

resonant frequency of the transducer, a high frequency of 102 kHz is used to capture the 

fault impulses. 
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McFadden and Smith [McFadden & Smith, 1984a; McFadden & Smith, 1985] put 

forwarded the vibration model to describe the vibration of bearing due to single point 

defects and multiple defects located at an arbitrary position and under varying load. The 

spectrum has peaks at defect frequency with harmonics with sidebands associated with 

loadings and transmission path. In [Su & Lin, 1992], the validity of the above analytical 

study is confirmed using extensive experimental analysis.  

Order tracking is a widely used tool for the vibration analysis of machine with 

drive train components such as gearboxes, reciprocating engines. It refers to the frequency 

analysis of the RMS values of machine vibrations as a function of the rotational speed. 

The advantage of using order tracking is that the non stationary vibration signal in time 

domain gets converted to stationary signal in angular domain. In [McFadden & Toozhy, 

2000], HFRT is combined with synchronous averaging method. The envelope signal is 

averaged synchronously with a trigger signal obtained from the rotation of shaft (using a 

tachometer signal). For increasing severity of defect, the fault spectrum distribution is 

clearly obtained using the synchronous averaging technique. Ho and Randall presented the 

technique of envelope analysis using Hilbert transform [Ho & Randall, 2000]. Also, it was 

suggested to use square of envelope instead of envelope for better results if Signal to 

Noise ratio (SNR) > 1. In [Siegel et al., 2012], a tachometer less synchronous averaging of 

envelope signal is performed to detect the defect frequency based on order spectrum.  A 

representative of the tachometer signal is generated by band pass filtering the signal 

around the interested fault frequency region and then using the derivative of the Hilbert 

transform of the band pass filtered signal. 

Generally, envelope involves band pass filtering, amplitude demodulation (AD) 

and spectral analysis. It gives correct diagnosis only when the centre frequency and 

bandwidth of the bandpass filter are known accurately [Bozchalooi & Liang, 2009]. If the 
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band pass filter is designed properly then AD can be very effective in bringing out the 

fault characteristic frequencies. 

Many efficient methods were proposed to select the parameters of band pass filter 

required for envelope analysis. Spectral Kurtosis, Kurtogram [Antoni & Randall, 2006; 

Sawalhi et al., 2007] and Fast Kurtogram [Antoni, 2007] were proposed initially to select 

the filter parameters.  

In [Antoni & Randall, 2006], Short Time Fourier Transform based kurtosis was 

calculated. Different window lengths were used to calculate the spectral kurtosis and the 

band in which maximum value occurs is selected. A bandpass filter which maximizes the 

kurtosis of the envelope of the filtered signal is designed. The optimal centre frequency 

and bandwidth were selected such that maximum value of Kurtogram is obtained. Fast 

Kurtogram [Antoni, 2007] was developed to reduce the computational complexity of the 

Kurtogram using filter bands. In [Lei et al., 2011], wavelet packet transform is used 

instead of Short Time Fourier Transform to process the cyclo-stationary vibration signals 

which improved the obtained kurtogram. The wavelet packet nodes corresponding to 

higher kurtosis were used for the spectrum processing. 

Minimal Shannon entropy was used by Qiu et al. [Qiu et al., 2006] to calculate the 

bandwidth and the periodicity detection method was used to find the centre frequency. 

Autoregressive based minimum entropy deconvolution technique [Sawalhi et al., 

2007] was introduced to remove the effects of transmission path along with the impulse 

responses between the vibration signal and the sensor. This is mostly found in high speed 

bearings [Randall & Antoni, 2011]. A limitation of the above method is the preference of 

the minimum entropy deconvolution algorithm to deconvolve only a single impulse or 

number of impulses, as opposed to the desired periodic fault impulses [McDonald, 2011]. 
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A solution to the above limitation is proposed in [McDonald et al., 2012] where a 

technique known as maximum correlated kurtosis deconvolution is developed.  

Bozchalooi and Liang [Bozchalooi & Liang, 2007] proposed a smoothness index 

guided method to find the scale and shape factors of Gabor wavelet corresponding to 

parameters of Gaussian filter. They also [Bozchalooi & Liang, 2008] have developed a 

method for online detection of resonant frequency which was further used as centre 

frequency for the wavelet based filtering approach. 

Protrugram was proposed by Barszcz and Jablonski [Barszcz & Jablonski, 2011] to 

determine the optimum centre frequency with fixed band width for signal demodulation. 

Spectral Kurtosis was computed based on envelope spectrum using a fixed window length. 

Wang and Liang [Wang & Liang, 2011; Wang & Liang, 2012] presented an 

adaptive spectral kurtosis method to find the adaptive bandwidth and the centre frequency. 

It showed better performance than Kurtogram and Protrugram. It was carried out by right-

expanding a given window along the frequency axis through iteration to merge it with its 

subsequent neighboring windows to obtain a maximum value of spectral kurtosis. It 

represents an indirect implementation of wiener filter. 

Chen et al. [Chen et al., 2012] proposed a hybrid method combining an Improved 

SK (ISK) and adaptive redundant multi-wavelet packet (ARMP) for fault diagnosis. SK 

was improved by including an index known as envelope spectrum entropy. ARMP was 

combined with ISK for various reasons such as to remove SK’s filter limitations, for 

improving the spectral analysis resolution and to obtain the best fault feature. 

Another method of improving the Kurtogram using the wavelet packet transform 

was developed [Wang et al., 2013]. The difference between this work and the enhanced 

Kurtogram [Lei et al., 2011] is that the kurtosis value is calculated based on the power 

spectrum of the envelope of the signals obtained from the wavelet packet node at different 
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level instead of kurtosis value obtained directly from wavelet packet nodes. In contrast to 

Protrugram, fourier spectrum is replaced by the power spectrum to enhance the detection 

of fault characteristic frequencies.  

A new concept known as sparsogram [Tse and Wang, 2013a] is proposed to 

calculate the resonant frequency band. It is constructed by measuring the sparsity of the 

power spectrum from envelope of the optimal wavelet packet coefficient. The sparsity 

values of the wavelet packet coefficient for all wavelet packet level are calculated and one 

with largest sparsity value is selected as the optimum coefficient. This wavelet packet 

coefficient is further demodulated for envelope analysis. In [Tse and Wang, 2013b] the 

authors of sparsogram discussed an automatic procedure to optimize the morlet filter 

based on genetic algorithm (to maximize the measured sparsity value). The wavelet 

coefficient optimized using the optimal wavelet filter is used to extract the envelope. The 

proposed optimization of wavelet filter is compared with various methods based on 

kurtosis, smoothness index and Shannon entropy. 

Time–frequency domain based signal decomposition methods such as Wavelets 

[Bozchalooi & Liang, 2007; Al-Raheem et al., 2008], Empirical Mode Decomposition 

(EMD) [Yan & Gao, 2006], Ensemble Empirical Mode Decomposition (EEMD) [Ai et al., 

2009] and S transform [Hou et al., 2010] have been used as preprocessor to the fault 

diagnosis algorithm.  

An automatic frequency band selection of spectral kurtosis is developed using 

complex morlet wavelet and further envelope analysis is used to detect the fault 

characteristic frequencies [Li et al., 2013]. 

In [Hou et al., 2010], S transform was used to obtain the analytical band pass 

filtered envelope signal. The envelope signal was enhanced further by reconstruction 

based on singular value decomposition (SVD) method. Singular value ratio (SVR) 
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spectrum which is the plot of ratio of first two singular values obtained using SVD and 

window length. The envelope is analyzed using the sweep frequency method based on 

examining the peak value of SVR spectrum to extract the periodic components. 

EMD helps in decomposition of the signal into number of components called as 

intrinsic mode functions. In [Yan & Gao, 2006], bearing fault was diagnosed using the 

instantaneous frequency of intrinsic mode functions. Marginal spectrum of the intrinsic 

mode function was computed to detect different bearing faults [Li et al., 2009]. The 

intrinsic mode functions are better extracted using Ensemble Empirical Mode 

Decomposition (EEMD) than EMD. But there are few issues in EEMD [Lei et al., 2009] 

such as use of splines in interpolation procedure, calculation of mean value and signal end 

effects. The result of EEMD depends on the number of ensemble chosen and the 

amplitude of the added white noise to be set. A review of EMD and EEMD works related 

to bearing condition monitoring is discussed in [Lei et al., 2013]. 

EMD has also been used in combination with other techniques. Hilbert transform 

was used to decompose the signals into number of intrinsic mode functions and which 

were further processed using FFT to detect the fault characteristic frequencies [Rai & 

Mohanty, 2007]. Yu et al. [Yu et al., 2006] applied EMD technique for the decomposition 

of the vibration signal. Energy of the selected decomposed signal were calculated which 

was used as an input to back propagation neural network for fault classification. Junsheng 

et al. [Junsheng et al., 2007] applied EMD and Teager Kaiser Energy Operator to detect 

the fault characteristic frequencies. The amplitude and frequency demodulation was 

carried out separately. It was also shown that the energy operator demodulation approach 

is superior to Hilbert demodulation approach. The Hilbert transform based demodulation 

has drawback such as end effects; the transformed signal has some amount of modulation 

and it requires selection of centre frequency of filter [Junsheng et al., 2007]. This method 
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was further extended by combining the order tracking to detect the fault using the order 

spectrum [Li et al., 2010].  

Liang and Bozchalooi [Liang & Bozchalooi, 2010] proposed a parameter-free fault 

detection method to overcome the problems of HFRT. It is based on Teager Kaiser Energy 

Operator which incorporates both amplitude and frequency demodulation and has many 

advantages such as elimination of enveloping step, increased signal to interference ratio, 

simple and versatile due to parameter free. Also, high frequency noise amplification 

occurs due to Teager Kaiser Energy Operator [Liang & Bozchalooi, 2010].  

Image processing methods have also been used for bearing fault diagnosis. 

Mathematical Morphology based approaches [Nikolaou & Antoniadis, 2003; Zhang et al., 

2008; Hao & Chu, 2009; Wang et al., 2012; Li et al., 2011; Dong et al., 2011; Li et al., 

2012; Li & Liang, 2012; Raj & Murali, 2013; Chen et al., 2013] have been used mainly for 

denoising the signal. There are different basic morphological operators such as dilation, 

erosion, opening, closing which are pre-processed to modify the shape of the signal. 

Gradient operator and Top Hat operator [Raj & Murali, 2013a] which are derived from the 

basic operators are used for denoising the signal whose results depends on the shape, type 

and length of structuring elements. It is similar to mother functions used in wavelets.  A 

deconvolution algorithm known as Lucy-Richardson Algorithm [Raj & Murali, 2013b] is 

used as preprocessor for enhancing the bearing fault signal. 

2.7.3 Fault prognosis (fault degradation) 

Prognosis is carried out into two steps: trending the fault degradation and to predict the 

remaining useful life (RUL). Fault degradation assessment study provides a performance 

index to trend the actual condition of machine. This index is combined with some 

regression methods such as Artificial Neural Networks, Support Vector Machines etc. to 

calculate the RUL. A review of prognostic methods for rolling element bearing is reported 
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in [Jammu & Kankar, 2011]. The methods involving assessment of fault degradation are 

discussed below: 

A common approach found is trending the various time domain and frequency 

domain fault features such as root mean square (RMS), kurtosis, crest factor, shape factor, 

impulse factor, clearance factor, skewness, log-likelihood function and power ratio of 

maximum defective frequency to mean [Williams et al., 2001; Ocak et al., 2007; Yu, 

2012]. These features have certain advantages and limitations. For e.g. an incipient defect 

is difficult to detect using RMS alone, but its value increases steadily with the defect 

degradation [Williams et al., 2001]. Kurtosis and crest factor increases with the onset of 

defect but their value reduces to healthy level as the fault severity increases. They also 

have some stability problem as the fault degradation level increases [Ocak et al., 2007].  In 

a case study [Lybeck et al., 2007] relating the spall length with the time domain features, it 

was observed that the features did not show consistency with the spall length. 

Effectiveness of kurtosis is limited by the spurious vibrations and noise level found in the 

signals [Tao et al., 2007]. 

Many works have been carried out exploring new effective indices. An alternative 

to kurtosis known as Honarvar third moment [Honarvar & Martin, 1997] was developed. It 

was found to be less responsive to changes in load and speed. Also, it is less sensitive to 

fault impulse during the onset of defect.   

Different forms of entropy have also been used for assessing the performance of a 

bearing. A statistical moment based on Renyi entropy was developed [Tao et al., 2007]. It 

is tested using the mathematical model and artificially induced defect on bearing. It has 

performance similar to kurtosis and is less susceptible to spurious vibrations which are one 

of the short comings of higher statistical moments including kurtosis. The moment has 

better overall performance than kurtosis and Honarvar third moment. However, this 
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entropy has to be verified for the complete life of bearing which was not carried out during 

its analysis. An index based on the complexity of signal such as approximate entropy [Yan 

& Gao, 2007] has been shown to increase with the defect size. Its value increases with 

increase in speed, while load has a negligible effect on it. Spectral Entropy [Pan et al., 

2009] was presented as a complimentary index for the fault degradation assessment. With 

onset of defect it increases abruptly, then remains stable and finally decreases up to 

failure. It has advantage over RMS as it can more clearly detect an incipient defect. 

However, it has some disadvantages such as the change in value is not consistent enough 

with condition degradation and it is less sensitive to failure condition. A time–frequency 

approach known as Wigner–Ville spectrum based on cyclic spectral density [Dong & 

Chen, 2012] is used for feature extraction which is noisy resistive. Renyi information is 

obtained which is used as the degradation index. It is shown to be more sensitive than 

other indexes such as spectral entropy, squared envelope spectrum entropy, renyi 

information obtained from Wigner Ville Distribution (WVD) and pseudo WVD. 

Qiu et al. [Qiu et al., 2003] proposed a minimum quantization error (MQE) as an 

index for evaluating the complete bearing life using an optimal wavelet filter and Self 

Organizing Map. Euclidean distance measure is used in the development of MQE. MQE 

denotes how far the input data is from the healthy data region.  

In [Ocak et al., 2007], wavelet decomposition and Hidden Markov Model (HMM) 

was used and results showed that the probabilities of healthy bearing HMM decreases as 

the bearing defect severity increases. 

Pan et.al [Pan et al., 2009b; Pan et al., 2010] developed heath indicator based on 

two methods: First, combination of improved wavelet packet decomposition and support 

vector data description method [Pan et al., 2009b.] and another using the lifting wavelet 

packet transform with fuzzy c-means approach [Pan et al., 2010]. 



Chapter 2              An Overview Of Rolling Element Bearing Faults And Vibration Based Condition Monitoring Methods 

50 

 

A statistical test known as Kolmogorov-Smirnov (K-S) test is used for assessing 

the bearing degradation in combination with an autoregressive model in [Cong et al., 

2011]. K-S test is used to compare the statistical similarity of the two vibration signals 

(reference and test signals) using the cumulative distribution function. Two indexes known 

as D-stat (the statistic value of K-S test) and its probability value (p(D)) is used for 

trending the bearing fault degradation. D-stat decreases while p(D) increases as the 

condition deviates from healthiness.  

Based on feature extraction approach known as locality preserving projection 

(LPP) two indices were developed. First, Exponential Weighted Moving Average 

(EWMA) statistic [Yu, 2011a] was proposed combining LPP and multivariate statistical 

process control. LPP extracts low dimension information hidden in higher dimension 

better than the Principal Component Analysis (PCA). PCA approach extracts features 

globally, while LPP is locality based learning method. Second index known as Negative 

log-likelihood based EWMA [Yu, 2011b] developed using LPP and gaussian mixture 

model. The features which were used as an input to LPP were RMS, kurtosis, crest factor, 

skewness, peak to peak, impulse factor, margin factor, power ratio of maximum defective 

frequency to mean from FFT, power ratio of maximum defective frequency to mean from 

envelope and wavelet energy. 

A different approach known as probability prognostic approach [Caesarendra et al., 

2010; Widodo & Yang, 2011; Caesarendra et al., 2011] was used to study the health 

degradation. In [Caesarendra et al., 2010], it was based on the concept of probability, 

logistic regression and relevance vector machine (RVM) methods. Logistic regression is 

used to estimate the failure degradation of bearing. RVM is trained by outputs of logistic 

regression and it predicts the probability of failure. In [Caesarendra et al., 2011], kurtosis 
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is used as the input to Support Vector Machine to build the prediction model. The bearing 

fault degradation is estimated using reliability theory. 

A novel method based on Local and nonlocal preserving projection and 

multivariate statistic process control approach was presented in [Yu, 2012]. Local and 

nonlocal preserving projection is used for extracting the features from the set of features 

calculated in time domain, frequency domain and time-frequency domain. It extracts more 

useful information than Principal Component Analysis (only global information). Health 

Index known as H statistics is developed. Using Local and nonlocal preserving projection, 

first two eigenvector corresponding to the largest eigenvalues were considered for 

calculating the index. The threshold for the index limit is obtained using kernel density 

estimation method. 

Coupled hidden markov model (CHMM) which has advantage over hidden markov 

model have also been used for prognosis studies [Liu et al., 2012; Liu et al., 2013]. 

Coupled Hidden Markov Model is a collection of several Hidden Markov Models which 

are connected using conditional probabilities across their time between the hidden states. 

In [Liu et al., 2012], Linear discriminant analysis (LDA) and CHMM are jointly used to 

develop a performance index to trend the bearing condition. The original features are 

calculated for three conditions: healthy, degradation and failure. LDA is used for reduction 

of the features and CHMM is used to develop the degradation model. Finally, a 

performance index is formed using log-likelihood and exponential weighted moving 

average method. In another work [Liu et al., 2013], zero crossing features was used along 

with CHMM to analyze the data from multiple channels to trend the bearing condition. 

An integrated approach of recurrence quantification analysis (RQA) and auto-

regression model is used for evaluating the bearing condition [Qian et al., 2013]. 
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Recurrence plot entropy is used as fault feature which is obtained using RQA. The AR 

model using recurrence plot entropy predicts the bearing failure accurately. 

2.8 NEED FOR NEWER METHODS AND APPROACHES 

It is very much important to extract the appropriate features which indicate the presence of 

defect (or fault) and also to estimate it accurately.  These features are critical in the fault 

detection and fault degradation stages. The features been developed have stability 

problems with the fault severity. Hence, robust features are required to accurately trend the 

fault. The results of the feature extraction methods developed vary with sample size, load 

and noise. Hence, novel methods to overcome these issues are required. Also, an effective 

approach for fault degradation is required. This concern is been addressed in this research. 

The simplest method to diagnose the fault is to detect the fault characteristic 

frequencies. The method developed so far required either designing the band pass filter or 

denoising or decomposition of the signal. However, the methods are not simple in 

implementation. Also, the methods should perform efficiently under the presence of 

masking sources and background noise. Thus, a simple and efficient method to diagnose 

the fault is required to be developed.  

 

With the ground work for the research work been discussed (Chapters 1 and 2), 

the chapters 3 to 7 deals with the research work been carried out. The novel methods 

developed in the area of fault detection, fault diagnosis and fault prognosis (fault 

degradation) stages are presented subsequently in detail. 
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3.1 INTRODUCTION 

Different approaches (section 2.7.1) have been developed so far in literature to detect a 

fault in the bearing. Most of these methods are based on complex signal processing 

concepts which require rigorous mathematical calculations. Moreover, they are noise 

affected, sample size, machine and load dependent. Though these methods are accurate, 

still a simple, efficient and process independent bearing fault detection algorithm is 

required. This chapter discusses a method which is a step in this direction. It is based on 

the concept of symbolic dynamics. 

This chapter presents the symbolic dynamic based method for an online and simple 

bearing condition monitoring system. Symbolic dynamic technique gives the behavioural 

description of a nonlinear dynamical system such as the vibration of bearing during its 

operation. During the bearing fault occurrence, the vibration signal obtained is amplitude 

and frequency modulated which changes the statistics of the vibration signal and these 

changes are detected through the symbolic dynamic method.  

The time series data is converted into a symbolic series. The sequence of symbols 

represents the different states of a dynamical system. The change of symbols represents 

the change from one state to another state. If system is healthy, the statistics of the 

symbols would remain the same and the states would give a uniform probability 

distribution. A defect (fault) would change the probability distribution of the symbols. One 

possible measure of deviation, called as Common Signal Index (CSI) (section 3.2.3), is a 

parameter which compares the occurrence of the symbols for the healthy and faulty 

conditions. Based on the value of CSI, bearing faulty condition is detected. 

The block diagram of the symbolic dynamic based approach is given in               

figure 3.1. 
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Figure 3.1 Block diagram of the symbolic dynamics based bearing fault detection 

approach 

[Note: symbolic series (section 3.2.1); Dictionary (section 3.2.2);                                    

Common Dictionary and Fault Index       (section 3.2.3)] 
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3.2   SYMBOLIC DYNAMIC TECHNIQUE 

Symbolic dynamic technique is based on the concept of representation for transitions from 

smooth dynamics to a discrete symbolic description [Remo & Antonio, 1997]. It is an 

information-theoretic method of feature extraction from a time series. In this method 

[Lind, 1995], the observed time series from a dynamical system are represented as a 

symbolic sequence.  

The system behaviour is described at two-time scale level [Singh et al., 2009]: fast 

time and slow time. The concept of two time scales is illustrated in figure 3.2. The fast 

time scale is related to response time of the process dynamics. Over the span of a given 

time series data sequence, dynamic behaviour of the system is assumed to remain 

invariant, i.e., the process is quasi-stationary at the fast time scale. In other words, the 

variations in the behaviour of system dynamics are assumed to be negligible on the fast 

time scale. The slow-time scale, on the other hand, refers to the long-term behaviour of the 

system, where the patterns of the process dynamics might deviate from those under the 

nominal conditions. It is assumed that any observable non-stationary behaviour pattern is 

associated with changes occurring on the slow-time scale. In general, a long time span in 

the fast-time scale is a tiny (i.e. several orders of magnitude smaller) interval in the slow 

time scale [Singh et al., 2009]. In case of bearing fault, initiation of point defects in 

bearing occurs on the slow-time scale (may be in the order of months or years); bearing 

fault is essentially invariant on the fast-time scale (may be in the order of seconds or 

minutes). Time series data on the fast-time scale are collected at different slow time scale.  

 

Figure 3.2 Pictorial view of the two time scales: slow time scale of anomaly evolution 

and fast time scale for data acquisition [Singh et al., 2009] 



Chapter 3                                                                    Detection of faulty bearing using symbolic dynamics 

 

58 
 

     

 

 

 

 

 

 

 

Figure 3.3 Phase trajectory [Gupta et al., 2009] 

The system dynamics of a process is generally modelled using initial value 

problem, given by equation (3.1) [Gupta et al., 2009] 

                                                                                  (3.1) 

where  represent the fast time scale;  is the state vector in the phase space; 

and  is the (possible anomalous) parameter vector varying in the slow time scale (τ). 

As the anomaly condition arises at τ, the θ parameter varies slowly which alters the system 

dynamics and thus changes the trajectory of the system [Gupta et al., 2009]. 

Figure 3.3 shows the phase trajectory of the system as governed by the                  

equation (3.1). The phase trajectory is bounded within the region . The region Ω 

is divided into the mutually exclusive and exhaustive number of cells denoted by each 

symbol (for example – symbols   to  are used to divide the region shown in figure 3.3). 

The time series data  with n data points such that  are partitioned.  

Depending on the cell in which the trajectory passes, the corresponding  is assigned by 

the corresponding symbol of the cell. Finally, a sequence of symbol is generated for the 

total trajectory of the system. 

                                                                                                  (3.2) 

Phase Trajectory 

g 

f 

e 

h

 
 a 

c 

d 

b 

a 4 

1 

1 
0 

-1 

0 

2 



Chapter 3                                                                    Detection of faulty bearing using symbolic dynamics 

 

59 
 

where   ,   denotes the symbols used for the partitioning. 

The mapping shown in equation (3.2) is called as symbolic dynamics as the 

dynamics of the system are represented by the symbols. Symbolic dynamics is subjected 

to loss of information due to improper partitioning [Remo & Antonio, 1997]. However, 

the loss of information could be minimized through better partitioning methods. 

3.2.1  Symbolic series generation 

The first and the crucial step in symbolic dynamic technique is partitioning of the time 

series for generating the symbolic sequence. Various partitioning techniques have been 

used for the symbolic series generation, which include hierarchical clustering based 

[Kakizawa et al., 1998], entropy-based [Chau & Wong, 1999] and variance-based 

[Veenman et al., 2002] methods. In addition to these methods, recently symbolic false 

nearest neighbors (SFNN) [Kennel & Buhl, 2003], wavelet space partitioning (WSP) 

[Rajagopalan & Ray, 2006], analytic signal space partitioning (ASSP) [Subbu & Ray, 

2008] and simple partitioning (simpleP) [Subbu & Ray, 2008] have been used. 

Performance comparison of SFNN, WSP, ASSP and simpleP are reported in [Subbu & 

Ray, 2008].The execution time of simpleP was found to be less than the SFNN and ASSP, 

but more than WSP. WSP result depends on the identification of an appropriate mother 

wavelet and selection of appropriate scales. Hence, in this work simpleP is chosen for the 

symbolic series generation. 

3.2.1.1  Maximum Entropy based Partitioning 

In simpleP method, the signal phase space is directly partitioned into groups using the 

maximum entropy approach. A partition that maximizes the entropy of the generated 

symbol sequence is chosen as the suitable partition [Rajagopalan & Ray, 2006]. It induces 

a uniform distribution of symbols for the nominal pattern. The number of partitions K 

plays an important role in this approach. Entropy based approach [Rajagopalan & Ray, 
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2006] is selected to determine the K. With maximum entropy based partitioning, 

information rich region are represented by more symbols which gives a finer partition. 

Similarly, regions with less information are given fewer symbols leading to a coarser 

partition.  

     Let  denote the shannon entropy of a symbol sequence obtained by 

partitioning the time series with K symbols. 

                                                                                              (3.3) 

where,  represents the probability of occurrence of the symbol  

A quantity h(.) is defined to represent the change in entropy with respect to the number of 

symbols. 

                                               –                                              (3.4) 

where K ≥ 2, H(1)=0.      

The algorithm [Rajagopalan & Ray, 2006] to select the number of partition is 

given below: 

Step 1: Set . Choose a threshold , where . 

Step 2: Arrange the time series (length N) in the ascending order. 

Step 3: Every consecutive segment of length [N/K] in the sorted time series forms a 

distinct element of the partition. 

Step 4: Convert the time series into a symbolic sequence with the partitions obtained in 

step (3). If the data point lies within or on the lower bound of a partition, it is 

coded with the symbol associated with that partition. 

Step 5: Compute the symbol probabilities  ; .  It is calculated as                                                     

 =   , where is the ith symbol. 

Step 6: Compute  and – . 

Step 7: If , then end: else increment  by 1 and go to Step 3. 
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A small value of threshold ε leads to a large size of the symbol partition, resulting 

in increased computation. Also, larger partitions will make the partitioning finer. This 

might increase the probability of false symbols being induced by noise. On the other hand, 

a large ε will lead to small partitions that may prove inadequate for condition 

identification. Hence, there is trade-off between accuracy and computational speed when ε 

is chosen. The variance of the noise process associated with the raw time series data may 

serve as a guideline for selection of ε [Rajagopalan et al., 2007] 

Terminologies associated with symbolic dynamics are [Tiwari, 2002]: word is a 

combination of consecutive data; a dictionary is a collection of words formed from the 

time series; frequency (f) is the number of times a word appears in a dictionary; fractional 

occurrence (  ; i=1 to N) is the ratio of frequency of a word to the number of words in 

that dictionary. 

3.2.2  Dictionary formation 

Dictionary (equation (3.5)) is a combination of two matrices. First is a word matrix, which 

has all the possible combination of word having one symbol at a time, then two 

consecutive symbols at a time and continuing till maximum word length is reached. All 

the non symbol space is filled with zero. Each row of this matrix is called word. Second is 

a column matrix consisting of fractional occurrence of each word occurring in the word 

matrix.  

Dictionary of signal X =                                           (3.5)         
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If there are N data points in a signal and maximum word length is  then total 

number of words  in a dictionary can be calculated as [Tiwari, 2002]  

                                  =    [N – (  –  1)/2]                                                        (3.6)           

3.2.3  Common Signal Index 

Common Signal Index is a parameter which gives the distortion between two signals.               

A separate two-dimensional array (Common Dictionary) is formed by taking all the 

common words and their frequencies in both dictionaries of the two signals. From the 

common dictionary, a common signal index is defined by using the fractional occurrences 

of the words in both dictionaries. Based on the suitable CSI value between the reference 

signal and the test signal, the system state can be estimated.          

The following CSIs [Tiwari, 2002] are considered: 

CSI1 =                                                                       (3.7) 

CSI2 =                                                              (3.8) 

CSI3 =                                                                   (3.9)                                                                                               

CSI4 =                                                                 (3.10)              

CSI5 =                                                         (3.11) 

where, n is the total number of different words in the common dictionary; fxj, fyj, fractional 

occurrence of the j
th

 word in dictionary for reference signal X and test signal Y. 
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3.2.4  Illustration of the method 

Figure 3.4 shows an example for the phase space partitioning. The phase space is divided 

into 8 partitions with symbols . Generally, the number of symbols 

depends on the system condition and noise level.  Thus, each data of the time series is 

replaced by the corresponding symbol under which it lies. For 1
st
 cycle of the time series 

of figure 3.4, we get a symbolic series as  'aaaacghdachbbhagbgagagdaggaacghggg’. 

 
Figure 3.4 Phase space partitioning 

Suppose the maximum word length is 2 and 1000 points (N). Word of single length are 

a,b,c,d,e,f,g and h. Word of length two- ab,ac,ad,ae,af,ag, ah,bc,bd,de,fg,… (ab and ba 

represent the same word). Frequency (f) of ‘  for the 1st cycle = 11. Then, fractional 

occurrence of ‘a’= f/ total words =11/999 = 0.011. Similarly, for each word of different 

lengths, frequency and fractional occurrence could be calculated.  

Dictionary is formed with two matrices. One is word matrix and other is fractional 

occurrence matrix with values obtained for the corresponding word. Possible word 
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calculated from the consecutive symbol sequence with =2 are 

a,aa,ac,c,cg,g,gh,h,hd,d,ad,ch,bh,b,bb,ah,ag,g,bg,dg (The repeated and same words are to 

be removed). Fractional occurrence of each these words are to be calculated. Common 

dictionary consists of three matrices. One matrix has the common words found from the 

two dictionaries formed from the reference and test signal. Other two are the fractional 

occurrence matrix, formed for each signal corresponding to the common word. The CSI 

are calculated from these fractional occurrence matrices using the equations (3.7) to 

(3.11). 

Suppose,                                                                                                                                                     

Reference signal words are: a,aa,ac,c,cg,g,gh,h,hd,d,ad,ch,bh,b,bb,ah,ag,g,bg,dg.                

Test signal words are: a,aa,ab,h,bc,hd,ad,gh,ch,bb,cc,dd,cg,ff,fg,af,bf,ac,c,cg.             

Then, the common words are: a,aa,ac,c,cg,gh,h,hd,ad,ch,bb.  

Based on the fractional occurrence of the common words, CSI values are obtained. 

3.3 DESCRIPTION OF TEST DATA’S 

3.3.1 Experimental data: Test data1 

Vibration signals used in this work is acquired from the Case Western Reserve University 

bearing data centre [Bearing data Centre]. The experimental setup as shown in figure 3.5, 

consists of 2 HP three-phase induction motor connected with torque transducer, 

accelerometer and dynamometer. The drive end bearing (SKF 6205 series deep grove ball 

bearing) data is used for the analysis. Single point defect is introduced in the inner 

raceway, outer raceway and ball elements of different bearings using electron-discharge 

machining with fault diameters of 0.18, 0.36, 0.53 and 0.71 mm and a depth of 0.28 mm. 

Vibration data is collected at 12,000 samples/sec and for different fault sizes with load 

varying from 0 to 3 HP with 1HP increment. The speed varies from 1797 r/min (no-load) to 

1730 r/min (3HP load).  The data for the outer race fault are taken with the fault position 
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centered at the 6 o’clock position with respect to the load zone.  The bearing dimensions 

are: d = 7.94 mm, D = 39.04 mm, Z=9 and α = 0. 

 Figure 3.6 shows the recorded bearing acceleration vibration signals for healthy and 

faulty conditions. Bearing conditions considered for the study are: i) Healthy (H); ii) point 

defect on inner race (I); iii) point defect on outer race (O); iv) point defect on ball (B). 

 

Figure 3.5  Experimental setup of test data1 [Bearing data Centre] 

 
Figure 3.6 Bearing vibration signal of Test data1 (0.18mm fault,  1 HP load)                

under : a) Healthy; (b) Inner race fault; (c) Outer race fault; (d) Ball 

element fault;  
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3.3.2  Experimental data: Test data2 

The second data in this method is obtained from the spur gear test rig [Sawalhi & Randall, 

2008; Randall, 2011] of University of New South Wales (UNSW). The bearing fault data 

used is taken from [Randall, 2011]. Figure 3.7 gives the schematic representation of the 

test setup. The test rig consists of single stage spur gearbox (set with 1:1 ratio and 32 gear 

teeth) driven primarily by three phase motor and powered by a hydraulic pump/motor set. 

The shaft of the gearbox has two double row ball bearings (Koyo 1205). Total torque load 

on the gear was 100 Nm. The shaft speed was 6 Hz. The sampling frequency of the 

acceleration signal is 48 kHz. The outer race had a notch fault of width 0.8 mm and depth 

of 0.3 mm, while ball had a fault with both width and depth of 0.5 mm. Figure 3.8 displays 

the vibration signals obtained under various bearing conditions. The bearing dimensions 

are: d = 7.12 mm, D = 38.5 mm, Z=12 and α = 0. 

 

Figure 3.7  Schematic representation of Test data2 [Sawalhi & Randall, 2008] 
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Figure 3.8 Vibration signals obtained from test data2 setup: a) Healthy; (b) Inner 

race fault; (c) Outer race fault and (d) Ball element fault 

 

3.3.3 Simulation of bearing vibration signal under healthy and faulty conditions : 

Test data3 

The bearing vibration is simulated under the presence of gearbox and additive noise. For 

faulty bearing signal, the signal obtained would be the summation of fault impulses and 

those from gear mesh. 

The M-impulses produced by the faulty bearing can be expressed as [Dong & Chen, 

2012]  

 – – (3.12) 

                                                                                      

(3.13) where,  is the amplitude of the fault impulse,  is constant  ,   is shaft 

rotational frequency,  and  are the arbitrary phase angles,  denotes the amplitude 

modulation due to ,  is the structural damping constant ( ),  is the resonant 
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frequency of the system,  is the fault characteristic period,  represents the random 

slippage of rollers .   is the unit step function.  

For faulty bearing, the vibration interference produced due to gear meshing and its 

k harmonics are given as 

                                                                         (3.14) 

where,  is amplitude of the gear meshing frequency, k is number of harmonics, is 

gear meshing frequency. 

The total vibration signal under faulty condition is given by  

                                                                                        (3.15) 

where,  denotes the gaussian white noise. 

For healthy vibration signal,  

Gear meshing vibration is given as                  (3.16) 

Shaft vibration is expressed as  =                                 (3.17) 

where,   is amplitude of the gear meshing frequency under healthy condition,  is the 

amplitude of shaft frequency components. 

The total vibration signal under healthy condition is given by  

                                                                                       (3.18) 

Parameter values (related to different frequency components and  are taken from the 

experimental inner race fault vibration signals of [Liang & Soltani Bozchalooi, 2010]) 

used for the simulation are   Hz, s, fault frequency= 117 

Hz,  ,  Hz, , ,  Hz,  kHz, 

N=4000, G=S=3, , B=0.4,  , , 

.  is added using matlab function ‘awgn’such that SNR in the range of  
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to  dB signals are obtained. Figure 3.9 shows the healthy and faulty bearing vibration 

signals obtained using simulation. 

 

Figure 3.9 Simulated bearing vibration signals without additive noise (a) fault 

Impulses; (b) healthy condition and (c) faulty condition 

 

3.4 ALGORITHM FOR BEARING FAULT DETECTION BASED ON SYMBOLIC 

DYNAMICS 

The bearing fault detection algorithm is described below: 

Step 1: Obtain the two time series data. Signal ‘1’ to be a reference data which represents 

the healthy bearing condition obtained during commissioning of the machine. 

Signal ‘2’ to be the test data obtained under the running condition. 

Step 2: Calculate the number of partition based on maximum entropy partitioning method 

and obtain the symbolic series for each signal. 

Step 3: Form the dictionary from the symbolic series of each signal. 

Step 4: Compare the two dictionaries and list out the common word between the signals 

with corresponding frequency of occurrence of that word. 
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Step 5: Compute the suitable CSI which reflects the condition of bearing under running 

conditions. Using the rule formed, bearing condition is identified depending on 

the CSI value obtained. 

 

3.5  TESTING OF THE METHOD 

The parameters to be chosen in this method are word length ( ), threshold value (ε) 

and number of symbols (K). The word length affects the accuracy and computation time of 

fault algorithm. ε ranges between 0 and 1 which is used in maximum entropy based 

partitioning algorithm. A small value of threshold leads to a large size of the symbol 

partition, resulting in the increased computation. Also, larger partitions will make the 

partitioning finer. This might increase the probability of false symbols being induced by 

noise. On the other hand, a large ε will lead to small partitions that may prove inadequate 

for condition identification. Hence, there is trade-off between accuracy and computational 

speed when ε is chosen. Up to a particular value of ε, K may not vary. In this work, for 

,  was obtained. For , ε = 0.02 was set. In the following sub-sections, 

the symbolic dynamic based fault detection method is applied to the three test data’s. 

3.5.1. Application to test data1 

From the maximum entropy based partitioning algorithm, for ε = 0.2, number of 

symbols (K) obtained is 3. No-load healthy bearing vibration signal is used as the 

reference signal for bearing condition monitoring, which could be easily obtained during 

the commissioning of the plant. The test signals are obtained for the various bearing 

conditions considered under study. Different maximum word length of 2, 3 and 4 were 

used to compute the fault index.  

3.5.1.1 Selection of appropriate CSI 

Of the various CSI’s mentioned in section 3.2.3, a suitable CSI should be selected as a 

fault index. For this purpose, data of healthy bearing under 1 HP and no-load condition are 
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compared with the faulty bearing data’s respectively to obtain the CSI’s values which are 

given in table 3.1. Here, results obtained using word length 3 is only shown. Based on the 

observations presented in table 3.1, it is seen that CSI2, CSI4 do not change much under 

all the bearing conditions comparison. CSI1 and CSI3 have different values for healthy 

bearing and faulty bearing conditions. CSI5 values are close to CSI1. When the two 

signals are of similar kind, the fractional occurrence of words would be equal, and then 

expected value of CSI1 and CSI3 are 0.5 and 0 respectively. Based on the observation, 

CSI1 and CSI3 are chosen as a fault index. 

3.5.1.2 CSI1 and CSI3 as Fault Index 

Table 3.2 shows the overall range of fault index values obtained for various maximum 

word lengths under different bearing conditions. CSI1 and CSI3 have different range of 

values for healthy and fault conditions, but they have similar range of values within the 

different fault conditions. Using word length of 2, the fault index has nearly same range of 

values for healthy and fault conditions in few cases. Hence, using word length of 2 the 

algorithm would give ambiguity in the bearing condition for some data. It is observed that, 

word lengths of 3 and 4 are suitable for the bearing condition monitoring as the fault index 

values clearly differentiates between healthy and fault conditions. The average time taken 

for the dictionary formation using word length as 4 is 2.5 times more than for word length 

as 3. Thus, word length of 3 is chosen as an appropriate length.  Under healthy and fault 

conditions for varying fault severity and load level, the CSI1 and CSI3 values obtained 

using word length 3 are as shown in tables 3.3 and 3.4 respectively. 
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Table 3.1 Different CSI values under different reference and test conditions of 

bearing for 0.18 mm fault size.  

                        (Note: H- Healthy, I- inner race fault, O- outer race fault, B- ball fault; 

numbers 0 and 1 in reference and test condition indicates load in HP) 

 

Reference 

Condition 

Test 

Condition 

CSI1 CSI2 CSI3 CSI4 CSI5 

 

 

H0 

H0 0.5 0.071 0 0.06 0.483 

I0 0.411 0.054 0.418 0.046 0.399 

O0 0.374 0.052 0.438 0.044 0.362 

B0 0.381 0.052 0.51 0.044 0.369 

 

H1 

H1 0.5 0.069 0 0.059 0.484 

I1 0.417 0.054 0.453 0.046 0.405 

O1 0.399 0.053 0.517 0.046 0.386 

B1 0.384 0.051 0.512 0.044 0.372 

 

 

Table 3.2 Overall fault Index Values for various maximum word length ( ) under 

different bearing conditions 

 

 Fault 

Index 

Healthy Inner race 

Fault 

Outer race 

Fault 

Ball race 

Fault 

2 CSI1 0.49-0.5 0.46-0.49 0.45-0.47 0.44-0.47 

CSI3 0-0.2 0.16-0.29 0.19-0.35 0.24-0.37 

3 CSI1 0.49-0.5 0.4-0.47 0.38-0.44 0.37-0.43 

CSI3 0-0.14 0.29-0.53 0.37-0.6 0.43-0.61 

4 CSI1 0.48-0.5 0.34-0.45 0.3-0.41 0.3-0.4 

CSI3 0-0.21 0.38-0.64 0.47-0.68 0.52-0.68 
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Table 3.3 Fault index for healthy bearing condition under various loads                        

(  = 3) 

 

Reference Condition Test Condition CSI1 CSI3 

 

H0 

H0 0.5 0 

H1 0.497 0.067 

H2 0.491 0.138 

H3 0.497 0.071 

 

 

Table 3.4 Fault index for different bearing fault conditions under various fault sizes 

and loads ( = 3 ) 

                       (X – Fault size vibration data not available; 0 to 3 indicates the load in HP) 

 

Refer-

ence  

condi-

tion 

Test 

condition 

Fault size (mm) 

0.18  0.36 0.53  0.71  

CSI1 CSI3 CSI1 CSI3 CSI1 CSI3 CSI1 CSI3 

 

 

 

 

 

 

H0 

I0 0.414 0.495 0.4 0.514 0.399 0.508 0.438 0.403 

I1 0.41 0.488 0.396 0.535 0.4 0.506 0.44 0.397 

I2 0.419 0.471 0.399 0.517 0.399 0.534 0.452 0.351 

I3 0.413 0.47 0.424 0.444 0.402 0.528 0.466 0.288 

 

O0 0.375 0.533 0.391 0.549 0.439 0.373  

                                      

X 

O1 0.378 0.604 0.38 0.575 0.434 0.39 

O2 0.383 0.385 0.389 0.557 0.427 0.426 

O3 0.385 0.568 0.397 0.52 0.425 0.432 

 

B0 0.38 0.604 0.409 0.508 0.392 0.57 0.379 0.494 

B1 0.379 0.592 0.422 0.44 0.386 0.573 0.375 0.553 

B2 0.368 0.598 0.418 0.47 0.409 0.506 0.371 0.504 

B3 0.38 0.608 0.433 0.425 0.401 0.504 0.37 0.498 
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Figure 3.10 Fault index values for different bearing condition (various load and fault 

severity) 

Figure 3.10 shows the variation of the fault index with respect to the various 

bearing condition based on the tables 3.3 and 3.4.  

With the occurrence of the fault, CSI1 decreases and CSI3 increases (figure 3.10). 

As the fault occurs, the symbolic representation of the signal drastically changes, and the 

total number of words increases which in turn modifies the fractional occurrence of the 

words.  The fault index is calculated based on the fractional occurrence of the common 

words found in the two signals been compared. When the two signals are of similar kind 

i.e. healthy, the fractional occurrence of words would be equal, which makes the CSI1 

value close to 0.5 and CSI3 close to 0 [based on equations (3.7) & (3.9)].   

When the two signals under comparison are of different nature i.e. reference is 

healthy and test signal is of fault condition, the fractional occurrence would be different. 

Few words will have the same value of fractional occurrence, while many words of fault 
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signals show greater number of fractional occurrence and little number of words of fault 

signals will have less number of fractional occurrences than the healthy signal. This is due 

to the impulses which modify the signal on occurrence of the fault. The region of impulses 

will have more fractional occurrence of the word to code. Thus, statistically, based on the 

equations (3.7) & (3.9), the CSI1 values decrease below and CSI3 increases above healthy 

condition value. It is seen that out of the two fault index, CSI3 is better fault index as there 

is a large margin between the values for healthy and fault conditions. As seen from figure 

3.10, the fault index values for inner race fault, outer race fault and ball element fault 

conditions are in the same range. Hence, no information about the type of fault occurred 

could be obtained. But, the bearing in general healthy or fault condition is identified. 

Bearing preliminary information is obtained which is vital from the maintenance point of 

view.    

On the basis of the results obtained, bearing condition is classified using the rule 

given below. 

If CSI1 = 0.48 to 0.5 or CSI3 = 0 to 0.2, Bearing is healthy else bearing has fault. 

To increase the robustness of the fault algorithm above range of values is 

considered for fault index instead of the nominal values of 0.5 and 0 respectively for CSI1 

and CSI3. 

3.5.1.3 Effect of noise on fault index 

The performance of the fault index in the presence of noise is vital as during the operation 

of the motor, mostly signals would be noisy. Assuming that the signals obtained from the 

experimental setup are noise free, test signals are degraded with noise in order to study the 

effect of noise on the CSI1 and CSI3 values. Gaussian white noise is added synthetically 

with SNR in the range of 10 dB (low noise) to 0 dB (highly noise). The CSI1 and CSI3 
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values are obtained for various combinations of reference signals such as (i) reference is 

noise-free; (ii) reference is noisy. 

3.5.1.3.1 Under Noise-free Reference signal 

CSI1 and CSI3 are computed using noise-free reference signal and noisy test signal. 

Figure 3.11 and 3.12 shows the fault index values obtained for the above condition. In 

case of healthy bearing (figure 3.11(a) and 3.11(b)), CSI1 gradually decreases with 

increase in noise level for 1HP and 3 HP load. For fault condition (figure 3.11), there is a 

less change in CSI1 values. CSI3 increases with increase in noise for healthy, while for 

fault condition there is less change in CSI3 as observed from figure 3.12. There is always 

a huge difference in fault index value obtained in case of healthy and fault conditions. The 

fault index does not attain the nominal values under higher noise level. 

3.5.1.3.2  Under Noisy Reference signal 

Figures 3.13 and 3.14 give the results for CSI1 and CSI3 respectively, obtained when the 

reference signal is degraded with noise of 10 dB. The test signal is also noisy with varying 

range (0 to 10 dB). As seen from figures 3.13(a) and 3.13(b) under healthy condition, 

CSI1 slowly decreases from its nominal value as noise level increases for both 1HP and 

3HP load. CSI3 up to 6 dB increase slowly and thereafter it increases drastically with 

noise (figures 3.14(a) and 3.14(b)) for healthy bearing. For fault conditions, there is a less 

change in value of CSI1 and CSI3 as observed (figures 3.13 and 3.14) with the increase in 

the noise level. 

3.5.1.3.3  Comparison of CSI values for healthy conditions with respect to noise 

CSI values were obtained for various combinations: (a) When both the reference and test 

signals are noise free (signals obtained from test setup), (b) When reference is noise free 

and test signal is noisy, (c) When reference and test signals both are noisy. CSI values 

varying close to nominal value are vital. Hence, for healthy conditions the aforementioned 

three combinations of reference and test signal are compared as shown in figures 3.15 and 
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3.16 for CSI1 and CSI3 respectively. From figure 3.15, it is observed that, where both the 

reference and test signal are noisy the CSI1 decreases at a lower rate as compared to the 

case where reference is noise-free and test signal is noisy. In condition (c), up to 6 dB 

noise is tolerable, beyond which filtering would be required. Also, for CSI3 (figure 3.16), 

case where both the reference and test signal are noisy performs better than the case 

where reference is noise free and test signal is noisy. For condition (c), CSI3 sustains up 

to 8 dB to be within the nominal range, beyond which filtering would be necessary. In real 

conditions, both the signals would be noisy which would require further de-noising and as 

seen from the comparison, condition (c) i.e. where both the reference and test signal are 

noisy gives good results. Hence, even during the actual environment the fault index would 

give accurate bearing health information.  

 
Figure 3.11 CSI1 variation with noise level under different bearing conditions where 

Reference is noise-free: a) 0.18 mm fault size, 1HP load; b) 0.18 mm fault 

size, 3HP load; c) 0.53 mm fault size, 1HP load and d) 0.53 mm fault size, 

3HP load 
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Figure 3.12 CSI3 variation with noise level under different bearing conditions where 

Reference is noise-free: a) 0.18 mm fault size, 1HP load; b) 0.18 mm fault 

size, 3 HP load; c) 0.53 mm fault size, 1 HP load and  d) 0.53 mm fault size, 

3 HP load 

 

Figure 3.13 CSI1 variation with noise level under different bearing conditions when 

reference signal is noisy: a) 0.18 mm fault size, 1 HP load; b) 0.18 mm 

fault size, 3 HP load; c) 0.53 mm fault size, 1 HP load and  d) 0.53 mm fault 

size, 3 HP load 
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Figure 3.14 CSI3 variation with noise level under different bearing conditions when 

reference signal is noisy: a) 0.18 mm fault size, 1 HP load; b) 0.18 mm 

fault size, 3 HP load; c) 0.53 mm fault size, 1HP load and d) 0.53 mm fault 

size, 3 HP load 

 
Figure 3.15 CSI1 values obtained for healthy bearing under noisy conditions at 1 HP 

and 3 HP load (R- reference signal, T- test signal, n- noisy, nf- noise-free) 
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Figure 3.16  CSI3 values obtained for healthy bearing under noisy conditions at 1 HP 

and 3 HP load 

 

 

3.5.1.4  Effect of sample points 

The variation of the fault index for varying number of sample points is also studied. Figure 

3.17 gives the CSI1 and CSI3 values under different bearing conditions for varying 

number of sample points. It is observed that CSI1 and CSI3 maintain the value of 0.5 and 

0 respectively for different number of sample points. Also, the healthy and fault condition 

is identified. 
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Figure 3.17  CSI1 and CSI3 values for healthy and faulty bearing with 0.18mm fault 

under 1HP load for different sample points 

 

3.5.2  Application to Test data2 

To check the robustness of the method, test data2 signals (under presence of gearbox) are 

used. Initially,  and  were chosen. But accurate results could not be 

obtained. Hence, threshold  was reduced further to 0.02, and number of symbols obtained 

using maximum entropy partitioning was 4. With , the method is tested using 

various word lengths (10, 15 and 20). The signals obtained were having background noise 

in the range of 15 to 25 dB. Hence, no noise was added virtually for the analysis. Similar 

to test data1, reference signal is healthy signal and test signal are of I, O and B conditions. 

CSI values obtained for the various word lengths are given in table 3.5. Table 3.5 shows 

that for fault condition, the CSI1 does not have values close to 0.5 and CSI3 does not does 

not values near to zero.   Also, we observe that, word length affects the accuracy of the 
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methods and also computation time increases with it. With the rule formed based on the 

analysis done for test data1, we could detect the presence of fault in bearing of test data2.  

 

Table 3.5 CSI values obtained for bearing faulty conditions under varying  : test 

data2 (e.g., H vs I, means healthy(H) and inner race fault (I) signals are 

compared) 

 Fault Index H vs H H vs I H vs O H vs B 

10 CSI1 0.5 0.4461 0.4312 0.4250 

CSI3 0 0.1871 0.2236 0.1788 

15 CSI1 0.5 0.3772 0.3513 0.3586 

CSI3 0 0.1942 0.2307 0.1841 

20 CSI1 0.5 0.3122 0.2780 0.3003 

CSI3 0 0.1735 0.1974 0.1673 

 

 

3.5.3  Application to simulation data - Test data3 

The simulated data was added with gaussian white noise to obtain signals with various 

SNR’s (0 to +10 dB). Parameter used for testing are  and . Similar to the 

test data2, various word length (10, 15 and 20) were used for analysis. The CSI1 and CSI3 

values obtained for different SNR and using various   are given in figures 3.18 and 

3.19 respectively. Both the reference and test signals are noisy for different SNR case. For 

CSI1 (figure 3.18), an increase in  increased the deviation of value with respect to 

healthy condition. For CSI3 (figure 3.19), with increase in , the deviation with respect 

to healthy condition reduced. From this figures, it is observed that CSI values obtained for 

faulty condition have values well below the healthy CSI threshold value.  Even with 

increase in noise level, the faulty bearing is correctly identified with reference to the 

healthy value.  
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Figure 3.18  CSI1 values obtained under varying SNR and different  values: test 

data3 

 

Figure 3.19  CSI3 values obtained under varying SNR and different  values: test 

data3 
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3.6 COMPARISONS WITH OTHER TIME-DOMAIN AND DATA BASED 

TECHNIQUES 

As the symbolic dynamics method is based on the time series, so the comparisons are done 

with methods based on time-domain and data based ones. The dataset used in this work 

has no masking vibration sources such as gears. Thus, the comparison is done with 

methods where same test data are used. The works done in [Nelwamondo et al., 2006; 

Sreejith et al., 2008; Wang et al., 2009; Van wyk et al., 2009, Xiong et al., 2010; William 

& Hoffman, 2011; Li & Zhang, 2011; Boutros & Liang, 2011] uses the same bearing 

dataset [Bearing data Centre] as used in this chapter. Hence, they are used for comparison. 

Table 3.6 gives the comparison of the symbolic dynamics based method with the existing 

time domain and data based methods with respect to the some features of the bearing 

condition monitoring system. 

In [Sreejith et al., 2008], no pre-processing is done and statistical features like 

peak, rms, and kurtosis are calculated and given to ANN for classification. Noise will 

affect the features which affects the accuracy. 

In [Van wyk et al., 2009], difference histogram is used to identify bearing as 

healthy or faulty. But it required neural network, which is not needed in the symbolic 

dynamics based method. Also, sample size influences the classification and it has to be 

sufficient large (N=30,000) for high accuracy.  

In [Xiong et al., 2010], Multi scale entropy feature is found to be suitable for 

bearing fault detection. However, in noisy condition the classification accuracy comes 

down from 97.42% to 73.94%. As seen from section 3.5.1.1 even in noisy condition, 

100% accurate bearing health information is obtained using symbolic dynamics based 

method.  

In [William & Hoffman, 2011], zero crossing features are used. Its calculation 

dependent on the signal length which required the knowledge of accurate rotation 
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frequency and longest expected time duration between successive zero crossing. The 

classification accuracy of Artificial Neural Network used is affected by window length 

and varies from 91.5% to 97.1%.  

The Performance of Supervised locally linear embedding projection based method 

[Li & Zhang, 2011] is very sensitive to the regularization parameter which represents the 

generalization capacity of algorithm. Computational and storage complexity is present as 

the whole data set needs to be retained when mapping new data.  

In [Nelwamondo et al., 2006], mel-frequency cepstral coefficients and fractals 

were used along with hidden Markov model and Gaussian mixture model (GMM).  

Depending on the number of sample, the classification accuracy varies from 81% to 100% 

at different bearing location. In the symbolic dynamics method, it is observed that even on 

sample size variation the bearing health is accurately known (section 3.5.1.2).  

In [Wang et al., 2009], reconstructive phase space is used to bring out the non 

linear characteristic of the signal. A bayesian classifier is used to calculate the likelihood 

of the test signal with the learned GMM. Each fault required separate GMM. In [Boutros 

& Liang, 2011], bearing fault detection is based on comparison of the monitoring index 

with the reference vectors which are large in number along with Hidden Markov Model. 

The training time is more and not fixed as the random values are used to fix the model 

parameters which are calculated by Viterbi algorithm [Boutros & Liang, 2011].   

Based on the above comparison, the advantages of the symbolic dynamic based 

method are - 1) Insensitive to sample size, speed and load; 2) No fault data or speed 

information needed beforehand and 3) Avoids training of fault algorithm as in case of 

artificial intelligence based methods. 
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Table 3.6 Comparison of the symbolic dynamics approach with other methods based 

on desired features of vibration based bearing condition monitoring 

systems 

 

Algorithms Machine 

independent 

Simple 

mathematical 

calculation 

No pre-fault 

data 

requirement/ 

training 

Speed and 

Bearing 

parameter 

independent 

AR                       
[Baillie & 

Mathew, 

1996] and 

ARMA             
[Li et al., 

2007] 

 

         X            X             X          √ 

Histogram 

[Van wyk et 

al., 2009] 

         X           √             X           √ 

Zero 

crossing 
[William & 

Hoffman, 

2011] 

        √            √             X speed required 

Pattern 

classifiers, 

rule based                   
[Nelwamondo 

et al., 2006; 

Wang et al., 

2009; Xiong 

et al., 2010; 

Li & Zhang, 

2011; Boutros 

& Liang, 

2011] 

 

         X            X             X           √ 

Symbolic 

dynamics                 
[In this 

chapter] 

        √           √           √           √ 

X- Not applicable;   √ - applicable 
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3.7  SUMMARY  

Symbolic dynamic approach has been presented for the detection of single point 

faults in ball bearing. Two fault indexes (CSI1 and CSI3) are calculated and bearing in 

healthy or faulty condition is accurately identified. The method works well against two 

experimental and one simulation data. It shows robustness even in presence of masking 

sources such as gearbox as found in test data2. Performance of the method is sample size 

independent. The method does not need fault data beforehand to detect the presence of 

fault. Hence, it overcomes the problem of training the fault algorithm from machine to 

machine. Also, it is machine and load independent. Even when the reference and the test 

signal are noisy, the fault index gives satisfactory results. This method is well suited as a 

start up test of the motor for bearing healthiness check before commencing the normal 

operation as it works even in no-load condition.  
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4.1 INTRODUCTION 

Chapter 4 investigates the possibility of using the ratio of singular value for bearing fault 

detection. The proposal of using the ratio of singular value as a fault index was developed 

from the work of bearing fault diagnosis method using singular spectrum analysis (it will 

be discussed in chapter 5).  

Singular value decomposition (SVD) of the bearing vibration signal is carried out 

under healthy and different fault conditions. The dominant singular values are selected 

based on the singular value plot. The method is tested with test data1 obtained for different 

bearing fault types, with increasing fault severity and at various load. The effect of load, 

fault size, sample points and noise are studied on the fault index. The advantages of the 

fault index are shown in comparison with the simple time domain techniques such as 

Difference histogram [Van wyk et al., 2009] and zero crossing [William, P. E., & 

Hoffman, 2011]. 

4.2 CALCULATION OF SINGULAR VALUE RATIO 

Singular Spectrum Analysis (SSA) is used for the calculation of singular values and then 

the ratios of adjacent singular value’s are obtained. SSA is a non-parametric time series 

analysis technique which decomposes the signal into an additive set of independent time 

series. The steps which are part of SSA [Golyandina et al., 2010] used for the calculation 

of singular value ratio are given as below: 

Step1- Embedding 

   In this step, bearing vibration signal of N data point   is mapped 

into a sequence of multidimensional lagged vectors called as trajectory matrix. Let L be an 

integer (window length), 1< L< N and K lagged vectors (K=N-L+1) 

 , where   
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The obtained trajectory matrix X is shown below. 

                                                                            (4.1)    

 Step 2- Singular value decomposition (SVD)  

    In this step, SVD of the matrix X is obtained which decomposes it into a sum of 

mutually orthogonal, unit-rank elementary matrix. Let S=XX
T
 be an L x L matrix. Let λ1, 

λ2,.. λd be the non-zero eigenvalues of S ( d= L if no eigenvalue is zero) arranged in 

decreasing order, and  U1, U2…Ud be the corresponding eigenvectors. The vectors 

 for j=1,2,…d is constructed.  

The SVD of                                                                              (4.2) 

  Where      

     The obtained singular values (SV) are the square roots of the eigenvalue of matrix S. 

The plot of the SV is known as Singular Spectrum (SS) plot. 

4.3 SINGULAR VALUE RATIO (SVR) BASED FAULT IDENTIFICATION 

Test data1 (section 3.3.1) is used in this analysis. At the end of step(2)            

(Section 4.2), we get L number of SV’s. The important factors to be considered are 

window length (L) and choice of SV to be used. They are discussed in the following sub-

sections. 

4.3.1 Selection of Window length 

Different window lengths (L= 5, 10 and 15) were used for embedding the signal 

and the corresponding L number of SV’s were obtained based on the procedure given in 

section 4.2. The SS plot of bearing vibration signal obtained in healthy and faulty 

conditions using the chosen L values are shown in figure 4.1.  
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The larger SV in the SS represent the large amplitude components in the 

decomposition and the low-amplitude components of the signal are represented by the 

smallest SV. The SV should be selected such that it value differs for all the bearing 

conditions. For L=5 (figure 4.1a), all the SV are found to separate the different bearing 

conditions. If these SV are used it would result in processing the whole signal. As seen 

from figures 4.1(b, c), for L=10 and L=15, many of the SV differ for all the bearing 

conditions. With an appropriate L value the fault feature of the signal would be extracted 

more clearly. As compared to L=15, L=10 has less number of dominant SV with respect to 

total L. The singular values from the cases L=5 and L=15 could be used, but it is required 

to use less number of SV representing the signal in spectral domain. Hence, window 

length of 10 is selected. 

 

Figure 4.1 SS plot of bearing in healthy and faulty conditions (a) L=5 (b) L=10      

and (c)   L=15  [Fault size of 0.18mm, 1HP: Test data1] 
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4.3.2 Fault index and faulty bearing identification 

The singular value ratio (SVR) is given by (equation 4.3) 

                                   SVij=SVi/SVj                                                                            (4.3) 

Where i=1, 2…, L-1; j=i+1; SVi is the i
th

 singular value and L is window length. 

For L=10, there would be five SVR’s (sv12, sv34, sv56, sv78 and sv910). 

Appropriate SVR for condition monitoring is to be selected among them. The selected 

SVR should clearly differentiate the healthy and faulty conditions i.e. it should have 

different range of values in healthy and faulty conditions. Figure 4.2 displays the pattern 

obtained for the different SVR’s under healthy and faulty conditions. Bearing fault 

considered are inner race fault (IF), outer race fault (OF) and ball fault (BF). As seen from 

this figure, sv12 have similar range of values under faulty conditions. Also, there are no 

significant changes in the ratio for different fault sizes. Important observation is that, as 

the bearing becomes faulty, the ratio values diverges from the healthier ranges to a value 

and remain constant in that range. Similar trend is observed for sv56. 

sv34 shows a constant trend for healthy and faulty condition which makes it 

difficult to ascertain the bearing health. sv78 in some cases shows similar range of values 

for healthy and faulty conditions. In most of the cases for sv910, it showed values in the 

range of healthy conditions for faulty conditions. Hence, sv34, sv78 and sv910 could not 

be used as fault index. So, sv12 and sv56 is selected. From the plots of sv12 and sv56 in 

figure 4.2, the bearing in faulty conditions is easily identified. 

In Hankel matrix, the adjacent row vectors differ only by oe data. The trajectory 

matrix formed (equation 4.1) has similarity with a Hankel matrix construction. Thus, the 

adjacent row vectors of trajectory matrix X will be having high correlation. It is mentioned 

in [Carniel et al., 2006] that for sufficiently higher window lengths some of the SV tend to 



Chapter 4                                                                  Identification of faulty bearings using singular value ratio: a case study 

93 
 

show some degree of coupling. It is observed that the adjacent singular values such as sv1 

and sv2, sv5 and sv6 are correlated.  

Figure 4.2 SVR values obtained for healthy and faulty conditions 

To show that the singular values are in general correlated with each other, a simple 

sine wave signal (y=2sin8πt, sampling frequency is 100Hz) is considered. For varying 

window lengths (1 to 100), SV’s (sv1 and sv2) are calculated and are plotted as shown in 

figure 4.3. As observed from this figure, sv1 and sv2 show coupling between each other. 
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Figure 4.3 An illustration for correlation between SV’s for the signal y=2sin(8πt) 

 

4.4 ROBUSTNESS STUDY OF SVR 

It is very important that the operating conditions such as load, external noise do not 

affect the fault index. Also, the effects of the fault size and sample size on the fault index 

are to be known. The following sub-sections studies the effect of above mentioned 

parameters on the fault index. 

4.4.1 Effect of load on SVR 

To study the effect of load on sv12 and sv56, the signals obtained for all the fault 

sizes, all fault types and 0 to 3 HP load are considered. Figures 4.4, 4.5 and 4.6 illustrates 

the variation of SVR with respect to changes in the load for IF, OF and BF respectively. It 

is observed that sv12 does not have much variation, while sv56 has little variation with 

respect to load. Also, sv56 has different variation for each type of fault. For some cases it 

increases with load and other cases it decreases with increase in load. The values obtained 

are well below the values obtained for healthy conditions and the faulty bearings could be 

still detected. 
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Figure 4.4 Effect of load on SVR for different fault sizes: IF 

 

 
Figure 4.5 Effect of load on SVR for different fault sizes: OF 
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Figure 4.6 Effect of load on SVR for different fault sizes:  BF 

4.4.2 Effect of fault size on SVR 

The signals considered for this study are: fault sizes of 0.18 mm, 0.36 mm, 0.53 

mm and 0.71mm for IF, OF and BF; load varied from 0 to 3HP in all the cases. Figures 

4.7, 4.8 and 4.9 display the variation of SVR with respect to the increasing fault sizes for 

IF, OF and BF respectively. Similar to the observation seen in the load effect study 

(section 4.4.1), sv12 does not vary much with the increase in fault severity, while sv56 has 

variation with respect to the fault size. sv56 increases for lower sizes and then decreases 

for higher fault sizes. The values found are well below the values of healthy conditions 

and one can detect the faulty bearings. 
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Figure 4.7 Effect of fault size on SVR for different loads: IF 

 
 

Figure 4.8 Effect of fault size on SVR for different loads: OF 
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Figure 4.9 Effect of fault size on SVR for different loads: BF 

 

4.4.3 Effect of sample size on SVR 

To study the effect of the sample size (or points), vibration signals (healthy, IF, OF 

and BF) obtained for 0.18 mm fault size, 1 HP load are considered. The sample points are 

varied from 1000 to 6000. Figures 4.10 and 4.11 show the variation of sv12 and sv56 

respectively with respect to the number of sample points. It is observed that sv12 and sv56 

values have negligible variation with respect to sample points under different bearing 

conditions. Hence, the fault index is sample size invariant. 
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Figure 4.10 Effect of sample size variation on sv12 under different bearing 

conditions: 0.18mm fault size, 1 HP load  

 

 
Figure 4.11 Effect of sample size variation on sv56 under different bearing 

conditions: 0.18mm fault size, 1 HP load 
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4.4.4 Effect of noise on SVR 

To check the performance of the fault index in the presence of noise, all the signals 

obtained are virtually added with the white gaussian noise to obtained signals with SNR of 

+10 dB and -10 dB. Figures 4.12 and 4.13 illustrate the variation of sv12 and sv56 with 

respect to noise respectively. From figure 4.12, it is seen that sv12 values do not vary 

much for +10 dB case, but for -10 dB the values decreases as compared to pure signal 

(original data). Under healthy conditions, sv56 (Figure 4.13) decreases with increase in 

noise. In case of +10 dB, healthy and faulty bearing can be classified. For +10 dB, sv56 

has values very close to those obtained under original data under faulty condition. But it is 

not possible in presence of -10 dB noise. 

 
 

Figure 4.12 Effect of noise on sv12 under different bearing conditions 
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Figure 4.13 Effect of noise on sv56 under different bearing conditions 

 

4.5 COMPARISON WITH SIMPLE TIME DOMAIN METHODS 

The SVR index is compared with two simple time domain method index: Difference 

Histogram (DH) [Van wyk et al., 2009] and Zero crossing (ZC) interval [William, P. E., & 

Hoffman, 2011]. These two methods use the same test data1 as used for SVR. 

In DH, histogram bin is used as fault feature and threshold value is chosen to 

differentiate the faulty bearings. Artificial Neural Network (ANN) is used for fault 

classification. Also, the size of the histogram has to be sufficiently large (N=30,000) for 

higher accuracy. In ZC method, ZC count and ZC duration are used as fault features. The 

feature calculation depend on the signal length which requires the knowledge of longest 

expected time duration between the successive zero crossing. ANN when trained only with 

higher defect size and tested for other defect sizes gave good classification. 
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DH is affected by sample size and the methodology used for calculating the zero 

crossing points can be affected by the noise. It is shown in section 4.4.3 that the fault 

index is sample size invariant and also works well even in presence of SNR of +10 dB 

(Section 4.4.4). From the above discussion, it is clear that SVR based method is superior 

to other simple methods. It has the added advantage of inherent noise reduction due to 

usage of the singular value decomposition. 

4.6 SUMMARY 

A time domain method using singular spectrum analysis for faulty bearing 

detection is discussed. It is shown that singular value ratio extracted from the time domain 

bearing vibration signals are useful in determination of faulty bearings. The ratio of the 

singular values is found to be having a constant value for faulty bearing and another range 

of values for healthy bearing. The fault index is not affected by sample size, load 

variations and the method work even in the presence of noise. But, the fault index does not 

show much variation with respect to fault size. Based on the comparison with the other 

simple time domain methods, it has advantages such as feature is sample size and load 

independent, method performs well for noisy signal. 
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5.1 INTRODUCTION 

Most of the existing time series methods for bearing fault diagnosis (section 2.7.2) 

involves complex algorithm and extracted features are affected by sample size and noise. 

Even though these methods are efficient, still need to identify a time domain approach 

which is useful for diagnosis with advantages such as noise immunity and sample size 

invariance. 

In this chapter, a time domain approach based on singular spectrum analysis (SSA) 

is presented for bearing fault diagnosis. SSA is used for the decomposition of the acquired 

signals into an additive set of principal components. An approach for the selection of the 

principal components is also presented. Two methods of fault diagnosis based on SSA are 

implemented. In the first method, the Singular Values (SV) of the selected SV number are  

adopted as the fault features, and in the second method, the energy of the principal 

components corresponding to the selected SV numbers are used as features. An Artificial 

Neural Network (ANN) known as feed forward back propagation neural network is used 

for the fault classification. The algorithms are evaluated using two experimental datasets - 

one from a motor bearing subjected to different fault severity levels at various loads, with 

and without noise (test data1), and the other with bearing vibration data obtained in the 

presence of a gearbox (test data2). The effects of sample size, fault size and load on the 

fault features are studied. The advantages of the proposed method over the exiting time 

series method are discussed. 

The block diagram of the singular spectrum analysis based roller bearing fault 

diagnosis is given in figure 5.1.   
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Figure  5.1 Block diagram of the roller bearing fault diagnosis method based on SSA 

 

5.2 SINGULAR SPECTRUM ANALYSIS 

SSA [Golyandina et al., 2010] is a time series analysis technique which decomposes the 

signal into an additive set of independent time series (principal components). The set of 

series resulting from the decomposition is interpreted as consisting of a trend representing 

the signal mean at each instant, a set of periodic series, and an aperiodic noise. SSA is 

applied to the vibration signals obtained under the various bearing conditions considered 

for the study.  
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The SSA algorithm is described as follows:  

Step1- Embedding 

   In this step, the bearing vibration signal   of N data points is 

mapped into a sequence of multidimensional lagged vectors. Let L be an integer (window 

length),  and K be the number of lagged vectors (K=N-L+1),                                  

 , where   

The obtained trajectory matrix X is given as equation (5.1) 

                                                                                     

 Step 2- Singular Value Decomposition (SVD)  

In this step, the SVD of the matrix X is obtained. It is further decomposed into a 

sum of mutually orthogonal, unit-rank, elementary matrices. Let S=XX
T
 be an L x L 

matrix. Let λ1, λ2,.. λd be the non-zero eigenvalues of S (d= L if no eigenvalue is zero) 

arranged in decreasing order, and  U1, U2…Ud be the corresponding eigenvectors. The 

vectors   for j=1,2,…d is constructed.  

The SVD of                                                                                

  where,      

The obtained L numbers of SV’s are the square roots of the eigenvalues of matrix S. The 

plot of the SV in decreasing order is known as Singular Spectrum (SS), and thus gives the 

method its name.  

Step 3- Diagonal averaging 

 Each matrix obtained after the decomposition (equation (5.2)) is transformed into 

a new time series of length  by applying a linear transformation known as diagonal 
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averaging. The matrices X1, X2… XL gets converted to principal components C1, C2… CL 

respectively. The diagonal averaging algorithm is as follows: 

Let  be a  matrix with elements , where i, j values range are   

and  respectively. Diagonal averaging transforms the matrix  into the series 

  (principal component) by the formula: 

                             (5.3) 

Where   ,   

Two methods based on SSA and ANN are developed. The efficiency of the SSA 

for time series based bearing fault classification is illustrated using the two methods 

discussed in the following sections. 

5.3 SINGULAR VALUE AND ANN BASED BEARING FAULT DIAGNOSIS                          

- 1
st
 METHOD 

The singular values are the representation of the signal in the singular spectrum domain.  

At the end of step 2 of the SSA method (section 5.2), L number of SV’s are obtained. 

These SV are plotted with respect to their number (SS plot). The SS plots for the different 

bearing conditions are compared and then the appropriate SV’s are selected. They are 

adopted as an inputs to an ANN for the condition diagnosis. This method is tested with the 

vibration signals of test data1 (section 3.3.1) and test data2 (section 3.3.2), which are 

described in the subsequent sections. 

5.3.1 TEST DATA1 ANALYSIS 

5.3.1.1 Choice of window length 

 Different window lengths (L = 5, 10 and 15) were used for embedding the signal, and the 

corresponding L number of SV are obtained based on the procedure as given in section 
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5.2. The SS plots of the bearing vibration signal in healthy and faulty conditions for values 

of L are shown in figure 5.2.  

 

Figure  5.2 SS plot of bearing in healthy and faulty conditions (a) L=5; (b) L=10 and 

(c) L=15  

The larger SV in the singular spectrum represent the large amplitude components 

in the decomposition, and the low-amplitude components of the signal are represented by 

the smaller SV. The SV should be selected such that they differ for all the bearing 

conditions. For L=5 (Figure 5.2(a)), all the SV are found to separate the different bearing 

conditions. If all these SV are used, it would result in processing the whole signal. As seen 

from figure 5.2(b) and figure 5.2(c), for L=10 and L=15, many of the SV differ for all the 

bearing conditions. With an appropriate L value the fault features of the signal would be 

extracted more clearly. As compared to L=15, L=10 requires fewer SV to be selected with 

respect to the total number available. We could also use the singular values obtained using 

L=5 or L=15, but fewer SV are used when L=10.  Hence, a window length of 10 is 

selected. 
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5.3.1.2 Selection of singular values 

 SV selection criteria and method used : The selected SV should have distinct values for 

healthy, inner race fault, outer race fault and ball fault, so that not only the faulty condition 

is identified but also the type of fault is known (even for different combinations of load 

and fault sizes).Mostly, selection of the principal components obtained from the 

decomposition of SSA is based on either the first few eigenvalues or those components’ 

eigenvalues which cover a predefined percentage of the variance of the total eigenvalues 

[Kilundu et al., 2011]. In this method, singular value plot is used for the selection of SV 

and the principal components. 

To select the appropriate SV, the singular spectrum plots were obtained for four 

different fault sizes (0.18 mm, 0.36 mm, 0.53 mm and 0.71 mm) taken at 1HP load, under 

healthy and various types of faulty conditions, which is shown in figure 5.3.  

   

Figure  5.3  SS plot for L=10 obtained for bearing under different fault severity 

conditions, 1 HP load (a) 0.18 mm; (b) 0.36 mm; (c) 0.53 mm and(d) 

0.71 mm 
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From figure 5.3, it is seen that there are many SV which differentiate the healthy 

and faulty conditions, i.e. these SV have distinguishable values with respect to each of the 

conditions. With reference to figure 5.3(a,c,d), SV1 to SV6 are able to classify the faults 

for 0.18 mm, 0.53 mm and 0.71 mm. However, for the 0.36 mm case (figure 5.3(b)), SV1, 

2, 5 and 6 are found to classify the faults. Only, those SV which satisfy the criteria are 

selected. Hence, SV1, SV2, SV5 and SV6 are selected for fault classification. The selected 

SV are further verified, by considering the vibration signal obtained for no-load, 2 HP and 

3 HP. It was found that the selected SV have different values for healthy and faulty 

conditions under different loads which make them suitable for the fault classification. The 

effects of SV1, SV2, SV5 and SV6 under varying load and fault sizes are studied in 

section 5.3.1.4. The pattern of the SV remains constant for varying load and fault sizes.  

It is seen that SV1, SV2, SV5 and SV6 are able to classify faults even under 

different load and fault size conditions. Hence, they are selected. 

The SS plot follows the same trend found in the power spectral density plot, as 

shown in figure 5.11. Hence, it is possible to use the singular spectrum to detect changes 

in the signal, as it represents the frequency spectrum of the signal [Alonso & Salgado, 

2008]. This correspondence between the singular spectrum and the frequency spectrum is 

the basis of the processing technique [Alonso & Salgado, 2008], which is shown in section 

5.3.3.   

SV are normalized using the min-max normalization technique. These are then 

used as an input to an ANN. Based on the output of the ANN, bearing condition is 

identified as healthy or faulty, including its type. 
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5.3.1.3 ANN performance results using test data1 

The ANN used is a feed-forward back propagation neural network (BPNN) with a single 

hidden layer architecture. There are four nodes in the input layer each representing the SV. 

There are four nodes in the output layer. The output pattern of the nodes depends on the 

bearing condition: healthy (H) [1 -1 -1 -1], inner race fault (IF)[-1 1 -1 -1], outer race fault 

(OF)[-1 -1 1 -1] and ball fault (BF) [-1 -1 -1 1]. The BPNN is created, trained and 

implemented using the MATLAB neural network toolbox. A total of 480 datasets of 4 

normalized features (1
st
, 2

nd
, 5

th
 and 6

th
 SV) are obtained for the different bearing 

conditions, out of which 336 are used to train the network and the remaining are used to 

test the network. Normalization is done using min-max method in the range of [0-1]. 

BPNN training parameters used were: mean square error of 10
-10

, minimum gradient of 10
-

10
 and maximum iteration number (epoch) of 1000. The training process would terminate 

if any of the above conditions are met. Log sigmoid and tan sigmoid activation functions 

are used for the hidden and outer layers respectively.  

The test data1 has no masking vibration source elements such as gear vibration. 

Hence, gaussian white noise was added using matlab function (awgn) such that noisy 

signals of SNR +10 dB and -10 dB are obtained for the each recorded vibration signal 

respectively. SV values are obtained for three cases- original data, noisy data of +10 dB 

SNR and noisy data of -10 dB SNR. Table 5.1 shows the BPNN overall classification 

accuracy. As observed from table 5.1, even in the presence of noise high classification 

accuracy is obtained. 

Table 5.1 BPNN performance for test data1-1
st
 method 

Signal Hidden Neuron Classification accuracy (%) 

Test data1 13 96.53 

Noisy test data1 of             

SNR +10dB  

13 98.61 

Noisy test data1 of 

SNR -10dB  

13 100 
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The reason for the better accuracy even under noisy condition is explained: The 

performance of the fault diagnosis method is highly dependent on two factors: First, how 

well the fault features contain information about the different fault conditions; Second, the 

ability of the classifier to accurately differentiate the different types of faults with respect 

to the input fault features. The selected singular values have distinct values for each type 

of bearing condition, i.e. each condition has a specific value of singular value, which 

makes the different conditions easily separable. Thus, they have good information about 

each type of condition. Even for the noisy signal, SV 1, 2, 5 and 6 has distinguishable 

values for each of the four conditions. The ANN is trained and tested using the k-fold 

cross validation technique (k=10) which gives much less chance of over training. It is the 

combination of the distinct SV (even under noisy conditions) and the good generalization 

capability of the ANN that contribute to the accurate classification of the bearing 

conditions even under noisy conditions. 

Tables 5.2, 5.3 and 5.4 give the confusion matrix of the BPNN obtained in each 

case. The diagonal elements give the number of datasets correctly classified and the non 

diagonal elements give the misclassifications. As seen from the confusion matrices, the 

method gives a very high detection rate for each condition. 

Table 5.2 Confusion matrix for test data1-1
st
 method 

 H IF OF BF 

H 12 0 0 0 

IF 0 48 0 0 

OF 0 0 35 1 

BF 0 1 3 44 
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Table 5.3 Confusion matrix for noisy test data1 of SNR = +10 dB: 1
st
 method 

 H IF OF BF 

H 12 0 0 0 

IF 0 47 0 1 

OF 0 0 35 1 

BF 0 0 0 48 

 

Table 5.4   Confusion matrix for noisy test data1 of SNR = -10 dB:1
st
 method 

 H IF OF BF 

H 12 0 0 0 

IF 0 48 0 0 

OF 0 0 36 0 

BF 0 0 0 48 

 

5.3.1.4 Effect of load and fault size on SV 

To study how the SV are affected with respect to the changes in load and with the increase 

in fault severity, the vibration signals from bearings with fault sizes of 0.18 mm, 0.53mm 

and 0.71 mm recorded at no-load and 3HP load are considered. Figures 5.4, 5.5 and 5.6 

show the variation of the SV with respect to load and fault size for the inner race fault, ball 

fault and outer race fault respectively.  

In case of inner race fault (figure 5.4), with the increase in fault severity, the SV 

increases; but the SV decreases with an increase in load. For the ball fault (figure 5.5), all 

the SV increase with increase in fault size, while for increase in load, SV1 and SV2 

increase and SV5 and SV6 decrease. With an increase in outer race fault size (figure 5.6), 

SV1 and SV2 decrease while SV5 and SV6 increase. However, for an increase in load, 

SV1 and SV2 increase while SV5 and SV6 decrease. It is seen that the effect depends on 

the location of the fault. However, the profiles of all the SV remain same for a change in 

load. It is seen that the ratios SV1/SV2 and SV5/SV6  both have a constant value of 1 for 
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all faulty conditions, while for healthy conditions, (SV1/SV2) is > 1, (SV5/SV6) is > 3. 

The concept of using the ratio of singular value for the fault detection emerged during this 

study (Chapter 4). Thus, the selected SV are able to classify different load and fault sizes. 

The fault size effect is more pronounced compared to that of load.  

 

Figure  5.4 Effect of load and fault size on SV- inner race fault (L1= 0HP and 

L2=3HP load) 
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Figure 5.5 Effect of load and fault size on SV- ball fault (L1= 0HP and L2=3HP load) 

 

Figure 5.6 Effect of load and fault size on SV- Outer race fault (L1= 0HP and 

L2=3HP load)  
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5.3.1.5 Effect of sample size on SV 

To investigate the effect of sample size on the SV, testdata1 obtained for 0.18 mm fault 

size taken at 1 HP load is considered. The SV values are obtained for sample sizes of 500, 

1000, 2000 and 4000. Figure 5.7 shows the variation in the SV with respect to the sample 

size for healthy and faulty cases. As seen from this figure, as sample size increases, the SV 

also increase. However, it is found that the ratios (SV1/SV2) and (SV5/SV6) have a 

constant value of 1 for all faulty conditions, while for healthy conditions the ratio 

(SV1/SV2) > 1 and (SV5/SV6) > 4. This shows that the trend of the SV for healthy and 

faulty cases follow the same pattern for different sample sizes. The selected SV have 

distinct values for each condition even under sample size variation and this easily 

separates the healthy and different fault conditions. This shows that fault diagnosis can be 

done accurately and sample size variation has little affect on the classification accuracy.  

 

Figure 5.7 Effect of sample size (data points) on SV (a) 500; (b) 1000; (c) 2000 and           

(d) 4000 
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5.3.2 TEST DATA2 ANALYSIS 

In the test data1 setup (section 3.3.1), there was no masking vibration source such as 

gearbox vibration. To study the method in the presence of a gearbox, signals obtained 

from the experimental setup of test data2 (section 3.3.2) are used. The procedure followed 

is similar to that of the test data1 analysis. 

5.3.2.1 Selection of singular values and window length - test data2 

Similar to test data1, different window lengths were used. Figures 5.8, 5.9 and 5.10 show 

the SS plots obtained for test data2 using L = 5, 10 and 15 respectively.  As observed from 

the figures 5.8 and 5.10, healthy SV coincide with SV of the outer race fault. Also, SV of 

the inner race fault and ball fault have similar values. Hence, different bearing condition 

could not be easily separated using SV’s for L=5 (figure 5.8) and L=15 (figure 5.10).  

 

Figure 5.8  SS plot of test data2 for L=5 
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Figure 5.9  SS plot of test data2 for L=10 

 

Figure 5.10  SS plot of test data2 for L=15 
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 In the case of L=10 (Figure 5.9), the SV of healthy and outer race fault have close 

values, while for the inner race fault and ball fault the SV are separated, which is not 

observed in case of L=5 (Figure 5.8) and L=15 (Figure 5.10) plots. Hence, L=10 is used as 

the optimal window length for fault diagnosis. It is seen that SV number 5, 6 and 7 are 

sufficient to separate the different bearing conditions under study. The SV’s of healthy and 

outer race fault, inner race fault and ball fault have close values which is consistent with 

the power spectra density plot shown in figure 5.12. 

 As shown in the analysis of test data2, the first few singular values are the same for 

healthy and faulty conditions (due to the presence of the gearbox) and hence the choice of 

these components would lead to a wrong diagnosis. Also, the choice of the amount of 

variance required is unknown and in the case of gearbox the amount of variance may 

include the masked eigenvalues. 

5.3.2.2 ANN performance results using test data2 

The ANN used for test data2 is same as that of the test data1 analysis (section 5.3.1.3) 

except that the network uses 3 inputs and 17 hidden neurons. 48 sets of 3 SV’s (SV 

number 5, 6 and 7) are obtained for each bearing condition. The SV values are normalized 

(min–max normalization) in [0-1] range. 33 sets of input SV’s in each condition were used 

for training the ANN and rest for testing. The overall classification accuracy of the BPNN 

obtained is 93.33%. The confusion matrix obtained for BPNN is shown in table 5.5.  

Table 5.5  Confusion matrix for test data2-1
st
 method  

 H IF OF BF 

H 13 0 0 2 

IF 0 15 0 0 

OF 0 0 15 2 

BF 0 2 0 13 
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5.3.3 COMPARISON BETWEEN POWER SPECTRUM AND SINGULAR 

SPECTRUM 

The Power Spectral Density (PSD) is calculated based on welch method using the hanning 

window [Sawalhi & Randall, 2008] of length 512 samples.  Figures 5.11 and 5.12 give the 

PSD plots obtained for test data1 and test data2 respectively.  For test data1(figure 5.11), 

in the lower frequency range (up to 2200 Hz), the power spectra has very minute masking 

due to the motor and dynamometer, and at a few places, the PSD’s intersect for healthy 

and faulty cases. In the region from 2200 Hz to 4000 Hz (figure 5.11), there is a large 

increase in the level of power spectral magnitude due to the presence of defect.  

 

Figure 5.11 PSD of test data1 (0.18 mm fault size, 1HP load) 
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Figure 5.12 PSD of test data2 

For test data2 (figure 5.12), it is seen that up to 8 kHz, there is no change in the 

power spectra for the healthy and fault cases. It is known that a large part of the frequency 

region is masked by the gearbox vibration [Sawalhi & Randall, 2008]. Only above 10 kHz, 

the healthy power spectra start to separate from the faulty ones. Similar to figure 5.11, 

there is an increase in power spectra in the higher frequency region (> 10 kHz) as a 

consequence of a defect in the bearing, and the power spectra can be separated for healthy 

and faulty cases in this region. 

From the SS plot of test data1 (figures 5.2 and 5.3), SV of healthy and faulty 

conditions are separated in various regions of the singular spectrum. A similar trend is 

observed in the PSD of test data1 (figure 5.11). While for test data2, it is seen that the 

healthy SV and faulty SV coincide with each other in the initial part of the SS plots (figure 

5.9). This is due to the masking of the signal due to gear vibration, as observed in            

figure 5.12. For test data2, the SV’s of healthy and outer race fault, inner race fault and 
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ball fault all have close values, which is in agreement with the PSD shown in figure 5.12. 

Also, for test data1, the SS plots are concurrent with the power spectra shown in figure 

5.11. This shows the correspondence between the power spectrum and singular spectrum. 

 

5.4 ENERGY FEATURE AND ANN BASED BEARING FAULT DIAGNOSIS                

- 2
nd

 METHOD 

At the end of step (3) of the SSA technique (section 5.2), the vibration signal is 

decomposed into L components-C1, C2,…., CL. These principal components are time 

series of different frequency regions. The correlation between these components and the 

bearing fault is studied in this method. Based on the condition of the bearing i.e. healthy or 

faulty, the resonant frequency changes. The energy of the signal also changes in the 

different frequency regions [Yu et al., 2006]. In the 1
st
 method described earlier, 

appropriate SV were obtained. The components corresponding to these SV are selected. 

From the total L components, m number of components are selected (1<m<L). The energy 

of the corresponding principal components is calculated as E =  , where, x is 

signal (principal component) and n=1 to N data points. Thus, energy E= {E1,E2..Em}, gives 

the energy distribution in the frequency domain for a bearing in healthy or different faulty 

conditions. Each energy feature is normalized by the total energy of the m-components. 

These are then given as inputs to an ANN for fault diagnosis. 

5.4.1 APPLICATION TO TEST DATA1-2
nd

 METHOD 

From the analysis done in section 5.3.1.1, window length L=10 is found to be suitable. 

Hence, the signals are decomposed into 10 components. Figure 5.13 shows the principal 

components obtained from the decomposition of the vibration signal for an inner race fault 

with a window length L = 10.  
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Figure 5.13 SSA decomposition of bearing vibration signal for inner race fault     

(0.18 mm fault size, 1HP load) 

The appropriate SV are SV number 1, 2, 5 and 6 (from 1
st
 method, section 5.3.1.2). 

The components (C1, C2, C5 and C6 ) corresponding to the selected SV are chosen from 

which the normalized energy (E1, E2, E5 and E6)  features are obtained, which are then  

given as input to ANN. Similar to 1
st
 method,  gaussian white noise is added to obtain 

noisy signals having SNR of +10 dB and -10 dB which are separately analyzed. 

5.4.1.1 ANN performance results for test data1-2
nd

 method 

The ANN consists of 4 input nodes, 13 hidden nodes and 4 outputs. The architecture, 

number of training and testing datasets and other parameters are the same as used in the 1
st
 

method (section 5.3.1.3). Table 5.6 gives the testing accuracy of the BPNN. Tables 5.7, 

5.8 and 5.9 show the confusion matrix of the output result for the three cases of signals 

analyzed. For the original and noisy signal of SNR=+10 dB, the BPNN gives higher 

classification. However for SNR= -10 dB, the classification drops down from 95% to 
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65%. This is due to the energy values for the different fault conditions in the three chosen 

components having close values in the very low SNR case. Also, the chosen value of L 

was based on the analysis done on the original signal, not the signal with added noise.  

Table 5.6  BPNN performance for test data1: 2
nd

 method 

Signal Hidden Neuron Classification Accuracy (%) 

test data1 13 95.14 

Noisy test data1, SNR 

+10dB  

13 96.53 

Noisy test data1,  SNR -

10dB  

13 64.58 

 

Table 5.7  Confusion matrix for test data1:2
nd

 method 

 H IF OF BF 

H 11 0 0 1 

IF 0 47 1 0 

OF 0 4 31 1 

BF 0 0 0 48 

 

Table 5.8  Confusion matrix for noisy test data1of SNR = +10 dB :2
nd

 method 

 H IF OF BF 

H 11 0 0 1 

IF 0 47 1 0 

OF 0 1 34 1 

BF 0 0 0 48 

 

Table 5.9  Confusion matrix for noisy test data1 of SNR= -10 dB:2
nd

 method 

 H IF OF BF 

H 12 0 0 0 

IF 0 23 13 12 

OF 0 6 22 8 

BF 0 4 8 36 
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5.4.2 APPLICATION TO TEST DATA2- 2
nd

 METHOD 

From the analysis done in section 5.3.2.1, window length of 10 and SV numbers are 5, 6 

and 7 are selected. The principal components (C5, C6 and C7) corresponding to the selected 

SV numbers are obtained and their energy features (E5, E6 and E7) are calculated.  ANN is 

then used for diagnosis with the normalized energy features as an input. 

5.4.2.1 ANN performance results for test data2- 2
nd

 method 

The ANN used is same as for test data1 (section 5.4.1.1) except that 17 hidden neurons are 

used. Similar to the 1
st
 method applied to test data2 (section 5.3.2), the number of training 

and test datasets are the same. On testing, the classification accuracy is found to be 100%. 

Table 5.10 gives the confusion matrix obtained. 

Table 5.10 Confusion matrix for testdata2: 2
nd

 method 

 H IF OF BF 

H 15 0 0 0 

IF 0 15 0 0 

OF 0 0 15 0 

BF 0 0 0 15 

 

5.5 COMPARISON WITH OTHER METHODS 

Table 5.11 shows the comparison of the discussed method on SSA with some of the  

published works [Sreejith et al., 2008; Van wyk et al., 2009; William & Hoffman, 2011 

; Xiong et al., 2010; Abbasion et al., 2007; Nelwamondo et al., 2006; Nelwamondo et al., 

2006; Boutros & Liang, 2011; Li & Zhang, 2011] which are based on time series and data 

based fault diagnosis approaches. All these studies use the same test data1 [Bearing data 

Centre] as used. The classification rate calculated depends on the number of datasets used 

for training and testing of the classifier. The works including this chapter have used 

different numbers of data sets ranging from 63 to 940.  
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  In [Sreejith et al., 2008, Abbasion et al., 2007; Nelwamondo et al., 2006], the 

algorithm is applied to data consisting of only one fault size at a particular load and used 

fewer  samples for training and testing of the classifier. Time domain features used are 

affected by noise [Sreejith et al., 2008]. 

The Difference Histogram (DH) based method [Van wyk et al., 2009] is a simple 

method, but the size of histogram bin influences the classification and it has to be 

sufficiently large for higher accuracy. The DH bins along with an ANN were used to 

discriminate between the faults, but the healthy condition was not included. 

William and Hoffman [William & Hoffman, 2011] implemented a simple 

technique based on a Zero Crossing (ZC) feature. Similar to the SV feature, the ZC feature 

also represents the information present in the frequency domain. The feature calculation 

depends on the signal length which requires knowledge of the longest expected time 

duration between the successive zero crossing. The classification accuracy was affected by 

the length and varied from 91.5% to 97.1%. Also, the BPNN when trained only with 

higher defect sizes and tested for other defect sizes gave good classification. The effects of 

noise on ZC features were not studied. 

In [Xiong et al., 2010], multi scale entropy as a feature was found to be suitable for 

bearing fault detection. However, in noisy conditions (white noise power is between [0.25, 

1] times signal power), the classification accuracy comes down from 97.42% to 73.94%. 

The method1 of this chapter works even in noisy conditions. 

Hidden Markov Model (HMM) and Gaussian Mixture Model (GMM) were 

employed for fault detection by Nelwamondo et.al [Nelwamondo et al., 2006]. Sample 

size influenced the classification and an accuracy of 81% to 100% was obtained for 

different bearing fault locations. The average accuracy is less than the one obtained in this 

chapter (1
st
 method) using BPNN.  
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Complex calculation is used in [Abbasion et al., 2007] and separate GMM was 

constructed for each bearing fault type along with a Bayesian classifier used for fault 

detection [Nelwamondo et al., 2006].  

  In [Boutros & Liang, 2011], HMM was used for bearing fault detection which 

was based on comparison of monitoring index with the reference vectors which are 

large in number. It required more training time and it was not fixed, as random values 

are used to fix the model parameters which are calculated by the Viterbi algorithm 

[Boutros & Liang, 2011]. Over fitting of data occurs in HMM due to usage of the 

Baum –Welch method [Garamani, 2001].  

Li and Zhang [Li & Zhang, 2011] used a non linear dimension reduction method 

known as Supervised Locally Linear Embedding Projection (SLLEP), which transforms 

the original signal (assumed to be in a higher dimension) to a low dimension feature space. 

The performance of SLLEP is very sensitive to the regularization parameter which 

represents the generalization capacity of algorithm.  

In all the above described methods, a high classification rate is achieved, but the 

method discussed (mainly 1
st
 method) in this chapter does not suffer from the limitations 

of the above described methods such as parameter dependent performance, and features 

affected by noise and sample sizes. Of all the methods discussed so far, the methods based 

on ZC and DH are simple. In the DH method, discriminating between healthy and faulty 

bearings was found to be trivial using a single histogram bin.  

Sample size affects DH and ZC based methods. It was shown in section 5.3.1.5 

that fault diagnosis using the method1 is not affected by sample size variation. The effect 

of noise on classification and the performance in the presence of gearbox vibration is not 

studied in the ZC and DH methods. The methods in this chapter, work well even in 

presence of noise (test data1) and masking sources such as gears (test data2).( 2
nd

 method 
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did not perform well for SNR = -10dB). Also, the methods are evaluated using the data 

obtained for many fault sizes and at different loads which very few of the above 

mentioned published works have tested.  

Table 5.11 A study between the discussed method (this chapter) and some of the 

recent published works which uses bearing data set [Bearing data Centre] 

Method Dataset (single point 

defect size width ; 

load; signal length) 

Training 

and 

Testing 

datasets 

Condition 

classified  

Average 

testing 

accuracy 

(%) 

Fault features  

BPNN [Sreejith 

et al., 2008] 

0.18 mm, 1 HP load; 

6000 data points 

Train- 48 

Test-32 

H, IF, OF 

and BF 

100 Kv, normal 

negative log-

likelihood value 

DH and BPNN 

[Van wyk et al., 

2009] 

0.18, 0.36, 0.53 mm; 0-

3HP load; 30000 data 

points 

Both 144 healthy and 

faulty  

92 (IF, OF and  

BF 

classification 

only) 

6 histogram bins 

ZC and BPNN 

[William & 

Hoffman, 2011] 

 0.18, 0.36, 0.53 mm; 0-

3HP load; 1024-4096 

data points 

- H, IF, OF 

and BF 

91.5–97.1 ZC count and ZC 

duration 

Multi scale 

entropy and 

Support Vector 

machine (SVM) 

[Xiong et al., 

2010] 

0.18, 0.36, 0.53, 0.71 

mm;   no-load ; 2048 

data points 

Train-525 

Test- 237 

H, IF, OF 

and BF 

97.42 6 entropies  at 

different time 

scale  

Time domain 

feature and 

SVM [Xiong et 

al., 2010] 

75.64 rms, skewness, 

kurtosis, max 

Wavelet 

denoising and 

SVM [Abbasion 

et al., 2007] 

0.18 mm, 2HP load; 

12000 data points 

Testing-63 H, IF, OF 

and BF  

100 2 weibull 

negative log-

likelihood values 

 

HMM and 

GMM 

[Nelwamondo et 

al., 2006] 

0.18 mm - H, IF, OF 

and BF 

HMM-99-100 

 

GMM-94-99 

mel-frequency 

cepstral 

coefficients, 

multi-scale fractal 

dimension, 

kurtosis (Kv) 

Reconstructed 

phase space, 

GMM and 

Bayesian 

classifier [Wang 

et al., 2009] 

0.18, 0.36, 0.53 mm; 

1HP load; 1024 data 

points 

384 H, IF, OF 

and BF 

81–100 4 GMM 

k-means 

clustering and 

HMM [Boutros 

& Liang, 2011] 

0.18, 0.36, 0.53, 0.71 

mm;     0-3 HP load.; 

3000 data points 

940 H, IF, OF 

and BF 

96 power index and 

17 reference 

vector’s 

SLLEP with 

Minimum 

distance,   k-NN 

and SVM [Li & 

Zhang, 2011] 

0.53 mm; 3HP load; 

1030 data points 

Train -150 

Test -100 

H, IF, OF 

and BF 

96.64-99.67 low dimension 

feature space of 

original signal 

 

SSA and BPNN 

[This chapter] 

0.18, 0.36, 0.53, 0.71 

mm; 0-3HP load; 6100 

data points 

Train -336 

Test -144 

H, IF, OF 

and BF 

96.53-100 4 singular values 

95-100% 3 energy features 
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5.6 SUMMARY 

This chapter discussed a new technique for bearing fault feature extraction based on 

singular spectrum analysis. A new fault feature (singular value) was introduced for bearing 

fault detection. A new approach for selection of the principal components was employed. 

Two methods were discussed. In the first method, singular values extracted from the 

bearing vibration signal are used as fault features which are given to ANN for automated 

fault diagnosis. This method is simple, detects faults even in a signal with a low SNR and 

also with masking sources such as gears with higher classification accuracy. In the second 

method, the correlation between the principal components corresponding to the selected 

SV and the bearing fault has been investigated. It shows that the features obtained from 

the principal components corresponding to SV numbers are useful for fault detection. An 

energy feature was used for fault identification. The correspondence between the singular 

spectrum and the power spectrum has also been shown. The method is found to have more 

advantages over the existing time series and data based methods. The experimental results 

demonstrate that the singular spectrum analysis based bearing fault diagnosis method is 

simple, noise tolerant and efficient. 
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6.1 INTRODUCTION 

 

Frequency based method to diagnose a bearing fault involves detection of the fault 

characteristic frequencies (FCFs) related to faults on the different bearing parts. FCFs are 

mainly amplitude modulated due to: i) transfer function of the transmission path between 

the vibration source and sensor; ii) load carried by the rolling elements. It has also some 

amount of frequency modulation due to variation in the instantaneous rotating frequency 

of shaft. At the incipient stage of a fault, FCFs contains very little energy as compared to 

the stage of a high fault severity. Also, the measured vibration signal not only contain the 

FCF’s but also the background noise and the interference vibration signals generated due 

to gearboxes, shaft imbalance or misalignment and bent or cracked  shaft. Due to roller 

slippage [Randall, 2004], noise and vibration interferences, the FCF’s are smeared and 

masked across wide frequency bands. Thus, the detection of a fault in its incipient stage is 

slightly difficult as compared to the severe fault condition. 

The existing methods of fault diagnosis (chapter 2, section 2.7.2) require either 

designing the band pass filter or denoising or involves decomposition of the signal. There 

are few requirements which a spectrum analysis method should satisfy. Firstly, it should 

be simple in implementation. Secondly, the method should perform efficiently under the 

presence of masking vibration sources and background noise.  But, most of the efficient 

methods developed are not simple in implementation. Thus, a simple and efficient method 

to diagnose the fault is required.  

In this chapter, a method which satisfies the above requirements of a spectrum 

analysis based method is presented. It is based on the concept of energy operator, which is 

known as Generalized Teager Kaiser Energy Operator (GTKEO). The fault diagnosis 

method involves the transformation of the signal using GTKEO, followed by spectral 

analysis. A method based on the energy operator known as Teager Kaiser Energy Operator 
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(TKEO) has been developed and patented by Liang and Bozchalooi (Liang and 

Bozchalooi, 2010). TKEO based method has advantages such as simple in 

implementation, elimination of enveloping step and involves demodulation. But, high 

frequency noise amplification occurs due to TKEO. Thus, for signals with low SNR, it 

may not perform efficiently. GTKEO based method which is discussed in this chapter 

includes the advantages of TKEO and additionally performs efficiently even for signals 

with low SNR, as compared to TKEO. 

 GTKEO is similar to TKEO but requires calculation of a parameter known as lag 

parameter which is easily calculated using a suitable method. Capability of GTKEO to 

detect fault under very low SNR is shown in comparison to TKEO. TKEO method is 

chosen for comparison because it is shown in [Liang and Bozchalooi, 2010] to perform 

better than the conventional high frequency resonance technique. The block diagram of the 

GTKEO based diagnosis method is shown in figure 6.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1 Block diagram of the GTKEO based bearing fault diagnosis method in 

comparison with the TKEO method 

 

FFT 

Comparison of GTKEO and TKEO: FCF detected?  

Bearing condition 

decision 

Selection of lag parameter,  

M 

Vibration signal 

GTKEO for selected M TKEO 



   Chapter 6                                              Generalized Teager Kaiser Energy Operator based bearing fault diagnosis  

 

134 

 

6.2 DEMODULATION METHODS 

6.2.1 Teager Kaiser Energy Operator  

Teager Kaiser Energy Operator (TKEO) was first conceptualized by Teager [Teager, 

1980] in his work on non linear modelling and Kaiser developed it [Kaiser, 1990] for the 

energy calculation. It has also been used for demodulating the speech signals [Maragos et 

al., 1993].  

The TKEO for discrete time signal x(n) is defined as [Kaiser, 1990]:  

                                                                      (6.1)                    

For the signal,                                                                                   

(6.2) 

where,   and  are the discrete time varying amplitude and time varying phase of 

signal  

On applying TKEO [Maragos et al., 1993] to ,  

                                                                                    (6.3)     

where,  

6.2.2 Generalized Teager Kaiser Energy Operator 

The generalized form of Generalized Teager Kaiser Energy Operator (GTKEO) [Lin et 

al., 1995] (also referred here as M-TKEO) is expressed as  

                                           (6.4)       

where, M is an integer (M>1), known as Lag parameter. 

On applying, M-TKEO to signal (equation 6.2), we get [Lin et al., 1995] 

                                      (6.5) 
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6.2.2.1 Selection of Lag parameter  

The lag parameter, M is chosen by calculating an index known as Energy Ratio (ER) 

[Al Regib and Ni, 2010].  

ER is calculated as 

ER(M) = Energy calculation using M-TKEO/ Conventional equation of energy  

                                                                                              (6.6) 

Where N and  are the number of samples of  and ] respectively. 

 The M value at which the peak will be observed in ER is considered as the optimal 

one and using this value, M-TKEO is calculated (will be shown in section 6.4). The 

concept of GTKEO for bearing fault diagnosis is explained in the following section. 

6.3 DEMODULATION OF FAULT SIGNAL USING GTKEO AND SIGNAL 

IMPROVEMENT RATIO 

 To illustrate the concept of GTKEO and to simplify the analysis, a simple bearing 

fault model is considered. The bearing fault vibration signal obtained under the presence 

of vibration interference (e.g. gearbox) and background noise is used. This is same as used 

for TKEO [Liang and Bozchalooi, 2010] analysis except the noise component which was 

not considered. 

Bearing fault vibration signal is given as  

                                             (6.7) 

     fault impulses          vibration interferences 

where,  is the amplitude of the fault impulse,  is the damping constant of the system,  

is the initial phase angle, ,  is the resonant frequency,  is the amplitude of 

the vibration interference,  , is the frequency of vibration interference such as 

gear meshing frequency.  
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The GTKEO is applied to , 

     

 

                                                                    (6.8)                                                          

where, denotes the cross term energy 

operator between fault impulses and vibration interference signal.  

Cross term energy operator is given as  

               (6.9)                                                                                            

  =                                                                                                      (6.10)                                                                 

where, 

                                 (6.11)                                

GTKEO of fault impulses is given as 

 

                                                                                                (6.12) 

GTKEO of vibration interference is given as  

                                                                                (6.13) 

 The energy operator for white gaussian noise (WGN) gives an output signal as 

white noise with variance directly proportional to that of background noise. Mean value of 

the operator transformed noise is equal to the order of the variance of the actual noise 

[Dutoit et al., 2009]. 

                                                                            (6.14) 
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where,  represent the variance of the energy transformed noise signal,  is variance of 

the WGN and K is the constant of proportionality. 

 Using equations (6.10), (6.12), (6.13) and (6.14), equation (6.8) becomes 

        (6.15) 

 The signal obtained after the application of GTKEO ( ) consists of three 

terms along with the noise component. The first and the third term are the transient 

components denoted by the exponential decaying term. First term gives the squared 

envelope of the fault signal and it represents the demodulated signal. The second term 

shows the vibration interference component and the third term represents the high 

frequency component. Thus we see that the energy operator demodulates the signal under 

the presence of external vibration and background noise. As shown in equation (6.15), 

GTKEO gives the square of the envelope of the fault signal. Hence, the fault characteristic 

frequencies could be detected in the GTKEO spectrum. 

 The enhancement in detection of the fault impulse component due to the energy 

operator with respect to vibration interferences is studied by calculating the signal 

enhancement ratio (SER). Only the demodulated term is considered. The high frequency 

component will not contribute in fault diagnosis. Hence, it is neglected. SER is defined as 

           SER= (Power of fault impulse signal) / (Power of external interferences)                                                                                      

                                                                                    

                                                                      (6.16) 

Where,  denotes the signal length. 
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Similar to SER, the signal to interference ratio (SIR) of the original bearing fault 

vibration signal (equation (6.7)) is given as 

                                     

             (6.17)                                               

To compare the equations (6.16) and (6.17), relationship between the resonant 

frequency (  and damping constant ( ) is considered. This relationship is explained in 

[Liang and Bozchalooi, 2010]. For , critical damping condition occurs. For  

fault impulses would not be clear. Only for the case , the fault impulses would be 

found in the vibration signal. The equations (6.16) and (6.17) are calculated for two cases: 

 and .  

For  

                                                          

                                                   (6.18) 

For  , 

  

                                                                                            (6.19) 

 The improvement in the signal after applying the GTKEO with respect to the 

original vibration signal is given by the ratio of  which is 

known as Improvement Ratio (IR). It is calculated for the above two cases considered. 

 



   Chapter 6                                              Generalized Teager Kaiser Energy Operator based bearing fault diagnosis  

 

139 

 

For ,                                  

                         (6.20)         

                                         

For ,  

                             (6.21) 

Therefore, IR for lower ( ) and upper ( ) limits are given as  

                                   (6.22)                                               

 

For the two limits,  is given as   

                                           (6.23)                                                                           

 Without noise, equation (6.23) is given as  

                                                  (6.24) 

6.3.1 Role of Lag parameter in the enhancement of the fault signal                                     

 To explain the importance of the lag parameter in the enhancement of the fault 

signal, IR is numerically calculated for  excluding the noise component. As for 

M=1 and M >1,  remains almost the same. Hence, noise is not considered.  
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 Assuming that vibration interference has an amplitude of 10 times that of fault 

impulses ( ) and the resonant frequency to be 5 times that of vibration interfering 

frequency ( =1000 Hz; =200 Hz), figure 6.2 shows the values of IR obtained for M 

varied from 1 to 100. As seen from this plot, for some M values (M=51, 89), IR value 

obtained is very much higher than that is obtained for M = 1. Also, some M values (3, 5, 6, 

9) give lower IR than obtained for M=1. While, few M values (2, 4, 8) give same value of 

IR as seen for M=1.  Thus, by an appropriate choice of M, signal could be enhanced better 

than when using M = 1. This suggests that GTKEO (M>1) could perform better than 

TKEO (M=1) using an appropriate value of M. Also, the improvement in fault detection 

ability depends on: SIR of actual fault vibration signal, the ratio of impulse amplitude to 

the vibration interference amplitude, resonant frequency, vibration interfering frequencies 

and the level of noise present.  If the IR term is very much higher than the SIR term, then 

even for very low SNR signal, FCFs could be identified. This has more probability for 

GTKEO than for TKEO, as IR value of GTKEO is more than for TKEO for an appropriate 

value of M (figure 6.2). 

 
Figure 6.2 Improvement Ratio obtained for different Lag parameter (  and 

without noise) 
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6.4 TESTING OF THE GTKEO METHOD IN COMPARISON WITH THE TKEO 

METHOD 

6.4.1 APPLICATION TO TEST DATA1: Inner race fault detection 

Test data1’s setup (section 3.3.1) has no vibration interference sources. Hence, white 

gaussian noise (WGN) is added virtually using the matlab function ‘awgn’ to the recorded 

signal to emulate the real plant environment. Inner race fault (IF) signal is considered in 

this analysis. 

  Vibration data for IF was collected for the single point defect of diameter of 0.18 

mm and depth of 0.28 mm at the load of 1HP. Rotational frequency of shaft was 29.53 Hz. 

The theoretical fundamental fault frequency calculated for IF is 159.6 Hz. The vibration 

signal obtained for the inner race fault is shown in figure 6.3(a). WGN is added to the 

recorded fault signal to obtain a noisy signal with SNR of -15 dB (figure 6. 3(b)) and SNR 

of -30 dB (figure 6.3 (c)). 

The performances of the M-TKEO (or GTKEO) and TKEO methods are studied 

for three cases: without noise, SNR= -15dB and SNR= -30 dB.  

 
Figure 6.3 Bearing vibration signals for IF: (a) without noise; (b) SNR= -15 dB             

and (c) SNR= -30 dB 
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6.4.1.1 IF signal : without any additive noise  

TKEO (equation (6.1)) was applied to the obtained IF signal and its spectrum is shown in 

figure 6.4. First six harmonics (at 159.6, 319.2, 478.8, 638.4, 798, and 957.6 Hz) of the 

FCFs are clearly detected from the spectrum. To apply M-TKEO, the lag parameter M is 

required to be known. For that, Energy ratio (equation 6.6) is calculated for different M 

values and plotted as shown in figure 6.5. At M=1, maximum value of ER is observed. 

Other than M=1, the next dominant value of ER is seen at M=6. With M=6, M-TKEO 

(equation (6.4)) is applied (referred as 6-TKEO) and its spectrum is given in figure 6.6. As 

observed from the figure 6.6, 6-TKEO also gives the same FCFs related to inner race fault 

as seen for TKEO. To see whether other M value (at which peaks are also observed) show 

any FCF components, 3-TKEO is calculated and its spectrum is shown in figure 6.7. It 

also shows the FCF and its harmonics. One can infer that, non dominant M values at 

which peak are seen could be for diagnosis. 

 

Figure 6.4 TKEO spectrum for IF: without noise 
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Figure 6.5 ER plot for IF: without noise 

 

Figure 6.6  6-TKEO spectrum for IF: without noise 
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Figure 6.7 3-TKEO spectrum for IF: without noise 

6.4.1.2   IF signal : SNR=-15 dB 

ER is calculated and plotted as shown in figure 6.8. For M=6, we get the highest value of 

ER and thus it is chosen for M-TKEO calculation. First, TKEO is applied to the IF signal. 

Figure 6.9 gives the spectrum plot of TKEO. From this plot, we see that only the 

fundamental fault frequency is observed and it is also not dominant. As one can see from 

this figure, the spectrum is noisy and the frequency components corresponding to the shaft 

speed are found to be dominant. As a result, the other fault harmonics are not visible. It 

was shown in [Liang and Bozchalooi, 2010] that repetitive TKEO could increase the fault 

detection capability. Hence, TKEO is applied to the signal for two iterations i.e. 

Ψ{Ψ[x(n)]}. Figure 6.10 gives the representation of the TKEO (applied twice) 

transformed signal in the frequency domain. Only, first (159.6 Hz) and fifth harmonic 

(797.7 Hz) are observed after this operation. 
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 M-TKEO is calculated for M=6. Its spectrum is shown in figure 6.11. It is 

observed that first five harmonics (at 159.6, 319.2, 478.8, 638.4 and 798 Hz) are detected. 

Though the FCF can be detected from the spectrums of TKEO and that of   M-TKEO 

(M=6), only one fault frequency harmonic is observed in TKEO (figures 6.9), two in twice 

TKEO (figures 6.10), while five number of FCFs are seen in M-TKEO (figures 6.11). One 

may further appreciate the performance of the M-TKEO method, as it performs better than 

even the repetitive application TKEO.   

 

Figure 6.8   ER plot for IF: SNR= -15 dB 
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Figure 6.9  TKEO spectrum for IF: SNR= -15 dB 

Figure 6.10 Twice TKEO operation spectrum for IF: SNR= -15 dB 
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Figure 6.11 6-TKEO spectrum for IF: SNR= -15 dB 

6.4.1.3  IF signal : SNR= -30 dB 

M= 27 gives the maximum value in the ER plot (figure 6.12). TKEO is applied to the 

signal and its spectrum is given in figure 6.13. As seen from this figure, the FCF’s are not 

detected. TKEO is now applied to the signal for two iterations. Its spectrum is displayed in 

figure 6.14. As observed from this figure, that even twice operation of TKEO does not 

show up the FCF harmonics as it showed up for SNR= -15 dB (Figure 6.10). Even the 

three and four consecutive TKEO spectrums failed to show the FCF’s (results are not 

shown). The performance of the repetitive TKEO depends on the SNR. As the number of 

TKEO iterations increases, the noise level also increases [Bozchalooi and Liang, 2009].  

 M-TKEO (M=27) is also applied to the signal and its spectrum is plotted in figure 

6.15. The first three FCF harmonics (at 159.6, 319.5, 478.8 Hz) are detected. When 27-
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TKEO is applied twice to the signal, its spectrum (figure 6.16) also showed the first three 

harmonics but better than the single iteration of 27-TKEO (figure 6.15).   

Figure 6.12 ER plot for IF: SNR= -30 dB 

 

Figure 6.13 TKEO spectrum for IF: SNR= -30 dB 
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Figure 6.14 Twice applied TKEO spectrum for IF: SNR= -30 dB 

 
Figure 6.15  27-TKEO spectrum for IF: SNR= -30 dB  
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Figure 6.16 Twice applied 27-TKEO spectrum for IF: SNR= -30 dB 

6.4.2 APPLICATION TO TEST DATA2 

Test data2 setup (section 3.3.2) consists of vibration interference source of gearbox. The 

number of teeth in gearbox is 32. The shaft speed is 6 Hz. In this chapter, Test data2 

signals of outer race fault and ball fault are considered. In addition to the recorded signals, 

white gaussian noise is added (similar to Test data1) to it to obtain signals with SNR=-15 

dB. The recorded signals already has a background noise, hence only SNR of -15dB is 

considered. Two cases of signals: without additive noise and SNR of -15 dB are analyzed 

for the two fault conditions considered. 

6.4.2.1 Outer race fault detection 

The theoretical fundamental fault frequency for bearing with outer race fault (OF) is 

29.34 Hz. The gear meshing frequency is 192 Hz (No. of teeth’s x shaft speed). 
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6.4.2.1.1 OF signal: without any additive noise 

First, TKEO is applied to the signal. No FCF’s are visible in its spectrum (figure 6.17). 

Then, to check whether repetitive TKEO can provide any fault information, TKEO is 

applied twice and its spectrum is given in figure 6.18. From this plot, the outer race fault is 

detected as FCF harmonics are detected (29.28, 59.04, 88.32, 117.6, 146.9, 176.6 and 

205.9 Hz). Also, the shaft speed and gear mesh frequency are also seen.  

 M=89 is obtained from the ER plot (figure 6.19). M-TKEO (M=89) is applied and 

its spectrum is calculated (figure 6.20). FCF harmonics are detected (29.28, 88.32 and 

146.9 Hz). It is observed that, both twice operation of TKEO and single M-TKEO easily 

detect the outer race fault. But, the frequencies obtained in twice operation of TKEO 

(figure 6.18) are more dominant and more number of frequencies are detected as 

compared with M-TKEO (figure 6.20).  

 

Figure 6.17 TKEO spectrum for OF: no noise added  
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Figure 6.18 Twice applied TKEO spectrum for OF: no noise added 

 

Figure 6.19   ER plot for OF: no noise added 
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Figure 6.20 89-TKEO spectrum for OF: no noise added 

6.4.2.1.2 OF signal: SNR= -15 dB 

TKEO spectrum obtained for the signal is shown in figure 6.21 and only 3
rd

 harmonic 

(88.32 Hz) is seen in this spectrum. Also, TKEO is applied twice to the signal and its 

spectrum is displayed in figure 6.22. In this plot, 4
th

 and 5
th

 fault harmonics are visible. M-

TKEO (M=11) spectrum (figure 6.23) shows many FCF’s (1
st
, 2

nd
, 4

th
, 5

th
 and 7

th
). In this 

case, M-TKEO gives more fault information than TKEO. 
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Figure 6.21 TKEO spectrum for OF: SNR= -15 dB 

 

Figure 6.22 Twice applied TKEO spectrum for OF: SNR= -15 dB 
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Figure 6.23 11-TKEO spectrum for OF: SNR= -15 dB 

6.4.2.2 Ball fault detection 

The fundamental fault characteristic frequency for ball fault (BF) is 31.33 Hz. The shaft 

speed is 6 Hz.   

6.4.2.2.1 BF signal: without any additive noise 

With no noise added, TKEO identifies the BF easily and fault harmonics from number 1 to 

10 are detected as shown in figure 6.24. While for M-TKEO (M=11), 2
nd

, 5
th

, 6
th

, 8
th

 and 

10
th

 harmonics are seen in the spectrum (figure 6.25). In this case, it is seen that in 

comparison with M-TKEO, the fault frequencies are dominant and very much clear in 

TKEO.  
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Figure 6.24 TKEO spectrum for BF: no noise added 

Figure 6.25 11-TKEO spectrum for BF: no noise added 
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6.4.2.2.2 BF signal: SNR= -15 dB 

The spectrum of TKEO is shown in figure 6.26 and it shows the presence of 3
rd

 and 7
th

 

FCF harmonics. To check whether further improvement could be obtained, repetitive 

TKEO is carried out. TKEO is applied twice and thrice to the signal and their spectrums 

are displayed in figures 6.27 and 6.28 respectively. No increase in number of fault 

frequencies was observed in these figures: 1
st
 and 7

th
 harmonic in twice TKEO (figure 

6.27), while only 7
th

 harmonic in thrice TKEO (figure 6.28) are detected. M-TKEO 

(M=14) spectrum (figure 6.29) is plotted for the signal and various fault frequencies 

harmonics are detected (2
nd

, 4
th 

(low amplitude), 5
th

, 6
th

, 8
th

 and 9
th

). As seen from these 

results, M-TKEO detects fault easily and better than TKEO.  

 

Figure 6.26 TKEO spectrum for BF: SNR= -15 dB 
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Figure 6.27 Twice applied TKEO spectrum for BF: SNR= -15 dB 

 

Figure 6.28 Thrice TKEO spectrum for BF: SNR= -15 dB 
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Figure 6.29 14-TKEO spectrum for BF: SNR= -15 dB 

6.5 DISCUSSION BASED ON TEST DATA1 AND TESTDATA2 RESULTS 

The performance comparison of M-TKEO and TKEO methods are done on the basis of 

the experimental results obtained which are summarized in the tables 6.1 to 6.3.  

 From these tables (6.1, 6.2 and 6.3), for no additive noise case, TKEO detects fault 

better than M-TKEO. However, in very low SNR conditions, M-TKEO outperforms 

TKEO. For signal of SNR = -30 dB (table 6.1), TKEO and repetitive TKEO failed to show 

any of the FCFs, whereas M-TKEO was able to detect in that case. For SNR= -15 dB case, 

M-TKEO showed more number of FCFs as compared to TKEO (tables 6.2 and 6.3). In 

case of low SNR signal obtained in the presence of gearbox (test data2), repetitive TKEO 

did not show much improvement in its fault detection capability. As the number of TKEO 

applied increased, it increased the noise level in the spectrum. This made the FCFs to be 
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masked by the noise in the repetitive TKEO spectrum (table 6.3, SNR = -15 dB). M-

TKEO clearly identifies the bearing faults in all the cases. No repetitive M-TKEO 

application is required.  

 From the results of obtained, it is seen that M-TKEO has better fault detection 

ability than TKEO for signals with very low SNR. 

Table 6.1 Comparison of TKEO and M-TKEO: IF signal (Test data1) 

Signal Energy operator Fault harmonics detected 

without noise TKEO 1
st
  to 6

th
   

3-TKEO and 6-TKEO 1
st
  to 6

th
   

SNR=  -15 dB TKEO 1
st
  

TKEO (twice applied) 1
st
 and 5

th
 

6-TKEO  1
st
 (dominant), 2

nd
, 3

rd
, 4

th
 and 5

th
  

SNR=  -30 dB TKEO no detection 

TKEO (twice, thrice and four 

consecutive application)  

no detection 

27-TKEO  1
st
 , 2

nd
 and 3

rd
 

27-TKEO (twice applied) 1
st
 , 2

nd
 and 3

rd
 

 (more clear than single 27-TKEO) 
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Table 6.2 Comparison of TKEO and M-TKEO: OF signal (Test data2) 

Signal Energy operator Fault harmonics detected 

without noise TKEO no detection 

TKEO (twice applied) 1
st
 
 
to 7

th
   

89-TKEO  1
st
, 3

rd
 and 5

th
  

SNR=  -15 dB TKEO 3
rd

  

TKEO (twice applied) 4
th

 and 5
th

  

11-TKEO  1
st
 , 2

nd
 , 4

th
 , 5

th
 and 7

th
  

 

Table 6.3 Comparison of TKEO and M-TKEO: BF signal (Test data2) 

Signal Energy operator Fault harmonics detected 

without noise TKEO 1
st
  to 10

th
  

11-TKEO 2
nd

 , 5
th

 , 6
th

, 8
th

 and 10
th

  

SNR=  -15 dB TKEO 3
rd

 and 7
th

  

TKEO (twice applied) 1
st
 and 7

th
  

TKEO (thrice applied) 7
th

  

14-TKEO  2
nd

, 4
th

 , 5
th

 , 6
th

 , 8
th

 and 9
th

  

 

6.6 VALIDATION OF THE GTKEO METHOD 

Industrial data is used for validating the GTKEO or M-TKEO method of fault diagnosis. It 

is obtained from the Society for Machinery Failure Prevention Technology [MFPT]. There 

are three real world cases: an oil pump shaft bearing from a wind turbine (figure 6.30(a)), 

an intermediate shaft bearing from a wind turbine (figure 6.30(b)) and a planet bearing 

fault (figure 6.30(c)). 
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 (a) 

 

(b) 

 

(c) 

 

Figure 6.30 Industrial data’s: a) Oil Pump location; b) Intermediate shaft location 

and  c) planet bearing  
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Two of these industrial data’s are obtained from a 2 MW wind turbine. Red dot (figure 

6.30a) shows the location of the low speed shaft accelerometer, which is used for the oil 

pump analysis. The pump is out of the frame - its low and to the left of the red dot. The 

shield (figure 6.30b) is covering the high speed shaft - the intermediate shaft is lower and 

to the left. Planet bearing is shown in figure 6.30c. The three cases which are diagnosed 

using M-TKEO are given below: 

6.6.1 Intermediate Shaft Gearbox bearing  

The data was obtained at a speed of 6.3289 Hz and load of 300 Nm. The sampling 

frequency is 48 kHz. The fault characteristic frequencies given in its data site [MFPT] are: 

=51.9 Hz; =2.76 Hz; = 67.84 Hz; = 24.3 Hz.  

Figure 6.31 displays the signal obtained from the bearing of intermediate shaft 

gearbox of wind turbine. Energy ratio plot (figure 6.32) gives the optimal value of M as 8. 

At this value, M-TKEO spectrum was obtained and the dominant frequency of 23.4 Hz 

was observed (figure 6.33). This frequency value is close to fault characteristic frequency 

(24.3 Hz) for ball fault. Thus, ball fault is detected in the bearing of intermediate shaft 

gearbox.  
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Figure 6.31 Signal obtained for bearing fault in intermediate shaft gearbox 

 

Figure 6.32 ER plot for intermediate shaft gearbox bearing signal 
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Figure 6.33 8-TKEO spectrum for intermediate shaft gearbox bearing signal 

6.6.2 Oil pump shaft bearing 

The signal of the oil pump shaft bearing is obtained at a shaft speed of 9.5155 Hz using the 

sampling frequency of 24 kHz under a load of 300 Nm. The theoretical fault characteristic 

frequencies given in its data site [MFPT] are: =78.5 Hz; =7.89 Hz; = 114.19 Hz; = 

35.68 Hz. 

The vibration signal obtained from the shaft of oil pump is given in figure 6.34.  

Energy ratio plot is shown in figure 6.35, it shows the optimum value of M as 4. Initially, 

4-TKEO spectrum was obtained but no dominant frequency was obtained. Hence, two 

times the 4-TKEO signal spectrum was obtained (figure 6.36). A dominant frequency of 

114.4 Hz was observed. This matches with inner race fundamental fault characteristic 

frequency. Hence, it was concluded that an inner race fault has occurred in the bearing of 

the oil pump. 
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Figure 6.34 Signal obtained for bearing fault in oil pump shaft 

 

Figure 6.35 ER plot for oil pump shaft bearing 
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Figure 6.36 Twice applied 4-TKEO spectrum: oil pump shaft bearing 

6.6.3 Planet Bearing 

The planet bearing data is obtained at a speed of 0.6229 Hz. The sampling frequency is            

6 kHz. The theoretical fault characteristic frequencies given in its data site [MFPT] are: 

=6.38 Hz; =0.69 Hz; = 8.12 Hz; = 2.94 Hz.  

 Figure 6.37 provides the vibration signal obtained from the planet bearing. An 

optimum value of M as 12 (figure 6.38) is obtained from the energy plot of the obtained 

signal. 12–TKEO spectrum (figure 6.39) shows two dominant frequencies of 2.95 Hz and 

6.33 Hz. Referring to the theoretical fault characteristic frequencies, it is observed that 

there is a occurrence of ball fault (2.95 Hz) and the outer race fault (6.33 Hz). 

The results of the above three cases were verified with Dr. Eric Bechhoefer, NRG 

Systems, who has prepared these industrial datasets on behalf of the Society for 

Machinery Failure Prevention Technology. The accuracy in diagnosing the fault of 
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industrial data’s shows the efficiency and applicability of the GTKEO method for real life 

applications. 

 

Figure 6.37 Signal obtained for fault in planet bearing 

 

Figure 6.38 ER plot for planet bearing fault 
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Figure 6.39 12-TKEO spectrum of planet bearing fault 

6.7  SUMMARY 

This chapter discussed a simple method for bearing fault diagnosis based on Generalized 

Teager Kaiser Energy Operator (GTKEO) which incorporates demodulation. The 

diagnosis method involves the transformation of the signal using GTKEO and then 

spectral analysis. The presented method (GTKEO or M-TKEO) is compared with a 

parameter-free method (TKEO).The deficiency of the TKEO method for fault diagnosis 

under very low SNR is shown through experimentally obtained bearing fault data’s: with 

and without gearbox. The fault detection ability of energy operator is improved for signals 

with low SNR using the M-TKEO approach. Only one parameter (M) is required for 

calculation which is easily obtained by using Energy Ratio plot. The M value is adaptive 

according to the signal and interfering components such as noise and gearbox.  

 From the experimental results, it is seen that M-TKEO suppresses the effects of 

additive noise. No repetitive operation of M-TKEO is needed as required for TKEO. The 

effectiveness of M-TKEO over TKEO in locating the bearing fault in low SNR and also in 

the presence of vibration interference component such as from gears is demonstrated.  

 M-TKEO satisfies the requirements of a spectrum based fault diagnosis method. It 

is simple in calculation and requires only one parameter which is also easily calculated. It 

works very well under the presence of gearbox and even under very low SNR scenario. 



170 
 

 

 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

CONTENTS: 

 CHAPTER 7 : PERFORMANCE INDEX DEVELOPMENT FOR FAULT 

DEGRADATION USING THE SUPPORT VECTOR DATA 

DESCRIPTION METHOD 

 

 

 

 

PART IV 

     FAULT PROGNOSIS                             

(FAULT DEGRADATION)                                                                                                                

 



171 
 

 

 
 
 
 
 

 

 

 

 

 

 

 

 

MAIN CONTENTS: 

 Introduction 

 Support Vector Data Description 

 Experimental Test data 

 Fault Features and its Trend 

 Bearing Fault Degradation Indicator Development 

 Procedure for the Performance Index Calculation 

 Performance Index Calculation 

 Comparison with other Index 

 Summary 

 

CHAPTER 7 

PERFORMANCE INDEX DEVELOPMENT FOR FAULT 

DEGRADATION USING THE SUPPORT VECTOR DATA 

DESCRIPTION  METHOD 

 

 

 



Chapter 7                    Performance Index development for the fault degradation using support vector data description 

method 

 

172 

 

7.1 INTRODUCTION 

Fault prognosis has more efficiency in obtaining the near zero downtime performance than 

fault diagnosis [Jardine et al., 2006]. It is carried out in two steps: fault degradation 

evaluation and calculation of the remaining useful life (RUL). Fault degradation 

evaluation study provides a performance index to trend the actual condition of a machine. 

This index is combined with the regression methods such as ANN and Support Vector 

Machines to calculate the RUL.  

There are a few challenges in the fault degradation evaluation or performance 

degradation assessment. One of them is the selection of fault features which can reflect the 

bearing condition. Another challenge is the development of an intelligent evaluation 

method based on these fault features. Some of the fault features used are rms, kurtosis, 

crest factor, shape factor, impulse factor, clearance factor, skewness, approximate entropy 

and spectral entropy. These features have certain advantages and limitations which were 

discussed in the chapter 2 (section 2.7.3). 

This chapter describes a method to assess the bearing health using the combination 

of new fault features and support vector data description (SVDD) classifier. A 

performance index is developed to trend the bearing condition from its healthy to fault 

initiation and then till its failure. The fault features used are common signal indexes (CSI1 

and CSI3) and ratio of singular values (SVR) which are calculated using the previously 

discussed methods of symbolic dynamics (chapter 3) and singular spectrum analysis 

(chapter 4) respectively. 

The method is tested using the vibration signals obtained from the accelerated life 

test of the rolling element bearing. The fault features are calculated for healthy conditions 

and using SVDD, a hyper sphere is formed using the training data. SVDD requires only 

healthy data during the training. The test data contains both healthy and fault data. 
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Performance index is formed based on the distance of the test data to the boundary of 

hyper sphere. 

7.2 SUPPORT VECTOR DATA DESCRIPTION 

Support vector data description method (SVDD) [Tax & Duin, 2004] is one of the 

boundary based method of one–class classifier. It does the classification based on the 

distance between the test data and the boundary built using the training data’s. In SVDD, a 

hypersphere shaped decision boundary with minimum volume containing the complete 

training dataset is built. Its schematic diagram is shown in figure 7.1, where target (  ) 

represents data used for training, outlier (  ) represents the data other than the target one 

and those on the boundary are known as support vectors. 

  

 

 

 

 

 

 

 

 

 

Figure 7.1  Simple representation of SVDD method 

For a training dataset {xi, i=1,2……n} consisting of N normal data objects (targets), a 

hypersphere with centre c and radius R1  is described which satisfies the following : 

 

                                (7.1) 

where, is slack variable which allows some of the target object outside the sphere and P 

is constant which gives the trade-off between volume of sphere and number of the target 

c R1 

Target 

Outlier 

support vector 

decision boundary 

R2 
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objects rejected. The limiting conditions are included into the function by the following 

Lagrangian: 

–                        (7.2) 

where,  are the Lagrange multipliers. L is minimized. The new limiting 

conditions are obtained by the partial derivative of L with respect to and 

setting them to 0. They are as follows: 

                                                       

                                         (7.3)                                                                                                 

               

subsituting in equation (7.2) by equations (7.3), one gets 

                (7.4)                             

                                                                                                                                                                                                

Those target objects with   are known as the support vectors ( ). They lie 

on the boundary of the hypersphere. The radius R1 of the hypersphere is obtained using 

any of the support vector. 

               (7.5) 

For test data y, its distance to the centre c is given as  

                   (7.6) 

Generally, the training data in the input space are not linearly predicted, hence a non linear 

function, K is required to map the orginal non linear input space to linear input space. 

Thus, equations (7.4–7.6) becomes                

                         (7.7) 
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                         (7.8) 

          (7.9) 

Different kernel function could be used. Here, gaussian kernel function is used. It is given 

by 

                                                                               (7.10) 

where,  , are the training data and σ is the width of the gaussian function. 

Distance to the boundary,                                                                        (7.11) 

The test data is classified based on the following condition: 

If , test data is target, else test data is an outlier. 

7.3 EXPERIMENTAL TEST DATA (Test data5) 

In the test data used in the previous chapters (chapters 3 to 6), defects in the bearing were 

introduced using artificial methods such as electrical discharge machining, scratching or 

drilling. These defects are simulated faults and differ from the ones occurring naturally 

during the operation of a machine. To collect the whole service life data of bearing, it 

would consume very long time. To save this time, bearing life is accelerated (through 

accelerated life test rigs) and its vibration data is collected from healthy to fault initiation 

and finally till failure condition. 

To evaluate the proposed method, an accelerated bearing life test data [Qiu et al., 

2003] of University of Cincinnati [NASA Ames Prognostics Data Repository] is used. The 

bearing is operated under constant load conditions using a specially designed accelerated 

life test rig (figure 7.2). Four Rexnord ZA-2115 double row bearings are installed on a 

shaft and are oil force lubricated. A magnetic plug is installed in the lubrication system to 

collect the debris found in the oil. The test is stopped until the amount of debris collected 

exceeds a limit.  Dimensions of the bearing are: N=16 (single row), d = 8.41 mm, D = 71.5 

mm, tapered contact angle= 15.7 degree. The shaft speed of 2000 r/min is maintained 
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constant by an AC motor coupled to shaft via rub belts. Radial load of 26.69 kN is applied 

onto the shaft and the bearing using a spring mechanism. A high sensitivity quartz ICP 

accelerometer (PCB 353B33) is used for collecting the vertical and horizontal vibration 

readings. Sampling frequency used is 20 kHz and the data is collected for duration of 1 

sec. Vertical vibration readings are used for the analysis. 

Two test sets of accelerated life data are used in this chapter. In set1 (S1), there are 

2156 data files with first 43 are collected with an interval of 5 min and the rest are 

collected with a 10 min interval. At the end of the test1, inner race defect occurred in 

bearing 3 and rolling element defect in bearing 4. Bearing number 3 data is used for the 

evaluation in S1. Set2 data (S2) consists of an outer race defect occurring in the bearing 

number 1 and there are 984 data files collected with 10 min interval. Figure 7.3 provides 

the photo of the various defects found in different bearings under S1 and S2 test data. 

Figure 7.4 shows the vibration signal obtained for the bearing number 1 of S2 test 

corresponding to stages of its accelerated life test. 

 

Figure 7.2  Accelerated life test rig: Test data5 [Qiu et al., 2006] 



Chapter 7                    Performance Index development for the fault degradation using support vector data description 

method 

 

177 

 

 

Figure 7.3 Picture of bearing failure after accelerated life test [Qiu et al., 2003]               

(a) inner race defect in bearing 3, S1; (b) roller element defect in bearing 

4, S1 and (c) outer race defect in bearing 1, S2 

 

Figure 7.4 Bearing 1’s vibration signals of S2 under different conditions: (a) healthy 

(b) fault propagation and (c) failure  
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7.4 FAULT FEATURES AND ITS TREND 

The three fault features developed in this thesis are used for the fault degradation study. 

Common Signal Index (CSI1 and CSI3) discussed in chapter 3 and Singular Value Ratio 

discussed in chapter 4 are used. Similar to the analysis done in chapter 4, for L=10, ratio 

of first two singular values (being dominant) called as SV12 is used as the third feature. 

Thus, new fault features (CSI1, CSI3 and SV12) are calculated for the whole life test data 

of the bearing.  The fault features used in the literature are also calculated to study their 

trend in comparison with the new fault features. They are root mean square (rms) value, 

kurtosis value (Kv), crest factor (Crf), Approximate Entropy (ApEn) [Yan and Gao, 2007], 

Spectral Entropy (SpEn) [Pan et al., 2009] and K-S statistic distance (D) [Cong et al., 

2011].  

Total 9 features (CSI1, CSI3, SV12, rms, Kv, Crf, ApEn, SpEn and D) are calculated for 

S1 and S2 signals. Figures 7.5 to 7.13 show the variance of the nine features for S1. 

Figures 7.14 to 7.22 show the trending of the nine features for S2. Each figure has two 

plots: one is the complete trend over the entire bearing life and the second is the zoomed 

last stage of the bearing life. 

From the figures obtained for S1 (figures 7.5 to 7.13) and S2 (figures 7.14 to 7.22), it is 

observed that:  

a) The time period from the point of fault initiation to failure is less. This is also verified in 

[Williams et al., 2001]. For S1: there is an abrupt change in value between the periods 

20985-21095 min. For S2, it is between 9800-9810 min. 

b) The variation in the trend remains almost same for S1 and S2 especially D (figures 7.10 

and 7.19), CSI1 (figures 7.11 and 7.20) and CSI3 (figures 7.12 and 7.21). 

c) CSI1 (figures 7.11 and 7.20) remains constant and then decreases abruptly at the time of 

failure. CSI3 (figures 7.12 and 7.21) is steady initially then increases slightly and jumps to 
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higher value at the final stages. Behaviour of SV12 and rms seems to be reciprocal in the 

failure stage. (For S1, SV12 decreases (figure 7.13) and rms increases (figure 7.5); For S2, 

SV12 increases (figure 7.22) and rms decreases (figure 7.14)). Kurtosis value remains 

steady but it has some random fluctuations during the period from the fault initiation to 

failure (figure 7.6 and 7.15). Crest factor (figure 7.7 and 7.16) shows different behavior in 

the two cases. Approximate entropy has similar values during normal period, but it 

decreases for S1 (figure 7.8) and increases for S2 (figure 7.17) at the failure time. Spectral 

entropy is found to decrease in S2 (figure 7.18), while there is no clear indication in S1 

(figure 7.9). D remains steady, then increases slightly and finally jumps to higher value 

(figures 7.10 and 7.19). 

From the above results, it is observed that the new features (CSI1, CSI3 and SV12) 

could reflect the degradation trend. Some of the literature methods such as kurtosis value, 

approximate entropy and spectral entropy do not show clear trend as the fault progresses. 

CSI1 and CSI3 are better indexes and give similar trend as obtained with the other existing 

features such as rms and K-S statistic distance. However, it is better to have a single 

parameter which would reflect the status of the bearing. Thus, a combined index is 

necessary which would be sensitive to incipient defect and increases steadily as the defect 

severity increases. Hence, a parameter known as Performance Index (PI) based on the 

three features (CSI1, CSI3 and SV12) and Support Vector Data Description method is 

developed, which is discussed in the next section. 



Chapter 7                    Performance Index development for the fault degradation using support vector data description 

method 

 

180 

 

 
 

 

 

Figure 7.5  rms trend value during whole life time: S1 
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Figure 7.6  Kurtosis trend value during whole life time:S1 
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Figure 7.7  Crest factor (Crf) trend value during whole life time:S1 
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Figure 7.8  Approximate entropy (ApEn) trend value during whole life time:S1 
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Figure 7.9  Spectral entropy (SpEn) trend value during whole life time:S1 
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Figure 7.10  K-S statistic distance (D) trend value during whole life time:S1 
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Figure 7.11  CSI1 trend value during whole life time:S1 
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Figure 7.12  CSI3 trend value during whole life time:S1 
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Figure 7.13  SV12 trend value during whole life time:S1 
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Figure 7.14  rms trend value during whole life time: S2 
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Figure 7.15  Kurtosis trend value during whole life time: S2 
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Figure 7.16 Crest factor (Crf) trend value during whole life time: S2 



Chapter 7                    Performance Index development for the fault degradation using support vector data description 

method 

 

192 

 

 

 
 

 

Figure 7.17  Approximate Entropy (ApEn) trend value during whole life time: S2 
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Figure 7.18  Spectral Entropy (SpEn) trend value during whole life time: S2 



Chapter 7                    Performance Index development for the fault degradation using support vector data description 

method 

 

194 

 

 

 
 

 

Figure 7.19  K-S statistic distance (D) trend value during whole life time: S2 
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Figure 7.20  CSI1 trend value during whole life time: S2  
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Figure 7.21  CSI3 trend value during whole life time: S2 
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Figure 7.22  SV12 trend value during whole life time: S2  
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7.5 BEARING FAULT DEGRADATION INDICATOR DEVELOPMENT 

7.5.1 PROCEDURE FOR THE PERFORMANCE INDEX CALCULATION 

The operating life of a bearing could be divided into three stages: healthy, fault initiation 

and failure. During the initial period of bearing installation, it would have a short run-in 

period. After that, it goes into longer constant operation period. With the development of 

incipient fault, its health starts degrading and finally the bearing fails to provide the 

required performance. A performance index (PI) which would reflect the above stages is 

developed using SVDD. Figure 7.23 describes the steps involved in this method, which 

are as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.23 Flow diagram of the bearing fault degradation index development 

Step1: Feature Extraction 

Three features (CSI1, CSI3 and SV12) are calculated from the vibration signals for the 

complete operating life of bearing. 

SVDD Method: Testing (Full lifecycle dataset)                                 
- R2 [distance with respect to centre of hyper sphere] 

 

Calculation of features: CSI1, CSI3 and SV12 

SVDD Method: Training with healthy dataset 

– R1 [Radius of hyper sphere] 

Δ=R2-R1 

Δ ≤ 0 

Bearing is Healthy 
PI=0 

 

Yes 

Bearing Fault occurrence           
PI=Δ 

 

No 
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Step2: SVDD Training and Testing 

SVDD model is developed using gaussian function as the kernel. Healthy features datasets 

are used for the training and a hyper sphere is built around them. Radius, R1 of hyper 

sphere (equation (7.8)) is calculated. During the testing phase, R2 which is the distance of 

the test dataset to the center of hyper sphere (equation (7.9)) is obtained for the dataset of 

complete lifecycle. 

Step 3: Performance Index (PI) for healthiness evaluation 

Performance Index is calculated based on the difference between R1 and R2. Δ=R2-R1. If Δ 

≤ 0, then test data is healthy and PI=0; Else, test data is of fault condition and PI= Δ. Large 

Δ value indicates more degradation of health. 

7.5.2 PERFORMANCE INDEX CALCULATION 

The three features are calculated for the S1 and S2 dataset’s. Total of 2156 and 984 

datasets were obtained from the accelerated life test rig in S1 and S2 respectively. The 

features were normalized in the range 0 to 1. During the training of SVDD, the number of 

healthy datasets chosen for S1 and S2 are 1000 and 600 respectively. Part of SVDD 

method is done using the data description toolbox [DD toolbox] and the gaussian kernel 

function is used (σ = 0.1 and σ =0.05 for S1 and S2 respectively). Using the trained 

SVDD, the features value for the whole life time of bearing are tested and Δ values are 

obtained. Performance Index is calculated using step (3) given in the procedure                          

(section 7.5.1). Figures 7.24 and 7.25 show the PI value obtained for S1 and S2 

respectively.  
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7.5.2.1 S1 data 

From the figure 7.24, it is seen that during 17855-18955 min, PI increases with the bearing 

fault, then remains steady up to 19865 min and after that it increases further with big jump 

in values as it fails. There is drop in the value from 19825 to 19855 min, this could be due 

to the smoothing of the spall or edge of crack which reduces the amplitude of the fault 

impulses [Rubini and Meneghetti, 2001]. PI value increase slowly during 20455-20875 

min with an increase in degradation and there is a sharp increase in value during 20875-

21125 min which could be attributed for the occurrence of crack [Sunnersjo, 1985]. It 

further increases until failure around 21315 min. 

7.5.2.2  S2 data 

As observed from the PI plot (figure 7.25), PI values start to increase around 8740 min. It 

continues to increase till 9520 min, thereafter there is a drop in the value up to 9570 min. 

This could be due to the smoothing of the spall or some edge of the crack. PI further 

increases till 9630 min and further there are some random fluctuations till 9810 min. After 

9810 min, there is a big jump in its value which could be associated with the formation of 

a big crack leading to the bearing failure. 

Based on the plots obtained for S1 and S2, the Performance Index provides an 

assessment of the degradation trend.  
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Figure 7.24 PI trend value during whole life time: S1 
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Figure 7.25 PI trend value during whole life time: S2 

 



Chapter 7                    Performance Index development for the fault degradation using support vector data description 

method 

 

203 

 

7.5.3 Comparison with other Index  

 

PI is compared with another index known as H statistic [Yu, 2012]. H statistic is computed 

using the dynamic local and nonlocal preserving projection (DLNPP) and multivariate 

statistic process control approach [Yu, 2012]. DLNPP is a feature extraction technique 

which extracts both the local and nonlocal information of the data. Total eleven features 

were used for the calculation of H statistic: rms, kurtosis, skewness, crest factor, peak-to-

peak, square mean root, waveform index, power ratio of maximal defective frequency to 

mean (PMM), Envelope PMM and two wavelet energies (level1 and level2 from the five 

level using daubechies wavelet, db5).  

In DLNPP method, the datasets used are the same as those used for calculation of 

PI. H statistics which were calculated in [Yu, 2012] for S1 and S2 data’s are shown in 

figures 7.26 and 7.27 respectively. There is an issue with time axis of the plots of H 

statistic used by authors of [Yu, 2012]. In the version of the data used for H statistic, it was 

mentioned in the data repository [NASA Ames Prognostics Data Repository] that the each 

dataset has an interval of 20 mins. Actually, based on the file information, it is observed 

that in the case of S1, first few data’s (1 to 43) are of 5 mins interval and the rest are of 10 

min interval. For S2, all the datasets are of 10 min interval. These information was 

reported to the person in-charge of the dataset and it has now been updated in the current 

version. To avoid any ambiguity, the author of this thesis has marked the dataset number 

on the H statistic plots (figures 7.26 and 7.27) which were not present in the referred work 

for the comparison purpose. These marking were done using data extraction software 

known as ‘xyExtract’. [XYExtract], as the author of H-statistic [Yu, 2012] did not provide 

the original plots to know the exact dataset number. The markings are nearly correct to the 

actual ones.  
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The correct time duration for S1 data is calculated by  

S1corrected = (dataset number *10) - (43*5) 

For e.g., if dataset number is 2116, then the corresponding time is                                                 

S1corrected = 21160-215 = 20945 min. The reader must not consider 2116*20 as the real 

value of the corresponding time. For S2’s corrected time duration is S2corrected = (dataset * 

10) min. The time axis unit of 20 min should be neglected in figures 7.26 and 7.27. 

7.5.3.1 Comparison for S1 data 

On comparing the figures 7.24 and 7.26, it is seen that PI starts to increase around 18365 

min, while H statistics around 20185 min (2040 dataset number). In H statistics, during the 

period 17295- 18785 min (1751-1900 dataset), its value is above the threshold but later it 

remains below the threshold till 20185 min. PI gives an early indication of fault initiation 

than H statistics.  

7.5.3.2 Comparison for S2 data 

The H statistics for S2 data (figure 7.27) shows the fault initiation time around 8720 min, 

while PI shows around 8740 min (figure 7.25). This shows that the PI reflects the fault 

degradation as tracked by the other index. The H-statistic increases till it reaches the time 

around of 9490 min, a similar trend is seen for PI till 9520 min. Both the indices decrease 

further till they reach 9570 min. Thereafter, a series of fluctuations is seen in both the 

indices, till the bearing failure point is reached. 

The comparison shows that the PI reflects the bearing fault degradation on par with 

the other developed index (H statistics). It shows the correctness of PI in trending the 

bearing healthiness. 
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Figure 7.26  H statistics using DLNPP method [Yu, 2012]: S1  

 

 

Figure 7.27 H statistics using DLNPP method [Yu, 2012]: S2  
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7.6 SUMMARY 

A bearing fault degradation method using the support vector data description classifier and 

features (singular value ratio and CSI) is discussed. Degradation indicator known as 

performance index (PI) is developed. SVDD has the advantage of requiring only the 

healthy bearing data during its training. The accelerated life test results show that the 

developed performance index clearly reflects the different stages of bearing degradation. 

Comparison of PI with a recently developed index known as H statistic shows that PI 

shows similar trending feature as shown by H statistic. This shows the suitability of PI for 

reliable trend analysis. There is no need for fixing the fault threshold (varies with signal) 

as needed for the H-statistic. Combining PI with some regression methods such as neural 

networks, support vector machines and particle filter, the remaining useful life of a bearing 

could be computed. 
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8.1 SUMMARY OF THE WORK 
 

 The work presented in this thesis covers the important areas of the bearing condition 

monitoring: fault detection, fault diagnosis and fault prognosis (fault degradation). The 

works carried out in each of these areas are summarized below: 

8.1.1 FAULT DETECTION 
 

8.1.1.1 DETECTION OF FAULTY BEARING USING SYMBOLIC DYNAMICS 

 

Due to the modulation occurring in fault signal, the statistics of the signals changes 

which are detected using the symbolic dynamic approach. The time series data is 

converted into a symbolic series. The symbolic series generation is done using the 

maximum entropy based partitioning approach. The measure of deviation called as 

Common Signal Index (CSI), is the parameter which compares the fractional occurrence 

of the symbols for healthy and faulty conditions. Based on the CSI (CSI1 and CSI3) value, 

faulty condition of bearing is detected. 

In this method, two signals are used. One is a reference signal which is a healthy 

data. Other is a signal (test signal) whose condition is to be determined. A common signal 

index was calculated by using the fractional occurrences of the symbols in both the 

signals. On the basis of the results obtained, bearing condition is classified using the rule 

formed: If CSI1 = 0.48 to 0.5 or CSI3 = 0 to 0.2, Bearing is in healthy else faulty. 

The method works well for experimental conditions (test data1 and 2) and 

simulation data (test data3). The results show the robustness of method even in presence of 

masking sources such as gearbox (test data2). Even when the reference and the test signal 

are noisy, the fault index gives satisfactory results. This method is well suited as a start up 

test of a motor for bearing healthiness check before commencing the normal operation as 

it works even in no-load condition.  
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8.1.1.1.1 Advantages 

i. The performance of this method is sample size independent.  

ii. The method does not need fault data beforehand to detect the presence of fault. Hence,   

it overcomes the problem of training the fault algorithm from machine to machine. 

iii. It is load independent. 

8.1.1.1.2 Limitations 

i. Computational complexity is high. 

 

 

8.1.1.2 IDENTIFICATION OF FAULTY BEARINGS USING SINGULAR VALUE 

RATIO: A CASE STUDY 

 

A time domain method using singular spectrum analysis for faulty bearing detection was 

discussed. It was shown that the ratio of adjacent singular value extracted from the time 

domain bearing vibration signals are useful in determination of the faulty bearings. The 

ratio of the singular values is found to be having a constant value (one) for fault condition 

and another range of values (much greater than one) for healthy condition (SV). Based on 

the comparison with the other simple time domain methods (Difference Histogram and 

Zero crossing methods), it has advantages such as feature is sample size and load 

independent, method performs well even for noisy signal. 

8.1.1.2.1 Advantages 

i. The fault index is not affected by sample size, load variations and the method work 

even in the presence of noise. 

8.1.1.2.2 Limitations 

i. The fault index does not show much variation with respect to fault severity. 
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8.1.2 FAULT DIAGNOSIS 

8.1.2.1 BEARING FAULT DIAGNOSIS USING SINGULAR SPECTRUM 

ANALYSIS 

Bearing fault feature extraction based on singular spectrum analysis (SSA) was presented. 

The signals were decomposed into the number of principal component signals using SSA. 

A new fault feature (singular value (SV)) was introduced for bearing fault detection. A 

new approach for selection of the principal components was employed using singular 

value plot. Two methods were discussed. In the first method, singular values extracted 

from the bearing vibration signal are used as fault features which are given to feed forward 

back propagation neural network (BPNN) for automated fault diagnosis. In the second 

method, the correlation between the principal components corresponding to the selected 

SV and the bearing fault were investigated. It showed that the features obtained from the 

principal components corresponding to SV numbers are useful for fault detection. An 

energy feature was used for the fault identification in combination with BPNN. The 

method is found to have more advantages over the existing time series and data based 

methods. The experimental results demonstrate that the singular spectrum analysis based 

bearing fault diagnosis method is simple, noise tolerant and efficient. 

8.1.2.1.1 Advantages 

i. The method is simple, detects faults even in a signal with a low SNR and also with 

masking sources such as gearbox. 

8.1.2.1.2 Limitations 

i. It requires history of fault signals for training of the classifier. 
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8.1.2.2 GENERALIZED TEAGER KAISER ENERGY OPERATOR BASED 

BEARING FAULT DIAGNOSIS 

A simple method for bearing fault diagnosis based on Generalized Teager Kaiser Energy 

Operator (GTKEO) which incorporates demodulation was developed. The diagnosis 

method involves the transformation of the signal using GTKEO and followed by spectral 

analysis. The developed method (GTKEO or M-TKEO) is compared with a parameter-free 

method (Teager Kaiser Energy Operator (TKEO)).The efficiency of the GTKEO method 

in comparison with TKEO method under very low SNR conditions was shown through 

experimentally obtained bearing fault data’s: with and without gearbox. The fault 

detection ability of energy operator is improved for signals with low SNR using the M-

TKEO approach. Only one parameter (M) is required for calculation which is easily 

obtained by using energy ratio plot. The M value is adaptive according to the signal and 

interfering components such as noise and gearbox.  

 From the experimental results, it was seen that M-TKEO suppresses the effects of 

additive noise. No repetitive operation of M-TKEO is needed as required for TKEO. The 

effectiveness of M-TKEO over TKEO in locating the bearing fault in low SNR and also in 

presence of vibration interference component such as from gears was demonstrated. M-

TKEO satisfies the requirements of a spectrum based fault diagnosis method.  

8.1.2.2.1 Advantages 

i. Simple calculations involved.  

ii. Works well under presence of masking sources such as gearbox and even under very 

low SNR (-30 dB) scenario.  

iii. Suitable for handheld vibration analyzer. 
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8.1.2.2.2 Limitations 

i. Denoising may be required for combination of extremely low SNR signals (below -30 

dB) in gearbox applications. 

 

8.1.3 FAULT PROGNOSIS (FAULT DEGRADATION) 

8.1.3.1 PERFORMANCE INDEX DEVELOPMENT FOR FAULT DEGRADATION 

USING THE SUPPORT VECTOR DATA DESCRIPTION METHOD 

The bearing fault degradation method based on support vector data description classifier 

and features (singular value ratio and CSI) were discussed. Degradation indicator known 

as performance index (PI) was developed. SVDD has the advantage of requiring only the 

healthy bearing data during the training. The accelerated life test results showed that the 

developed performance index clearly reflects the different stages of bearing degradation. 

Comparison of PI with a recently developed index known as H statistic showed that PI has 

similar trending feature as shown by H statistic. This showed the accurateness of PI in 

trending the bearing health. There is no need of fixing the fault threshold (varies with 

signal) as needed for H-statistic. 

 8.1.3.1.1 Advantages 

i. Performance Index trends the bearing condition from its healthy to fault initiation and 

then till its failure. 

ii. There is no need of fixing the fault threshold. 

8.1.3.1.2 Limitations 

i. The index does not have a perfect monotonous trend. 
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8.1.4 OVERALL WORK 

The complete work presented in the thesis is been summarized in table 8.1. 

Table 8.1 Overall work of the thesis 

Condition 

Monitoring Stage 

Methodology Based     on 

Fault Detection Symbolic dynamics 

(SD) 

Fault Index - Common Signal  

Index (CSI) 

Singular Spectrum 

Analysis (SSA) 

Fault Feature – Singular Value  

Ratio (SVR) 

  

Fault Diagnosis SSA and Back 

Propagation Neural 

Network (BPNN) 

Fault Feature – Singular Value,                         

Energy Value 

Generalized Teager 

Kaiser Energy 

Operator (GTKEO) 

Fault characteristic frequencies   

detection 

  

Fault Prognosis 

(Degradation) 

SSA, SD, Support 

Vector Data 

Description (SVDD) 

Performance Index based on SVDD 

using CSI and SVR  

 

The developed methods are also illustrated in the form of a block diagram which is shown 

in figure 8.1.  
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Figure 8.1 Bearing condition monitoring methods developed in this thesis 
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8.2 CONTRIBUTIONS OF THE RESEARCH 

The work presented in this thesis includes novel approaches and improved the 

state-of-the-art in vibration based rolling element bearing condition monitoring. They are 

listed below:  

i. A first approach based on symbolic dynamics for detection of faulty bearing using 

vibration signal is implemented. It overcomes the shortcomings of existing time 

domain and data based methods. 

ii. Noise immune and sample size invariant bearing fault detection methods based on 

new fault indices (Common Signal Index, Singular Value Ratio) are presented.  

iii. A simple online fault diagnosis method based on Generalized Teager Kaiser 

Energy Operator is developed and effectively verified. It does not require the band 

pass filter (conventional approach) and works well even for a low SNR signals (-30 

dB). It is a useful method for a handheld vibration analyzer. 

iv. A first of its kind method based on singular spectrum analysis is discussed for fault 

feature extraction and successfully diagnosed the faults of the tested bearings. 

v. Performance Index (degradation condition indicator) for bearing fault prognosis is 

developed. 

 

8.3 FUTURE SCOPE / GAP AREAS 

8.3.1 FAULT DETECTION 

8.3.1.1 DETECTION OF FAULTY BEARING USING SYMBOLIC DYNAMICS 

i. In symbolic dynamics method, maximum entropy based partitioning approach was 

used. Development of an automatic method for the setting of threshold is desirable. 

ii. Other methods of symbolic series generation such as symbolic false nearest 

neighbor partitioning [Kennel & Buhl, 2003], wavelet space partitioning 

[Rajagopalan & Ray, 2006] and analytic signal space partitioning (ASSP) [Subbu 

& Ray, 2008] could also be used. 

iii. Systematic analysis to backup the classification rules used for CSI1 and CSI3. 

iv. To study the statistical dependency between CSI1 and CSI3 and exploiting it for 

fault detection. 
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v. To study the error when a) Fault is treated as healthy; b) Healthy is treated as 

faulty. Characterizing these errors depending on the statistics of CSI1 and CSI3. 

8.3.1.2 IDENTIFICATION OF FAULTY BEARINGS USING SINGULAR VALUE 

RATIO: A CASE STUDY 

i. Singular value coupling is used for the fault detection. Physical explanation of 

singular value coupling could be explored. 

8.3.2  FAULT DIAGNOSIS 

8.3.2.1 BEARING FAULT DIAGNOSIS USING SINGULAR SPECTRUM 

ANALYSIS 

i. In Singular spectrum analysis method, the window length was chosen based on 

comparison of the singular value plots. The possibility to have an automatic 

method for selection of window length should be explored. 

8.3.2.2 GENERALIZED TEAGER KAISER ENERGY OPERATOR BASED 

BEARING FAULT DIAGNOSIS 

i. The lag parameter, M was calculated using energy ratio plot. Other methods for 

selection of M could be explored. 

ii. Hardware implementation of the Generalized Teager Kaiser Energy Operator 

(GTKEO) method can be done. 

iii. Analyzing the GTKEO method under the presence of other masking sources such 

as compressors and pump could be considered. 

iv. There is a possibility of having a single method applicable in all the three stages of 

condition monitoring using GTKEO method. Using the online GTKEO method, 

both fault detection and diagnosis is carried out. Energy of the signal obtained after 

the application of GTKEO could be used for fault trending. The author has studied 
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its applicability (results are not included). Further work using this energy to be 

carried out.  

v. Verifying the applicability of GTKEO method even for low speed machines (< 10 

rpm) 

8.3.3 FAULT PROGNOSIS (FAULT DEGRADATION) 

i. Gaussian kernel function was used in the Support Vector Data Description method. 

Performance comparison using other kernel functions such as polynomial function 

and sigmoid function could be studied. 

ii. The hypersphere of the SVDD is little sensitive to outliers and may result in over 

fitting problems. Solutions to overcome the over fitting issue could be studied. 

iii. SVDD model is fixed using the healthy data’s. But, in real time the SVDD model 

should be updated to the current health status. An incremental algorithm for SVDD 

[Tax & Laskov, 2003] model could be used to improve the method. 

iv. Performance index (PI) tracks the bearing health efficiently. The PI increases with 

defect severity but it is also oscillatory. However, a monotonic degradation index 

which reflects the bearing defect severity more efficiently is needed. 

v. Singular values used for fault diagnosis could be used for developing a degradation 

index. 

vi. Remaining useful life of bearing could be computed by combining the performance 

index with appropriate regression methods such as neural networks, support vector 

machines and particle filter. 

Some of the common future works involve:  

i. Developing a GUI to enable the use of algorithms easily and efficiently. 

ii. Calculating the computational complexity of the methods. 
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APPENDIX 

I. Demodulation of Fault Signal using Generalized Teager 

Kaiser Operator and Signal Improvement Ratio 

In this section, the derivation of some of the equations described in the section 6.3 is 

given. 

A. Cross Term Energy Operator ( )  

The cross term energy operator ( ) [equation 6.9] between the fault impulses and 

vibration interference signal is given as 
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Finally, we get 

                                                                                                  (A.1) 

where, 

 

B. GTKEO of fault impulses  

GTKEO of fault impulses [equation 6.12] is given as  

 

                                                  =  

                                                                                                   (B.1) 

C. Signal to Interference ratio (SIR)  

Signal to Interference ratio (SIR) [equation 6.17] is  

                                                                        (C.1) 

Assume a =                                                             (C.2) 

              b =                                                                             (C.3) 

Using Wolfram Math tool 

     a ≈     for                                            (C.4) 

   a ≈   ≈                 (C.5) 
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  b =   

       =                                                                                            (C.6) 

In the above equation, we see that   . Thus,  is 

neglected. Then, equation (C.6) becomes 

   b =  =                                                                                                       (C.7) 

Using equations (C.2, C.3, C.5, C.6),   (equation C.1) becomes 

  

                  ≈     

                                                 (C.8)    

D. Calculation of SIR for  and   

D.1 Case:  (equation 6.18)   

                   (from equation C.8) 

( )  

                      

                  

                   

                  

 Thus,                                                                                 (D1.1) 
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D.2 Case:   (equation 6.19) 

                              (from equation C.8) 

Based on the assumption of  done for , the second term in the above equation 

becomes negligible 

Hence,                                                                                 (D2.1)           
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