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SYNOPSIS

A nuclear power plants (NPP) consists of a large number of subsystems having varied
response ti mes. The concept of 6redundancy a
design of the NPP to ensure safety of the plant, public and environment frolrigeffsicts of a
severe accident. Safety can be ensured by suitable design, proper monitoring of the current status
and appropriate reaction to any adverse situation in the plant. The main control room (MCR) in a
nuclear power plant (NPP) is assigned thienpry responsibility of monitoring and controlling
the current status in various subsystems of the plant. Any major imbalance in the plant caused
due to any design basis event needs to be reported in the MCR at the earliest. Further, proper
handling of sich events leads to customary functioning of the plant again. Improper handling or
delayed actions to these design basis events can affect the plant adversely. Quick and
unambiguous identification of such events and proper handling of the events arsethigles
plant protection operations. The task of identifying the events is otherwise known as
classification problem. One of the ways to deal with the classification problem is using
supervised machine learning. Supervised machine learning is a procsédr® train a network
which calculates the output for a set of labeled inputs. Here, the labeled inputs are known as
training data along with its true output or class or label or event during the learning phase of the
network. Another way to counter thé&assification problems is by the usage of soft computing
techniques. A network or system which is exclusively trained to combat classification problems
is known as a classifier. The main objective of a classifier in a NPP is to achieve the maximum

possibleaccuracy. The events which have been considered as class or labels in the thesis are



mostly some of the transients in the steam water system along with some malfunctions in typical
500MWe pool type sodium cooled fast reactor (SFR).

Fuzzy rule based clasisiation system (FRBCS) is a method to tackle classification
problems. The combination of a well crafted rule base along with a set of properly assigned input
and output membership functions helps in classifying the dataset using FRBCS. The present
researb work focuses on the performance analysis of FRBCS for transient identification in a
SFR along with the importance of feature selection to have higher interpretability and acceptable
accuracy. It also investigates the usefulness of monitoring the oditputlassifier for a certain
period of time instead of instantaneous conclusion, in case of online event identification in order
to ascertain the occurrence of a particular transient.

A novel approach to reduce the number of training samples has bedéopdewehich is
known as training dataset reduction (TDR) approach. In TDR approach, some of the training
samples are discarded based on the Euclidean distance calculated using a portion of test dataset.
A cut-off Euclidean distance is calculated using TBBRproach which creates a hypothetical
boundary and selects the samples which have lesser Euclidean distance than it. The resulting
reduced training dataset is fed as input to a classifier which gets trained using a supervised
machine learning algorithm. €hperformance of the TDR approach on some of the real world
datasets and the feasibility of this approach in classifying some of the transients in SFR has also
been studied.

The preprocessing of the training dataset in order to filter out necessary itdorfinam
the huge bank of data provides a greater impact on the training process and eventually helps in
improving the classification accuracy. One way of preprocessing the training dataset to reduce

the quantum of data is carried out using various dimaasty reduction techniques such as



principal component analysis (PCA). PCA dumps the lesser important features from the
calculated principal components thereby reducing the number of columns in the training dataset.
Further, this reduced training datagefed as input to a classifier that gets trained. One of the
extensively used classifier is an adaptive ndumzy inference system (ANFIS) which has the
advantage of both neural networks and fuzzy inference system. In ANFIS, the neural network
conceptis used to tune the fuzzy membership function. This thesis emphasizes on the research
undertaken on the feasibility of usage of PCA based ANFIS for multiclass event classification in
SFR considering dimensionality reduction.

Another common issue assoctatevith any classification dataset is the problem of
imbalanced dataset. Traditionally, the classification accuracy is biased towards majority class
thereby neglecting the minority class. One of the solutions to such problem is oversampling of
the minority class samples known as synthetic minority oversampling technique (SMOTE),
wherein, each minority sample generates equal number of synthetic data in order to make the
dataset balanced. In this thesis, a modification to SMOTE which solves the imbalansed data
problem, termed as weighted SMOTE is studied. In this algorithm, instead of oversampling each
minority sample with same amount of synthetic data, different weights are assigned to each
minority sample. Based on the weights assigned, the generatiba afrtount of synthetic data
varies for each minority sample. Finally, the performance of the weighted SMOTE on various
real world imbalanced datasets is compared with the traditional SMOTE.

As the MCR in a NPP is studded with many important consoles arelspeonsisting of
numerous alarms, displays, hooters, etc, a prgmghical usemterface GUI) to display any
result is extremely crucial. A user friendUI with all the necessary information about the

condition of the plant is an asset for the apers in the MCR. Information overloading on the



operators can cause panic stricken decision making which eventually may lead to an unsafe
circumstance. Hence, the main objective oGEI must be to display the most obligatory
information at any instancegvoiding information overloading on the operator. Instead of
displaying numerical data, the demonstration of such information are also made in a more
informative manner such as graphs, pie charts, bar graphs, etc, based on requirement and
feasibility. Thisapproach develops an improved decision making ability of the operator as the
information is conveyed to them in a lucid manner.

The present thesis attempts to understand the various supervised machine learning
algorithms for classification problems anceithimplementation and feasibility with respect to
various events in a NPP. The feasibility deals with mostly focusing on the classification accuracy
of the classifier. The thesis also attempts on analyzing various aspects of the training data and
procesgig the same in order to achieve better classification accuracy. FurtheGUilse
developed and mentioned in the thesis provide a better idea on vafmusaition by which the

operator can be benefited during an emergency situation.
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INTRODUCTION

The presenthapter introduceshe classification problems arfughlights the relevance dhe
study ofclassification of events in nucle@ower plant A brief description on nuclear power
plant emphasizing ommedium sizedFast Breeder Reast and the importance of event
classification is outlined in the presecttapter. It delineates some of the major soft computing

and machine learning algorithnzgso.

1.1 Introduction

Classification of events accurately in a small scale or a large scale industry has a
significant impact on the overall outcome of the industry. The malfunctioning of any component
or the occurrence of failure of any component must be monitored and cahirotirder to avoid
any imbalance in the industry. If this minor imbalance is not noticechattdeated on time then
it might lead to major disaster affecting human beings along with the environment. This
particular kind of industry or system ksiown & safety critical systenAn example of a safety
critical system is a nuclear powelapt (NPP) which isa complex engineeringt consists of a
huge number of complex systems integrated together in a systematic manner along with their
control and supporsystems made up of several components. Hence, the safety of the plant
largely depends on properaskification of any design bassens at the earliest so that proper

steps can be taken to overcome any catastrophic situation.



The monitoring of the curre status of the plant is brought to a higher confidéenel if
there is a suitable equilibrium between the physical models and empirical miduefshysical
model and empirical model works on deterministic and probabilistic techniques respettively
produce output from a modelhe status at a particular instance becomes more obvious and
convincing if both these models generate identical resultstlae@by validate each other
Hence, the final status is a result of an integrated decision making albibbth these models.
Generally, probabilistic models are bit faster than the deterministic models. This aides the
operator prepare for the upcoming scenario before the atéebresus. The presenthesis
focuseson discussing a variety of empiricalethods and its practicability that would assist in

identifying various events of a NPP

1.2 Nuclear Power Plant

For a country like India with the second largest population in the world, sufficing the
energy requirement for power generation has always betaleenging mission. The primary
source of ermgy generation in India isoal and based on the amount of carbon dioxide emission,
it has a callous impact on the environmemlhe nuclearpower generation has played a
noteworthy role in counteracting thessuesThe three stage nuclear power program formulated
by Dr. Homi Bhabha aims at efficiently utilizing the abundant thorium resources in India to
pacify the increasing energy demand. It is a three generation of nuclear reactors using three
different fuek. In the first stage, natural or enriched uranium is used as nucleafofuitlsrmal
reactors The Plutoniur239 reprocessed from the depleted fuel for the first stage reactors is
used as fuel along with UraniuB88 and Thoriunr232 blankets in the sectrstage breeder
reactors such as Prototype Fast Breeder Reactor (PFBR). The excess Pi@&thpmoaduced in

these reactors is used to fuel the new breeder reactors. The UB8umnoduced in the second



stage along with Thoriur232 blankets is used asefun the third stage reactais complete the

UraniumThorium cycle

As every NPP is a safety critical process with safety being the major goal along with
power production, utmost importance and obligatory measwaes Iheen in use to accomplish
both[1, 2]. One of the ways of achievirgafety is by continuously monitoring the current status
of the plant and thereby taking suitable measures on being informed about the occurrence of any
event which might cause imbalance in the plant. This can be put into action in a constructive
manner aly if the event which has occurred is correctly diagnosed. An erroneous detection of
the incurred event may challenge plant control and safety system eventually leasavgr®
accident. Hence, event classification plays an imperative responsibiktiyaining the perfect
balance of @lantas huge as the PFBR

PFBR is a 500MWe NPP which is@m advanced stage of commissionad<alpakkam
India. It is a pool type, MOX (Mixed Oxide of Plutonium and Uranium) fuel Fast Breeder
Reactor with sodium as coolant. A pool type reactor has a superior safety features which enables
its selection over loop type reactor. The advantages of MOX fuelafeeoperation to high
burnup, ease of fabrication and proven reprocessing. The reactor core is a compact core
containing 181 fuel subassemblies and 12 absorber rods. The absorber rods are divided as control
and safety rods and diverse safety rods withd®3arods respectively arranged in two rings. The
heat transport system consists of primary sodium circuit, secondary sodium &irdusteam
water system. The thermahergy generated in the reactor core is transferred through the primary
and secondary sllum circuis and ends up in the steam generator producing steam. The steam
water system produces superheated steam which drives the Turbo Generator to produce electric

power. In case of reactor shutdown, the decay heat retained due to fission reaetitovid by



two decay heat removal systeingperation grade decay heat removal system (OGDHR) which

is an active method and safety grade decay heat removal system (SGDHR) which is a passive
methal. The complete flow sheet of a 500MWBR containing the maj components is shown

in Fig. 1.1 To ensure safety, a defergsedepth philosophy, consisting of three levels of safety,

i.e., design with adequate safety margin, early detection of abnormal events to prevent accidents

and mitigation of consequences otalents, if any, is adoptdd].

PFBR hasmany complex systems which nepdoper training to handle. To provide
extensie and elaborate training to the operator about the different plant operations and
conditions, a full scope replica type operator training simulator (d@Sheendeveloped4].
Efficient plart operation depends upon two main factaes, well defined operating procedures
and well trained operators possessing good knowledge about the[Fjlafithe operator is
trained on the simulated transients, malfunctions and abnormal conditions as in the real plant.
This enablegarly detection obnormalities, aiding in proper decision making and taking swift

responsg during crisis situation in the real plant.

In any NPP, efficient monitoring of the current status of the plant plays a key role in
maintaining the equilibrium of the plant at each instance. Any imbalance in the plant is
monitored and highlighted in theain control room (MCR) so that necessary steps are taken in
time to avoid any fatal accidents. In such case, proper identification or classification of the
occurrence of any event should be quick and unambiguous. To support such scenarios, transient
idertification systems have been devised to help operator identify transients and take fast and
right corrective actions in due tinj@]. Data driven methods such as artificial neural network and

other soft computing techniques are used for transient identification igMIPP
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Figure 1.1 : Flow sheet of a 500MWe Fast Bree@®=actor

1.3 Event Classification

A NPP consists of a number of complex components which are integrated in a very
systematic manner. Thoughe design of the plant has undertaken a rigorous planning and
research, it is natural to have improper working of the components at some instance during the
plant life span which may affect the balance of the plant. Such occurrence diccendi known
as designed basevents (DBE). These events may be a transient or a malfunction which may
lead to vulnerable circumstances if not addressed on time. Prior to reacting to the event which
has occurred, the classification of the correct event decides theeaafuaction. The action to a
particular event which actually never happened may lead to unnecessary chaos and eventually
affect the balance and productivity of the plant. Hence, accurate event classification takes care of

the safety along with economydirventually the profitability factor of the plant.



Along with deterministic models which help in event identification and classification in
NPP, various probabilistic models do assist in this regard. Some pfdhabilistic approaches
used are fuzzy omputing, machine learning, and evolutionary computifgstly, fuzzy
computing relates fuzzy logic to probabilistic reasoning in order to approach classification
problems such as image processi8p wireless sensor networkS], data security10], fault
classification in transmission ling¢$1], etc Fuzzy logic based modulation classification for non
ideal environment has also been established where it is difficult to use probabilistic methods
[12]. The usage dluzzy rulebased classification systefARBCS which is a category diizzy
rule based systeniFRBS) used for classification problems have been also extensively used and
modified for usage in many diverse fields. Enhancing the performance of FRBCSs by extending
theknowledge base with the application of the concept of Intarahled Fuzzy Sets is one such

modification[13]. A learning algorithm based on reward and punishment has also been proposed
to adjust the weights of each fuzzy rule in the-hdse by Jahromi et.dlL4]. Pair wise learning

and preference relations based linguistic FRBCS for solvingiagiag$ problemsre dealt by
Fernandez et a[15]. The study on the application of instance selection technique in genetic

FRBCSis outlined by Fazzolari et §16]. Ishibuchi et al[17] reported the effect of rule weights

on FRBCS Secondly, mchine learning is a mode of making computers behave as a human by

providing a set of information which helps to find the possible outcome to a preferred input.
Among the various diverse applicatooof machine learningsome of the most promisj
domairs have beentext categorizatiofl8], medical diagnosigl9], data mining and information
retrieval [20], etc Lastly, evolutionary computing uses different principles of biological
evolution such as natural selection and genetic inheritance to solve various problems including

event classification. Some of the evolutionary computing techniques are genetic ald@tithm



multi objective evolutionary algorithrii22], hybrid algorithm of linguistic classification rules
and multi objective genetic algorithf@3], artificial bee colony24], swarm intelligencé¢25],

etc.

The fault detection and diagnosis methagds given much importance as yhenprove
the safety, reliability and availability of NAR6]. Event classification is one of the application
areas of these methods. Therevédhdbeena wide acceptance on the usage of probabilistic
techniques along with many soft computing techniques to diagnose the event classification
NPP[27]. Thefeasibility study on transient identification using support vector machine (SVM)
have been reportednd it indicated that SVM classifiers showed promising reg@is 29]
Artificial neural network (ANN) has also showed its competence in various event identification
[30] and transientlassification[31]. A novel technique based on neural networks, aimed at
reducing the variability of fault manifestations through a process of "intelligent normalisation™ of

transients for transient classificationréported by Rovers[82]. After a number of case studies,

the use of back propagation algorithm for the development of connectionist expert system for

transient identification in nuclear power plastreported by Cheon et.gB3]. ANN has also
been used for developing diagnosticteyss for identification of various accident scenarios in
NPP[34]. The classification of a transient as
not have the accumulated knowledge regardingsitertaiy a wise way of reportinghan
incorrect classificatior]35]. This approach uses Kohonenods
learning vector quantization instead of multilayer perceptron. The application of fuzzy logic

based method for transient identification inMNiB reported by Marseguerra et [86]. Various

adaptation to fuzzy logic based method has also been used to classify transient using optimized

fuzzy clustering[37] and evolutionary fuzzy clustering8]. One among all the innovative

a
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approaches fotransient classification is the ALADDIN methodolod$9]. The ALADDIN
approach combines three techniques for dynamic event and fault diagnosis in an attempt to
improve the practical applicabilitgnd scalability of this type of system to real processes and

machinery.

1.4 Problem Statement

The problem of classification of the occurrence of an event correctly and efficiently in a
nuclear reactor ho&l the utmost priority. This classification system must produce results
regarding occurrence of the events in a quick, correct and unambiguous ridweners always
a scope of improvement in achieving classification accuracy better than the previous best one.
Moreover, nucleareactor being safety critical systems, study on improving the classification
accuracy becomes furtherore important. The present thedislineates the usage of machine
learning algorithms and soft computing techniques for such event classification @amucl
reactors. The generation of a massive volume of dataset in nuclear reactors increases the
computational complexity of the classifiers. Though event classification in nuclear reactor have
been studied using various techniques by many researchers,cpessging of the dataset to
reduce the computational cost have hardly been reported. The present work emphasizes on the
usage of preprocessing of the dataset in an efficient manner prior to feeding it to a classifier so
that it eventually improves the penfoance of the classifier. The preprocessing of the dataset

results in reduction of the dimensionality and sample size of the dataset.

1.5 Objective and Scope of work

The present work demarcate®me of themachine learning and soft computing

algorithims for event classification in nuclear reactors. The events include some of the transient



and malfunctions occurring in the steam water systein mdiclear reactotn a broader sense,
this thesis aims at improving the NPP event classification sySthmvarious objectives that

havebeen set for the present research varekas follows:

U  To check the performance of usage of soft computing techniques such as fuzzy logic for
transient identification in nuclear reactors.

U  To analyze the importance of featuselection for achieving better performance from the
fuzzy logic systems

0  Study on the performance of supervised machine learning algarigunoh as artificial
neural network and adaptive neuro fuzzy inference sydt@mmulticlass transient
classificaton in nuclear reactors.

0 To develop an algorithm for preprocessing the dataset that reduces the training data
samples and invigilating the performance of the classifier due to implementation of such
approach.

U0  To study the feasibility of dimensionality redion technique using principal component
analysis for event identification in nuclear reactors.

U  To address the issue of imbalanced dataset where the samples are not evenly distributed for
each category of class that needs to be classified.

0  To develop inthigent GUI based on machine learning algorithms and soft computing
techniques.

The presentesearchoroadly aims at aiding a quick and unambiguous decision making
process of the operator stationed at the main control room of nuclear reactors. It @sim hel

reducing the information overloading on the human operator due to the volume of information



being projected at him at every instance. The scope of the present work is diverse and global in

nature as it can address similar issues from different derobapplication.

1.6 Thesis Structure

The thesis is divided into a total of seven chapt€@bapter 1 includes a brief
introductionto NPPalongwith adetailedexplanation on the need of event sifisation in NPP
Machine learning and its application event classification problems ar&élso elaborately
describedn this chapterThe problem statement which mostly addresses the event classification
problem in nuclear reactors and its presentation using intelligghtre alscexplained clearly.

The objetive and scope of the research discussed towards the end of this chapter.

Chapter 2 outlinestwo of the very popular techniques to solve event classification
problem, i.e. ANN andFIS. This chapter also explains about some supervised machine learning
algorithms for classification such as kNN and SVIMcollection of information regarding the
various research carried out reldtto classification problems also depictediowards the endf

this chapter, the performance metrics of these classifiers are also elucidated.

Chapter 3 focuses on the concept of fuzzy logic used in the FIS in order to develop a
FRBSfor event identification. Two popularly used FRBS methods i.e. Mamdani tyB& BRd
TSK-type FRBSare explained in detail. The significance of generation of proper input and
output membership functions along with an appropriate rule base and input feateres
delineated. A specific category of FRBS which is used for classificatilated problems is
known asFRBCS This chapter elucidates the possibility of usage of a simple FRBCS with

optimized features for online event classification for a system which has very short cycle time.

10



Some of the transients from tlseeam water systefBWS) are considered as the events for

experimentation.

Chapter 4 illuminates on a novel approach to reduce the number of training samples in a
dataset named as training dataset reduction (TDR). The algorithm which governs this technique
involves the crei@on of a hypothetical boundary based on aaftiEuclidean distance (ED). The
two methods adopted to find this eoff ED named as meadstandard deviation method and
area selection method are explained elaborately. A comparison is made on both theds are
some real world datasets and the result from these experiments is used to classify s@me of t
transients in the SWSA detailed inference on the practicability of usage of TDR for transient

classification in nuclear reactors is summarized.

Chapter 5 explainsthe importance of dimensionality reduction of a dataset. One such
dimensionality reduction algorithm named principal component analysis (PCA) is elucidated.
The classifier used to classify the events is the adaptive -igzrgp inferencesystem (ANFIS)
which has the advantage of both ANN and FIS. An elaborate description on this algorithm is
presented along with its advantages and disadvantages. A feasibility confirmation on the
performance of ANFIS classifier used for classifying somehefevents inNPP considering
PCA for dimensionality reduction is carried out and illustrated. A comparison on the usage of

Multiple-ANFIS (MANFIS) with single ANFIS is also presented.

Chapter 6 deals withimbalanced dataset and the issues related taishge of such
datasets for classification purpose. Some of the most admired way of solving such problem is
mentioned in this chapter, emphasizing on the oversampling technique. A detailed mechanism of

operation of Synthetic minority oversampling techni¢g8®OTE), which is the popularly used

11



oversampling technique of addressing imbalanced dataset problem is expounded. Further, a
modification to this approach named Weigh®dOTE is illustrated. A comparison on the
performance of the weightéeeMOTE and SMOE is revealed using some real world datasets.
The performance measures used to study such analysis are recalheaslfe as these two

metrics exposes the real credibility of the classifier using an imbalanced dataset.

Chapter 7 projects the reason belti development of appropriat8Ul, the various
properties that should be taken care of during developmentGiflaand he advantages of
developing an intelligenGUI for an operator in various industries emphasizing on NPP. The

developedsUI along with i various properties is elaboraia this chapter.

Chapter 8 summarizes the study and work carried out in the thesis and the conclusions

drawn basedrmthe research. This chapt@rdsby addressing the future scope of research.
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BACKGROUND INFORMATION

The present chapter describeaBe background informatioron someof the supervised
classification algorithms used in this thesis in detail. This chapter also elucidates on the various
performance measures used to evaluate the pedioce of a classifier. This includes the
confusion matrix, receiver operating characteristics and area under the receiver operating
characteristics. An insight on the performance of a multi class classifier is also included in this

thesis.

2.1 Fuzzy logic and fuzzy inference system

Fuzzy logic depicts the real world scenario in a more sensible approach using linguistic
variables, overlapping classes and approximate reasoning. The need of fuzzy logic came into
existence when people realized that everythimthe world cannot be categorized or expressed
in terms of only 6Yés andr oZhdba]intrabllédihe dorld r O F a
about fuzzy logic and the concept of fuzzy. Sétis is a breed of revolution of its kind. Fuzzy
logic uses variables which practically denote values which are not integers and produces an
output with respect to the corresplomg input. A membership function explains the fuzzy
variables in a graphical manner. Fuzzy logic has a wide range of applications, including process
controllers and event identification. Fuzzy logic is conceptually easy to understand as it uses

simple engsh words in order to explain a particular set or domain.
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A fuzzy inference system (FIS) or fuzzy rule base system (FiRBS)lata driven system
in which a relationship is being established between the input and the output, based on a set of
IF-THEN rues or otherwise called as fuzzy rules. The set of desired-oytptit numerical data

pairs are represented as:
01D, 36D YDy 6@ %@y g6 &8, %™ vy 2.2)

wherex; andx, are inputs ang is the output of a two inputs and one output system. The fuzzy
rules are generated from these input output pairs which determines a mlappmgx) Y vy

[41]. An example of a fuzzy rule in this kind of system is of the form

R : IF x,Pis F,' and %®is F, THEN y¥is G (2.2)

Here Fy represent the linguistic variable afd Of(X), k=1,2, 3,... nare the
antecedent membership functions, @ldO f(Y) is the consequent membership funct[da].
The input linguistic variables are med byx, k = 1, 2, 3, . . . rand the output linguistic
variable is denoted by. For classification using FRBS, the consequent part of the rule can be
categorized into three varieti¢43]. In the presentthesis, the fuzzy rules with the class in
consequent have been used for classification purpose. This apjgohoken because the FRBS
would take data from a safety ccdil system which needs faster and interpretable outcomes. A
general flow sheet depicting the different phases in the FIS is pictorially represeriagd in

Figure 21.
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Figure 2.1: Flow sheet of a fuzzy inference system

2.1.1 Membership function (MF)
Universe of Discourse is the set that contains all the sets of interest tpveéhecontext
problem. The membership functiopa(x)) of the fuzzy setA) maps the universe of discourse

(X) on to the numerical values in the ran@ge]].

ba( Xx) = X Y [0, 1] (2.3)

A ={(X, Ua(x)) ; x € X, pa(x) € [0,1]} (24)

2.1.2 Mamdani-type FRBS

There are mostly two types of FRBS. One of them is the ManrtgpeiFRBS as shown
in Fig.Figure2. The following steps are involved in Mamddype FRBS approach. These are
Step 1: Segregation of the universe of discourse into fuzzy regions
Step 2: Generation of the fuzzy rules and hadse
Step 3: Processing of input output numerical data pairs

Step 4: Defuzzification procedure

15



1 Step 1: Segregation of the universe of discourse into fuzzy regions

This is the initial step where the domain interval of each fuzzy region is decided based on
the input numerical data. The membership function for each input domain and output domain is
constructed based on this segregation. The shape of the membership functions depends on the
system designexho decides ibased on the problem statement and tieertainty present in it.
Generally, the shape of the membership functions is triangular, trapezoidal, sigmoidal or
Gaussan. The shape being constanaiparticular problem for all the membership functions, the
area of these regions may differ. This &séd on the numerical data and the experience of the
expert. Each segregated fuzzy domain is denoted by simple comparative phrases such as taller,
much taller, somewhat taller etc for a domain representing hé&igjure 2.3 shows an example
where the input domains intervalsandx, are divided into three and five regions respectively
and the output domain intervals divided into five regions with triangulahaped membership

functions with different areas.

Fy
, —* IMF OMF
F,
b IMF, o}
" vl
» Defuzzification |—» v
4
{R}
Fa
L — IV, Rule Base

Figure 2.2: Block diagram oMamdanitype fuzzy rule based system
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Figure2 explains the Mamdartype fuzzy rule based system. Hdrg\l,, . . ., | are the
set of numerical input data being mapped to their respective input membership fulMtigns
IMF», . . ., IMR, and produces their respective fuzzy input d&ta,F,, . . . , k. The FIS
produces the fuzzy output databy mapping all the fuzzy input data on to the output
membership function (OMF) using the corresponding riReBom the rule baseY is the

defuzzified numerical value gf

Ha (1)
A X ., .
F, F,?
N S
. ., KE
¥
Ha ()
A
> Y

Figure 2.3: Diagrammatic representation of the membership functions operation in Mamdani
type FRBS

1 Step 2: Generation of the fuzzy rules and rule base
The rules produce a relationship between the input domains and the output domain. This
relationshi p i sTHoEaNsGe ds toant esfiehigNSe ThleRr é mMEnt con

60l F6 part explaining the ant ecedgthetconpeguent os i t i
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proposition. Both these parts can have multiple conditions separated by operators such as AND
or OR. For a particular problem statement, each rule is based on a proper analysis on the input
numeri cal data and t hebasekgeahegeenditiens e showa mc e .

Fig.Figure2.3, could be of the form
R':IF xyis Fand % is F.* THEN y is F3° (2.5)

The rule R* generated here is based on the problem statement which demanded an AND
operation or otherwise it could have been an OR also. This depends on the context of the
problem statement. All the rules are generated likewise based on the numerical data and the

fuzzy regions with the expertodés experience take

The representation of these rules is done in a matrix form known as fuzzy rule base. This
representation becomes difficult whére thumber of input parameteram®re. The choice of the
number of paraneters and the rule base dectte interpretability and accuracy of the FRBS.
Interpretability of fuzzy systems is an ability to explain the behavior of the system in an
understandable wgy4]. Increase in the number of input parameters need not always lead to a
better accuracy of the output. This is because fuzzy modelsoatillers cannot usually have a
large number of variables without falling prey to the curse of dimensioidity Another way
of approaching it is to make the rules more concise and subtle covering all thes afpleet
particular problem statement. The best option for a FRBS would be to have a rule base covering
the entire input andutput domain efficiently using minimum number of input parameters and
the output being within the output error margin. This should satisfy the tradeoff between the

interpretability and the accuracy of the FRBS.
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1 Step 3: Processing of input output numealkdata pairs

After the generation of all the membership functions and the rule base, the input
numerical data is mapped with the output numerical data based on the membership functions and
rule base. The input numerical data is initially mapped on tordélspective membership
functions and their specific membership degree is found. As described earlier in Step 2, a degree
is assigned to each input numerical data based on their respective membership function. Now,
based on rule governing that particulaput numerical data, the resultant of the mapped degree
calculated from the antecedent proposition is mapped on to the output membership function. This
is concurrently done for all the input membership functions and finally a number of clipped
output membship functions are collectedFigure 2.3 shows thatafter mapping¥ on F;
series of membership function, the first stage output deégreeind to be QF.}, OF?, 0.8R°).
Similarly for mapping¥ on F, series of membershipifiction, the second stage output degree
is found to be QF,}, 0F?, OR2, 0.5R* 0.3R°). The ruleR! has AND operator in the antecedent
proposition. Hence, the minimum degree from all the combinations of the mapped input
membership function is considered. The combination which has no consequent proposition is
considered as zero or the rule does not eXis¢ final degree for each case is now mapped on to
the output membership function based on the rule base. Finally, a bunch of clipped output

membership functions are collected and aggregated.

1 Step 4. Defuzzification procedure
The aggregated output meerbhip functions go through a stage called as defuzzification
where these collective information needs to be converted to a numerical data for usage in real

systems. There are many defuzzification processes such as Centroid method, bisector method,
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middle of maximum, smallest of maximum, largest of maximum, etc. The easiest and arguably

the best one is the Centroid method. The final outguir¢m this method is calculated as

L :

B: ioHuzem

Herey denotes the center valueAf(the center of a fuzzy region is defined as the point that has
the smallest absolute value among all the points at which the membership function for this region
has membership value equal to one) &nd the number of fuzzy rules in the fuzzy rule base

[44].

2.1.3 Takagi-SugeneKang (TSK) type FRBS

TakagiSugeneKang (TSK) type FRBSs almost similar to Mamdattype FRBS with
some changes. One of the changes is done at the generation of the rules. The antecedent
proposition of the rule is composed of linguistic variables but the consequent proposition is
represented as a functiontb® input variable§45]. For an inpubutput pair &, x; y), say

the rule is as follows

R': IF x1Yis Fyt and x™is F2* THEN y® = f,04®, x,M) (2.7)

RZ% IF x1®Mis F12 and %®is F> THEN y@ = f5(x;Y, x,\Y) (2.8)
Here, (™, %™®) = p1 ™ + g1 %P + ryandf(a®, %®) = p, xi® + g2 %M + r, where g, g,
r) is a vector of real numbers. The resulting outpi)ti¢ based on the degree of applicability,
i . ea n dfexahe inputs, i.ex.'Y andx,\¥ respectively. The resulting output is

(2.9)
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In general representation of the resulting output Rittumber of rules is as follows

Y :%ly— 2.10)
Here, the defuzzificatiostage is bypassed with a weighted average in order to get a crisp output.
So this does not have an output membership function. The expressive power and interpretability
of Mamdani output is lost in the Sugeno FIS since the consequents of the rules famzyot
[46]. For this reason, Mamdatype FRBS is used widely as compared to 1igpe FRBS. But
TSK-type FRBS has a better processitigie as the weighted average replaces the time

consuming defuzzification procegs].

(1] N] ] y

. Input MFs . AND/ . Weighted

OR Average

h
{F} [Eq] [y]
> FIS fl1)
(R) '
(1
Rule
Base

Figure 2.4 : Block diagram of TakagbugeneKangtype fuzzy rule based system

Figure 2.4 shows the diagrammatic representation of T&K-type FRBS Here, |
represents the set of numerical input variables each cycle beiig the fuzzified value of those
|. & denotes the degree of applicability asmdenotes the final degree of applicability. The fuzzy

input dataF and the selected rule frorhe rule basd are fed to FISEQ represents the set of
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equations selected based on raland fuzzy input dat&. The substitution of numerical input
datal on to the equationkq is done byf(I) which produces the numerical output dgtalhe
final degree of applicabilitya-along with numerical output dayegenerates the final output data.

This is the approach underaakby TSktype FRBS for classification problems.

2.2 Supervised Machine Learning Algorithms

Supervised machine learning (SML) is a machimenmg methodology where a training
set of data with known input and output labels, is used to train a system for unknown or test data.
The output label of the test data is found by mapping a test data on to a function inferred from
the training data. Sonaf the very common SML algorithms used for classificatiavbfgms are
k-nearest neighbor fKN), support vector machine (SVMrtificial neural network¢ANN), etc.
Unsupervised machine learning and reinforcement learning are the two other broadesatdgori
machine learning. In unsupervised machine learning, labels are not available; hence the feature
learning is done on its own by finding clusters in the inputs. Unsupervised learning algorithms
according to Ghahramaij8] are used to find structures from data samples. Some of the
examples of the unsupervised learning algorithms areosgdinizing map (SOM), adaptive
resonance theory (ART),-keans clustering, etc. The reinforcement learning is a process in
which the systertearns by interacting with the environment and learning gets modified based on
the feedback from the interaction with the environment. According to Kaelbling pt9al,
reinforcement larning is the problem faced by an agent that learns behavior througénttial
error interactions with a dynamic environment. Some of the reinforcement algorithms are
temporal difference learning, -f@arning, statactionrewardstateaction (SARSA), etcThis

thesis focuses only on SML and some of the algorithms based on this concept.

22



2.2.1 k-nearest neighbor

The kNN algorithm is a supervised learning algorithm which classifies a query or a test
data based on therearest training data taken as reference asepted in Fidgrigure 2.5. It
basically has two phases: Training phase and Classification phase. In training phase, a previously
collected training data containing a multi dimensional input attributes along with their respective
output labels is taken as reference and mapped.drnclissification phase, the test data is
mapped based on its input attributes and the output label is determined by taking a vote from the
k-nearest neighbors of that test data. The nearest neighbor is found out by finding the distance
between the test datand each of the training data individually and finding theakt distance
training data. The accuracy of thdllM approach heavily depends on the metric used to compute
the distance between two samp[86]. The usage of Mahanabolis distance metric for kNN
classification by sentlefinite programming is shown by Weinberger et[all]. This algorithm
provestober ery ef fective, in terms of reducing the
samples in training dataset is laf§@]. Another advantage of théNIN method over many other
supervised learning mettls like SVM decision treeANN, etc., is that it can easily deal with

problems in which the class size is three and higgir

A Class A
® ClassB

v

Figure 2.5: Classification using KN Algorithm
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Consider a dataset with consistingR number of rows an@ number of columns. Each
row is a sample denoted Xs= {Xy1, %2, . .- ., Xxc}. Hence the resultant column matrix of the
dataseX = [Xy, Xo, . . ., X . Similar is the case with another dataset Wz Y5, . . ., " where
Yi = {yi1, ¥2, - . ., Yc}. The distance between the vectofs and; is calculated in different

manners out of which some are described below.

U City block metric

é 7 (219)
U Euclidean distance
- (212
U Minkowski metric
- F
1
L g (2.13

This shows that for p=1; Minkowski metric gives City block metric.
It also shows that for p=2; Minkowski metric gives Euclidean distance.

U Mahalanobis distance

é;é;;; J'L 1 (2.14)

V is the covariance matrix

2.2.2 Support vector machine
SVM [54] is a supervised learning algorithm which is mostly used for classification or

regression analysig®\ SVM constructs an optimal hyper plane (OHP) with thgést distance
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between the nearest training data of opposite class called as support vectors as shgwn in
Figure 2.6. This distance is called functional margin which is inversely proportional to the
generalization error of the classififg5]. According to Roobaelfb6], let the training data is
given as {(¢.Y1), (x2.¥2) , €.y}, whetexaRandya{l,-1}, then the OHP, w
can be found by minimizing
-El £
constrained by: ywAipb)O 1 fori=1,2,....]
This optimization problem can be solved by fi

the method of Lagrange multipliers where

L=-a&A&1 B' )

“Ee. f +B% ). (2.19)

He r ethe nddnegative Lagrange multiplier. This is equivalent to find the saddle point in the

dual formation by maximizing dual

> (2.16)

with constraints: 0 W fori=1,2....,1

and B | w=0
This is a quadratic programming problem and the solution of this problem, w*, can be written as
a linear combination: w* 8 U U@

Another way of getting the maximum margin hyperplane is by creating non linear
classifiers using kernel trick. Some commonly used kernels are polynomial kernel, Gaussian

radial basis function kernel and hyperbolic tangent kernel whose mathematieibesjlare
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mentioned below wheré ,  andb ald parameters of the kernBlulti kernels SVM[57] are

also used with high accuracy and great generalization.

U Polynomial kernel

Lipl Lol ™ (2.17)

U Gaussian radial basis kernel

gEnm "HoO'l A n& (2.18)

U Hyperbolic tangent kernel

LLpl -0t 7 (219

w A Class A
® ClassB

wx-b=1 wx-b=0

Figure 2.6: Basic decision boundary learned by support vector machine

2.2.3 Artificial neural network

ANN is a family of computational models based on biological nervous system used for
information processing. Here, information processing mostly emphasizes on estimating or
approximating functions that are dependent on input &adare2.7 illustrates he gructure of a
basic ANN modelThe model has a structured layer with the starting layer being the input layer

and the end layer being the output layer. Both these layers are interconnected by one or more
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hidden layers. Each layer consists of a number of nodes which are otherwise knantifical

neuron. An artificial neuron resembles in a similar fashion as that of the biological neuron. A
biological neuron receives signal through a specific region in the dendrites known as synapses.
On receiving a signal higher than the threshold&athe neuron gets activated and it transmits a

signal through its axon to another neuron which might activate it.

Input Hidden Hidden Qutput
Layer Layer #1 Layer #N Layer

Input #1

Output
Input #2

Input #3

Figure 2.7: Architecture of a basic artificial neural network

Figure 2.8 illustrates the structure of an artificial neuron as modeled by McCulloch and

Pitts[58].

Dendrites Sum Threshold

]

w, y (Output/Axon)
I3 z :': —-
. Y

4

Wiy Cell body

Figure 2.8: A basic artificial neuron model
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A basic artificial neuron basically consists of two sections; sum and threshold. The sum section
adds the input values with their respective weights. The threshold section consists of the
activation function or otherwise known as the transfer function lwhakes the triggering
decision of the neuron. There are broadly two categories of activation functions, i.e., linear
activation function and nelinear activation functions. Non linear activation functions keep the
response of the neuron in the boundegiar. Figure 2.9 describes ame of the commonly used
activation functions like linear, step, Gaussian, sigmoidal andhyparbolic ativation

functions

U Linear actvation function

e - (2.20)

U Step activation function

l o VI [ N ) (221)
U Gaussian activation function

i .._% (2.22)

U Sigmoidalactivation function

B (2.23)

-._ﬂ.

U Tangenthyberbolic function

-.* ..-.

Be -

ey ye—— (2.24)
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Figure 2.9: Commonly used activation functions

Neural networks are broadly classified into féedvard networks and recurrent or
feedback networks. The feddrward neural networks do not form a loop or feedback among the
different layers and the data passeough layer by layer and produces output at the output
layer. The recurrent or the feedback network is a section of ANN where the network connections
are feedback in nature. This approach allows the network to reveal dynamic temporal behavior
which results in its applicationraunsegmented connected handwriting recognition or speech
recognition. The feefbrward neural networks are further segregated as single layer perceptron,
multilayer perceptron and radial basis function neural network. Thereatureural network is
classified into competitive networKks, Kohoner
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adaptive resonance theory models. This thesis emphasizes oforigal networks for the

classification problems.

The operation of feetbrward network is divided into two categories, i.e., learning phase
and testing phase. In the learning phase or otherwise called as training phase, a supervised
learning algorithm is undertaken to train the classifier which is thefteadrd neural network
over here. The input patterns are passed through each layer in a transformed manner using the
weights assigned to each connection. Eventually, after crossing through these layers, the final
output of an input pattern is produced and compared with the adg@lit in the output layer.
The units in the output layer belong to different categories. Ideally, the correct category output
should have the largest value compared to all the other output values which should be
comparatively very small. The comparisohtioe calculated output and actual output helps in
modifying the weights assigned to each connection of neurons by a procedural algorithm. This
modification in weights aims at decreasing the error between each output layer actual value and
calculated valueduring each epoch. This procedure continues till an appropriate stopping
criterion is valid. These stopping criteria might be achieving the necessary threshold error or
reaching themaximum number oktpochs that the system should undeigdhis procedure
Once é&her of the stopping criterigs satisfied, the learning phase culminates and it is said that
the feedforward network is trained. This gives the final wisigli each connection of neurons
which cannot be further modified. The testing phase camoewe after the learning phases
culminates. Each of thedt data which has not beesed as the training datasefed as input to
the trained neural network one at a time. The output of each test data is calculated and compared

with the corresponding acta | out put . Once al | the test d a
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compared with their corresponding actual test output, the performance of the classifier is

calculated.

Multilayer perceptron (MLP) is a feedforward ANN model that works on the principle of
supervised machine learning algorithm to map a set of input data to its respective output. A MLP
consiss of one or more hidden layers along with the input and output layer which are fully
connected to the preceding and the following layer as depictEd).lrgure 2.10. The hidden
layers and the output layers consist of Hiopar activation function. Backpropagation is the
supervised machine learning algorithm which Riuses for training process. Backpropagation
algorithm propagates the error gradient or loss function gradient in a reverse direction during the
training process which gets used in the next iteration. This process continues in each of the
iterations till he error reaches the threshold error margin. The activation function during the
backpropagation must be differentiable in order to proceed with this training process. Hence,
generally a sigmoidal activation function is used in MLP. MLP is competent ertouiglarn
nortlinear models and online learning models. Due to the non convexity of the gradient of the
loss function, the global maximum is not guaranteed using backpropagation with gradient
descent method for optimization. This approach also needs ogtiiomof the hyperparameters
such as number of hidden neurons, layers and iterations. It is reported that multilayer feed

forward networks with as few as one hidden layer are a class of universal approxig®jtors

31



Input Hidden Hidden Output
Layer Layer #1 Layer #2 Layer

Output

Figure 2.10: Architecture of a multilayer perceptron

Radial basis function (RBF) network is a feed forward ANN with only one hidden layer
using radial basis function as the activatfonction. The output layer is a linear summation
function. Figure2.11 depictsthe commonly used RB#&sing the Gaussian functiomitially, the
training process of the RBF network undergoes calculating the spread of the input space about
the centroid of the aiefation function. This is done by using an unsupervised learning algorithm,
mostly kmeans clustering. Later, the weights from the hidden to output layer are updated using
least square function or singular value decomposition. The major two drawbackBFof R
networks are(i) its performance with noisy data is very poor &yl its computationally
inefficient performancdor larger dataset because of only one hidden layer. In order to improve
the performance there has been a lot of modifications to RBForletwRBF network is useful
in function approximation, classification and modeling of dynamic systems and time[68}ies

One among them is replacing the Gaussian activation funtiicigmoidal activation function
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for better capability of approximation, faster learning speed, better size of network and high

robustness to outliefs1].

Input Hidden QOutput

Layer Layer #1 Layer
Input #1

Cutput
Input #2 —»
)
Input #3
AN

Figure 2.11: Architecture of a radial basis function network

As mentioned earlier, backpropagat@gorithm is the common learning algorithm used

for training the neural networks. The step wise approach of this algorithm is outlined ®2]ow

The weights of each node to node connection are initialized to small random
values.

From the training dataset, randomly an input patt&risxchosen.

The signal corresponding to this selected input pattern is propagated forward

through all the layerd € 1 to L) in the network.
The errort at the output layer is calculated considering the difference in the
actual outpufQ and the calculated outptit using the net inputQ at thei™ unit

of thel™ layer along with the derivative of the activation function.
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S IVE " o here | =L (2.29)

V.  This error is propagated backwards and the deltas at each nodes are calculated

7 le i

VI.  The weights are also updated in each layer in a backward direction based on a

for I =(L-1), ... 1 (2.26)

particular learning rate.

(2.27)

(2.29)

VIl.  The procedure from step Il is repeated for the next randomly selected input

pattern until any of the stopping criterion gets satisfied.

2.3 Performance metrics

A confusion matrix is an important measure to check the performance of a classifier
network learned using any machine learning algoritRigure2.12 shows the repreagation of a
confusion matrix for a binary classification problem. True Negatives (TN) are the number of
negative examples whidrecorrectly classified as negative. False Positives (FP) are the number
of negative examples whichre incorrectly classifid as positive. True Positives (TP) are the
number of positive examples whiahecorrectly classified as positive. False Negatives (FN) are
the number of positive examples whiahe incorrectly classified as negative. the present
thesis the majority chss samples are the negative class samples and the minority class samples

are the positive class samples.
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Figure 2.12: Basicrepresentation of a confusion matrix for a binary classifier

The most commonly used performance measures derived from the confusion matrix are
accuracy and error rate. Accuracy is the ratio of the number of all the correctly classified samples
to the total number of test samples. Error rate is the ratio of alhtloerectly classified samples

to the total number of test samples. It is quite obvious that accuracy and error rate sum up to 1.

o s AL Ak 22 Ak 229

R K LA I 230

Accuracy and error rate measures are very deceptive as these are data dependent. In case
of imbalanced dataset where the number of majority samples is too high compared to the
minority samples, the classifier gets biased towards the majority samples. In such cases, the
accuracy metric results in a very high value and the error rate being very less. These results
project as if the classifier is an ideal one which actually is not thegeanario. In such cases, the
minority class does not get properly classified yet these two metrics suggest the classifier to be
an efficient one. In order to overcome such imbalanced dataset scenarios, there are some other

evaluation metrics which statdbe actual performance of the classifier. These metrics are
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precision, recall, specificity, fathut, Fmeasure and &hean. These measures are calculated as

follows.

brmd v 231

Tmr T Vo« W e v drosmd Fal P 7Y @3
| =t Bl + € a1 A (233

Ttemocan tufygy Yt =—mt B nldd 7 F 239

g+ v0 > 5 - T e JL.+T *.ﬁ.:. ] (239
I mF Mfrgt vimffun (2.36)

In Eq.2.35,1 is the coefficient to adjust the relative importance of precision and recall.
Usually precision and recall have equal importance sol. Fmeasure is the harmonic mean
and Gmean is the geometric mean of precision and recall. So2.B5.can be simplified as

follows.

| gt gl
=|= vo >-.:| -: l||l>-'|-r:szz

Precision is the measure of the exactness of the samples avkicbrrectly classified

(2.37)

positive out of the samples which are classified positive. Recall is the measure of thes sample
which are correctly classified positive out of the samples whackactually positive. Recall is

also known as sensitivity or true positive rate. The importance and information of both precision
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and recall can be combined together as a measure knowmmamsure. fneasure is the
harmonic mean where asr@ean is the geometric mean of precision and recall. Specificity is the
measure of the samples whiahe correctly classified negative out of the samples wiaoh

actually negative. This is similar torssativity. It is also called true negative rate. Falit is the
measure of the samples whiateincorrectly classified positive out of all the samples wlaos

actually negative. Falbut is also called false positive rate esgdecificity.In case ofimbalanced

dataset where a particular class has the minority of the samples compared to others, precision,
recall and Fmeasure defines the performance of the classifier. In those cases, only accuracy does
not provide the correct conclusion about the pemtorce of the classifier. More about such cases

is explained in Chapter 5 of the present thesis which elucidates on the imbalanced dataset

problem and its solutions.

Another way of analyzing the performance of a classifier is by plotting a receiver
operating characteristics (ROC) curve which is a-tivo me nsi on all depiction
performancg63]. ROC curves are used to judge the discrimination ability of various statistical
methods that combine various clues, test results, etc for predictive pu@tisdhe ROC curve
is the plot between the false positive rate (FPR) in t#axiX and true positive rate (TPR) in the
Y-axis. TPR is also known as sensitivity and FPR is known -apddificity). Speificity is the
measure of the percentage of the negatives that are properly classified as negatives. Visually, the
more ROC shifts towards the left corner of the curve, i.e., towards-toasY the better is the
classifier.This is a very simple and effent way of comparing the performances of two or more

classifiers.

The most common way to represent ROC in a scalar value is finding the area under the

ROC curve (AUC)65]. ROC curves are widely used in signal detection theory to illustrate the
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tradeoff between hit rates and false alarm rates of a clagéie67] As AUC is the area under

a unit square in ROC, its value lies between 0 and 1. The worst classifier which classifies all
positive or all negative has an AUC of 0.5. Hence, no realistic classifier should have an AUC
below 0.5[63]. An ideal classifier has an AUC value equal td~ijure 2.13 explains three
classifiers represented as {A, B, C}. In this figure, C represents the worst cltasgii@an AUC

value of 0.5 followed by a better classifier in B and eventually A being the best classifier with an

ideal AUC value of 1.

Sensitivity

1 - Specificity

Figure 2.13: Diagram showing a receiver operating characteristics

ROC is used only ithe case of binary classifiev¢ghere the output class is one among
two of the trained classeblulticlass classification problem is the classification problem where
more than two classes needs to be classified in the output stage for a multiple inputigiogf
classifier systemlIn order to compare the performance of multi class classifiers, a robust

classification algorithm based on probability estimation trepsoposed68].
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FUZZY RULE BASED CLASSIFICATION SYSTEM FOR
TRANSIENT IDENTIFICATION

The presenthapter elucidates on the analysis undertaken in using FRBCS for classifying some
of thetransients from the steam water systemaimuclear power plantThe importance of
proper feature selection is elaborately explained by analyzing the effects oarfibieance of
the classifier by conducting experiments with different input variables to the FRBCS. This
chapter also clarifies the importance of response time in analyzing the performance of FRBCS in

online transient classification of system which havg ghort cycle time.

3.1 Introduction

The performance of modeling a system using fuzzy modeling more often depends
interpretaldity and accuracy of the FRBS hese two phenomena are contradictory in nature
where interpretability indicates the capability to express the behavior of the real system in a
understandable way, and accuracy defines the capability to faithfully represent the real system
[69. The wusual reasoning folbiowist y d ef daceipd) antce ¢ | I
As the complexity of a system increases, our ability to make precise and yetasignific
statements about its behavior diminishes until a threshold is reached beyond which precision
and significance become almost mutually exclusive characteristics. The closer one looks at a

real-world problem, the fuzzier becomes its solutiors usualy assumed that a highly complex
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systems lack interpretability. Based on the requirement, fuzzy Imgdis segregated into
linguistic fuzzy modeling approach and piecewise fuzzy modeling appraaujuistic fuzzy
modeling approach primarily focuses on timeerpretability and then tries to improve the
accuracy[71]. Piecewise fuzzy modeling approach primarily focuses on the accuracy and then
tries to improve the interpretabilify2]. Fuzzy modelig not only aims at a high interpretability

but also a better accuracy. Therefomecent research emphasizes on good accuracy

interpretability tradeoff in order to attain a compact and robust fuzzy system.

FRBCSas stated earlieris a category of FRBS dedicated to classification probléns,
widely recognized for its robustness to imperfect data and interpret§b8ityrhe accuracy of a
FRBCS is calculated by comparing the fuzzy model output and the actual output. The percentage
of the correctly classified fuzzy output from the total dataset gives the accuracy of the model.
The interpretability of a FRBC8epends on the selection of a proper input feature set. A input
feature set comprises of the model structure, number of input variables, number of rules, number
of linguistic terms, shape of the membership function and s¢74h The selection of an
appropriate input feature set depends on the expert kngsvled there is no predefined

procedure to do so.

NPP havinga cycle time of 200 milliseconds, generates about ten thousand signal data
each cycle. There is a need of developing a highly interpretable FRBCS for online transient
identification inNPPwhich has such a short cycle time. To make a highly interpretable system,
the complexity must be reducédt this maynot result indesired accuracy. On the other hand,
any increase in the input parameters of the FRBES,imcrease in complexity maycreasehe
accuracy of the classifier but makes the elolbw in interpretability. The presemhapter

explains the process of development of a FRBCS for transient identificatioe PfBR. It also

40



explains about the importance of feature selection for quidkbetter classifation results. In
addition to thisthe presenthapter also stresses on somehef salient features that nedd be
taken utmost care before concluding on the final classification result from the developed online

FRBCS.

3.2 FRBCS for transient identification

Modeling a classifier using fuzzy logic can be handy as well as efficeeatedundant
prediction system in order to aid the operator to take legitimate decisions. The identification of
transients at the earliest without any ambiguity helps the operator in taking necessary steps in
order to combathie severity of the eventhe thesis attempts at developing a prediction system
whose quick and unambiguous output guides the controllers to take necessary actions. Ideally a
system should be robust to external interferences to provide best results. Filtering out the noise
data by preprocessing it clears the chances of interference. Apart from this any other
interference does not affect the FRBE®&sed on the time taken by the transient from the
initiation of the event till the reactor is shutdown, the transients are categorized shto fa
occurring transients and slow occurring transients. Fast occurring transients such as transients
the neutronics system, ledad reactor shutdown withim few scanningcycles at the earliest.
Hence, monitoring such kind of transients is not possiblda reaction time is too short. On the
contrary, the slow occurring transients such as the transients in the steam water system give
ample time for the classifier to predict the correct transient. The sooner the transient is predicted
correctly by the d@ssifier, the more time is provided to the operator to react to it. Hence, some of
the transients in the steam water system are considerégfourrenexperimental purpose. The
experimental data for each considered trangiestollected from th@peiator training simulator

(OTS) TheOTSis a full scope replica typgimulatorwhich simulates various plant conaditis
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and operations. s used to train the operator extensively on monitoring and reacting to various
transients and malfunction in the pias well as tgprepare the operator for real plant scenarios.
Noise is not generated in OTS intentionally or unintentionally, hence the implication of it is
nearly weak in FRBCSThe current studys conducted in two phases. The first phase consisted
of three transients and the second phase consisted of five trafienthe steam water system

as the considered events. The first phase is again divided into twezhasés and the second
phase is divided into three spbases where each sphase consigif a designated set of input
features along with its membership function and rule base. All these different setautsited
experimentsgenerated from the OT&re conducted to generalize the final inference without

much of ambiguity.

3.3 Phasel of FRBCS

In this phase, three transients from the steam water system are considered for event

classification using FRBCS. These transients are as follows

I. One Condensate Extraction Pump Trip with stand by not taking oM&EPLtrip)
il. Both the Condensate ExtractionrRps Trip (2-CEP trip)

iii. Both Boiler Feed Pungilrip (2-BFP trip)

A detailed description about the PFBRantis reported inChetal et al[3]. In order to analyze
the effect of selection of the input features, two diverse plant paranateichosen for
experiment al pur pose. These pl ang)an deaggatoe t er s

level (DL).
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1 Reactor InletTemperature

Reactor i nl e)in PF8Rnip the tamperatuee of( tmEmary sodium at the
inlet to the core. At full power condition of the réac this temperature is 397°This
temperature may increase when any abnormality occurs in thenebioe alarm comes when
this temperature increases by 5°C and the reactor is tripped when it increases by 10°C.
Considering the transientdy, gets affected little late compared to many other nearby plant
parameters. It is a trip signal which initiatesactor shutdown when the value crosses the

thresholdFigure3.1s hows t he t i megfostherconsideregptansienessr n of d
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Figure3.1: Ti me s er i ersfor pheacorisiderea tramsientsd

1 Deaerator Level

Deaerators used for the removal of dissolved gases from feed water which is then fed to
the once through Steam Generator for lagsorption fronthe secondary sodium (refer Fig 1.1
In the deaerator, the deaerator level (DL) has to be maintained at 2.4m evjpnesure and
temperature being around 485kPa and 150°C respectively. The feed water from here is pumped

into the steam generatorSG) by the lmiler feed pumps. The feed water temperature in the
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deaerator is maintained a60°C to meet the steawater sytem start up condition. This enables
thermal recycling in order to maintain the system efficiemly.gets immediately affected on
the occurrence of the considered transiefigure 3.2 depicts the time series pattern of DL for

the considered transients

24 = —=— 1CEP Trip
—e— 2CEP Trip

— —4&— 2BFP Trip

21 |-

1.8 -

Deaerator Level (metres)

12 |

I N 1 . I . I . I . I
0 500 1000 1500 2000 2500

Sim Cycle

Figure 3.2: Time series pattern &L for the considered transients

3.3.1 FRBCS for Phasé1l u sgaxrgd gd@Phasé 1a)

The OTSgener ates data on all pl ant prAy amet e
collected from it. The cha)isgrensidered as anatloet ilmput i n | e
parametealong withdg, andis calculated by subtracin t wo ¢ o p sakiesu trgatbng d
wi t ghwould provide more clarity to the transient predictiooth being the features of the
input feature vectorBased on the prepared input feature

fuzzy linguistic variables for the input and the output domains are segregated.

3.3.1.1 Membership functions for Phasela
The input membership functions and the output membership funetienmepared based

on the domain segregati on usFigh3l Tlisksegegdtiand kno
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involves the design threshold for each input parameter which is decided by the designers along
with some intuition regarding the number of windosesthat the rule base does not become over
crowded. A handshaking between the threshold values and a deep analysis on the pattern of each
parameter for each class along with some logic initiates a faster approach to finding the final
output. This segregah also keeps in mind the unique combination of the input parameters
which provides a clear classification boundary of different classes that is to be classified. This
approach is the same for all the cases in this chdfeabbreviates for full powerhich means
the plant running in full power conditioffhe classification of an event is done based on the
defuzzified value. If the defuzzified output is nearly 1 then the classified event is 1CEP trip, if it
is around 2 then 10r2CEP griand so on as showin Fig. 3.3c). This analogy is adhered
throughout this thesis for FRBCS.
a. Fuzzy values for the input linguistic variabldy, = {MOREBELOW, BELOW,
NORMAL, ALARM, PRETRIP
b. Fuzzy values for the input linguistic varialgee;, = {LOW, ZERO, LESSHIGH, HIGH,
VERYHIGH}

c. Fuzzy values for the output linguistic variable Y 1-CEP,10R2CEP2-CEP, 2BFP}
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Figure 3.3: Membership functionsf FRBCSfor Phasela
3.3.1.2Rule Base for Phasdla
Thepreparation of the rule base commences once the generation of the input membership

functions and the output membership function termsdibe rule base consists of similé-
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THENGO statements that cover the entire domain of the considered transienfwepheation of

the rule base is a very important stage and
The rule base produced for Phislke is shown inTable 3.1. The empty boxes in the tables
denote that, under any circumstances, the data would not fall in this category for the considered
transients A fuzzy output variable as 10QEP Trip is considred here because for a certain
period of time, itis not conclusive on the occurrence of eitheCEP Trip or 2CEP Trip as the

valuesare quite identical. Some of the examples of the rules generated by the rule base are as

follows.
| frii & N OR MAdR isZBRD thgn the plant is running BR.
| frii & MOREBEL QMg LQW then gQEP trip has happened.
| frii & BEL OW, isaLOW theptlor2-CEP trip has happened.
| frii 8 B EL OW, isaLESSHI®I then ZEP trip has happened.
| friiS(NORMA L a rgds LES&HIGH then BFP trip has happened.
Table 3.1: Rule basef FRBCSfor Phasé 1a
dri o 6 LOW ZERO LESSHIGH | HIGH | VERYHIGH

MOREBELOW 1-CEP 1-CEP - - -

BELOW 10R2CEP| 10R2CEP 2-CEP 2-CEP 2-CEP

NORMAL - FP 2-BFP 2-CEP 2-CEP
ALARM - 2-BFP 2-BFP 2-BFP 2-CEP
PRETRIP - - - 2-CEP 2-CEP

3.3.1.30utput for Phase-1a

Phasela produces the output class as the transient which is identified using the FRBCS

model. This output is based on the crisp output produced by the FRBCS using the output
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membership function described earlier. The decision boundary which governgpbeajuthe
FRBCS is fixed at a range 6.5 and +0.5 of the mean value of the output membership
function. This segregation remains same for all the further consideration of output result for a

FRBCS.
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0 50 100 150 200 250 300 350 400 450
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| |
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Figure 3.4: Defuzzified outpubf FRBCSfor Phasela

3.3.1.4Response time for Phaséa

The time taken by a FRBCS in order to give a confident result on the occurrence of an
event is called the response time. A graph is considered stable when there is a very minimal
fluctuation in the defuzzified output value for an event classificationedas this criterion, the
response time for all the phases have been found out. Some figures show very stable graphs

which is due to the parameter chosen. Others are not so stable which is due to the incapability of
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the parameter to classify properlftigure 3.4shows that the defuzzified output fotCEP trip

and 2CEP trip remains the same for a considerable amount oftiliradout 200s This shows
that the trend for the considered input feature ez.is, sante for both these transienthe
defuzzified output for ZZEP trp is 3at around 330svhich is its value according to the output
membership functiorand stabilizes around 3508lence the response time of the FRBCS for
Phasela for 2CEP trip is 358. Regarding, 4CEP trip, thedg, respomls in a similar manndike
2-CEP tripfor some periodnitially. Once the confusing period between 450s to 550s is over
where it is unsure of aCEP or 2CEP trip, there is a conclusive evidence of the occurrence of
1-CEP trip with a defuzzified value df as in the outgumembership function in Fig 3 It is

also evident from this figure that the defuzzified output t&@HP trip stabilizest 1after 550s,
hence that being its response time. Compared to both these transiBR®,t@p for this case
attains stability by 12s which signifies that the response time fotrémsient is comparatively
better than the other two considered transidB¢yond 35s, the plant would have reached the
shutdown stateThe fluctuations in all the graphs in thisagier is due to the safety actions being
taken by the ystem automatically in th©TS in order to counter act these abnormal changes in

the plant.

3.3.2 FRBCS for PhasélusingDLa nd @DLi11p)Phas e

Phaselb considered the parameters which is very near to the occurrence of the event and
gets most affected. ncl udi ng DL, the change in deaerato
insight on the characteristic of each transient which eventually might resulietter

classification accuracy and response time.
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3.3.2.1Membership functions for Phaselb
Similar to Phasd a, the input and output membership functiareprepared based on the
segregation of the selected input feature domain, i.,ea@Ld ,qni Ispecific linguistic fuzzy
variables. It is observed irFig. 35¢, that the generation of an intermediate transient generated in
Phasela, i.e., 10r2CEP trip is avoided in this case on the usage on Did2inds the input
featuresThis is because D a n H parpmeters have clear segregation in the values avoiding
any sort of confusiomelated to the events that needbe classified. This means at no sampling
ti me, the DL and @DCEPwaIZIEP 8ip, thhus gieng sleambeundares 1
for classificationwhich was missing in Phade&w The segregation of the input and output
domairsinto fuzzy linguistc variables is done as the following.
a. Fuzzy values for the input linguistic variabRL = {VERYLOW, LOW, NORMAL,
HIGH}
b. Fuzzy values for the input linguistic variablegDL = {NEGATIVEFAST,
NEGATIVESLOW, OK, POSITIVESLOW, POSITIVEFAST

c. Fuzzy values for theutput linguistic variable =RP, :CEP, 2CEP, 2BFF}
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Figure 3.5: Membership functions dfRBCS forPhaselb
3.3.2.2Rule base for Phaselb

The fuzzy rules governing the fuzzy linguistic variables of DL gl are generated and
stored as the rule base for Phabereferred agable 3.2. This approach is similar to the rule

base preparation in Phata. Some of the fuzzy rules for this spibase are as follows.

fDLi s NORMADL issOK thendhe plant is running deP.
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IfDLi s

L O WDLaisINEGAPIVESLOW then XCEP Trip has happened.

If DL isVERYL OW a DLdis NGATIVEFAST then 2CEP Trip has happened.

If DL isHIGH a n dDL pPOSITIVEFASTthen 2BFP Trip has happened.

Table 3.2: Rule basef FRBCSfor Phaselb

NEGATIVE | NEGATIVE POSITIVE | POSITIVE
DL | DL OK
FAST SLOW SLOW FAST
VERYLOW 2-CEP 2-CEP | 2-CEP| 2-CEP -
LOW 2-CEP 1-CEP | 1-CEP| 1-CEP 2-BFP
NORMAL - 1-CEP FP - 2-BFP
HIGH - - - 2-BFP 2-BFP

3.3.2.30utput for Phase-1b

The procedure in finding the defuzzified output of the FRBCS for Phiase similar to

that of Phasda. Each data is fed as input one by one and based on the input membership

function the rule is selected from the rule base which produces the fuzzy. othmifuzzy

output is defuzzified using the output membership function which yield the crisp output. The

defuzzifiedor crispoutputs for the three considered transientshosvn inFig. 3.6.
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Figure 3.6: Defuzzified output of FRBCS for Phadé
3.3.2.4Response time for Phaséb

Figure 3.6 clealy depicts that for initial 16, 1CEP trip and-ZEP trip produces same
defuzzified output from the FRBCS for Phade It is only after 10s, the defuzzified output
changes to 2 and silibes at this value which confirms that the transient occurred iKCER
trip. The defuzzified output for-CEP trip remains constant throughout the series after this
moment. Hence, it is learnt from the figure that the response timeG&PLtrip is abund 15s
whereas for ZZEP trip it is around 12§ his 3s window is kept to bypass the noise interference
if any. A similar window is there in each case in this chaptee.response time forRFP trip is

8s as evident frorkig. 3.6.
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3.3.3 Comparisonbetween Phasela and Phaselb

The response time for each transient in both the phases has been menticated3:3.
The difference in the response time feBBP trip is quite less comparing the difference in case
of 1-CEP trip and ZCEP trip. This shows that Phasa which uses DL angp D las the input
features produces better result in all the three transients compared to the FRBCS -ithPhase
which usesdg, and p @, as their input features. This concludes that the parameter near the
occurrence of the transient gives far better result as they get affected at the earliest compared to

the trip parameter which is far away from the occurrence of the event.

Table 3.3: Response time of the two FRBCS in Phase

Phase| Inputs | 1-CEP Trip | 2-CEP Trip | 2-BFP Trip

la | dri-0 @ 550 sec 350 sec 12 sec

1b |DL-pDLl 15sec 12 sec 8 sec

3.4 Phase2of FRBCS

In this phase, five transients from the steam waystem are considered compared to
three transients in Pha&e for event classification using FRBCS in order to increase the

complexity of the transients. These transients are as follows

I. One Condensate Extraction Pump Trip with stand by not taking ov&E PLtrip)
il. Both the Condensate Extraction Pwstipip (2-CEP trip)
iii. One Boiler Feed Pump Trip with stand by not taking oveBEP trip)

iv. Both Boiler Feed Pungilrip (2-BFP trip)
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V. Both Cooling Water Pungorrip (2-CWP trip)

As inferred in Phasé, the parametersearer to the occurrence of the event produces better
result compared to the far away parameters. In order to analyze the effect of selection of the
input features which are nearer to the occurrence of thasgwero such plant parametenea

chosen for experimental purpose. These plant parameters are deaerator level (DL) and
condensate pressure (CP). DL is taken because it gave the better result of the two in the previous
case and lmbeen explained earlier in the presehapter.Figure 3.7 shows the time series

pattern of DL for the considered transients.
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Figure 3.7: Time series pattern @L for the considered transients

i Condensite pressure

After the super heated steam has passed the last stage of the turbine, the leftover heat
content in the steam which is approximately 750MWt has to be dumped. This is done in the
condenser with the help of sea water. In the condenser, heat exchange takes place where the
steam flows through the shell side and the sea water flows through the tube side. Here, the

condenser pressum@ otherwise called as condensate pressireaintaned at 9.2kPa by the
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help of air evacuation system with two vacuum pumps. If this pressure crosses the designed
limits then that may affect the blades of the last stage of the tufbigwee 3.8 depicts the time

series pattern of CP for the considered transients.
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Figure 3.8: Time series pattern of CP for the considered transients

3.4.1 FRBCSfor Phasd2usingDLand @DLi26)Phase
Phase?a has considered change in DL along with the DL as the input feature for the
FRBCS. It is similar to Phasky with increased number of classes which somehow complicates

the system.

3.4.1.1Membership functions for Phase2a

Similar to the previous phase, the input membership function and the output membership
function are prepared considering the domain of the selected input features in-Rhase
depicted inFig. 3.9 Phase2a has same input membags function as that in Phadds whereas
the output membership function has introduced two new transigmgssegregation of the input

and output domasinto fuzzy linguistic variables is done as the following.
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. Fuzzy values for the input linguistic vable DL = {VERYLOW, LOW, NORMAL,
HIGH}

. Fuzzy values for the input linguistic variabdbL = {NEGFAST, NEGSLOW, OK,
POSSLOW, POSFAST

. Fuzzy values for the output linguistic variable EF{ 1-CEP, 2CEP, 1-BFP, 2-BFP, 2-

CWP
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Figure 3.9 : Defuzzified output of FRBCS for Phadé
3.4.1.2Rule base for Phas€a

The rule base is generated by producing fuzzy rules for each linguistic Vanaple

shown inTable3.4. Some of the examples of the generated rules are as follows.
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I f DL is NORMAL and oDL i sFPOK

t hen

t

I f DL is LOW and oDL i-€EPNExGAsEdpahEéd. SL OW

I f DL is VERY LOW and oDL-CEPSTriphh&s Gapdehed.E SL OW

I f DL i s HI GKthea hBFP TppHas hampened.

I f DL is HIGH and DL is POSITIVE SLOW

I f DL i s HIGH and @iénitis2QCWPHIpAIS haptened. A S

Table 3.4: Rule base of FRBCS for Phas@a

NEGATIVE | NEGATIVE POSITIVE | POSITIVE
DL pDL OK
FAST SLOW SLOW FAST
VERYLOW 2-CEP 2-CEP 2-CWP 2-CEP -
LOW 2-CEP 1-CEP 1-CEP 2-BFP 2-BFP
NORMAL - 1-CEP FP 1-BFP 2-BFP
HIGH 2-CWP 2-CWP 1-BFP 2-BFP 2-BFP

3.4.1.30utput for Phase-2a

The defuzzified output in this phase is based on the assumption as undertaken-th Phase

Figure 3.10shows the defuzzified output during online event classification of transients.
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Figure 3.10: Defuzzified output of FRBCS for Phaga

3.4.1.4Response time for Phas@a

As mentioned earlier in Phade thedata collecteddr 1-CEP trip and Z2EP trip have
almost similar data for certain period of time. Hentes advisabldgo wait for certain duratiom
order to reach at any conclusion on the occurrence of the trariSgune 3.10show that till 1@
bath these transientshow same defuzzified output. Henoaly after this duration, conclusive
evidence is gathereah to the correct classification of transient. Hence, the response time for 1
CEP trip is 20s as the defuzeil output stabilizes at beyord this mark. Similarly, the
defuzzified output for ZZEP trip stabilizes at 2 beyond a response time ofB&gond 70s, the
2CEP trip shows spikes due to automatic safety measures taken by the controllerglamtth
These spikes enlightdhat safety etions are taken at this point of time after the occurrence of
the event where as these actions could have been taken well inetbeehelp oFRBCS. For

1-BFP trip, the output stabilizes at nearly 3 with a response time of 20s whereaBHBrtép
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