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SYNOPSIS

9% chromium containing steels are favoured structural material for high temperature

steam generator applications in thermal and nuclear power generating industries.  Among 9%

Cr steels, 9Cr-1Mo or P9 steel offers a good combination of high creep strength and ductility,

good weldability and microstructural stability over long exposures at elevated temperatures.

P9 steel modified by the addition of strong carbide/nitride forming elements such as

vanadium and niobium along with controlled nitrogen, i.e., 9Cr 1Mo V Nb or P91 steel

provides significantly higher tensile and creep strength than P9 steel. P9 and P91 steels with

close control on trace elements such as sulphur and phosphorous have also emerged as

important candidate materials for in-core reactor applications in future sodium cooled fast

reactors due to their higher resistance to irradiation creep and void swelling compared to the

presently used austenitic stainless steels. Both P9 and P91steels exhibit an only modest

increase in ductile to brittle transition temperature with irradiation compared to other grades

of tempered martensitic steels. Constitutive modelling of tensile and creep deformation

behaviour of reactor structural and steam generator materials attracts continued scientific and

technological interest in view of better understanding of the kinetics of deformation

mechanisms and reliable prediction of life and performance of engineering components

during service. Models proposed to describe deformation behaviour can be either empirical

formulations or linked to the internal microstructural state known as internal-state-variable

based models. In the internal-state-variable approach, the kinetic relationships governed by

the evolution of dislocation structure with plastic strain to enable the prediction of

deformation behaviour of materials. In general, evolution of dislocation structure is

determined by two different competing processes such as hardening and dynamic recovery.

Hardening results from the storage of forest dislocations due to the interaction of mobile

dislocations with various obstacles such as sessile dislocations, grain boundaries, precipitates
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and dispersoids, while dynamic recovery deals with a decrease in dislocation density as a

result of thermally activated rearrangement and annihilation of dislocations. In the present

work, comparative evaluation of tensile flow and work hardening behaviour of P9 steel in

two different product forms and P91 steel have been performed for a wide range of

temperatures in the framework of dislocation density based models.

In order to model the creep behaviour of materials, apart from strain hardening and

dynamic recovery processes, the kinetic aspects related to the evolution of damages with

creep strain/time has been considered. Internal-stress based sine hyperbolic creep rate law has

been developed for the description of transient creep approaching towards steady state

/minimum creep rate in 9% Cr steels. The applicability of the model has been demonstrated

for P9 steel in two different heat treated conditions at 793 and 873 K. The tertiary creep

behaviour has been examined in the framework of Materials Properties Council (MPC)

Omega methodology and microstructure based continuum creep damage mechanics (CDM)

approach by Semba-Dyson-McLean. In addition to the above, internal-stress based sine

hyperbolic model has been developed to describe the stress-relaxation behaviour of 9% Cr

steel. The validity of the developed model has been demonstrated for P91 steel at 873 K. The

thesis comprising of seven chapters dealing with a detailed review of literature, experimental

details along with tensile and creep data used for modelling, results and discussion pertaining

to the proposed models and its validity, and general conclusions as well as future directions

are given briefly in the following;

CHAPTER 1: Introduction

This chapter gives a brief overview of 9% chromium containing tempered martensitic

steels along with their tensile and creep properties. A detailed review of literature related to

the influence of temperature and strain rate on tensile properties and the development of
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dominating damages in these steels have been discussed. In addition to the above, various

empirical and physically based constitutive relationships available in the literature describing

the tensile and creep deformation behaviour of materials have been presented. Following this,

the motivation and scope of the thesis have been brought out.

CHAPTER 2: Material, Initial Microstructure and Experimental Data for Modelling
and Parametric Optimisation Methodology

For modelling tensile behaviour of 9% Cr steels, the experimental true stress-true

plastic strain data obtained for two different product forms of P9 steel plate and thick-section

tubeplate forging and P91 steel have been used. P9 steel plate was tested in normalized and

tempered (N+T) condition while P9 steel tubeplate forging was tested in quenched and

tempered (Q+T) condition. The tensile data for P91 was obtained in normalized and tempered

(N+T) condition. The heat treatment along with microstructure and tensile tests performed at

temperatures ranging from 300 to 873 K has been described.

The constant load creep test data obtained on thick section P9 steel tubeplate forging

in quenched and tempered (Q+T) and an additional simulated post weld heat treatment

(SPWHT) conditions, and used for modelling creep behaviour have been presented. The

necessary microstructural details in heat treated and creep tested conditions have been

described. In addition to above, creep strain-time data obtained from the literature for

normalised and tempered T91 steel have been used to examine long-term creep life

prediction. Stress-relaxation data acquired for normalised and tempered P91 steel have been

presented and utilised to model stress-relaxation behaviour. In addition, the generalised

framework related to the parametric optimisation methodology has also been presented in this

chapter.
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CHAPTER 3: Dislocation Density Based Model for the Description of Tensile
Flow and Work Hardening Behaviour of 9% Cr Steels

Three different variants of Kocks-Mecking-Estrin model have been used to describe

the tensile flow and work hardening behaviour. The first variant is known as Kocks-Mecking

(K-M) approach, where the dislocation storage rate is dominated only by dislocation structure

itself, regardless of the nature of dislocation arrangement. Contrary to Kocks-Mecking

approach, Estrin and Mecking proposed a new model for dislocation storage rate controlled

by the impenetrable obstacles such as particles/precipitates or, the boundaries when the

spacing between these obstacles is much smaller than the obstacles generated due to

dislocation structure. This model has been further extended to incorporate the immobilizing

effects of both types of obstacles, i.e., the dislocations and the geometrical obstacles. The

developed model is known as hybrid model.  It is reasonable to assume that the hybrid model

can appropriately describe the evolution of dislocation density with plastic strain due to the

presence of fine hierarchical boundaries, large amount of precipitates and high initial

dislocation density in 9% Cr steels. However, a detailed parametric sensitivity analysis using

optimised parameters associated with the hybrid model performed in the present study has

demonstrated that dislocation dense martensite lath/cell boundaries and precipitates together

act as effective barriers to dislocation motion in 9% Cr steels. These results clearly suggest

that the hybrid model reduces to Estrin-Mecking model for the description of the flow

behaviour of these steels.

In order to examine the applicability of Estrin-Mecking approach, comparative

evaluation of tensile flow and work hardening behaviour of P9 steel plate and thick-section

tubeplate forging and P91 steel have been performed for temperatures ranging from 300 to

873 K. Larger gains in dislocation density were predicted for P9 steel tubeplate forging than

those obtained for P9 steel plate and P91 steel. This clearly indicates improved work



xi

hardening ability of P9 steel tubeplate forging arises from its softened initial microstructure

compared to P9 steel plate and P91 steel. In addition to above, the dynamic recovery model

for cross-slip and climb of dislocations towards the analysis of dynamic recovery parameter

obtained from Estrin-Mecking approach. Based on these results, the influence of temperature

and initial microstructure on the work-hardening parameters in P9 steel plate and tubeplate

forging and P91 steel have been discussed. Finally, a new plastic instability criterion obtained

using optimised microstructure related parameters associated with Estrin-Mecking approach

and its applicability to 9% Cr tempered martensitic steels have been demonstrated.

CHAPTER 4: Constitutive Modelling of Primary and Steady State Creep
Behaviour of 9% Cr Tempered Martensitic Steels

Traditionally, creep modelling and finite element analysis towards engineering creep

design are limited to secondary creep and the transient processes such as those occurring

during primary creep are generally ignored. Since most of the allowable creep strain is

accumulated during the primary stage, it is necessary to incorporate primary creep strain

contribution in the analysis for the safe life design of components. It is well known that

primary creep of 9% Cr steels is complex in nature due to the synergistic effects of

strengthening mechanisms arising from hierarchical boundaries accompanied with dense

dislocation population, precipitates and solutes as well as recovery mechanisms. In view of

these complexities, an attempt has been made to develop a constitutive model based on

internal-variable, i.e., mean internal stress defined as the local internal stress acting against

the dislocation motion. A constitutive framework based on sine hyperbolic creep rate relation

associated with the concept of stress dependent activation volume and average dislocation

segment length related to the Friedel statistics have been derived from the basic Orowan

relationship. Following Estrin-Mecking approach, the evolution of mean internal stress from
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initial to saturation value during creep deformation has been considered. The sine hyperbolic

creep rate relation coupled with the evolution of internal stress as a function of strain

provides a better understanding of primary and secondary creep behaviour of 9% Cr steels.

Following the development of primary creep model, its applicability has been

demonstrated by comparing the predicted and experimental creep strain-time and creep rate-

strain data in P9 steel tubeplate forging in quenched and tempered (Q+T) and simulated post

weld heat treatment (SPWHT) conditions at 793 and 873 K.  The difference in both the

primary and secondary creep characteristics observed between Q+T and SPWHT conditions

has been ascribed to the variations in rate constant associated with the model. The lower rate

constant values obtained for SPWHT condition than for Q+T condition signifies the enhanced

dynamic recovery effects in the additional heat treated SPWHT condition due to the presence

of relatively coarse initial microstructure. At all test conditions, good agreement observed

between predicted and experimental steady state creep rates demonstrated further

applicability of the model. The predicted variations in activation volume at steady state with

applied stress have been found to be in accordance with the experimentally reported

observations in metals and alloys.

CHAPTER 5: Modelling Totality of Creep Deformation and Development of
Damage in 9% Cr Tempered Martensitic Steels

For the assessment of the remaining life of components, it becomes necessary to

model the development and damage during tertiary creep in addition to primary and

secondary creep. In order to examine the totality of creep deformation, two different

approaches have been employed. The first is based on the additive creep rate formulation

where the developed sine hyperbolic creep rate formulation for primary creep has been added

to tertiary creep rate as a function of tertiary creep strain obtained using MPC-Omega

methodology with necessary modification. The applicability of this approach has been
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demonstrated for P9 tubeplate steel in quenched and tempered condition for different applied

stresses at 873 K.

In the second, the improved Semba-Dyson-McLean model has been used for the

description of creep deformation and damage behaviour of 9% Cr steels. Though the

developed additive creep rate model describes the creep behaviour accurately, the variable

i.e., tertiary creep strain involved in the model cannot be considered as an internal-state-

variable. Moreover, microstructural degradation in terms of coarsening of dislocation

substructure accompanied with the decrease in dislocation density, coarsening of precipitates,

conversion of MX precipitates into Z-phase particularly in the modified grades and depletion

of solute Mo from the matrix with subsequent formation of Laves phase and its coarsening

contribute dominantly during tertiary creep in 9% Cr steels. These observations suggest a

need for internal-state-variables based model for the description of tertiary creep behaviour.

In this context, improved Semba-Dyson-McLean model can be considered as a specific case

of the internal-state-variables approach where the kinetic creep law has been coupled with

differential relationships for various dominating microstructural damages. It is important to

mention that the strain-induced subgrain coarsening, which usually occurs in 9-12 % Cr

steels, has not been included in the original Dyson-McLean approach. Further, the

applicability of the improved model has been demonstrated only for the prediction of single

creep strain trajectories each at 773 K and 873 K and a single value of dislocation density at

saturation irrespective of initial applied stresses and temperatures were used by Semba-

Dyson-McLean. In view of this, two important modifications in terms of the procedure have

been incorporated in the present analysis. The first has been related to applied stress

dependence of dislocation density at saturation and the other deals with optimisation

methodology. Applicability of improved Semba-Dyson-McLean approach has been shown

for P9 steel in Q+T and SPWHT conditions for a wide range of stresses at 873 K. It has been
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observed that influence of different heat treatments on creep characteristics is reflected in the

optimised material constants associated with the model. In case of T91 steel at 873 K,

Semba-Dyson-McLean model has been further modified to account for coarsening of M23C6

and conversion of useful MX precipitates into deleterious Z-phase in the long-term creep

regime.

CHAPTER 6: Internal-stress Based Sine Hyperbolic Creep Rate Model for
Stress-Relaxation Behaviour of 9% Cr Steels

Based on experimental observations in P91 steel, it has been shown that the subgrain

coarsening remains dominant during deformation under stress-relaxation conditions at high

temperatures. The variation in subgrain size with time during stress-relaxation in turn is

related to the variations in obstacle spacing with time. These observations clearly indicate

that the activation volume and internal stress vary with time or relaxation stress in 9% Cr

steels. In general, the model proposed by Feltham based on dislocation-obstacle interaction

has been widely used for describing the stress-relaxation behaviour of metals and alloys. It

has been reported that the predicted relaxation stress vs. time data derived by Feltham model

exhibit significant deviations from the experimental data particularly at longer durations.

Further, the assumptions of constancy in activation volume and internal stress in Feltham

model directly imply constancy in the obstacle or inter-barrier spacing. In view of above, the

newly developed sine hyperbolic kinetic creep model accounting for the variations in

activation volume and internal stress with time with suitable modification has been

successfully used to describe the stress-relaxation behaviour of P91 steel. Good correlation

has been shown between the predicted and experimental relaxation stress-time data for the

steel. The observed increase in values of predicted activation volume and inter-barrier

spacing with increase in hold time implies continual microstructural coarsening during stress-

relaxation in P91 steel.
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CHAPTER 7: General Conclusions and Future Directions

The final chapter of the thesis outlines the important findings in relation to the developed

internal-state-variable models and their applicability towards tensile and creep deformation

behaviour of 9% Cr steels. For further improvements and numerical implementation into

finite element platform, a few recommendations have been suggested for future directions.
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Chapter 1: Introduction 

 
1.1  9% Chromium Containing Tempered Martensitic Steels and their Applications 

Creep resistant steels that can be used for long durations at elevated temperatures are 

essential for the construction of power plants, and chemical and petroleum industries. Among 

the creep resistant steels, 9Cr-1Mo (P9) tempered martensitic steel and its modified version 

such as 9Cr-1Mo-V-Nb (P91) are favoured structural materials for steam generator 

applications in power plants. Modified version, P91 steel is developed by adding strong 

carbide/nitride forming elements such as vanadium and niobium along with the controlled 

addition of nitrogen in P9 steel. In general, P91 steel exhibits significantly higher tensile and 

creep strengths than P9 steel. The choice of 9% chromium containing steels for steam 

generator applications is mainly due to its better high temperature mechanical properties 

compared to the alternative 2.25Cr–1Mo steel in addition to low thermal expansion 

coefficient and high resistance to stress corrosion cracking in water-steam systems compared 

to austenitic stainless steels [1]. Progress in recent years has led to further improvement in 

P91 steel in order to achieve better creep strength and weld characteristics at elevated 

temperatures by modifying its chemical composition [2, 3]. It was reported that an increase in 

aluminium content from 0.0015 to 0.017 wt. % or a decrease in the ratio of nitrogen to 

aluminium (N:Al) from 7.2 to 2.8 resulted in the increasing volume fraction of aluminium 

nitrides, in place of the beneficial carbonitrides. Therefore, it was recommended to have a 

high N:Al ratio in P91 steel for achieving better creep resistance and improved type-IV crack 

resistance of the weldments [2]. It was well established that the controlled addition of boron 

to 9% Cr steels improves type-IV cracking resistance of weldments by suppressing the fine 

grain microstructure in the heat affected zone and thereby reducing the mechanical constraint 

[3]. The continual improvement in thermal efficiency by increasing the operating temperature 

and pressure of the boilers in the next generation of coal-fired ultra-supercritical (USC) and 
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advanced USC power plants resulted in the development of commercially available new 9% 

Cr steels such as 9Cr-1Mo-1W-V-Nb (E911), and 9Cr-0.5Mo-1.8W-V-Nb (P92). Both E911 

and P92 steels exhibit higher creep rupture strength compared to P91 steel [4].  The chemical 

composition (wt.%) of 9% Cr tempered martensitic steels [5] along with 10
5
 h creep rupture 

strength [6] for a given service temperature are presented in Table 1.1.  

Table 1.1-  Chemical composition of 9% chromium containing steels according to 

EN10216-2 [5] and 10
5
 h creep rupture strength for a given service temperature. 

    

Chemical 

composition (wt.%) 
P9 P91 E911 P92 

C Max. 0.15 0.08 - 0.12 0.09 - 0.13 0.07 - 0.13 

Si 0.25 - 1.00 0.20 - 0.50 0.10 - 0.50 Max. 0.50 

Mn 0.30 - 0.60 0.30 - 0.60 0.30 - 0.60 0.30 - 0.60 

P Max. 0.025 Max. 0.02 Max. 0.02 Max. 0.02 

S Max. 0.02 Max. 0.01 Max. 0.01 Max. 0.01 

Al Max. 0.04 Max. 0.04 Max. 0.04 Max. 0.04 

Cr 8.00 - 10.00 8.00 - 9.50 8.50 - 9.50 8.50 - 9.50 

Ni - Max. 0.04 0.10 - 0.40 Max. 0.04 

Mo 0.90 - 1.10 0.85 - 1.05 0.90 - 1.10 0.30 - 0.60 

W - - 0.90 - 1.10 1.50 - 2.00 

V - 0.18 - 0.25 0.18 - 0.25 0.15 - 0.25 

Nb - 0.06 - 0.10 0.06 - 0.10 0.04 - 0.09 

B - -
*
 0.0005 - 0.005 0.001 - 0.006 

N - 0.03 - 0.07 0.05 - 0.09 0.03 - 0.07 

Cu Max. 0.30 Max. 0.30 - - 

Tservice, K 823  873 873 873  

510 / serviceT
 , MPa [6] 92 94 98 113 

*In boron added P91 steel, wt. % of B is in the range of 0.009 to 0.013 [3]. 

 

Tempered martensitic P9 and P91 steels have also emerged as favoured candidate 

materials for in-core (wrapper and fuel clad) applications in the fuel subassemblies for future 

fast reactors. Hexagonal wrapper tubes in fast reactors are designed to operate in the 

temperature range 673–873 K under high neutron flux of 10
15

 neutrons cm
2

s
1

 [1, 7, 8]. 

Austenitic stainless steel presently used for wrapper tubes suffers significant dimensional 

changes in terms of bowing of fuel subassemblies due to differential void swelling 
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originating from the uneven distribution of neutron flux and temperature in the reactor core 

[7]. These dimensional changes result in severe fuel handling problems, thereby restricting 

the fuel burn-up. In order to achieve high fuel burn-up (200 GWd/t) for economical nuclear 

energy, tempered martensitic steels with inherent void swelling resistance are under active 

consideration for wrapper applications [7]. However, irradiation induced degradation in 

fracture properties in terms of increase in ductile to brittle transition temperature (DBTT) and  

decrease in upper shelf energy are a matter of major concern for tempered martensitic/ferritic 

steels. It is known that the presence of trace elements affects the fracture properties adversely, 

and DBTT increases rapidly with increase in sulphur and phosphorous contents in tempered 

martensitic/ferritic steels [9,10]. Among the various grades of tempered martensitic/ferritic 

steels, P9 steel with close control over sulphur and phosphorous content exhibits the modest 

increase in DBTT with irradiation compared to its stabilised grade counterparts [1]. In view 

of this, P9 steel is being considered for hexagonal wrapper tubes for future fast reactors. For 

in-core clad applications, P91 steel has been chosen as a candidate material due to its superior 

creep strength than P9 steel in addition to its higher swelling resistance. Tempered 

martensitic 9% Cr steels with suitable compositional modifications are under consideration 

for blanket module of fusion reactors. The chemical composition of conventional P91 steel 

has been tailored by substituting the elements having long half-life transmutants like Mo, Nb, 

Ni, Cu, Co, Al, and N with comparatively lower activation counterparts such as W, Ta, Mn, 

V, and C to develop Low Activation Ferritic–Martensitic steels [11]. These modifications 

improve the handling and disposal issues of fusion reactor structural components.  

 

1.2  Microstructural Features of Tempered Martensitic 9% Cr Steels   

In normalised and tempered condition, the microstructure of 9% Cr steels consists of 

hierarchical boundaries which are formed during normalizing treatment by the transformation 
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of parent austenite to lath martensitic structure. The typical lath martensitic structure with 

different hierarchical boundaries is shown in Figure 1.1.   The small   lath-like crystals  are 

 

Figure 1.1 Schematic of the lath martensitic structure with hierarchical boundaries [12, 13]. 

known as the basic unit for the development of hierarchical substructure in 9% Cr steels. The 

flat boundary i.e. habit plane of lath is nearly parallel to the closed packed planes of both 

martensite (

) and austenite () crystals. The prior austenite grain is subdivided by lath 

groups with similar habit planes, referred to as packets. These packets are further subdivided 

by lath groups with similar crystal orientations, referred to as blocks. A block contains sub-

blocks, which are lath groups of the same orientation relationship variant with austenite. The 

works of Morito et al. [12, 13] and Kitahara et al. [14] introduced the crystallographic 

hierarchy of lath martensite based on the orientation relationship between martensite and 

parent prior austenite. The crystallographic orientation relationships are derived as {110}
 
 

{111} and 〈111〉
  〈110〉. The 24 possible variants are grouped into four packets, 

including six variants sharing the same {110} habit plane, and are further subdivided into 

blocks separated by high-angle boundaries, sub-blocks and low-misoriented laths. The shear 

deformation involved in martensitic transformation causes a severely dislocated lath 

structure, which is initially supersaturated with interstitial carbon. Relaxation processes occur 
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during tempering which results in the precipitation of M23C6 (M = Cr, Fe) carbides and MX 

(M = Cr, Fe and X = V, N) carbonitrides along with a decrease in dislocation density as 

compared to as-quenched lath martensitic microstructure.  Figure 1.2 schematically depicts 

the tempered lath martensitic microstructure.  

 

Figure 1.2  Schematic of tempered lath martensitic hierarchical microstructures with M23C6 

and MX precipitates [15]. 

 

1.3  Influence of Temperature and Strain rate on the Tensile Properties of 9% Cr 

Steels 

 

Evaluation of elevated temperature tensile properties is a preliminary step toward 

characterisation of the materials’ performance for high temperature applications. In view of 

above, detail investigations related to the influence of strain rate and temperature on tensile 

properties of various grades of 9% Cr steels had been reported elsewhere [16-21]. For all the 

9% Cr steels, the reported variations in modulus compensated yield and ultimate tensile 

strengths with temperature and strain rate exhibited three distinct temperature regimes. This 

is shown in Figure 1.3 and Figure 1.4 for P92 steel as an example [19]. At all the strain rates, 
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the  variations  in strength  values with temperature displayed a gradual decrease with 

increasing temperature from 300 to 473 K in Regime-I followed by distinct plateaus/peaks at 

 

Figure 1.3  Variations in modulus compensated yield strength with temperature for P92 

steel with different strain rates [19]. 

 

 

Figure 1.4  Variations in modulus compensated ultimate tensile strength with temperature 

for P92 steel with different strain rates [19]. 

intermediate temperatures in Regime-II and a rapid decrease at high temperatures in Regime-

III. The influence of negative strain rate sensitivity is displayed as the increase in both the 

yield and ultimate tensile strength values with decrease in strain rate at intermediate 

temperatures. In Regime-III, at high temperatures,  the strength values decreased rapidly with 
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an increase in temperature and decrease in strain rate.  Similar to strength values, the reported 

variations in ductility in terms of elongation to fracture and reduction in area exhibited three 

distinct temperature regimes for various grades of 9% Cr steels.  Figure 1.5 and Figure 1.6 

typically depict the variations in elongation to fracture and reduction in area with 

temperature, respectively for P92 steel. At all the strain rates, elongation to fracture exhibited 

three distinct temperature regimes as a rapid decrease in values from 300 to 473 K followed 

by ductility minima at intermediate temperatures and an increase at high temperatures (Figure 

1.5). The variations in reduction in area with temperature displayed a marginal influence with 

an increase in temperature from 300 K to 473 K followed by a decrease in the values to a 

minimum at intermediate temperatures and a rapid increase at high temperatures (Figure 1.6). 

At high temperatures, reduction in area exhibited a systematic increase with decreasing strain 

rate. The temperature for the occurrence of minimum in reduction in area decreased with 

decreased in strain rate. In common, 9% Cr steels generally exhibit serrated flow, one of the 

most important manifestations of dynamic strain aging (DSA) at intermediate temperatures in 

the range of 523 to 673 K. It has been suggested that the locking of mobile dislocations by 

 

 

Figure 1.5  Variations in elongation in fracture with temperature for P92 steel with different 

strain rates [19]. 
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Figure 1.6  Variations in reduction in area with temperature for P92 steel with different 

strain rates [19]. 

diffusing interstitial atoms such as carbon to be the source of serrations in 9% Cr steels [16, 

18, 20, 21]. The other manifestations of dynamic strain aging have been demonstrated in 

terms of the occurrence of plateaus/peaks in the modulus compensated yield and ultimate 

tensile strength, and average work hardening rate and ductility minima at intermediate 

temperatures in these steels.  Scanning electron microscopic studies on the tensile fracture 

surface revealed that the fracture mode remains transgranular ductile for 9%Cr steels as 

shown in Figure 1.7. It has been reported that the fracture mode was characterised by dimples 

resulting from coalescence of microvoids at all the temperatures and strain rates. The large 

amount of chisel tip appearance resulting from decohesion and split in the martensite lath 

boundaries along with ductile dimples was observed at 300 K for 9% Cr steels as shown in 

Figure 1.7 (a). With increase in temperature, significant reduction in the regions having chisel 

tip appearance was noticed and the fracture was mainly dominated by the presence of 

equiaxed dimples (Figure 1.7 (b) and (c)). The size of equiaxed dimples increases with 

increase in temperature, indicating dominance of growth process at high temperatures as 

shown for 873 K in Figure 1.7 (c). 
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Figure 1.7  SEM fractographs showing transgranular fracture in P92 steel tested at (a) 300 

K, (b) 573 K and (c) 873 K for the strain rate of 1.26  10
3

 s
1

. The presence of 

chisel tip appearance along with dimples can be seen at 300 K in (a). At 

intermediate and high temperatures, the dominance of ductile dimples can be 

seen in (b) and (c) [19]. 

 

 

1.4  Creep Behaviour of 9% Cr Steels 

1.4 .1 Creep Deformation and Rupture Behaviour  

The creep deformation of 9% Cr steels has been characterised by negligibly small 

instantaneous or loading strain followed by well-defined primary, secondary and tertiary 

creep as shown in Figure 1.8. The secondary creep has been identified by a constant creep 

rate for a significant duration i.e. steady state creep ( s ) in P9 steel [22]. For other grades, 

the secondary creep rate is characterised as minimum creep rate ( min ). The occurrence of 

minimum creep rate results from a balance between hardening and recovery/damage 

processes dominant in the transient and tertiary creep regimes, respectively. In common, the 

stress dependence of secondary creep rate obeyed power law relationship in 9% Cr steels and 

the relationship is expressed as 

min a

n

s or A   ,       Equation (1.1) 

where A and n are the stress coefficient and stress exponent, respectively. The variations in 

secondary creep rate with applied stress in double logarithmic plots exhibited two-slope 

behaviour characterised by distinct values of stress exponent in the low and high stress 

regime, respectively. Figure 1.9 depicts the two-slope behaviour associated with high value 
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of n = 10.2 in the high stress regime and n = 5.8 in the low stress regime for P9 steel at 873 K 

[23]. For modified 9Cr–1Mo steel in the high stress regime, Choudhary and Isaac Samuel 

[24] reported the  values  of  stress  exponent  n  in  the  range  12–12.9  for  the  temperatures 

  

Figure 1.8  Variations in creep strain with time displaying three stages of creep behaviour 

in P9 steel [22]. 

 

Figure 1.9  Variations in secondary creep rate with applied stress for P9 steel exhibiting 

two-slope behaviour with high and low stress exponent values at high and low 

stress regimes, respectively [23].   

ranging from 823 – 873 K. A stress exponent of 15 at 873 K has been observed by Spigarelli 

and Quadrini [25] for the steel. Kimura et al. [26] reported high values of stress exponent n = 
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16 at 823 K and 12 at 873 K at high stresses for modified 9Cr–1Mo steel. In P92 steel, Ennis 

et al. [27] and Sklenicka et al. [28] reported high values of stress exponent i.e., n = 16 and 18, 

respectively, in the high stress regime at 873 K. Apart from high n values, high activation 

energy value in the range of 468-719 kJ mol 
1

 has been reported in the high stress regime for 

9% Cr steels [24, 29]. All these investigations indicate that the 9% Cr ferritic steels exhibit 

high values of stress exponent and apparent activation energy in the high stress regime. It has 

been shown [29, 30] that the high values of n and activation energy can be rationalized by 

invoking the concept of resisting stress/back stress into the power law relationship. Similar to 

applied stress dependence of secondary creep rate, the variations in rupture life (tr) with 

applied stress followed the power-law relationship for 9% Cr steels and the relationship is 

given as 

a

n

rt A    ,        Equation (1.2)  

where A and n are the power-law coefficient and exponent, respectively.  

 

Figure 1.10  Variations in rupture life (tr) with applied stress (a) for P9 steel exhibiting two-

slope behaviour with high and low stress exponent values at high and low stress 

regimes, respectively [22]. 
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Like stress exponent values in the stress dependence of creep rate, stress dependence of 

rupture life also exhibited high stress exponent value i.e. n = 9 and low value i.e. n = 5.5 in 

the high stress and low stress regimes, repectively for P9 steel at 873 K as shown in Figure 

1.10 [22].  Choudhary and Isaac Samuel [24] reported that stress exponent values (n) 

associated with the stress dependence of rupture life exhibited high in the range 13.0–10.7 for 

temperature range 823–873 K for P91 steel in the high stress regime. High value of n of 9.7 

is  reported for P92 steel at 923 K in the high stress regime [31]. Choudhary reported that P92 

steel exhibited n = 7.2 and 17.1 in the low and high stress regimes at 873 K, respectively 

[32]. Different values of stress exponents (n

) obtained in the low and high stress regimes are 

in agreement with the stress dependence of minimum creep rate in 9% Cr steels.  

1.4.2  Creep Ductility and Failure Behaviour  

The reported variations in reduction in area with rupture life for P9 and P92 steels at 

873 K are shown in Figure 1.11, respectively. P9 steel displayed significantly higher creep 

ductility at longer durations than  P92 steel  [22, 32].  On  the  contrary,  P92  steel   exhibited    

 

Figure 1.11  Variations in reduction in area (RA) with rupture life (tr) for P9 and P92 steels 

at 873 K [32]. 
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significant decrease in creep ductility at intermediate (Regime-II) and longer (Regime-III) 

rupture lives as shown in Figure 1.11. Hald [4] reported the ductility window for different 

rupture lifetimes for P91, P92 and E911 steels using numerous literature data. It was pointed 

out that there is a considerable decrease in creep ductility with increase in rupture life for 

P91, P92 and E911 steels over the temperature range 823 K to 923 K.  In P9 steel, the 

reported higher creep ductility resulted in the occurrence of transgranular ductile fracture 

showing cup and cone fracture (Figure 1.12 (a)) and presence of ductile dimples as a 

consequence of micro-void coalescence (Figure 1.12 (b)-(d)). Increase in the size of the 

dimples with decreasing stress and increasing rupture life can be seen in Figure 1.12 (b) to 

1.12 (d). These observations suggested that nucleation of voids at high applied stresses and 

growth processes at low stresses dominate fracture behaviour in 9% Cr steels.  

  

 

Figure 1.12  SEM fractographs showing transgranular fracture in creep tested specimens of 

P9 steel tubeplate forging at 873 K. Typical cup and cone fracture in (a) and 

increase in the size of the dimples with decreasing stress and increasing rupture 

life can be seen in (b) 150 MPa for 12 h, (c) 100 MPa for 412 h and (d) 60 MPa 

for 12575 h [22, 32]. 

 

Similar to P9 steel, all other grades of 9% Cr steel also exhibited transgranular fracture as 

shown in Figure 1.13 (a) for P92 as a typical example [22, 32]. However, reduced ductile 
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features and a few intergranular cracks appearing on the fracture surface (shown by arrows in 

Figure 1.13 (b)) confirmed that the presence of large number of secondary cracks (Figure 

1.13 (c)) originating mainly from decohesion of Laves phase [Fe2(W,Mo)] at the grain and 

lath boundaries [32].  

 

 

Figure 1.13  SEM fractographs showing (a) transgranular fracture in P92 steel tested at 132 

MPa for 57,421 h, (b) Secondary cracks are shown by arrows and (c) formation 

of creep cavities (shown by arrows) due to decohesion at Fe2(W, Mo)-

boundary interface [32]. 

 

 

1.4.3  Creep Damage Tolerance Factor for 9% Cr Steels 

Creep deformation and damage processes have been treated appropriately in the 

framework of continuum creep damage mechanics (CDM) approach [33, 34]. An important 

outcome of the CDM approach is the creep damage tolerance factor  defined as the ratio of 

strain to failure f to Monkman-Grant strain 
s .tr [35] as 

f

s rt





 .        Equation (1.3) 

It has been suggested that the creep damage tolerance factor  assesses the susceptibility of 

material to localized cracking and therefore,  is a better measure of creep ductility [36-38].  

Ashby and Dyson [37] demonstrated that each damage micromechanism, when acting alone, 

results in a characteristic value of  and a characteristic shape of creep curve. Creep damage 

due to growth of cavities by coupled diffusion and power-law creep results in  values in the 

range 1.5-2.5. When damage is dominated by thermal-coarsening of particles and dislocation 
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substructure softening,  can be as high as 5 or more. The typical evaluation of creep damage 

tolerance factor λ by using double logarithmic plots of average creep rate (
f

rt


) vs. steady 

state creep rate ( s ) is shown in Figure 1.14 for T91 steel for 823, 873 and 923 [24]. Here, T 

refers to tube product of modified 9Cr-1Mo steel. 

 

 

Figure 1.14  Average creep rate (
f

rt


) vs. secondary creep rate ( s ) showing a constant 

value of creep damage tolerance factor  = 5 for T91 steel at three different 

temperatures [24]. 

 

Choudhary [22] used the constant load creep test data obtained on 9Cr-1Mo ferritic steel for 

the analysis, and reported values of λ = 10 and 5 for low and high stress regimes, 

respectively. Shrestha et al. [29] reported the values of λ between 4–5 for P91 steel crept in 

the temperature range of 873-973 K and at stresses of 35–350 MPa. Sakthivel et al. [39] 

determined the value of λ = 6 for P92 steel creep tested at 873, 923 and 973 K over a stress 

range of 80–220 MPa. The high values of λ reported for 9% Cr steels essentially indicated the 

microstructural degradation as dominant creep damage mechanism [22, 38, 39].  
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1.4.4  Strengthening Mechanisms and Loss of Strength during Creep in 9% Cr Steels 

The creep strength of 9% Cr tempered martensitic is derived from the (i) solid 

solution strengthening due to the presence of molybdenum/tungsten in matrix, (ii) 

precipitation hardening from finely distributed carbide/carbonitride precipitates, (iii) 

dislocation strengthening arising from the initial high dislocation density and (iv) boundary 

hardening from fine hierarchical lath/sub-block/block/packet/prior-austenitic-grain 

boundaries. It is generally possible to combine several strengthening mechanisms 

contributing towards creep strength, but it is often difficult to quantify each of these 

contributions to the overall creep strength in 9% Cr steels.  

Substitutional solute atoms, such as Mo and W, which have much larger atomic sizes 

than that of solvent iron, have been favoured as solid solution hardeners for 9% tempered 

martensitic creep-resistant steels. Precipitation hardening is one of the important creep 

strengthening mechanisms in tempered martensitic 9% Cr steels at elevated temperatures. To 

achieve enough strengthening using this effect, 9% Cr steels usually contain several kinds of 

precipitates in the matrix and at boundaries. Some of the important precipitates are 

carbides/carbonitrides such as M23C6, MX and M2N (where M denotes the metallic elements, 

C are the carbon atoms and X are the carbon and nitrogen atoms) and intermetallic compound 

such as the Fe2(Mo,W) Laves phase. In P9 steel, precipitation hardening results mainly from 

the chromium rich M23C6 carbides at the boundaries and needle shaped chromium rich Cr2N 

precipitates in the matrix region [22]. In other grades of 9% Cr steels, the strength 

contribution from precipitation arise by the presence of M23C6 carbides at the hierarchical 

boundaries and fine distribution of MX type Nb-rich carbonitride and V-rich 

carbonitride/nitride in the matrix regions [40]. A dispersion of fine precipitates stabilises 

dislocations in the matrix and sub-grain structure, which enhances dislocation hardening and 

sub-boundary hardening. Several mechanisms have been proposed for the threshold stress, 
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i.e. stress needed for a dislocation to pass through precipitates such as the Orowan 

mechanism, local climb mechanism, general climb mechanism, and Srolovitz mechanism 

[41]. Quantitatively, irrespective of specific mechanisms, the threshold stress is indirectly 

proportional to the inter-precipitate spacing (L). Martensitic steels in the normalised 

condition are characterised by high dislocation density within the laths (10
16

-10
18

 m
−2

).  

During tempering, a more thermodynamically stable microstructure with still high dislocation 

density (10
12

–10
14

 m
−2

) within the subgrains formed. The dislocation substructure in 9%Cr 

steels is characterised by small elongated subgrain (200–400 nm in width) and low-angle 

boundaries [42, 43]. Fine hierarchical boundaries accompanied with high dislocation density 

have a very intensive impact on the 9%Cr steel hardening with the boundary and dislocation 

strengthening mechanisms.  An increase in subgrain size and a decrease in dislocation density 

take place during creep/service exposure in 9% Cr steels due to dynamic/static recovery 

mechanism [44, 45]. Figure 1.15 shows the dislocation structure of the interrupted samples 

and that of the virgin material. The virgin material had fine subgrains and high dislocation 

density. The continual increase in subgrain size and a decrease in dislocation density with 

interrupted time are noticed.  The matrix recovery and polygonization process results in the 

disappearance of martensite lath microstructure and the formation of polygonized ferrite 

microstructure [46]. The lath microstructure stability depends on the stability of M23C6 

carbides precipitated on the tempered martensite lath boundaries and on the subgrain 

boundaries preventing their growth due to the matrix polygonization and repolygonization 

processes [47, 48]. MX precipitates are characterised by nanometric dimensions of about 10–

50 nm, and in spite of their low volume fraction of 0.020–0.025, they ensure very strong 

hardening of creep-resistant steels [42, 47]. The hardening with MX precipitates is ensured 

by anchoring and hindering the motion of dislocations [42, 47]. The coarsening of fine 

precipitates during creep causes an increase in inter-precipitate spacing (L) and hence a 
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decrease in threshold stress over long exposures. This results in decrease in creep rupture 

strength of the 9% Cr steels. In general, M23C6 precipitates exhibit higher coarsening rate 

than MX precipitates. In steel with micro-addition of boron, the carbon atoms in M23C6 

carbides are partially replaced by boron during the tempering, which results in the formation 

of M23(C,B)6 precipitates. Like M23C6 carbides, these precipitates occur at the grain 

boundaries and at the martensite lath boundaries. However, these precipitates are more finely 

dispersed and characterised by higher thermodynamic stability compared to M23C6 carbides 

[3]. This results in a slower increase in the size of these precipitates, which has a positive 

effect on the stability of tempered martensite lath microstructure and results in higher creep 

resistance. Though the coarsening rate of MX precipitates is insignificant in 9% Cr steels, the 

conversion of MX into deleterious Z-phase Cr(V, Nb)N  precipitates influences the long-term 

creep rupture strength of P91 and 12 Cr steels [45, 49]. Coarsening of M23C6 precipitates and 

conversion of MX into Z-phase are depicted in Figure 1.16 for modified 9Cr-1Mo steel at 

873 K for the low stress level of 70 MPa [45].  Many viewpoints exist in the literature about 

the strengthening or weakening effect of the Laves phase. Hald [50] and Yamamoto et al. 

[51] proposed that the Laves phase has a strengthening effect, much like the M23C6 

precipitates, in pinning the subgrain boundaries. The role of large Laves phase particles in 

causing embrittlement by nucleating cavities at the particle–matrix boundaries has also been 

explored [52]. Another view is that the Laves phase depletes the matrix of solute 

strengthening elements and leads to weakening [53]. Oruganti et al., [54] considered that by 

taking above viewpoints into account, Laves phase would act as a strengthening or stabilising 

agent for the subgrain boundaries at least in the initial stages of precipitation. Upon 

coarsening beyond a certain size, the strengthening mechanism could shift to matrix 

constraint much like a composite material. This can subsequently lead to fracture initiation if 

strain incompatibility develops at the particle–matrix boundary. Hence, it was pointed out 
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that the Laves phase would play a role in determining the long-term creep ductility rather 

than rupture strength [54] as shown in Figure 1.13. 

 

Figure 1.15 Change of dislocation structure during creep at 873 K for the stress level of 70 

MPa. (a) As received (b) 9992 h, (c) 30030 h, (d) 50064 h, (e) 70000 h and (f) 

80736.8 h [45]. 

 

 

Figure 1.16  Precipitates distributions based on the results of elemental maps of Cr, V and 

Nb. (a) As received (b) 9992 h, (c) 30030 h, (d) 50064 h, (e) 70000 h and (f) 

80736.8 h { Red: M23C6, blue: V-rich MX, green: Nb-rich MX, white: Z-phase} 

[45].  



20 
 

1.5  Stress Relaxation Behaviour of 9% Cr Steels 

In the case of creep test, the load/stress remains constant but creep strain increases 

with time whereas, during stress relaxation test, the total strain remains constant but the stress 

decreases with hold time. The variations in relaxation stress with time for 9% Cr steel is 

typically shown in Figure 1.17 for P91 steel for the strain hold level of 1.3 % at 873 K [55]. It 

has been observed that the stress decreases rapidly during the initial hold time followed by 

only marginal decrease in the stress values at longer hold duration.  According to Woodford 

[56], stress relaxation data (i.e., relaxation stress vs. hold time) can generate a stress vs. 

inelastic strain rate curve at nearly constant steady state at high temperatures within a few 

hours as compared to long-term creep tests. Praveen et al.  [55]  reported  that   the  calculated 

 

Figure 1.17  Variations in relaxation stress (r) with hold time (t) [55]. 

 

inelastic strain rate by differentiating the relaxation stress vs. time data can be considered as 

minimum creep rate. Like monotonic creep, the relaxation stress dependence of creep rate 

obeyed power law i.e. n

s rA   and the high value of stress exponent (n) close to 10 was 
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reported as shown in Figure 1.18.  Guguloth et al. [57] also reported the high value of stress 

exponent close to 8 for P91 steel based on the minimum creep rate vs. stress data generated 

from the stress relaxation test. It was pointed out that subgrain coarsening remains the 

predominant microstructural degradation mechanism during stress relaxation of 9% Cr steels 

as shown in Figure 1.19 [57].  

 
 

Figure 1.18  Variations in strain rate ( ) with relaxation stress (r) [55]. 

 

 

 

Figure 1.19 TEM microstructure of P91 steel (a) as received and (b) after stress relaxation 

testing at 873 K for 20 h [57].  
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1.6  Constitutive Models for the Inelastic Deformation Behaviour  

 Constitutive modelling of tensile and creep behaviour of materials attract 

continued scientific interest for understanding the physical phenomena controlling the 

deformation in metals and alloys. It also attracts technological importance for improved 

material processing as well as the safe performance of the components during service. 

Moreover, modelling can be used as a research tool for the development of new or improved 

alloy design concepts. An appropriate description of deformation and damage beahviour of 

materials becomes necessary for determining the stress-strain field distribution for damage 

tolerant design of structural components using finite element analysis. Extensive numerical 

simulations of inelastic deformation behaviour of structural materials with the aid of the finite 

element method play a significant role in the contemporary engineering practice. These 

simulations require constitutive model i.e. mathematical description of a material behaviour 

under different loading conditions. Models can be either empirical or internal-state-variable 

based formulations. Large number of relationships has been widely used to describe the 

tensile and creep deformation behaviour of materials. Some of them relevant to the present 

study have been discussed in the following subsections. 

 

1.6.1  Empirical Formulations 

 For the description of tensile flow behaviour of materials, the simplest mathematical 

description proposed by Hollomon [58] is given as  

   Hn

HK  ,        Equation (1.4) 

where  is the true stress, 

 is the true plastic strain, nH is the strain hardening exponent and 

KH is the strain hardening co-efficient. Equation (1.4) implies that true stress value is zero at 

                                                           
  In the present thesis,  denotes the inelastic strain. However, based on the context, inelastic strain () can be either referred as 

a plastic or creep strain in the present thesis. 
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the initial zero plastic strain.  In view of this discrepancy in the Hollomon relationship, 

modification in Equation (1.4) has been proposed by Ludwik [59] and Swift [60], separately. 

Ludwik [59] introduced a new additional stress term i.e. 0L into the Hollomon relationship 

and it is given as 

0
Ln

L LK    ,       Equation (1.5) 

where nL is the strain hardening exponent and KL is the strain hardening co-efficient. Swift 

[60] introduced a strain term 0 for accounting the pre-strain left in the material as 

 0

Sn

SK    ,        Equation (1.6) 

where nS is the strain hardening exponent and KS is the strain hardening co-efficient. It has 

been observed that, in many face centered cubic metals and alloys having low stacking fault 

energy, – data could not be described by Holloman relationship at all strains due to large 

positive stress deviation at low strains [61]. In order to account for the large positive stress 

deviation at low strains, Ludwigson [61] proposed an additional terms in Equation (1.4) as 

 1

1 2 2exp
nK K n     ,      Equation (1.7) 

where K1 and n1 are the same as KH and nH in the Holloman relation, respectively, and K2 and 

n2 are additional constants. Ludwigson [61] reported that the second term on the right hand 

side corresponds to deformation mode dominated by planar slip at low strains, whereas the 

first term relates to the extensive cross slip and consequent cell formation at high strains. In 

order to describe - behaviour of materials exhibiting saturation stress at high stress/strain 

levels, Voce [62] proposed an interesting relationship and it is written as 

   expS S I Vn        ,     Equation (1.8) 

where S and I are the saturation and initial stresses, respectively. The constant nV is used to 

determine the rate with which the stress tends to reach steady state value. In this approach, 

the flow curve is viewed as a transient of the flow stress from some initial value to the 
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saturation value where equilibrium structure prevails at a given strain rate and temperature. 

The applicability of the flow relationships proposed by Hollomon [58], Ludwik [59], Swift 

[60], Ludwigson [61], and Voce [62] were demonstrated for 9% Cr steels and it is presented 

in Figure 1.20 as an example [63]. Analysis in the framework of different flow relationships 

suggested that the tensile flow behaviour of 9% Cr steels is described by Ludwigson equation 

most appropriately in the temperature range 300–793 K. At high temperatures (823–873 K), 

Ludwigson equation reduces to Hollomon equation [63]. However, Voce equation as a single 

flow relationship can describe –p data adequately in the entire temperature range of interest 

[64]. Voce relationship is also employed to predict the tensile properties of the steel for the 

wide range of temperature and strain rate conditions [64]. However, the above proposed 

relationships do not include the simultaneous dependence of strain and strain rate on the flow 

behaviour of materials. The power law relationship accounting for both strain hardening and 

strain rate hardening [65] is given as 

 p pn m

pA    ,       Equation (1.9) 

where Ap is the constant, np and mp are the strain hardening and strain rate hardening 

exponents, respectively. The influence of strain hardening, strain rate hardening, and varying 

temperature on flow behaviour of materials can be taken into consideration by the Johnson-

Cook model [66] and it is represented as  

  0
1 2

0

1 ln 1

T

j

m

n

ref m

T T
A A B

T T


 



     
                

,   Equation (1.10) 

where A1, A2 and nj are the constants related to strain hardening. The constant B is related to 

strain rate hardening and the constant mT is related to thermal softening. 0 is the reference 

strain rate and T, T0 and Tm are the working temperature, room temperature and melting 

temperature, respectively. 
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Figure 1.20  Variations in experimental true stress with true plastic strain for P9 steel at 300 

K. The fitted curves related to the different flow relationships are superimposed 

[63].  

 

For describing the creep behaviour of materials, various empirical models were 

proposed. Some of the developed relationships were used to describe the specific creep 

property either secondary creep rate or rupture life as given in Equations (1.11) and (1.12). In 

order to predict and extrapolate the long-term creep rupture lives, several time-temperature 

parametric approaches have also been developed.  In general, three different methodologies 

such as Larson-Miller approach [67], Orr-Sherby-Dorn approach [68], and Manson-Haferd 

approach [69] have been employed in literature.  Among the developed methodologies , 

Larson-Miller approach [67] is the most widely used one for the prediction of stress vs. 

rupture life behaviour in metals and alloys. Larson and Miller [67] proposed a method that 

correlates the temperature (T) with rupture life (tr) at a constant engineering stress σ and the 

proposed equation is represented as, 

 1log rLMP T t C  ,       Equation (1.11) 

where C1 is a constant. The term LMP is known as Larson-Miller parameter. According to 

Equation (1.11), the plot of log (rupture life) vs. 1/Temperature displayed a straight line with 

slope i.e. LMP and intercept C1 at 1/T = 0 as shown in Figure 1.21. Family of lines 
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representing log tr vs. 1/T for different levels of stress (σ1 > σ2 > σ 3) are also shown in the 

figure. For a given stress, the value of LMP can be calculated by substituting rupture life and 

temperature in Equation (1.11) for the known value of constant C1.  

 

Figure 1.21  Schematic representation of rupture life vs. 1/T plot for the estimation of slope 

i.e. LMP and intercept (-C1) value for Larson-Miller parametric approach. Here, 

1 > 2 > 3. 

 

Figure 1.22  Variations in applied stress (a) vs. Larson-Miller parameter (LMP) at 793 and 

873 K for P9 steel. The average creep-rupture strength values obtained using 

optimised material constant C1 = 26 for P9 steel have been superimposed [70]. 

 

A single master curve can be constructed by plotting LMP vs. stress for various temperatures. 

Representative plot of applied stress vs. LMP for P9 steel is shown in Figure 1.22 [70]. In 

common, polynomial curve fitting has been performed on the master curve to obtain a best-fit 
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equation which is further used to estimate and extrapolate rupture lives for a specific 

combination of stress and temperature. However, as the metallurgical complexity of 

engineering alloys has increased, the adoption of a single function to represent the rupture 

behaviour throughout the entire ranges of temperature and stress has become increasingly 

challenging [71]. This is one of the major limitations of the Larson-Miller parametric 

approach. 

Some of the proposed models can be used to describe either primary and secondary 

creep deformation or tertiary creep behaviour. The formulations proposed to describe primary 

and secondary creep deformation are given as [72-75] 

1

3
minA t t    ,       Equation (1.12)        

  min1 ( )g exp t t        ,      Equation (1.13) 

 minmin
1 min

1 min

ln 1 1 exp( )
 

     
 

i K t t
K

 
 


.   Equation (1.14) 

The constants A, g,  and K1 associated with the above equations depend on temperature 

and applied stress. The term i  is the initial creep rate. For an approximate description of the 

primary creep strain versus time relationship, these equations are equivalent and a choice 

must be made only when accurate description is necessary. Equation (1.13) is very popular 

because of its simplicity. In Equation (1.13), g is the amplitude of the transient creep strain 

and  is the decay time. Damage mechanics based empirical approach proposed by Kachanov 

and Rabotnov [76, 77] has been widely used to describe the tertiary creep behaviour. 

Accordingly, the creep rate is defined as 

1

KRn

KRA





 
  

 

,       Equation (1.15)    
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where  is an empirical damage-variable. The material constants AKR and nKR are Norton’s 

law constants describing secondary creep behaviour. The damage variable  varies from 0 to 

1 corresponding to undamaged state (i.e., t = 0) and failure (t = tr) of materials, respectively.  

In Kachnov-Rabotnov model, the damage rate is described as 

 
(1 )

KRB











,       Equation (1.16)    

where BKR,  and  are material constants, which controls the tertiary creep behaviour.  Some 

empirical-analytical models can provide the complete creep description towards deformation 

and damage behaviour of engineering materials. One of the popular models for complete 

description of creep behaviour of materials is theta-projection methodology [78].  

 

Figure 1.23 Variations in experimental and predicted creep strain-time data shows the 

applicability of the -projection model towards 9% Cr steels [79].  

 

In the theta-projection concept [78], a typical creep curve is visualised as a combination of 

decaying primary and accelerating tertiary stages [78, 79]. The creep strain-time relationship 

is represented as, 

     1 2 3 41 exp exp 1t t         ,     Equation (1.17) 
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Where 
1 2 3 4{ }     is a set of quantities which determines the shape of the creep curve. 1

and 3 act as strain-like scaling parameters for the primary and tertiary stages, respectively.  

2 and 4  are strain rate like parameters affecting the curvature of the primary and the 

tertiary. The applicability of theta-projection has been presented for P9 steel in Figure 1.23. 

Though empirical models are very popular for the description of tensile and creep behaviour 

of materials, their extrapolation capabilities are usually poor outside the range of experiments 

[80,81]. Since the parameters associated with these models are easy to optimise, the 

applicability of empirical models are demonstrated more frequently than internal-state-

variable based models. In addition, empirical-analytical models can be easily implemented 

into the finite element codes for the simulations.  

 

1.6.2  Internal-state-variable models 

Internal-state variable defines the current average microscopic state of the system. In 

general, the evolution of any microstructural features such as dislocation density, precipitate 

or dispersoid size/volume fraction/number density, internal stress, solute concentration, grain 

size, subgrain size, volume fraction of different phases, vacancy concentration, texture, 

misorientation, etc. can be considered as internal-state variables. The continual improvement 

in understanding of underlying microstructure variables in engineering materials has led to 

the development of new constitutive models or modification in existing models. Internal-

state-variable models have been applied mostly to simulate simple uniaxial tests where the 

specimen geometry plays no significant role, typically at constant strain rate/stress/strain, but 

their potential as constitutive laws for finite element simulations begins to be exploited as 

well. Admittedly, these microstructure-based models must be fitted to experimental data as 

well. The most prominent microstructural state variable to define the deformation behaviour 

of the material is the dislocation density (ρ). In common, the evolution of dislocation density 
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has been coupled to kinetic rate relationship to define the work hardening or creep behaviour 

of materials. For instance, the kinetic law defining the flow stress in functional form is 

represented as 

 , ,T    .       Equation (1.18) 

To describe creep, at a constant applied stress σ, the kinetic Equation (1.18) is considered in 

the inverted form as 

 , ,T    .       Equation (1.19) 

In both cases, the appropriate evolution relationship for dislocation density with strain must 

be provided for the complete description. For instance, in the one-internal-variable models of 

Kocks [82], Kocks and Mecking [83] and Estrin and Mecking [84], the rate dependent flow 

stress is generally written as 

 
1

0

0

m

M b


   


 
   

 

,      Equation (1.20) 

where  is the flow stress at the strain rate ( ), 0 is the reference strain rate, 0 is the flow 

stress contribution other than dislocation,  is the dislocation density and m is the strain rate 

sensitivity. Equation (1.20) can also be rewritten as 

0

0

m

M b


 

  

 
    

.      Equation (1.21) 

As mentioned earlier, both Equations (1.20) and (1.21) should be coupled with the evolution 

of dislocation density for quantifying the flow stress or inelastic strain values for given 

strain/time. The generalised formulation for the evolution of dislocation density with strain in 

the Kocks-Mecking-Estrin approach is given as 

2

1d
M k

d bL






 
  

 
,       Equation (1.22) 
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where storage rate i.e. 
d

d







is defined by the term 
M

bL
and recovery rate 

d

d







is defined as 

2k  . In Equation (1.22), L is the mean free path and k2 is the dynamic recovery parameter. 

The specific definition for mean free path L depends on the nature of obstacle. However, 

continual improvements in dislocation-density based modelling for the description of 

deformation behaviour of materials have been found. One such model is two-internal-variable 

approach proposed by Barlat et al. [85]. In the two-internal-variable approach, the flow stress 

in terms of forest dislocation density is represented as 

 
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fM b


   


 
   
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 .     Equation (1.23) 

According to Barlat et al. [85], the evolution of forest dislocation density is given as 

2

1f

f

d
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d bL






 
  

 
.      Equation (1.24) 

Equation (1.24) describing the evolution of forest dislocation density with strain is the same 

as the generalised Equation (1.22) proposed by Kocks-Mecking [82, 83]. Barlat et al. [85] 

introduced the two new relationships for the evolution of mean free path and mobile 

dislocation density for the description of work hardening behaviour of aluminium alloys.  The 

proposed relationships are given as 

 L S

dL
k L L

d
   .        Equation (1.25) 
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
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 
  

 
.       Equation (1.26) 

The constant kL in Equation (1.25) defines the rate at which mean free path approaches to the 

final value LS at saturation. Since the evolution of mean free path of dislocations and the 

mobile dislocation density are interdependent through Equation (1.25), the evolution of three 

internal variables, i.e., the forest dislocation density, mean free path and mobile dislocation 
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density with plastic strain (Equation (1.26)) reduces to two-internal-variable approach. 

Christopher and Choudhary [86, 87] demonstrated the applicability of two-internal-variable 

approach for the description of three-stage (Transient stage, Stage-II and Stage-III) work 

hardening beahviour of type 316L(N) SS for the wide range of temperature and strain rate 

conditions. Similar to Barlat et al. [85] approach, the model proposed by Kubin-Estrin 

[88,89] model describes the deformation behaviour of materials using the evolution of mobile 

and forest dislocation densities. In case of deformation exhibiting large strains with stage-IV 

and stage-V behaviour, a split of the total dislocation density into the densities of cell interior 

(interior) and cell wall (w) dislocations appears to be more appropriate than separation into 

mobile and immobile dislocation densities [90].  Roters et al. [81] reported the three-internal-

variable models based on the evolution of cell-interior mobile dislocation density (m, interior) 

and two kinds of the immobile dislocation densities. In immobile dislocation population, cell 

interior (i, interior) and cell wall (w) dislocation densities were treated separately. Sine 

hyperbolic based rate equation has been used to describe the strain rate relation.  By 

weighting the stress in the cell interiors and cell walls using the corresponding volume 

fractions of the cell walls (fw) and cell interiors (fi) in Roters et al. [81] model, the flow stress 

was calculated and it is given as 

 i i i wM f f    .       Equation (1.27) 

Among the above models, the one-internal-variable approach proposed by Kocks-Mecking-

Estrin is most widely used for the description of tensile, creep and stress-relaxation behaviour 

of engineering materials.  All other specified (multi-variable) models are mostly employed 

only for the description of work hardening behaviour of materials.  

 Apart from dislocation density based models, in the past, great emphasis has been 

given to describe high-temperature creep by considering internal stress (i) as a single 

internal variable representing resistance to creep deformation of materials [91, 92]. Internal 
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stress resulting from the contributions of strain hardening and dynamic recovery appears to 

be an appropriate internal variable during primary creep. Saxl and Kroupa [93] considered 

internal stress as a measure of the effects of internal long-range stresses on glide motion of 

dislocations. On the basis of stochastic concept of deformation, Dobes [94] demonstrated that 

the macroscopic value of effective stress, e (where e = a  i) is an adequate measure of 

local effective stresses determined by a level of local internal stresses in micro-volumes. In 

general, the macroscopic mean value of the internal variable can be obtained experimentally 

[95]. When the influence of materials structure is described by internal stress as a single 

internal variable, only two equations are required for constitutive description: a kinetic 

equation relating the creep rate ( ) to the internal stress and an evolution equation of the 

internal stress. Shaker and El-Magd [96] proposed the creep rate relation for describing 

primary and steady state creep behaviour of austenitic steel and aluminium as 
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,   Equation (1.28) 

where V is the activation volume, is is the internal stress at steady state and k is the 

Boltzmann constant. The time dependence of internal stress evolution relation is given as 

   0 0( ) 1 exp q

i i is i it m t         
 

,    Equation (1.29) 

where i0 is the initial internal stress, mi and q are constants. Coupled Equations (1.28) and 

(1.29) can be successfully used to describe the primary and steady state creep behaviour. In 

addition to above, Esposito and Bonora [97] developed a mechanism based model for 

primary creep by assuming that the creep rate in transient regime can be given as a function 

of steady state creep rate and internal stress. This is expressed as 
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.    Equation (1.30) 
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where V is the dislocation velocity exponent and 0 is the rate constant. As a matter of 

convenience, Equation (1.30) has been reformulated in terms of applied stress as 

0

exp expa
s
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RT

 
 



  
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,     Equation (1.31) 

where V is the scaled activation volume. The successful application of the model has been 

demonstrated by describing primary creep behaviour of class M materials including P91 steel 

and Rene 80 nickel based superalloy [97]. In common, models based on either dislocation 

density or internal stress provides better description towards primary and steady-state creep 

deformation behaviour of materials. Since damage evolution relationships are not considered 

into these models, they cannot predict the tertiary creep behaviour of materials. In this regard, 

a critical review of microstructure based model in the framework of continuum creep damage 

mechanics approach has been reported by Dyson and McLean [53, 98, 99]. A set of linear 

differential equations is represented in Dyson-McLean model as 
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.       Equation (1.32) 

The first equation in the above set describes strain accumulation as function of stress (), 

temperature (T), extent of stress redistribution between the matrix and the precipitate (H), and 

the damage due to the structural changes occurring in the material (Di). The subsequent 

equations represent evolution of stress redistribution and damages. In case of three dominant 

damage mechanisms operate during creep, five equations are required to simulate its 

behaviour. The successful implementation of Dyson-McLean approach [53] has been 

demonstrated for describing the creep behaviour of nickel-based alloys and tempered 

martensitic steels [53, 54, 98-101]. Similar to Dyson-McLean approach, Basirat et al. [102] 

developed the new internal-state-variable model with damage parameters for the complete 
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description of creep strain-time trajectories in 9% Cr steels. In Basirat et al. [102] model, the 

strain rate was represented as 

  , , , ,m dip iT D     ,      Equation (1.33) 

where 
dip  is the dipole dislocation density. Surya et al [103] also demonstrated the 

applicability of internal-state-variable based model for the description of creep deformation 

and damage behaviour of P92 steel and the creep strain rate was formulated as 

  , , , , ,m dip w iT D      ,      Equation (1.34) 

where w  is the dislocation density in subgrain boundaries. In general, formulations related 

to internal-variable model appear to be complex but they provide a better understanding of 

deformation kinetics than empirical-analytical models. 

    

1.7  Motivation and thesis outline 

In the present thesis, internal-state-variable approaches have been employed to 

understand the tensile, creep and stress-relaxation behaviour of 9% Cr steels. Since the 

involved models are data-driven formulations, large volume of experimental data obtained on 

9% Cr steels have been used in the present investigation. The details of experimental data are 

presented in Chapter 2.  The objectives of the present thesis mainly focus on modelling of 

tensile and creep behaviour listed as  

(i) Establishment of interrelationship between microstructural features of 9% Cr 

steels and its mechanics of deformation in the framework of internal-state-variable 

based models 

(ii) Critical assessment of existing models or development of new relationships for 

modelling deformation and damage behaviour 

(iii) Demonstration of the applicability of model by accurate prediction  
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(iv) Evaluation of creep rupture lives by using newly developed model formulations. 

With these objectives, the present research work has been formulated. Accordingly, the 

chapters in this thesis have been designed. In Chapter 3, the outcome of the comparative 

evaluation of tensile work hardening behaviour P9 steel plate and thick-section tubeplate 

forging and P91 steel in the framework of dislocation-density based strain rate independent 

Kocks-Mecking-Estrin formulation [82-84] have been discussed. It is well known that three 

different variants of Kocks-Mecking-Estrin model [82-84] have been used to describe the 

tensile flow and work hardening behaviour of materials. The appropriate variant was chosen 

by parametric sensitivity analysis. Using the chosen variant, the reason for the difference in 

work hardening ability among 9% steels has been studied.  In addition, considere instability 

criterion [104] has been revisited in terms of dislocation density based approach for 9% Cr 

steels. The new interrelationship between uniform plastic strain and dynamic recovery 

parameter has been developed. In Chapter 4, the development of a new constitutive model 

based on single internal-variable, i.e., internal stress for the description of primary and 

secondary deformation behaviour of 9% Cr steels has been presented. In this constitutive 

framework, sine hyperbolic creep rate relation associated with the concept of stress 

dependent activation volume and average dislocation segment length related to the Friedel 

statistics [105] has been derived from the basic Orowan relationship [106]. Following Estrin-

Mecking approach [84], the evolution of mean internal stress from initial to saturation value 

during creep deformation has been considered. The sine hyperbolic creep rate relation 

coupled with the evolution of internal stress as a function of strain provides a better 

understanding of primary and secondary creep behaviour of 9% Cr steels. Following the 

development of primary creep model, its applicability has been demonstrated by comparing 

the predicted and experimental creep strain-time and creep rate strain data in P9 steel 

tubeplate forging in quenched and tempered (Q+T) and simulated post weld heat treatment 
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(SPWHT) conditions at 793 and 873 K. The validity of the model has been shown by 

comparing the experimental as well as predicted creep data in two different heat treatment 

conditions. In Chapter 5, two different approaches have been discussed for the description of 

the totality of creep deformation and damage behaviour of 9% Cr steels. The first is based on 

the additive creep rate formulation where the developed sine hyperbolic creep rate 

formulation for primary creep has been added to tertiary creep rate as a function of tertiary 

creep strain obtained using MPC-Omega methodology [107] with necessary modification. 

The applicability of this approach has been demonstrated for P9 tubeplate steel in quenched 

and tempered condition for different applied stresses at 873 K. Though the developed 

additive creep rate model describes the creep behaviour accurately, the variable i.e., tertiary 

creep strain involved in the model cannot be considered as an internal-state-variable. It is 

well known that microstructural degradation (Section 1.4.4) in terms of coarsening of 

dislocation substructure accompanied by the decrease in dislocation density, coarsening of 

precipitates, conversion of MX precipitates into Z-phase particularly in the modified grades 

and depletion of solute Mo from the matrix with subsequent formation of Laves phase and its 

coarsening dominates during tertiary creep in 9% Cr steels [40, 45, 49]. The above 

observations suggested the need for internal-state-variable based model for the description of 

tertiary creep behaviour. In this context, the second approach i.e. microstructure based 

Semba-Dyson-McLean model [108] has been employed for the description of creep 

deformation and damage behaviour of P9 and Grade 91 steels. In order to account for the 

influence of microstructural damages arising from the coarsening of M23C6 and conversion of 

useful MX precipitates into deleterious Z-phase on creep behaviour of the steel, original 

kinetic creep law proposed by Dyson and McLean [99] has been modified in the present 

investigation. Applicability of the developed model has been demonstrated for the prediction 

of long-term creep behaviour of Grade 91 steel. The role of Z-phase on creep rupture life has 
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also been discussed. Chapter 6 deals about the description of stress-relaxation behaviour of 

P91 steel using the newly developed sine hyperbolic kinetic creep model with suitable 

modification. Applicability of that model has been demonstrated for the prediction of 

experimental data. The final Chapter 7 outlines the important findings in relation to the 

developed internal-state-variable models and their applicability towards tensile and creep 

deformation behaviour of 9% Cr steels. In addition, a few recommendations have been 

suggested for future directions.  

 

1.8  Significance of the performed research 

 Considere criterion has been revisited for tempered martensitic steels in the 

framework of dislocation density based approach.  

 New sine hyperbolic model has been developed for the description of primary 

and secondary creep deformation behaviour of 9% Cr steels. The applicability 

of the model has also been demonstrated for the description of stress-

relaxation behaviour of the steels. 

 Omega-methodology has been empirically modified for the better prediction 

of tertiary creep behaviour of tempered martensitic steels and new additive 

creep rate formulation has been developed to describe the totality of creep 

deformation and damage behaviour of the steels. 

 Improvement has been made in the continuum damage mechanics based 

Dyson-McLean approach for the prediction of long-term creep behaviour of 

Grade 91 steels at 873 K.  
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Chapter 2: Material, Initial Microstructure and Experimental Data for 

Modelling and Parametric Optimisation Methodology 
 

2.1  Experimental Details Related to Modelling of Tensile Work 

Hardening Behaviour 

 The experimental true stress-true plastic strain data obtained on two different product 

forms of P9 steel, i.e., thin-section plate and thick-section tubeplate forging and P91 steel are 

used in this study. The chemical composition of the P9 and P91 steels is given in Table 2.1.  

Table 2.1-  Chemical composition (Wt. %) of P9 plate and tubeplate forging and P91 steels. 

 

Product 

form 
C Si Mn S P Cr Mo Nb V N Fe 

P9 steel: 

Plate 
0.100 0.48 0.45 0.002 0.008 8.44 0.95 - - 

140 

ppm 
Bal. 

P9 steel: 

Tubeplate 

forging 

0.100 0.75 0.63 0.001 0.020 9.27 1.05 - - 
190 

ppm 
Bal. 

P91 steel 0.097 0.31 0.37 0.005 0.018 9.29 0.92 0.08 0.26 0.057 Bal. 

 

P9 steel with 20-mm plate thickness was tested in normalized and tempered (N+T) condition. 

The hot-rolled plate was normalized at 1223 K for 15 minutes followed by air cooling and 

tempered at 1053 K for 2 hours followed by air cooling. P9 steel tubeplate forging of 1000-

mm diameter and 300-mm thickness was tested in quenched and tempered (Q+T) condition. 

The hot forged tubeplate was austenitized with controlled heating (heating time: 8 hours) to 

1223 K and soaking at 1223 K for 5 hours followed by quenching in water. Tempering 

treatment involved controlled heating (heating time: 8 hours) to 1023 K and soaking at 1023 

K for 8 hours followed by air cooling. P91 steel of 12-mm plate thickness was normalized at 

1333 K for 25 minutes followed by air cooling and tempered at 1023 K for 1 hour followed 
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by air cooling. The details of product form and heat treatment conditions employed for tensile 

tests have been summarized in Table 2.2.  

Table 2.2-  Details of product form and heat treatment conditions employed for tensile tests 

in 9% Cr steels. 

 

Steel and  

product form 

Heat treatment 

P9 steel: Plate (N+T)
 Austenitizing: 1223 K/15 minute, Air cooled 

Tempering: 1053 K/2 h, Air cooled 

P9 steel: Tubeplate forging (Q+T)
 

 

Austenitizing: 1223 K/5 h, Water quenched 

Tempering: 1023 K/8 h, Air cooled 

P91 steel (N+T) Austenitizing: 1333 K/25 min, Air cooled 

Tempering: 1023 K/1 h, Air cooled 

 
N+T: Normalized and tempered; Q+T: Quenched and tempered 

  

 Specimen blanks of 12-mm diameter and 60-mm length were machined with stress 

axis in rolling direction from plate materials of P9 and P91 steels. In P9 steel tubeplate 

forging, 12-mm diameter and 60-mm long specimen blanks were machined with stress axis in 

the thickness direction from the outer annulus of 300-mm width of the forging. Cylindrical 

button head specimens with 4 mm gauge diameter and 26 mm gauge length were machined. 

Tensile tests were performed in air using a floor model Instron 1195 universal testing 

machine equipped with a three-zone temperature control furnace and a stepped-load 

suppression unit. Tests were performed on P9 and P91 steels employing a nominal strain rate 

of 1.26  10
3 

s
1

 at temperatures ranging from 300 to 873 K. The temperatures for all tests 

were controlled within ± 2 K. Load-elongation curves were recorded using the Instron 

autographic recorder for all the tests. Use of suitable chart speed provided strain resolution of 

7.5  10
4

 and stepped zero load suppression gave stress resolution of 0.8 MPa. True stress–

true plastic strain data were evaluated using a computer program from load-elongation curves 
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up to the maximum load values. Since strain gauge was not employed, the cross head 

displacement was taken as the sum of the deformation in the specimen and extension due to 

the machine frame and load-train assembly. The initial linear portion of load-elongation 

curves was contributed by the displacement due to elastic deformation in the specimen, 

machine frame and load-train assembly. The combination of these elastic strains was 

subtracted from the total strain by appropriately using the slope of the initial linear portion for 

the calculation of plastic strain. Stress and plastic strain data were used to determine the true 

stress (σ)-true plastic strain (ε). 

 

2.2  Experimental Data Related to Modelling of Creep Behaviour 

 The creep strain-time data obtained on P9 and T91 steels were used to demonstrate 

the applicability of the proposed creep models. Since the model development is the prime 

focus in the present research, the validation of the model has been performed for the specific 

data set and the details related to this aspect are summarized in Table 2.3.  

 For the evaluation of the applicability of sine hyperbolic based primary and secondary 

creep model, the constant load creep test data obtained on thick section P9 steel tubeplate 

forging in quenched and tempered (Q+T) and simulated post weld heat treatment (SPWHT) 

conditions are used. The chemical composition of the steel is given in Table 2.1 in a second 

row. The details related to quenched and tempered (Q+T) heat treatment condition is 

presented in Table 2.2.  An additional heat treatment involving slow heating to 998 K and 

soaking at 998 K for 3 h followed by slow cooling was given on the Q+T specimen blanks. 

The heating and cooling rates of 50 K/h above 673 K were used in this heat treatment. The 

additional heat treatment was intended to simulate post weld heat treatment (SPWHT) on 

Q+T specimen blanks. Cylindrical creep specimens with 10 mm gauge diameter and 50 mm 

gauge length were machined from Q+T and SPWHT specimen blanks. Monotonic creep tests 
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793 and 873 K were conducted in air environment in ATS make creep machines on Q+T and 

SPWHT specimens. The test temperatures were controlled within ± 2K. Elongation values at 

regular intervals were obtained using LVDT transducer with strain resolution 4  10
4

 and 

attached to the bottom of the high temperature extensometer at room temperature. The time-

intervals for data acquisition were judiciously selected between 1 min and 1 h depending 

upon the different stages of deformation as well as the overall duration of creep tests. 

 In order to demonstrate the applicability of the additive creep rate model, the 

experimental creep strain-time data obtained at stresses ranging from 60 to 125 MPa on P9 

steel tubeplate forging in quenched and tempered (Q+T) condition at 873 K have been used. 

The applicability of the proposed model has also been examined for different initial 

microstructures particularly at low applied stress of 60 MPa at 873 K. In view of that, the 

creep strain ()-time (t) data obtained for P9 steel tubeplate forging in simulated post-weld 

heat treatment (SPWHT) condition and for P9 steel plate material in normalized and 

tempered (N+T) condition was used. The chemical composition and heat treatment condition 

of P9 steel plate were given in Table 2.1 and Table 2.2, respectively.  

 For the evaluation of the applicability of Semba-Dyson-McLean creep model [108], in 

addition to creep strain-time data obtained on P9 steel tubeplate forging in Q+T and 

additional SPWHT condition at 873 K, the data obtained for MGC heat of T91 steel has also 

been used. Since the quantitative microstructural details were available for creep tested T91 

steel at 873 K for the lowest stress level of 70 MPa in MGC heat, the data obtained for that 

heat was chosen to model the long-term creep behaviour of the steel. The details heat 

treatment condition corresponding to MGC is also included in the Table 2.3. The chemical 

composition (in wt. %) of T91 steel was as follows: Fe-0.09C-8.70Cr-0.90Mo-0.35Mn-

0.29Si-0.002S-0.009P-0.28Ni-0.032Cu-0.22V-0.072Nb-0.001Al-0.044N. 
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Table 2.3-  Details of product form, heat treatment and creep tested conditions of 9% Cr 

steels employed for creep constitutive modelling.  

Product form with 

nomenclature  

Heat treatment Creep test conditions 

Temperature Applied 

stress levels 

Sine Hyperbolic Based Model: Prediction of Primary and Secondary Creep 

P9 steel: Tubeplate 

forging (Q+T) 

Austenitizing: 1223 K/5 h, Water 

quenched 

Tempering: 1023 K/8 h, Air cooled 

793 K 150-250 MPa 

873 K 60-150 MPa 

P9 steel: Tubeplate 

forging (SPWHT)
 
 

Q+T plus simulated post weld heat 

treatment: 998 K/3 h with heating and 

cooling rates of 50 K h
1

 above 673 K 

793 K 175-237 MPa 

873 K 50-100 MPa 

Additive Creep Model : Prediction of Complete Creep Strain-Time Data 

P9 steel: Tubeplate 

forging (Q+T) 

Austenitizing: 1223 K/5 h, Water 

quenched 

Tempering: 1023 K/8 h, Air cooled 

873 K 

60-125 MPa 

P9 steel: Tubeplate 

forging (SPWHT) 

Q+T plus simulated post weld heat 

treatment: 998 K/3 h with heating and 

cooling rates of 50 K h
1

 above 673 K 

60 MPa 

P9 steel: Plate (N+T) Austenitizing: 1223 K/15 minute, Air 

cooled 

Tempering: 1053 K/2 h, Air cooled 

60 MPa 

Semba-Dyson-McLean : Prediction of Complete Creep Strain-Time Data 

P9 steel: Tubeplate 

forging (Q+T) 

Austenitizing: 1223 K/5 h, Water 

quenched 

Tempering: 1023 K/8 h, Air cooled 

873 K 

60-112 MPa 

P9 steel: Tubeplate 

forging (SPWHT) 

Q+T plus simulated post weld heat 

treatment: 998 K/3 h with heating and 

cooling rates of 50 K h
1

 above 673 K 

50-100 MPa 

T91 steel: N+T [26] Austenitizing: 1323 K/10 min, Air 

cooled 

Tempering: 1038 K/30 min, Air cooled 

70-160 MPa 

 
SPWHT: Simulated post weld heat treatment  
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2.3  Initial Microstructure of Tempered Martensitic Steels Used for Modelling 

Tensile and Creep Behaviour   

Optical metallographic examinations were performed on P9 steel plate (N+T) and 

tube plate forging (Q+T and SPWHT) specimens prepared using standard metallographic 

techniques and by immersion etching in 1 gram picric acid + 5 ml HCl +100 ml ethyl alcohol. 

Scanning electron microscopic (SEM) examinations were performed on N+T P9 and P91 

steels. Transmission electron microscopic (TEM) examination was conducted on the carbon 

replica extracted from P9 steel tubeplate forging.  

 The microstructure of P9 steel in normalized and tempered condition was composed of 

fine tempered lath martensite and precipitates as shown in Figure 2.1. Average prior austenite 

grain size measured by the linear intercept method was 25 m for the plate material of P9 

steel. The boundaries of prior austenite grains and martensite laths were decorated with 

precipitates and the intralath matrix regions contained a large number of fine precipitates 

(Figure 2.1(b)). The precipitates present at lath and prior austenite grain boundaries have 

been observed to be M23C6 carbides rich in chromium, whereas intralath matrix regions 

contain fine M2X, i.e., Cr2N precipitates shown in Figure 2.1(c) [22, 109, 110]. The 

microstructure of P9 steel tubeplate forging in Q + T condition composed of tempered lath 

martensite along with a few stringers of pro-eutectoid ferrite at prior austenite grain 

boundaries (Figure 2.2(a)). Pro-eutectoid ferrite in the tubeplate forging has been measured as 

2% using point count method and no significant difference in pro-eutectoid ferrite was 

observed between the surface and along the thickness within 300 mm outer annulus of the 

forging. Tubeplate forging displayed coarse prior austenite grain size of 120 m.  Tubeplate 

forging displayed coarser austenite grains, martensite packets, and lath martensite and coarse 

precipitates than those shown by plate material of P9 steel (Figure 2.2(b)). Transmission 

electron microscopic investigation on the carbon extraction replica revealed the presence of 

M23C6 and M2X precipitates (Figure 2.2(c)). Among the heat treated conditions, P9 steel in 
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SPWHT condition displayed relatively coarser microstructure (Figure 2.3) than those in Q+T 

condition (Figure 2.2 (a) and (b)).  The microstructure of P91 steel in N+T condition was 

composed of tempered lath martensite with fine M23C6 carbides decorated along prior 

austenite grain and martensite lath boundaries (Figure 2.4). The matrix regions contain fine 

MX type V(C,N) and Nb(C,N) precipitates (Figure 2.4) [45, 111].  The prior austenite grain 

size of 19 m was obtained for P91 steel. The calculated weight percentage of equilibrium 

precipitates using Thermo-Calc Software TCFE6 steels/Fe-alloys database [112] in P9 steel 

plate and tubeplate forging and P91 steel are presented in Table 2.3. The respective volume 

fractions of the precipitates in the steels are given in brackets. The precipitates observed in 

metallographic examinations in P9 and P91 steels (Figures 2.1-2.4) are in agreement with 

those predicted by thermodynamic analysis (Table 2.4). Further, the higher weight percentage 

of MX precipitates present in P91 steel than the M2X in P9 plate and tubeplate forging 

indicates hardened microstructure comprising of finer precipitate distribution in P91 steel 

(Table 2.4).  

Table 2.4-  The Weight Percent of Different Precipitates Calculated using Thermo-Calc 

Software TCFE6 Steels/Fe-alloys Database [112] in P9 steel Plate and Tubeplate 

Forging and P91 steel. The Respective Volume Fractions of the Precipitates are 

given in Brackets. 

Steel and product form M23C6 MX M2X 

P91 steel 1.73 (1.8  10
2

) 0.35 (4.0  10
3

) - 

P9 steel: Plate 1.88 (1.9  10
2

) - 0.13 (1.7  10
3

) 

P9 steel:  

Tubeplate forging 
1.90 (1.9  10

2
) - 0.17 (2.3  10

3
) 
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Figure 2.1  Microstructure of normalized and tempered plate material of P9 steel showing 

(a) tempered lath martensite and (b) precipitates on grain and lath boundaries 

and in the matrix region. Presence of M23C6 carbides and Cr2N precipitates are 

shown by arrows in (c). 

 

(c) 

M23C6 

Cr2N 

Prior austenite 
grain boundary 

(b) 

Prior austenite 
grain boundary 
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Figure 2.2  Microstructure of thick section tube plate forging of P9 steel showing (a) 

tempered lath martensite and pro-eutectoid ferrite as stringers at prior austenite 

grain boundaries and (b) coarse precipitates on grain and lath boundaries and in 

the matrix region. Presence of M23C6 carbides and Cr2N precipitate in tempered 

lath martensite is shown in (c). 

 

 

 

Cr2N 

M23C6 

(c) 
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Figure 2.3  Microstructure of 9Cr–1Mo steel tube plate forging in SPWHT condition 

showing tempered lath martensite and precipitates at the boundaries and in the 

matrix region. 

 

   

 

Figure 2.4  SEM micrograph showing tempered lath martensite and fine precipitates on the 

grain and lath boundaries and in the matrix region in normalized and tempered 

P91 steel. 
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2.4  Experimental Data for Modelling of Stress-Relaxation Behaviour 

  Stress-relaxation data acquired for P91 steel in normalised and tempered condition 

has been used in the present investigation. The chemical composition (in term of wt. %) of 

the steel was as follow: Fe-0.10C-8.10Cr-0.92Mo-0.33Ni-0.38Si-0.46Mn-0.18V-0.073Nb-

0.020P-0.002S-0.034Al-0.049N. P91 steel was austenitised at 1323 K for 30 minutes 

followed by air cooling and tempered at 1023 K for 1 hour followed by air cooling. The 

microstructure in normalised and tempered condition displayed high dislocation density along 

with elongated dislocation cells and subgrains (Figure. 2.5). The boundaries were decorated 

with M23C6 carbides and the matrix regions contained fine MX type carbides/carbonitrides of 

vanadium and niobium [45, 111].  

 Following heat treatments, cylindrical specimens having dimensions of 32.5 mm gauge 

length and 6.4 mm gauge diameter were machined. Stress-relaxation tests at 873 K were 

conducted in air environment under total strain controlled mode at 1.3 and 2.5% strain holds 

in a servo-hydraulic universal testing system equipped with a data acquisition system. Test 

temperature was controlled within ± 2 K. Stress-relaxation tests were performed by 

employing nominal loading strain rate of 1  10
4

 s
–1

 to the desired total strains of 1.3 and 

2.5% followed by strain holds for 24 hours. The desired total strain levels were maintained 

using LVDT transducers with strain resolution 4  10
4

 s
–1

 for the entire hold duration 

followed by unloading using strain rate 4  10
4

 s
–1

. The stress-relaxation data was acquired 

by judiciously selecting small time intervals in terms of relaxation stress (r) vs. hold time (t). 
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Figure 2.5  Microstructure of P91 steel in normalised and tempered condition. 

 

 

2.5  ODE Parametric Optimisation Methodology and its Implementation  

The employed internal-state-variable models in this thesis are having two or more 

first-order coupled ordinary differential equations (ODE) depending on their complexity of 

formulation.  The optimum parameters or material constants associated with the models are 

needed to be identified for the better description of inelastic deformation behaviour of 

materials.  In view of this, ODE parametric optimisation algorithm has been developed. The 

schematic representation of the algorithm in terms of flow chart has been presented in Figure 

2.6. An iterative methodology has been invoked. Experimental data (true stress vs. true 

plastic strain or creep strain vs. time) and the initial guess values with their upper and lower 

bounds have been provided to initialize the iteration procedure. Using the initial guess values, 

the numerical integration of differential equations was performed. In the present 

investigation, irrespective of complexity of equations, 4
th

 order Runge-Kutta method has been 

employed for the numerical integration of simultaneous first-order coupled ordinary 

differential equations. 
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Figure 2.6  Schematic flow diagram describing the numerical algorithm for optimisation of 

Parameters/material constants associated with the internal-state-variable 

approaches. 

 

Consider the differential equations for n number of variables and it is represented as  

  

 

 

 

, , , ...

, , , ...

.

.

.

, , , ...

n

n

n

dV
f X V V V

dX

dV
f X V V V

dX

dV
f X V V V

dX







1
1 1 2

2
2 1 2

3
3 1 2

       Equation (2.1) 

For modelling tensile deformation behaviour, V1 refers to stress and X refers to plastic strain. 

In case of modelling creep behaviour, V1 is for creep strain and X defines the time, whereas 

for modelling the stress relaxation behaviour, V1 and X indicate the relaxation stress and hold 

time, respectively. Other variables such as V2 …Vn represent the internal-state-variables 

associated with the particular model. In the 4
th

 order Runge-Kutta numerical integration, four 
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different slope values (i.e. 1  – first slope; 2 – second slope; 3 – third slope and 4 – fourth 

slope) were calculated. The first slope was evaluated as  
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where i refers to the iteration number inside the Runge-Kutta scheme. The second slope value 

was computed as 
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where h indicates step size either in terms of incremental plastic strain () or incremental 

time (t).  The third slope (k3) value was computed as 
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The last slope value was evaluated as 
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The individual variable for the next time or strain step i.e. X+h was estimated as 
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Till the end of plastic strain or time value, the numerical integration was performed. 

Following numerical integration, the objective function was evaluated. Based on the 

modelling framework, the objective function differs. For example, the objective function for 

modelling tensile work hardening behaviour is simple least-square error (LSE) formulation 

and it is given as 

 
n

pred exp

j j

j
LSE

n p

 








2

1
,       Equation (2.7) 

where n is the total number of experimental points and p is the number of fitting parameters. 

The superscript ‘Pred’ and ‘Exp’ denote numerically predicted strain value and experimental 
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value, respectively. 
Exp

j and 
Pred

j are the experimental and predicted true stress data for a 

given plastic strain, respectively. In the case of modelling stress-relaxation behaviour, the  

in Equation (2.7) is replaced by r. For primary and secondary, and additive creep rate 

models, the objective function in terms of relative least-square error (RLSE) is defined as 

2
exp

exp
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predn
j j

j j
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 
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 ,      Equation (2.8) 

where n refers to the number of creep strain-time data points. 
Exp

j and 
Pred

j are the 

experimental and predicted creep strain data for a given time, respectively. For the 

description of creep behaviour using Semba-Dyson-McLean model [108], relative least-

square error (RLSE) value was evaluated by 
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where I corresponds to the number of creep experiments and ni is the number of creep strain-

time data in the i
th

 experiment.  Low values in objective function signify the minimum 

difference between the predicted and experimental data values. In order to achieve the 

minima in the objective function, parameter/material constant set associated with the model 

should be adjusted to the improved values using gradient based interior-point method. This 

method starts with initial guess parameters inside the feasible region and then uses the 

projected steepest direction to get the next improved parameters [113]. In the present 

analysis, barrier function formulation in the interior–point method has been used. This 

formulation converts a constrained optimisation problem into a series of unconstrained ones. 

The optimal solutions to these unconstrained sub-problems are in the interior of the feasible 

region and they converge to the constrained solutions as a positive barrier parameter in the 

logarithmic barrier function approaching to zero. The fitting procedure was considered as a 
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converged one when the objective function values computed in two successive iterations are 

smaller enough than the tolerance value of 1 × 10
−6

.  When the tolerance value greater than 1 

× 10
−6

 was obtained, the material constant values were readjusted using interior-point 

algorithm [113] followed by numerical integration to evaluate the least-square error value. 

These iterations were continued until the tolerance value lower than 1 × 10
−6

 was obtained. 

The derived values at the end of iterations were treated as the optimised parameter/material 

constant set. For different initial guess values, the present iterative strategy has been repeated 

in order to assure that the derived set of material constants converge towards a global or local 

minimum. 
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Chapter 3: Dislocation Density Based Model for the Description of Tensile 

Flow and Work Hardening Behaviour of 9% Cr Steels 

 
3.1  Introduction 

 Work hardening of metals and alloys is associated with the evolution of dislocation 

substructure which in turn is determined by two different competing processes [82-84].  

Among the two, the hardening results from the storage of forest dislocations due to the 

interaction of mobile dislocations with various obstacles such as sessile dislocations, grain 

and twin boundaries, precipitates and dispersoids. The other is dynamic recovery, which 

determines the decrease in dislocation density as a result of thermally activated 

rearrangement and annihilation of dislocations. Several models have been proposed to 

describe the evolution of dislocation density with plastic strain for the description of 

deformation behaviour of materials under different loading conditions [81-90, 114].  These 

models have been categorized based on the number of  internal-variables involved to define 

the deformation characteristics of materials. The selection of a specific model to describe the 

work hardening behaviour depends on the existence of different stages of work hardening 

behaviour of metals and alloys. It is known that the instantaneous work hardening rate ( = 

d/d) as a function of flow stress () reveals different stages of microstructure evolution 

during tensile deformation [83, 115]. Figure 3.1 shows a simplified and generalised version 

of  i.e.  d/d versus /s plots (where  is the shear stress,  is the shear strain and s is the 

saturation shear stress) exhibiting various stages of work hardening in single crystals 

deformed in single slip and polyslip.  In the case of single crystals deformed in the single slip, 

stage-I or the easy glide region at low stresses is characterised by a low work hardening rate. 

Stage-I depends strongly on crystal orientation and does not occur when deformation takes 

place by multiple-slip from the beginning. A rapid increase in work hardening rate results in a 

transition from stage-I to athermal stage-II hardening which is weakly sensitive or insensitive 



58 
 

to temperature and strain rate. Following stage-II, typical stage-III results in a continuous and 

linear decrease in the work hardening rate that depends on applied strain rate and 

temperature. As stage-III approaches to a saturation level, stage-IV  appears  at  large  strains. 

 

 

Figure 3.1  Schematic illustration of variations of instantaneous work hardening rate () vs. 

normalised shear stress (/s) exhibiting different stages of work hardening in 

single crystals deformed in single slip and polyslip [83]. However, work 

hardening stages in polyslip can also be considered as a representative plot for 

deformation in polycrystalline materials. I, II, III, IV refer to the short form of 

stage-I, stage-II, stage-III and stage-IV, respectively and TS refers transient 

stage. 

 

Stage-IV is characterised by the low and nearly constant work hardening rate. Contrary to the 

deformation of single crystal with single slip, polyslip in single crystal or polycrystal exhibit 

a rapid decrease in  at low stresses (Transient stage) followed by stage-III and stage-IV. In 

polycrystals, the appearance of stage-II work hardening depends on material and test variable. 

It has been suggested that stage-II can be better realised by  versus  plot rather than  

versus  plot [84, 116]. Christopher and Choudhary [116] further suggested that rather than 

 versus  plots, d (where, d is the flow stress contribution from dislocation and it is 

evaluated as d = Mb
0.5

) versus d plots provides better visualisation on all the three-

stages of work hardening behaviour (transient stage, stage-II and stage-III) in austenitic 

stainless steel. It is well known that two-internal-variable models a provide better description 
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for true stress-true plastic strain data for the materials showing three-stage (transient stage, 

stage-II and stage-III) or four-stage (transient stage, stage-II and stage-III and stage-IV) work 

hardening behaviour [85-90]. Contrary to this, the description for the true stress-true plastic 

strain data obtained for the materials exhibiting the dominance of stage-III work hardening 

behaviour can be better provided by one-internal-variable approaches [87]. It is common that 

tempered martensitic 9% Cr steels exhibit dominance of stage-III work hardening behaviour, 

irrespective of test conditions [64]. Both d vs. d and  vs.   plots exhibit two-stage work 

hardening behaviour characterised by a rapid decrease in work hardening rate at transient 

stage followed by the linear decrease in stage-III  as shown in Figure 3.2 for P91 steel at 300 

K as an example. The dominance of stage-III over TS is more discernible from Figure 3.2. 

Therefore, in the present study, tensile flow and work-hardening behaviour of P9 steel in the 

two different product forms of thin-section plate and thick-section tubeplate forging and P91 

steel have been examined in the framework of dislocation dynamics based one-internal-

variable Kocks-Mecking-Estrin [82-84] approach at temperatures ranging from 300 to 873 K. 

In addition, the dynamic recovery model proposed by Bergström and Hallén
 
[117-118] has 

also been employed for the evaluation of activation energy for cross-slip and climb of 

dislocations towards the analysis of dynamic recovery parameter obtained from the one-

internal-variable approach. The influence of temperature and initial microstructure on the 

work-hardening parameters associated with the one-internal-variable approach in P9 and P91 

steels have been presented in this chapter. Finally, the interrelationship between uniform 

plastic strain and dynamic recovery parameter has been established by revisiting the 

Considère instability criterion [104] for 9% chromium containing tempered martensitic steels.  
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Figure 3.2  Typical example for the variations in d with d and  with  for P91 steel at 

300 K depicts the dominance of stage-III work hardening in tempered 

martensitic steels. Note that stage-II work hardening behaviour does not appear 

either in d vs. d or in  with  plots.  

 

  3.2  Modelling Framework and Numerical Implementation 

Three different variants of Kocks-Mecking-Estrin approach have been proposed in the 

literature [82-84]. Irrespective of different variants, the rate of evolution of total dislocation 

density with strain originates from the two competitive processes, i.e., the storage of 

dislocations (hardening) and annihilation/rearrangement of dislocations (recovery), which is 

superimposed in an additive manner. The evolution of total dislocation density (ρ) with true 

plastic strain (p) is expressed as 

d d d
M

d d d

  

  

  
  

 
,      Equation (3.1) 

where dislocation storage rate dρ

/ d  is inversely related to the dislocation mean free path 

(L). The rate of dynamic recovery i.e. dρ

/ d is determined either by the cross slip of screw 

dislocations at low temperatures or by the diffusion controlled climb of edge dislocations at 

high temperatures. The boundary between the two temperature regimes generally falls 

between one-half and two-thirds of the melting point temperature. The rate of dynamic 

recovery is expressed with dynamic recovery parameter k2 as 2

p

d
k

d








 . According to the 
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Kocks-Mecking one-internal-variable formulation [82, 83], dislocation structure is treated as 

the only obstacle to the moving dislocation, and regardless of its arrangement, the mean free 

path (L) is assumed to be directly proportional to 1/ρ
0.5

. Therefore, Equation (1.22) can be 

written as    

 

0.5

1
2

kd
M k

d b






 
  

 
,      Equation (3.2) 

where k1 is the dislocation accumulation or hardening parameter. Estrin and Mecking [84] 

disregarded the assumption that the mean free path of dislocation is proportional to 1/ρ
0.5

, 

when the spacing between impenetrable obstacles such as particles/precipitates or the grain 

boundaries is much smaller than the obstacles generated due to dislocation structure itself. An 

appropriate assumption for this condition is the mean free path that is considered to be a 

constant in the dislocation accumulation term in Equation (1.22), and the dislocation density 

evolution with strain is written as, 

2

d k
M k

d b






 
  

 
,       Equation (3.3) 

where k is a constant and is equal to 1/L. This model is popularly known as modified or 

Estrin-Mecking one-internal-variable model [84]. In order to incorporate the immobilising 

effects of both the type of obstacles, i.e., the dislocations and the impenetrable geometrical 

obstacles such as particles and the boundaries, the term 1/L is assumed as a linear 

combination of the inverse spacing of these obstacles and expressed as  

   0.5

1

1
k k

L
  .       Equation (3.4) 

The resulting evolution equation for dislocation density with strain is given as a hybrid of 

Equations (3.2) and (3.3) [84] as 

0.5

1
2

k kd
M k

d b






 
  

 
.     Equation (3.5) 
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The macroscopic flow strength of material related to the microscopic internal variable, i.e, 

dislocation density for strain rate independent formulation of Equation (1.20) is expressed as  

0.5

0 M b     .       Equation (3.6) 

The term σ0 is arising from the strength contributions other than dislocation density such as 

solutes, grain boundaries and precipitates. The work hardening rate (θ = dσ/dp) can be 

derived from the differential form of Equation (3.6) as  

0.52

d M b d

d d

  

  
 .        Equation (3.7) 

The flow behaviour of materials can be examined from the numerical integration of work 

hardening rate given in Equation (7) coupled with dislocation density evolution equation 

along with appropriate initial boundary conditions, i.e., the initial dislocation density (i) and 

the initial stress (I). The initial stress for ρi as initial dislocation density can be viewed from 

the generalised flow stress relation given in the Equation (3.6) as 
0.5

0I iM b     . In the 

present investigation, it was considered that the initial stress (I) is equivalent to the true 

yield strength at  = 0.001.  

 

 Among the three variants, the choice of particular variant depends on the initial 

microstructure of the material. The microstructure of 9% Cr steel consists of initial high 

dislocation density inside lath, hierarchical boundaries in terms of prior austenite grains and 

martensite packets, blocks, sub-blocks and laths [12, 13], and a large amount of precipitates 

[40]. In view of this, the hybrid model for the evolution of total dislocation density with strain 

has been assumed to be more appropriate and therefore, the hybrid model has been chosen 

initially for the work hardening analysis.  

The coupled first-order differential forms of Equation (3.5) and Equation (3.7) were 

integrated by the fourth-order Runge-Kutta method, and the evolution of dislocation density 
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and flow stress with plastic strain was estimated. The unknown constants in the differential 

equations such as initial stress (I), hardening parameters (k and k1) and dynamic recovery 

parameter (k2) were optimised using interior-point algorithm by fitting predicted true stress-

true plastic strain with experimental σ-εp data obtained on P9 and P91 steels (Figure 2.6). The 

multiplication of M approximately equal to unity and the value of b as 0.268 nm have been 

considered for numerical integration. Based on the transmission electron microscopic 

examination, the dislocation density inside lath close to 10
14

 m
2

 has been observed for P91 

steel [119].  In the present study, the initial dislocation density values of 1  10
14

, 8  10
13

 

and 6  10
13

 m
2

 inside lath have been chosen for P91 steel, P9 plate and P9 tubeplate 

forging, respectively. The experimentally observed yield strength values have guided the 

basis for choosing initial dislocation density values for the three steels. The components of 

experimental yield strength at a plastic strain of 0.001 have been considered as the sum of 

strength contribution from the initial dislocations and other than dislocations, i.e.,  Exp,YS = 

0 + Mbi
0.5

. Since the observed Exp,YS of  P91 steel > Exp,YS of  P9 plate > Exp,YS of  P9 

tubeplate, the values of 0 and i have been numerically adjusted to satisfy the following 

constraints such as  0 of P91 steel > 0 of  P9 plate > 0 of  P9 tubeplate forging and i of 

P91 steel > i of  P9 plate > i of  P9 tubeplate forging along with the initial dislocation 

density value as 1  10
14

  m
2

 reported for 9% chromium steels in the literature [8, 40, 119]. 

The upper and lower bounds for the initial stress (i) value are based on true yield strength 

with ± 50 MPa. Since the variations of the dynamic recovery parameter (k2) are expected to 

increase exponentially with increase in temperature at high temperatures, the upper and lower 

bounds were chosen in the range 0 to 500 [84]. The range of k values in the order of 1  10
5
 

to 1  10
8
 m

1
 are related to the inverse of subgrain width. The lower and upper bound values 

were fixed for k1 as 0 to 1 based on the Ref. [120, 121]. During non-linear optimisation, the 
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goodness of fit was judged by least-square error value. For a given temperature, low least-

square error values signify the minimum difference between the predicted and experimental 

flow stress values. At all temperatures and strain rates, the values of constants were obtained 

from the best-fit true stress–true plastic strain data. 

 

3.3  Parametric Sensitivity Analysis 

 In general, after initialisation of the parameter set for a given test condition, the 

parameter values were converged to the specific value during optimisation. Except at 300 K, 

the convergence for the hardening parameter k1 to a specific value was not noticed during 

optimisation in this analysis. In order to understand the influence of variation in parameter 

values on least-square error value, the parameter sensitivity analysis has been performed. In 

this analysis, the sensitivity of this parameter has been examined by adjusting the value of 

dislocation accumulation parameter, k1 in the range from 10
6

 to 1 and simultaneously 

evaluating the least-square error value without changing the value of other optimised 

parameters. Similarly, the sensitivity analysis for other hardening parameter k is also 

performed to understand the relative influence of these two hardening parameters on work 

hardening behaviour of 9% Cr steels. Figure 3.3 shows the variations in least-square error 

value with k1 parameter towards the parametric sensitivity analysis for P9 steel tubeplate 

forging and plate, and P91 steel at three different temperatures. At 300 K, the dislocation 

accumulation parameter (k1) has been successfully optimised to a specific value for P9 and 

P91 steels. It can be seen that any deviation in k1 values from the optimised value results in 

the sharp increase in least-square error values at 300 K. Contrary to this, the dislocation 

accumulation parameter, k1 falls less than 10
3

 and convergence to a specific value is not 

observed at intermediate and high temperatures.  Irrespective of grades and test conditions, 

other parameters such as initial stress (I), hardening parameter (k) and dynamic recovery 
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parameter (k2) converge to a specific value. Figure 3.4 is shown as an example for the 

convergence of the hardening parameter k with minimum least-square error value for P9 and 

P91 steels at three different temperatures.   

 

 

 

Figure 3.3  Variations in least-square error with dislocation accumulation parameter (k1) at 

300, 598 and 773 K for P9 steel tubeplate forging and plate, and P91 steel.  
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Figure 3.4  Variations in least-square error with hardening parameter (k) at 300, 598 and 

773 K for P9 steel tubeplate forging and plate, and P91 steel.  

 

The low values of dislocation accumulation constant, k1 without convergence in the 

temperature range 473-873 K clearly provide the evidence of the dominance of k/b over 

k1.ρ
0.5

/b at intermediate and high temperatures. In view of this, the dislocation storage term 

k1.ρ
0.5

/b in Equation (3.5) has been disregarded in the present analysis. Accordingly, the 
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modified or Estrin-Mecking one-internal-variable model for total dislocation density 

evolution with strain, i.e., Equation (3.3) coupled with Equation (3.7) has been used for 

describing the macroscopic true stress-true plastic strain behaviour in the entire temperature 

range 300-873 K for the steels. The analysis using Estrin-Mecking approach resulted in the 

optimised values of all the parameters, i.e., I, k and k2 obtained from the convergence to the 

respective specific values with a low least-square error value.  

 

3.4  Influence of Temperature on Flow Behaviour of P9 Plate, P9 Tubeplate and P91 

Steels 

    

True stress (σ)-true plastic strain (ε) data obtained at temperatures ranging from 300 K 

to 873 K for P9 steel tube plate forging is shown as double logarithmic plots of σ vs. ε in 

Figure 3.5. At room and intermediate temperatures in the range 300-723 K, σ-ε exhibited 

curvilinear behaviour with large positive stress deviations at low strains from the extrapolated 

linear σ-ε data at high strains. With increasing temperature, decrease in the positive stress 

deviations at low strains was observed and σ-ε displayed a tendency towards linear behaviour 

at high temperatures in the range 773–873 K. The increase in temperature on σ-ε is reflected 

in a decrease in flow stress and uniform plastic strain with increasing temperature from 300 

to 523 K followed by insignificant variations in the values at intermediate temperatures in the 

range 523–723 K and a rapid decrease in flow stress and uniform plastic strain at high 

temperatures above 723 K. Like P9 steel tubeplate forging, P9 steel in plate product form and 

P91 steel exhibited similar σ-ε behaviour in the temperature range 300-873 K and displayed 

three distinct temperature regimes in the variations of flow stress and uniform plastic strain 

with temperature.  
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Figure 3.5  Influence of temperature on true stress (σ)-true plastic strain (ε) behaviour of 

thick section tubeplate forging of P9 steel.  

 

It is noteworthy to comment here that during tensile deformation, both the product 

forms of P9 steel, i.e., plate and tubeplate forging and P91 steel exhibited serrated flow 

characterised by the occurrence of types A, A+B and C serrations at intermediate 

temperatures in the range 523-673 K [21, 122]. For measuring average load values from the 

serrated load-elongation curves, a uniform approach based on the classification of serrations 

was adopted [123].  Figure 3.6 shows the typical averaging scheme of load-elongation values 

for types A, A+B and C serrations for tubeplate forging of P9 steel. For type A serrations 

showing an abrupt rise in the loads followed by discontinuous drops to or below the general 

level of load-elongation curves, general levels of load values were considered. For type B 

serrations that oscillate about the general level of load values, mean load values were 

considered. For type C serrations characterised by load drops always below the general level 

of load values, envelope load values were taken for stress-strain data. The generated load-

elongation data using averaging were considered for the conversion of true stress-true plastic 

strain data in this analysis. 
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Figure 3.6  Averaging scheme for load-elongation curves showing type A, A+B and C 

serrations at intermediate temperatures in P9 steel tubeplate forging. Average 

load-elongation values considered for evaluating true stress-true plastic strain 

are shown by broken lines. 

 

 True stress vs. true plastic strain data at different temperatures have been predicted 

using the optimised parameters such as σI, k and k2 along with appropriate initial dislocation 

density in the Estrin–Mecking one-internal-variable model described by the numerical 

integration of coupled differential Equation (3.3) and Equation (3.7). The comparison of true 

stress vs. true plastic strain for P9 steel plate and tubeplate forging and P91 steel at 300, 623 

and 773 K representing flow behaviour at room, intermediate and high  temperatures, 

respectively, is typically shown in Figure 3.7. The respective best fit σ-εp data obtained using 

the Estrin–Mecking  approach  is  superimposed  as  full  lines.  At  all  temperatures,  good  

agreement between the predicted and experimental σ-ε data for P9 steel plate and tubeplate 

forging and P91 steel can be seen in Figure 3.7. P91 steel exhibited consistently higher flow  
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Figure 3.7  True stress (σ)-true plastic strain () data of P9 steel plate and tubeplate 

forging and P91 steel at (a) 300 K, (b) 623 K and (c) 773 K. Respective best fit 

data predicted by Estrin-Mecking approach are superimposed as full lines. 
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stresses than those shown by both the plate and tubeplate forging of P9 steel at temperatures 

ranging from 300 to 873 K. Among the two product forms of P9 steel, the tubeplate forging 

displayed lower flow stresses than the plate material. Further, P9 steel tubeplate forging 

exhibited higher average work hardening rate with increasing plastic strain than those 

observed for P9 steel plate and P91 steel (Figure 3.7).  

 

3.5  Variations in Work Hardening Parameters with Temperature for P9 Steel Plate 

and Tubeplate Forging, and P91 Steel 

The temperature dependence of initial stress (I) and strength contributions arising 

due to other than dislocations (0) for P9 steel plate and tubeplate forging and P91 steel is 

shown in Figure 3.8. In order to bring out the influence of temperature alone on I and 0, the 

shear modulus compensated stress values have been used. The temperature dependence of 

shear modulus was derived from Young’s modulus (E) values taken from French nuclear 

design code RCC-MR for P91 steel [124].  A marginal decrease in normalized initial stress 

(I/) and strength contributions due to other than dislocations (0/) from 300 to 523 K 

followed by well defined peaks or, plateaus at intermediate temperatures and a rapid decrease 

at high temperatures can be seen in P9 and P91 steels in Figure 3.8. P91 steel exhibited the 

highest I/ and 0/ values over temperatures ranging from 300 to 873 K followed by plate 

and tubeplate forging of P9 steel. The variations in hardening parameter (k) with temperature 

for P9 and P91 steels are presented in Figure 3.9. Insignificant variations in k have been 

observed for P9 steel plate and tubeplate forging at room and intermediate temperatures. At 

high temperatures, an increase in k values with increase in temperature for both plate and 

tubeplate forging can be seen. P91 steel exhibited a marginal increase in k value at 

temperatures ranging from 300 to 723 K followed by a rapid increase at high temperatures.  
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Figure 3.8  Variations of shear modulus compensated (a) initial stress (σI/) and (b) σ0/ 

with temperature for P9 steel plate and tubeplate forging and P91 steel. 

 

Figure 3.9  Variations of hardening parameter (k) with temperature for P9 steel plate and 

tubeplate forging and P91 steel. 
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Further, P91 steel displayed consistently higher k values than those observed for P9 steel 

plate and tubeplate forging in the temperature range 300-873 K. At all temperatures, 

tubeplate forging exhibited lower k values than P9 plate material. The variations in dynamic 

recovery parameter (k2) with temperature for P9 and P91 steels are shown in Figure 3.10. A 

marginal increase in k2 from 300 to 723 K followed by a rapid increase at high temperatures 

has been observed for P91 steel. Both plate and tubeplate forging of P9 steel exhibited 

insignificant variations in k2 at room and intermediate temperatures and rapid increase at high 

temperatures. Like hardening parameter, a consistently higher k2 was observed for P91 steel 

than those for P9 steel plate and tubeplate forging in the temperature range 300-873 K. At all 

temperatures, tubeplate forging displayed the lowest k2 values, whereas the k2 values for P9 

steel plate material lay in between those for P9 steel tubeplate forging and P91 steel.  

 

Figure 3.10  Variations of recovery parameter (k2) with temperature for P9 steel plate and 

tubeplate forging and P91 steel. 

 

 Bergström and Hallén [117, 118] derived the constitutive model for dynamic recovery 

parameter with an assumption that the dynamic recovery is assisted by cross-slip of screw 

dislocations at low temperatures, whereas dislocation climb dominates at high temperatures. 
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Accordingly, the two components of dynamic recovery parameter as cross-slip and climb 

dominated recovery regimes are expressed in generalized form as 

2 2,Cross slip 2,Climbk k k  .      Equation (3.8) 

The term k2,Cross slip is given as 

c
2,Cross slip c

Q
k C exp ,

RT

 
  

 
      Equation (3.9) 

where Cc is a constant, R is the universal gas constant and Qc is the activation energy for 

cross slip mechanism. The term k2,Climb  in Equation (3.8) is given as 

m
2,Climb m

Q
k A exp ,

3RT

 
  

 
      Equation (3.10) 

where Am is a constant and Qm is the activation energy for vacancy diffusion. Following the 

assumption that cross-slip dominates at room and intermediate temperatures, k2 parameter 

was fitted with Equation (3.9), and the values of Cc and Qc were evaluated. The values of 

k2,Climb at high temperatures above 723 K were then computed as k2,Climb = k2  k2,Cross slip by 

appropriately using the extrapolated k2,Cross slip values for different temperatures. Following 

this, the values of Am and Qm were evaluated from the best fit k2,Climb vs. T using Equation 

(3.10). The average values of Cc, Qc, Am and Qm for P9 steel plate and tubeplate forging and 

P91 steel are summarized in Table 3.1. The values of activation energy for cross-slip 

mechanism Qc varies closely from 2.7 to 4.5 kJ mol
1

, and for climb mechanism, Qm varies 

from 297 to 394 kJ mol
1

. The predicted values of dynamic recovery parameter using 

Bergstrom and Hallen [117, 118] approach for P9 steel plate and tubeplate forging and P91 

steel at different temperatures are also superimposed as broken lines in Figure 3.10. A good 

agreement between predicted and experimental k2 values can be clearly seen in Figure 3.10. 

The evolution of dislocation density towards steady state or, saturation value (ρsat) has been 

obtained for condition dρ/d = 0 in Equation (3.3) and the ρsat is expressed as 
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sat

2

k

bk
  .         Equation (3.11) 

Table 3.1-  The Calculated Values of Constants and Activation Energy for Dynamic 

Recovery Model Proposed by Hallén and Bergström [117, 118]. 

 

Steel and  

product form  
Cc Qc, kJ mol

−1
 Am  10

9 Qm, kJ mol
−1

 

P91 steel 47.9 4.5 9.27 394 

P9 steel: Plate  19.3 2.7 2.88 297 

P9 steel: 

Tubeplate 

forging 

13.3 3.3 3.34 392 

 

 

Figure 3.11  Variations of dislocation density at saturation (sat) with temperature for P9 

steel plate and tubeplate forging and P91 steel. 

 

The variations in the computed saturation dislocation density with temperature for the three 

steels are shown in Figure 3.11. A marginal decrease in the dislocation density at saturation 

in the temperature range 300-723 K followed by a rapid decrease at high temperatures can be 

seen for P91 steel and the two different product forms of P9 steel. At room and intermediate 

temperatures, P9 steel tubeplate forging exhibited higher ρsat values than P9 steel plate and 

P91 steel. At high temperatures, higher ρsat values for P91 steel than those for P9 steel plate 
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and tubeplate forging were obtained. Only a marginal difference in ρsat values between P91 

steel and P9 plate material was noticed at room and intermediate temperatures. At high 

temperatures, both plate and tubeplate forging of P9 steel displayed similar ρsat values. 

Saturation stress (sat) has been interpreted as a state of constancy arising due to the 

equilibrium between dislocation generation and its annihilation and rearrangement to low 

energy configuration [82-84]. Accordingly, the normalized saturation stress (sat/) has been 

evaluated for the condition when dislocation density approaches to its steady state value as 

0.5

sat 0 satM b   

  
  .      Equation (3.12) 

 

Figure 3.12  Variations of normalized saturation stress (sat/) with temperature for P9 

steel plate and tubeplate forging and P91 steel. 

 

The variations of normalized saturation stress computed using Equation (3.12) with 

temperature are presented in Figure 3.12. A gradual decrease in sat/ in the temperature 

range 300-723 K followed by a rapid decrease at high temperatures has been observed for 

P91 steel. P9 steel in both the product forms displayed three distinct temperature regimes 

characterised by a marginal decrease with increase in the temperature from 300 to 523 K 

followed by well-defined plateaus at intermediate temperature and rapid decrease at high 

temperatures. At all temperatures, P91 steel exhibited significantly higher sat/ values than 
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those for plate and tubeplate forging of P9 steel. Marginally higher sat/ values were 

obtained for P9 steel plate than those for tubeplate forging.   

 

3.6  Applicability of Estrin-Mecking One-Internal-Variable Approach to 9% Cr 

Steels 

Accurate prediction and explanation of true stress–true plastic strain behaviour is the 

key to the applicability of the theory of work hardening to metal and alloys. In the tempered 

lath martensitic steel consisting of hierarchical boundaries, it has been reported that the 

plastic flow originates from the preferentially oriented martensitic laths and propagates to the 

sub-block boundaries [125]. Since sub-block boundaries display a misorientation of about 

10°, it has been suggested that the slip would be restricted by the sub-block boundaries at low 

strains followed by the block boundaries with progress in further deformation. This implies 

that the size of effective geometrical obstacles unit changes with increase in the plastic 

deformation [125]. In addition to hierarchical boundaries, the presence of a large amount of 

fine precipitates such as M23C6 and MX in P91 steel, and M23C6 and M2X in P9 steel also 

provide other effective geometrical obstacles for the glide of dislocations along with forest 

dislocations. The inclusion of the influence of the individual geometrical obstacles such as 

hierarchical boundaries and precipitates on dislocation accumulation and annihilation 

processes separately becomes difficult. In view of this, the dislocation accumulation 

parameter k in Equation (3.5) is assumed to represent the inverse average geometrical 

obstacle spacing for glide of dislocations. The observed low values of dislocation 

accumulation constant, k1, without convergence in the temperature range 473–873 K (Figure 

3.3) clearly indicated the dominance of dislocation storage term k/b over k1.ρ
0.5

/b at 

intermediate and high temperatures. This also suggested that the hierarchical boundaries and 

a large amount of precipitates act as effective barriers to the glide of dislocations in tempered 

martensitic steel. Discounting k1.ρ
0.5

/b term in Equation (3.5), the hybrid model reduces to 
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the Estrin–Mecking one-internal-variable model, where k represents the global influence of 

hierarchical boundaries and precipitates on dislocation density evolution with strain. In the 

present investigation, the analysis in terms of the coupled differential equations, i.e., 

Equations (3.3) and (3.7) provided an adequate description of the macroscopic true stress-true 

plastic strain behaviour of P9 and P91 steels at temperatures ranging from 300 to 873 K 

(Figure 3.7). Good agreement between predicted and experimental true stress-true plastic 

strain data in P9 and P91 steels is discernible in Figure 3.7. The applicability of one-internal-

variable Estrin-Mecking model is also reflected in the low least-square error values obtained 

for different temperatures in P9 and P91 steels. The average least-square error values of 1.7, 

2.6 and 1.1 have been observed over the temperatures ranging from 300 K to 873 K for P9 

plate, P9 tubeplate forging and P91 steel, respectively. 

 

3.7  Influence of Temperature and Initial Microstructure on Flow and Work 

hardening Behaviour of 9% Cr Steels 

The variations in the normalized initial stress (I/), flow stress contribution from 

other than dislocations (0/) and saturation stress (sat/) along with dislocation density at 

saturation (sat = k/bk2) with temperature exhibited three distinct temperature regimes 

(Figures 3.8, 3.11 and 3.12). The observed grouping of -p data (e.g., P9 steel tubeplate 

forging in Figure 3.5) is reflected in the occurrence of plateaus in I/, 0/, sat/ and sat 

due to dynamic strain ageing (DSA) at intermediate temperatures in P9 and P91 steels. The 

occurrence of dynamic strain ageing is manifested by serrated flow in the load-elongation 

curves at intermediate temperatures in P9 and P91 steels [18, 21, 122].  This is typically 

shown for P9 steel tubeplate forging in Figure 3.6. Based on the measurement of activation 

energy for the onset of serrated flow, it has been suggested that dynamic interaction between 

diffusing interstitial solute such as carbon and mobile dislocations to be responsible for DSA 



79 
 

in P9 and P91 steels [18, 21, 122]. In addition to serrated flow, plateaus/peaks in flow stresses 

represent other manifestations of DSA in 9% Cr steels. Both hardening (k) and dynamic 

recovery (k2) parameters display either insignificant variations in P9 steel plate and tubeplate 

forging or, only marginal increase in values for P91 steel at room and intermediate 

temperatures (Figures 3.9 and 3.10). Rather than a monotonic increase in k2 with increasing 

temperature, the observed insignificant or, marginal variations in k2 clearly demonstrate 

reduced dynamic recovery in the DSA temperature regime. It has been reported that DSA 

causes an increase rate of multiplication of dislocations and delay in recovery of dislocation 

structure due to reduced mobility of dislocations [16, 126-128]. A significant increase in 

dislocation density along with an increased work hardening index relative to those at lower 

and higher temperatures has been observed in the DSA temperature regime [16]. These 

observations clearly suggest decreased dynamic recovery due to reduced propensity to cross 

slip in the DSA regime. 

The observed sharp decrease in I/, 0/, sat/ and sat, and rapid increase in k2 with 

increase in temperature indicate acceleration of recovery processes at high temperatures 

(Figures 3.8, 3.11 and 3.12). In P9 and P91 steels, the observed low k2 values indicate the 

dominance of cross-slip of dislocations at room and intermediate temperatures. A change in 

recovery mechanism from cross-slip to climb of dislocations results in high k2 values at high 

temperatures. It has been reported that the dynamic recovery parameter, k2 is directly 

proportional to critical annihilation distance [129, 130].  The critical annihilation distance is 

defined statistically as the maximum distance between the parallel slip planes of two 

attractive edge or, screw dislocations that can mutually annihilate each other [129, 130].  An 

increasing k2 value with increasing temperature suggests an increase in the probability of 

annihilation of dislocations. The rapid increase in k2 at high temperatures is also reflected in 

the rapid evolution of dislocation density with plastic strain with increase in temperature. The 
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evolution of dislocation density with plastic strain at room temperature, i.e., 300 K, 

intermediate temperatures, i.e., 523, 573, 623 and 673 K, and high temperatures, i.e., 773, 

823 and 873 K is typically shown for P9 steel tubeplate forging in Figure 3.13. The rapid 

evolution of dislocation density towards steady state or, saturation value at high temperatures 

can be seen at 773, 823 and 873 K in Figure 3.13. This is in contrast to the observed 

variations in the evolution of dislocation density with plastic strain showing only marginal 

variations at room and intermediate temperatures. A marginal decrease in the dislocation 

density at high strains with increase in temperature from 300 to 523 K (Figure 3.13) is 

reflected in the marginal reduction of saturation dislocation density in P9 and P91 steels 

shown in Figure 3.11. Both P9 steel plate and P91 steel also exhibited nearly similar 

evolution of dislocation density with plastic strain at different temperatures (Figure 3.14).  

 

Figure 3.13  Evolution of dislocation density () with true plastic strain () at different 

temperatures for P9 steel tubeplate forging. 
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Figure 3.14  Evolution of dislocation density () with true plastic strain () at (a) 300 K, (b) 

623 K and (c) 773 K for P9 steel plate and tubeplate forging and P91 steel. 
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The low values of activation energy in the range 2.7-4.5 kJ mol
1

 (~ 46.3  10
3

 

ev/atom) obtained at room and intermediate temperatures (Table 3.1) is comparable to the 

reported values of activation energy for cross-slip mechanism in FCC metals having high 

stacking fault energy and 18-8 stainless steel [118].  Following Bergstrom and Hallen [117-

118], activation energy Q values obtained in the range 594-788 kJ mol
1

 (i.e., Q = 2  Qm) 

can be assigned for P9 steel plate and tubeplate forging and P91 steel at high temperatures. 

The activation energy obtained for high temperatures is higher than the activation energy 

value of 250 kJ mol
1

 for self-diffusion in BCC Fe. However, the activation energy values are 

comparable to the apparent activation energy values in the range 468-719 kJ mol
1

 reported 

for climb-controlled creep deformation in 9% Cr ferritic-martensitic steels in the high stress 

regime [24, 29, 30]. The high values of activation energy have been rationalised by invoking 

resisting/back stress concept into power-law creep relationship resulting in the true activation 

energy close to self diffusion in P9 and P91 steels [29, 30].  Further, the distinct values of 

activation energy obtained for the temperature range 300-723 K and 773-873 K are consistent 

with the observed variations in k and k2 with temperature in the three steels (Figures 3.9 and 

3.10). 

 At all temperatures, significantly higher I/ and 0/ observed for P91 steel than 

those for P9 steel plate and tubeplate forging can be attributed to the presence of relatively 

fine martensite lath structure along with fine M23C6 carbides decorated on the hierarchical 

boundaries and the distribution of fine MX type niobium and vanadium carbides/ 

carbonitrides in the matrix (Table 2.4). The large reduction in I/ and 0/ values obtained 

for P9 steel tubeplate forging compared to P9 steel plate material arises from the coarseness 

of microstructure in terms of coarse prior austenitic grain and martensite packet and lath size, 

relatively low dislocation density and coarse precipitates (Figures 2.1 and 2.2). It is well 

known that the morphology of tempered martensitic microstructure is greatly influenced by 
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prior austenitic grain size which in turn is affected by the heating rate, austenitising 

temperature and soaking duration at austenitising temperature [131, 132]. Increase in prior 

austenite grain size with increase in the austenitising temperature and/or soaking duration 

results in the increased size of packets and blocks in the martensitic microstructure [131, 

132].  It has been shown that the slow cooling from austenitising temperature leads to the 

development of coarse packets and blocks size in lath martensitic structure [133]. In the 

present investigation, the extended austenitising heat treatment (in terms of slow heating and 

higher soaking duration at austenitising temperature) given on the thick section tubeplate 

forging resulted in an increase of about 5 times in the prior austenite grain size compared to 

N+T P9 steel plate material. As a result, P9 steel tubeplate forging also possesses 

significantly coarser martensitic packets and blocks than those in P9 steel plate material. 

Further, slow cooling rate experienced by tubeplate forging due to its large section size also 

add in the coarseness of initial microstructure in terms of coarse packets and blocks size and 

increased lath width of martensite. The influence of slow cooling rate experienced by 

tubeplate forging is indicated by the presence of ~2 % pro-eutectoid ferrite in the 

microstructure [134].  In addition to above, the extended tempering treatment in terms of 

slow heating to 1023 K and soaking for 8 hours followed by slow cooling employed on the 

tubeplate forging leads to further softening of lath martensitic microstructure in terms of 

decrease in dislocation density and coarsening of precipitates [135, 136].  Large inter-particle 

spacing and reasonably increased precipitate size in P9 steel tubeplate forging can be seen 

qualitatively in Figure 2.2 compared to P9 steel plate material (Figure 2.1). The coarseness of 

microstructure in terms of coarse hierarchical boundaries and large inter-particle spacing in 

the tubeplate forging leads to large inter-barrier distance for moving dislocations. Since 

hardening parameter, k is inversely related to the mean free path of dislocations, the observed 

decrease in k values in the order of P91 steel, P9 steel plate and P9 steel tubeplate forging 
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appears to be appropriate. The dynamic recovery parameters k2 is treated to be directly 

proportional to k [137].  Since k and k2 are interrelated, the decrease in k is reflected in a 

systematic decrease in k2 with increase in the degree of microstructural softening in P9 and 

P91 steels. The improved work hardening in P9 steel tubeplate forging is reflected in the 

higher saturation dislocation density values compared to P9 steel plate and P91 steel at room 

and intermediate temperatures (Figure 3.11). The increase in dislocation density from low 

initial values to higher saturation value at high strains for P9 tube plate forging clearly 

demonstrate the higher work hardening ability of the steel than P9 plate and P91 steel. The 

relative gains in dislocation density during plastic deformation in P9 plate and tubeplate 

forging and P91 steel have been examined from the variations of the ratio of saturation 

dislocation density (sat) and initial dislocation density (i) with temperature presented in 

Figure 3.15. P9 steel tubeplate forging displayed the higher sat/i ratio indicating larger gains 

in dislocation density from its initial value than P9 steel plate and P91 steel in the temperature 

range 300-873 K. P91 exhibited the lowest sat/i ratio indicating the smallest gain in 

dislocation density due to deformation. Larger gains in dislocation density indicate improved 

work hardening ability of P9 steel tubeplate forging over P9 steel plate and P91 steel. Higher 

work hardening in P9 steel tubeplate forging is also reflected in the larger gains in the flow 

stress contribution from dislocations (ρ
0.5

  d) due to its softened microstructure than the 

plate material of P9 steel. This can be seen as the small difference in saturation stress values 

between P9 plate and tubeplate forging (Figure 3.12) compared to the observed large 

differences in the initial flow stress values, I/ and 0/ (Figure 3.8). Between P9 steel plate 

and P91 steel, P9 steel plate displayed relatively higher gains in dislocation density indicating 

improved work hardening characteristics than P91 steel. This resulted in the relatively 

reduced difference in saturation stress values between P9 steel plate and P91 steel (Figure 

3.12) compared to the difference in the respective I/ and 0/ values (Figure 3.8). The 
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lower work hardening ability of P91 steel arise from comparatively finer geometrical 

obstacles such as hierarchical boundaries and fine precipitates than those present in P9 steel 

plate material. The detailed analysis in the framework of Estrin-Mecking approach suggests 

that the evolution of internal variable, i.e. the dislocation density with plastic strain and the 

work hardening parameters depends strongly on the degree of softened microstructure in 9% 

chromium steels. The comparative examination of flow and work hardening behaviour 

clearly indicated that the ability to work hardening in 9% chromium containing steels is 

strongly sensitive to initial microstructure.     

 

Figure 3.15  Variations of the ratio of saturation dislocation density (sat) and initial 

dislocation density (i) with temperature for P9 steel plate and tubeplate 

forging and P91 steel. 

 

 

3.8  Revisiting Considère Necking Instability Criterion and the Predictability of the 

Model towards Tensile Properties of 9% Cr Steels 

 On the macroscopic scale, plastic deformation is reasonably assumed to be 

homogenous until necking sets-in at certain critical strain value. According to Considère 

instability criterion [104], onset of macroscopic localized deformation takes place when the 

instantaneous strain hardening rate i.e. d/d (where  is the true stress and  is the true 

plastic strain) is equal to the value of the flow stress and it is represented as 
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d

d





 .         Equation (3.13) 

Equation (3.13) is derived from the mechanistic aspect of work hardening behaviour of 

materials.  When the - data adequately described by the simple Hollomon relationship i.e., 

Hn

H
K  the interrelationship between the strain hardening exponent and the true uniform 

plastic strain at the point of necking is given as nH  u. The true ultimate strength can be 

predicted as H
H

n

H
K n  . It was reported that the tensile work hardening behaviour of tempered 

martensitic steel for the wide range of strain rates and temperatures can be described 

adequately by the combination of Ludwigson and Hollomon relationships [63, 138]. The 

reported strain hardening exponent (n) was greater than that of uniform experimental true 

plastic strain at all the conditions [138]. Though the parameters associated with the empirical 

relationships capture the instability point, they do not possess the inherent physical meaning. 

Contrary to this, the present investigation deals with the Estrin-Mecking approach to capture 

the instability criterion using physically based parameters.    

By using Equation (3.6) and Equation (3.13), Considère criterion had been 

extensively revisited by Malygin [139] in the framework of dislocation density based model 

for the theoretical prediction of uniform strain and ultimate tensile strength for fcc materials. 

From the analytical formulation, it was pointed out that the uniform strain depends on 

dynamic recovery parameter. Applicability of the developed formulation by Malygin [139] 

had been expressed for accounting the influence of stacking-fault energy, solid-solution 

strengthening and grain size on uniform strain and ultimate tensile strength for several fcc 

alloys. By applying the linear stability analysis to the dislocation density based Kocks-

Mecking approach [82, 83], Yasinkov et al. [140] developed the new necking criterion which 

resembles the Hart instability criterion [141], but not exactly same to it. Validation of the 

developed criterion had been demonstrated for the prediction of critical strain at which 



87 
 

necking instability sets-in in ultrafine grained steels [142, 143]. However, in this study, 

relatively simplified formulation has been evolved for prediction of critical dislocation 

density and critical plastic strain using Estrin-Mecking approach for tempered martensitic 

steels based on the interrelationship between 
d

d




and d

d

d




. Since the evolution of flow stress 

with the true plastic strain is directly proportional to the evolution of flow stress contribution 

from dislocations (d) and  
 0 d

d dd

d d d

  

  


   as shown schematically in Figure 3.16, 

instability criterion for tempered martensitic steels can be viewed based on the evolution of 

dislocation density rather than flow stress.   

 

Figure 3.16 Schematic representation of the variations in instantaneous work hardening 

rate evaluated by  = d/d and d = dd/d as well as the different stress 

values with the plastic strain (). Considere instability criterion has been 

marked as d/d = . 

 

In view of this, Equation (3.7) can be written as 

0

( )
d

d M bdd
M b

d d d

 
   

  
     ,   Equation (3.14) 

Equation (3.14) can be used to define the instability condition in terms of dislocation density 

and the developed relationship is given as  
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0
d

d M b

 
  

 
   ,       Equation (3.15) 

where  can be written as 0

0

1 UTS

UTSM b

 

  
 


. In the present analysis,  is assumed as a 

constant over the range of temperatures as shown in Figure 3.17 and it marginally varies with 

steel grades.  This parameter is used to avoid the influence of 0 in the formulation. The 

average values of 1.65, 1.8 and 2.1 were considered for P9 tubeplate forging, P9 plate and 

P91 steel, respectively. 

 

Figure 3.17 Variations in the values of scaling factor () with temperature for 9% Cr 

steels. 

 

Integration of Equation (3.3) with the appropriate boundary conditions can be represented as

0

2

i

d
d

Mk
Mk

b

 











  .       Equation (3.16) 

Following integration, Equation (3.16) yields 

   2sat sat i
exp Mk        .      Equation (3.17) 

Using Eq. (7), 
d

d




 can be written as 
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 

2
2

satd
Mk

d

 

 


  .       Equation (3.18) 

By substituting Equation (3.18) into Equation (3.15), the critical dislocation density at which 

instability sets-in can be expressed as 

 2
2

c

Mk

b Mk






.        Equation (3.19)  

Finally, the proposed new instability criterion can be given in terms of parameters associated 

with Estrin-Mecking approach [84] as 

   2 2
2 2

d Mk M

d b Mk bL Mk



  

   
           

.    Equation (3.20) 

Equation (3.20) suggests that the tensile necking instability in 9% Cr tempered martensitic 

steels depends on the values of mean free path (L) as well as dynamic recovery parameter 

(k2). When  approaches critical dislocation density (c), true plastic strain () approaches 

true uniform plastic strain (u). Accordingly, Equation (3.17) can be reformulated as 

2

1 sat c
u

sat i

ln
Mk

 


 

 
  

 
 .       Equation (3.21) 

By substituting the formulations of sat and c into Equation (3.21), the true uniform plastic 

strain (u) can be expressed as 

 

2

2

2 2 2

1 2

2 2
u

i i

k
ln

Mk Mk k k bk M bk




  

  
          

.    Equation (3.22)  

The above relationship denotes that the true uniform plastic strain depends on initial 

dislocation density, mean free path for dislocations and dynamic recovery parameter. In 

contrast to u, c does not depend on initial dislocation density as given by Equation (3.19). 

Similar to the values of the ratio of saturation dislocation density and initial dislocation 

density (Figure 3.15), higher ratio of the square root of critical density and initial dislocation 
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densities (
c i

  ) obtained for P9 steel clearly suggests comparatively better work 

hardening ability of P9 steel over P91 steel (Figure  3.18(a)). Among the P9 steels, tubeplate 

forging exhibits higher ratio than plate material. At all the temperatures, the observed higher 

true uniform plastic strain values of P9 steel tubeplate forging further confirm the relatively 

higher work hardening ability of the steel over P9 plate and P91 steel (Figure 3.18 (b)). Using 

Equation (3.22), true uniform plastic strain values have been predicted at all the temperatures 

for P9 and P91 steels. Good agreement between the predicted and experimental true uniform 

plastic strain values has been obtained as shown in Figure 3.19.  

 

 

Figure 3.18 Variations in (a) 
c i

   and (b) true uniform plastic strain (u) with 

temperature for P9 plate and tubeplate forging and P91 steel. 
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Figure 3.19 Comparison between experimental (u, Exp) and predicted (u, Pred) true uniform 

plastic strain values for P9 and P91 steels showing u, Pred = u, Exp for different 

temperatures in the range 300-873 K. 

 

Equation (3.22) can be further simplified by assuming the dominance of first term 2
Mk k  over 

other terms in the denominator inside the natural logarithmic part. After this assumption, the 

expression for true uniform plastic strain (u) in terms of dynamic recovery parameter can be 

written as 

2 2

1 2
u

ln
Mk Mk




   
    
   

.       Equation (3.23) 

The above simplified relationship was used to estimate the true uniform strain values and 

these values are comparable with the experimentally observed values as shown in Figure 

3.20. This implies that the dynamic recovery primarily governs the work hardening ability of 

tempered martensitic steels. Though the true uniform plastic strain strongly depends on k2, 

the intrinsic variable i.e. critical dislocation density c depends on both dynamic recovery and 

mean free path values. According to Equation (3.19) and Equation (3.23), work hardening 

behaviour of materials exhibiting lower values of mean free path and dynamic recovery 

parameter is expected to achieve higher values of critical dislocation density along with 

uniform plastic strain. On the contrary, in tempered martensitic steels, microstructures having 

lower mean free path display higher dynamic recovery and vice-versa (Figures 3.9 and 3.10). 
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This suggests that there is a competition between these two important parameters controlling 

the work hardening ability of these steels. In spite of lower mean free path with higher critical 

dislocation density in P91 steel, the strong influence of dynamic recovery restricts its work 

hardening ability resulting in low values of true uniform plastic strain than those obtained for 

P9 steel tubeplate forging and plate. It is known that when the mean free path of dislocations 

limited by the fine boundaries is extremely small, the rate of defect generation and its 

accumulation inside grains and at boundaries would be very high [144]. The resulting high 

defect density provides a large driving force for dynamic recovery [144]. In the case of P91 

steel, the lower mean free path of dislocations of arising from the geometrical obstacles such 

as precipitates and hierarchical boundaries with high rates of defect density generation leads 

to large driving force for higher dynamic recovery than for P9 steel.   

 
Figure 3.20 Comparison between experimental (u, Exp) and predicted (u, Pred) true uniform 

plastic strain values using the simplified formulation for P9 and P91 steels at 

different test temperatures. 

 

The predictability of Estrin-Mecking one-internal-variable model is further demonstrated by 

comparing the predicted initial stress (I) with experimental true yield strength (Exp,YS) at p 

= 0.001 and the predicted true ultimate tensile strength (σPre,UTS) with experimentally 

measured true ultimate tensile strength (σExp,UTS) values in Figures 3.21(a) and 3.21(b), 
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respectively. The true ultimate tensile stress (σPre,UTS) at different temperatures has been 

predicted using Equation (3.6) as 

0.5

Pr e,UTS 0 cM b     .      Equation (3.23) 

An excellent agreement is observed between the predicted and experimental yield and 

ultimate tensile strength values as shown in Figure 3.21 for P9 and P91 steels. 

 

 

Figure 3.21 Variations of (a) predicted initial stress (I) with experimental true yield stress 

(Exp,YS) and (b) predicted ultimate tensile strength (Pre,UTS) with experimental 

true ultimate tensile strength (Exp,UTS) for P9 steel plate and tubeplate forging 

and P91 steel over temperatures ranging from 300 to 873 K. Theoretical I = 

Exo,YS and Pre,UTS = Exp,UTS are superimposed as full lines. 
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3.9  Conclusions  

Tensile flow and work-hardening behaviour of P9 steel plate and tubeplate forging 

and P91 steel have been examined successfully in the framework of dislocation dynamics 

based one-internal-variable approaches for a wide range of temperatures. Detailed analysis 

towards flow and work-hardening behaviour of 9% Cr steels in the wide range of 

temperatures indicated that the hybrid model reduced to Estrin–Mecking one-internal-

variable model. Parameter sensitivity analysis over optimisation results demonstrated the 

dominance of dislocation accumulation term k/b over k1.ρ
0.5

/b in the hybrid model at 

intermediate and high temperatures. This implies that the average mean free path arising from 

the dislocation dense lath/cell boundaries and precipitates act as effective barriers to glide of 

dislocations over total dislocation population inside the lath in P9 and P91 steels. 

The applicability of Estrin-Mecking one-internal-variable approach to 9% chromium 

steels is demonstrated in terms of good agreement between predicted and experimental true 

stress-true plastic strain with low least-square error values over temperatures ranging from 

300 to 873 K. At room and intermediate temperatures, insignificant or, marginal variations in 

the evolution of dislocation density with plastic strain were noticed for P9 and P91 steels. At 

high temperatures, the dominance of dynamic recovery resulted in rapid evolution of 

dislocation density towards saturation in all the steels. Similarly, the work hardening 

parameters associated with the Estrin-Mecking approach exhibited marginal variations in the 

values at room and intermediate temperatures, and rapid variations at high temperatures. The 

evaluation of activation energy based on Bergstrom and Hallen model using recovery 

parameter suggested that the dynamic recovery is controlled by cross-slip of dislocations at 

room and intermediate temperatures, and climb of dislocations at high temperatures.  

At all temperatures, a systematic influence of initial microstructure on the work 

hardening parameters associated with the Estrin-Mecking approach has been observed. The 
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P9 steel tubeplate forging exhibited higher work hardening due to its softened microstructure 

in terms of larger gains in the dislocation density and flow stress contribution from 

dislocations along with reduced dynamic recovery than the P9 plate and P91 steels in the 

temperature range 300-873 K. Contrary to this, relatively hardened microstructure in P91 

steel displayed lower work hardening ability along with increased dynamic recovery than P9 

plate and tubeplate forging. 

In addition, Considère criterion has been reexamined based on  Estrin-Mecking model 

for 9% Cr tempered martensitic steels. It has been shown that tensile instability sets-in as the 

evolution of dislocation density with the plastic strain approaches critical dislocation density 

which in turn is a function of mean free path and dislocation annihilation parameter. Further, 

the interrelationship between true uniform plastic strain and dynamic recovery parameter has 

been established from the present formulation for 9% Cr steels. The observed good 

agreement between experimental and predicted tensile properties showed a better 

predictability of the model for 9% chromium containing steels. 
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Chapter 4: Constitutive Modelling of Primary and Steady State Creep 

Behaviour of 9% Cr Tempered Martensitic Steels 

 
4.1  Introduction 

 Modelling creep behaviour becomes essential for safe life design of the high 

temperature structural components. Traditionally, creep modelling and finite element analysis 

towards engineering creep design are limited to the secondary creep stage. In this analysis, 

the integrated form of Norton’s power law represents only secondary creep strain 

contribution to total creep ductility. Several creep strain ()-time (t) relationships ranging 

from simple phenomenological to complex constitutive equations have been proposed and 

used to represent the creep strain accumulation characteristics [145]. The effectiveness of 

these relationships to model primary, secondary and tertiary creep deformation for specific 

applications can vary with material characteristics and source data distribution [145]. Often, 

design engineers require the parameters associated with creep equations for the prediction of 

long-term creep behaviour in the primary and secondary creep regimes. Since most of the 

allowable creep strain is accumulated in primary and secondary creep stages, it becomes 

necessary to incorporate primary creep strain contribution along with secondary creep for the 

safe-life design of components. In most of the creep relationships [72-75], the terms 

describing primary and secondary creep strain accumulation are additive in nature. As an 

alternative to additive models, models based on the internal variables provide better 

description towards primary and secondary creep deformation behaviour of materials [91-99]. 

In this regard, the model based on the evolution of internal stress as an internal-variable was 

considered towards the description of primary and secondary creep deformation behaviour of 

9% Cr steels in this investigation. Though a few models were proposed based on the kinetic 

of evolution of internal-stress for describing the transient behaviour of engineering materials 

[96, 97], these models do not explicitly include the dependence of steady state ( s ) or 
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minimum creep rate and activation volume (V) or scaled activation volume (V ) as a 

function of internal stress (Equations (1.28) and (1.30)). In reality, the parameters such as s

and V should be considered as a function of internal stress. Another important point in these 

formulations (Equations (1.28) and (1.30)) is the steady state creep rate used as a parameter 

for describing primary creep behaviour. In fact, the steady state or minimum creep rate 

should be derived directly from the governing kinetic creep law. In view of this, a 

constitutive model without invoking steady state creep rate as a parameter, and by 

incorporating the stress dependence of activation volume has been developed for the 

description of primary and steady state creep behaviour of P9 steel in the present study. The 

concept of stress dependent activation volume and average dislocation segment length based 

on Friedel statistics [105] has been incorporated into the kinetic creep law. The internal stress 

formulation proposed by Estrin and Mecking [84] has been coupled with kinetic creep law in 

order to get a better description of deformation behaviour. The applicability of the model has 

been demonstrated by describing primary and secondary creep behaviour of P9 steel in two 

different heat treatment conditions for a wide range of stresses at 793 and 873 K. The 

parameters associated with the present formulation have been obtained based on error 

minimisation algorithm using experimental and predicted creep strain-time data. Further, the 

predictability of the model has been demonstrated by predicting steady state creep rate and 

their comparison with experimentally measured values in P9 steel.   

 

4.2  Framework of the Proposed Sine Hyperbolic based Creep Rate Model 

The model has been originated from the Orowan equation [106]. The shear strain rate 

produced by the glide motion of mobile dislocations (ρm) is described by Orowan’s equation 

[106] as 

m bv  .        Equation (4.1) 
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where   and  are the shear strain rate and average dislocation velocity, respectively. 

Equation (4.1) is equivalent to the strain rate relationships derived by Taylor [146] and 

Seeger [147]. The average velocity  is determined by the rate at which local thermal 

activation allows the pinned dislocation segments to overcome the energy barriers by climb 

over individual obstacles when the mobile dislocations are held up by the dispersion of local 

obstacles. Since the presence of wide distribution of dislocation segment lengths between 

pinning points and spectrum of obstacle strengths is expected in materials, the probability of 

thermal activation varies from one pinning point to another. This indicates that the evaluation 

of velocity of dislocations in terms of the characteristic parameters of individual pinning 

point is difficult.  In view of this,  average dislocation velocity () in solids containing 

dispersed obstacles is specified based on average segment length (ls) and average area (As) 

swept out by dislocation segments released during thermal activation [147] and this is 

expressed as 

s( / )net sv A l  ,       Equation (4.2) 

where Γnet is the net activation frequency. The net activation frequency based on forward (Γf) 

and reverse activation frequency (Γb) is given by 

net f b      .       Equation (4.3) 

The forward frequency with which dislocation segment of length (ls) attempts the energy 

barrier (Q) is given as 

s

exp( )
2

e sD
f

Q l b db

l kT

   
   ,     Equation (4.4) 

where d is the activation distance required to thermally overcome the obstacles,  Q is the 

activation energy for self-diffusion of the matrix due to position change of d between the 

normal and activated states and D is the Debye frequency. In Equation (4.4), the local 

effective shear stress (τe) is equal to applied shear stress (τa) minus internal shear stress (τi).  
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The term lsbd has the dimension of volume, i.e., activation volume V. Similarly, the 

backward frequency with which dislocation segment of length (ls) attempts the energy barrier 

is given as 

s

exp( )
2

e sD
b

Q l b db

l kT

   
  .      Equation (4.5)  

Substituting Equation (4.4) and Equation (4.5) into Equation (4.3), the net frequency with 

which dislocation attempts the energy barrier is written as 

s

exp( ) exp( ) exp( )
2

e s e sD
net

l b d l b db Q

l kT kT kT

      
   

 
.  Equation (4.6)  

The term lsbd has the dimension of volume and is thermodynamically termed as activation 

volume V. Following the substitution of Equation (4.6) into Equation (4.2), the shear strain 

rate ( ) in Equation (4.1) can be expressed as 

 
2

2 exp exp
2

a is
m D

s

VA Q
b v

RT kTl

 
 

     
           

.   Equation (4.7) 

The stress dependence of the effective obstacle spacing was first considered by Friedel [105, 

148] in terms of the glide of dislocation overcoming the obstacles during creep. Friedel 

pointed out that arithmetic mean value of segment length (ls) varies with the effective shear 

stress [105]. Based on the Friedel statistics, the stress dependence of average dislocation 

segment length, activation area and activation volume swept by the dislocation segment have 

been considered in the present study as  

 
1/3

2(2 )
s

i e

b
l



 
 , 

 
3

s a i

s

l
A

b

 




 ,  

 
3

1/3
2(2 )i e

V b


 

 
  
 
 

. Equation (4.8) 
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Substituting Equation (4.8) into Equation (4.7) and by converting shear strain rate (  ) and 

shear stress fields (τa, τi and τe) to tensile quantities ( , a, i and e) using Taylor factor 

(M), the relationship for macroscopic creep rate   is obtained as 

 

 

1/3
2 2

3

1/32 2
exp sinh

m D e i e e

i e

b v Q G
b

M RT MkT

    


 

   
          

  

. Equation (4.9) 

The term internal stress (i) in Equation (4.9) is defined as the resistance characteristic of the 

structure against deformation. The source of the resistance against dislocation motion consists 

of the sum of structural phenomena, i.e., long range stresses associated with pile up of 

dislocations against barriers such as dislocations, dispersed second phase particles, subgrain 

boundaries and grain boundaries. Total internal stress is a complex superposition of the 

influences of all the individual phenomena. Though different relationships have been 

proposed for the evolution of internal stress with strain or time [84, 91], the model based on 

the accumulation of dislocations against geometrical obstacles such as sub-grain boundaries 

and precipitates proposed by Estrin-Mecking appears to be more relevant in the present 

context. Accordingly, the evolution of internal stress with creep strain envisaged in Estrin-

Mecking kinetic approach [84] have been used in the present study and this is expressed as

 2 21i
is i

i c

d

d


 

  
  ,      Equation (4.10) 

where is is the internal stress value at steady state and c is the rate constant. Equation (4.10) 

in terms of time (t) can be expressed as 

 2 21i
is i

i c

d

dt


  

 
  .      Equation (4.11) 

Equations (4.9) and (4.11) are coupled together for describing the primary creep deformation 

approaching to steady state creep behaviour of materials. 
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4.3  Numerical Implementation and Optimisation  

Creep strain-time data obtained for P9 steel in Q+T and SPWHT conditions were 

employed to examine the developed model. Typical creep curves for P9 steel in Q+T and 

SPWHT conditions for 60 and 100 MPa stresses at 873 K are shown in Figure 4.1. SPWHT 

specimens displayed consistently higher evolution of creep strain with time resulting in 

higher steady state creep rate and lower rupture life than those obtained for Q+T specimens in 

all the stress conditions. Creep strain-time data up to steady state creep regime has been 

considered in the present analysis.  

 

 

Figure 4.1  Creep strain-time data of P9 steel in Q+T and SPWHT conditions for (a) 60 

MPa and (b) 100 MPa at 873 K. 
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Figure 4.2  Schematic flow diagram for optimisation of parameters associated with the 

developed sine hyperbolic creep rate model. 

 

The coupled first-order differential equations i.e., Equations (4.9) and (4.11) have 

been integrated by fourth-order Runge-Kutta method with initial conditions of i = i0 and  

= 0 at time t = 0. The unknown constants in the differential equations such as initial internal 

stress (i0), steady state internal stress (is) and rate constant (c) were optimised using 

interior point algorithm. The schematic flow diagram for parameter optimisation has been 

presented in Figure 4.2. The goodness of fit was judged by low values of relative least-square 

error obtained during optimisation. The iteration process is initialized with some initial guess 
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within the lower and upper bounds of the parameter set {i0, is, c}. The upper and lower 

limits of initial and steady state internal stress values were chosen close to the lower and 

upper values of applied stress as 50-200 MPa. The lower value of rate constant is kept as 

zero, while the upper value is chosen as 0.1. The material constants associated with the model 

are given in Table 4.1. The mobile dislocation density is assumed to be constant [84, 89, 90, 

147] and is fixed as one order of magnitude lower than the total dislocation density value of 

1.0  10
14 

m
2

 for 9% Cr steels [40, 119] as given in Table 4.1. In general, heat treatment 

conditions influence both the immobile dislocation density (composed of dislocations at 

hierarchical boundaries and fraction of dislocations in the subgrain interior) and mobile 

dislocation density in tempered martensitic steels. It is very difficult to measure the exact 

value of mobile dislocation density for both the heat treatment conditions. In view of this, a 

typical constant value of mobile dislocation density has been assumed. In common, the 

uncertainty related to mobile dislocation density has been included in the pre-exponential 

factor of recovery model [150] and in the power law co-efficient of Kock-Mecking-Estrin 

one-internal-variable formulation [84, 90]. In these approaches, the weak variation in mobile 

dislocation density with strain has been accepted. However, it is reasonable to assume a 

certain definite value of mobile dislocation density as invoked in the present analysis rather 

than dealing with uncertainty. Lagneborg and coworkers [150, 151] dealt the uncertainty in 

the evolution of mobile dislocation density with strain based on the formulation of dislocation 

link distribution.  One of the principal advantages in this approach has been the automatic 

selection of a few mobile dislocation links from the existing dislocation links to derive the 

creep rate. The applicability of dislocation link distribution model was demonstrated for 

unidirectional deformation behaviour of austenitic stainless steels [150, 152]. However, a 

weak variation in mobile dislocation density with strain during creep deformation of AISI 

310 stainless steel has been reported [152]. Moreover, it is difficult to derive the network link 
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distribution and its evolution with time in tempered martensitic steel due to its complex 

microstructure consisting of hierarchical boundaries along with fine distribution of 

precipitates. In view of these difficulties, the constancy in mobile dislocation density assumed 

in present analysis appears to be reasonable. At all test conditions, the values of constants 

were obtained from the best-fit creep strain-time data. 

Table 4.1-  Material constants used for the prediction of primary and secondary creep strain-

time data. 

 

Material constants Units Range Fixed value 

Mobile dislocation density (m)  m
2

 < 1  10
13

 7  10
12

 

Burgers vector (b) m - 0.268  10
9

 

Activation energy (Q)  kJ/mol 244-344 285 

Boltzmann constant (k) J/K - 1.38  10
23

 

Taylor factor (M) - - 3.0 

Shear modulus () MPa - 67869 (at 793 K)  

64420 (at 873 K) 

Gas constant (R) J/mol-K - 8.314 

Debye frequency (D) s
1

 5  10
12 

-1  10
13

 1  10
13

 

 

4.4  Applicability of the Proposed Model  

At all test conditions, the present model provided an appropriate description of primary and 

steady state creep behaviour of P9 steel in Q+T and SPWHT conditions. Representative creep 

strain-time plots at 873 K for stresses 60 and 100 MPa and at 793 K for 225 MPa are shown 

in Figures 4.3(a-c) as examples. The symbols correspond to experimental data and the 

predicted -t data is represented by full lines. Good agreement between predicted and 

experimental -t data can be seen in Figure 4.3.  
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Figure 4.3  Experimental and predicted creep strain-time data in Q+T and SPWHT 

conditions for (a) 60 and (b) 100 MPa at 873 K and (c) 225 MPa at 793 K. 
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Figure 4.4  Experimental and predicted (a) creep rate-creep strain and (b) creep rate-time 

data for P9 steel in SPWHT condition for different applied stresses at 873 K. 

 

The accuracy of prediction is also shown in terms of creep rate-strain and creep rate-time at 

873 K for SPWHT condition in Figures 4.4(a-b). An excellent agreement between predicted 

and experimental creep data at different stress levels is discernible in Figure 4.4. The 

variations in the deviation of strain values as  = exp  pred with time exhibiting low values 

further suggest the statistical suitability of the model for describing creep deformation 

behaviour of P9 steel. The plot of  vs. time is shown in Figure 4.5 as an example for P9 

steel in SPWHT condition for 50 MPa. The observed  is in the range of ± 0.00025 

indicating the appropriateness of the developed model. The variations in the optimised 

parameters such as initial (i0) and saturation (is) internal stresses increase with increase in 
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normalised applied stress irrespective of test conditions (Figures 4.6 and 4.7). Further, the 

observed initial and saturation internal stresses as a function of applied stress also displayed a 

marginal difference between Q+T and SPWHT conditions at 793 and 873 K. The variations 

in rate constant (c) with applied stress do not exhibit a clear trend. Irrespective of 

temperature, the observed average c value is lower for P9 steel in SPWHT condition than 

Q+T condition. The average values of rate constant have been 0.03 and 0.015 for Q+T and 

SPWHT conditions, respectively below 100 MPa at 873 K. At 793 K, rate constant values of 

0.004 for Q+T and 0.0025 for SPWHT above 175 MPa were obtained.  

 

Figure 4.5 Variations in the deviation of strain values as  = exp  pred with time for P9 

steel in SPWHT condition at 873 K for the stress level of 50 MPa. 

 

Figure 4.6 Variations of normalised initial internal stress with normalised applied stress at 

793 and 873 K for Q+T and SPWHT conditions. 
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Figure 4.7  Variations of normalised internal stress at saturation with normalised applied 

stress at 793 and 873 K for Q+T and SPWHT conditions. 

 

As dislocation moves through a solid, it experiences a periodically varying internal 

stress. Therefore, description of the internal stress requires a three dimensional statistical 

formulation as the variations of i(x) with position x. A number of authors have treated the 

internal stress as a simple sinusoidal function of position x [153, 154]. In the present study, 

Estrin-Mecking phenomenological description for internal stress evolution with strain has 

been used to capture the overall effects of structural changes rather than the local changes of 

the internal stress. Milicka et al. [91] reported that the constitutive equation describing 

primary and secondary creep behaviour should show positive initial internal stress along with 

an increase in values with increase in applied stress. The observed positive values along with 

an increasing trend in initial internal stress (i0) with applied stress confirmed the above 

requirements. Though the internal stress values increase with increase in applied stress 

(Figures 4.6 and 4.7), the ratio of i0/a and is/a decreases with applied stress (Figure 4.8). 

This suggests that with increase in applied stress, a large fraction of applied stress is utilized 

for dislocation motion. A similar variations in the ratio of is/a with applied stress have been 

reported for experimentally obtained is/a values using stress transient dip test in ferritic 



110 
 

chromium steel [155]. The observed marginally higher ratio of is/a at 793 K for a given 

normalised applied stress than the values obtained at 873 K is on expected lines (Figure 4.8 

(b)). This indicates that the effective stress increases with increase in temperature for a given 

applied stress condition. It has been observed that the variations of ratio of i0/a and is/a 

with applied stress (a) obey power law as i  (a)
k
 as shown in Figure 4.8. The k value in 

the range of 0.77 to 0.9 was observed for P9 steel. Based on stress change experiments during 

steady state creep, it has been shown that the increase in internal stress with applied stress 

obey power law in several metals and alloys [156-159]. The applied stress dependence of 

internal stress agrees well with the power law (i  a
0.87

) experimentally observed for Al-Li 

solid solution alloy using stress-dip and stress increment tests during steady state creep 

conditions [157]. A similar power law dependence of internal stress on applied stress has 

been reported for many metals and alloys during steady state creep conditions. The reported k 

value in the range 0.7-1.0 for Cd, Mg, Al-Li and Al-Mg alloys [156-159] is in agreement with 

those observed in this investigation. The ratio of is/a in the range 0.75-0.95 obtained for P9 

steel is also in agreement with the reported values for T91 steel [160].  

According to the present model, the application of externally applied stress (a) 

produces plastic flow and consequently the strain hardening during primary creep 

deformation, thereby causing a continual increase in internal stress with strain. The decrease 

of creep rate with strain/time results from a decrease in effective stress as shown in Figure 4.9 

for Q+T condition at 60 MPa and 873 K as an example. The decrease in effective stress with 

strain also indicates the concurrent increase in mean internal stress during transient creep in 

9% Cr tempered martensitic steels. It is evident that a rapid increase in internal stress or a 

decrease in effective stress at low strain levels followed by approaching towards saturation 

during the secondary stage (Figure 4.9).  
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Figure 4.8 Variations in the ratio of (a) i0/a and (b) is/a with normalised applied 

stress at 793 and 873 K for Q+T and SPWHT conditions. 

 

Figure 4.9 A representative plot of the evolution of internal stress and effective stress 

with time for 80 MPa at 873 K in Q+T condition. 
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Though there is a reduction in dislocation density inside the lath, the continual 

accumulation of dislocations in boundaries and formation of new boundaries takes place 

during primary creep in 9% Cr steels [103, 161, 162]. Orlová and Ĉadek [163] reported that 

the internal stress is known to increase during primary creep with the increase in density of 

dislocations in sub-boundaries. In pure alpha iron, a decrease in strain rate during primary 

creep was noticed along with the accumulation of dislocation density at subgrain boundaries 

despite a reduction in the density of dislocation inside the subgrain. It was pointed out that 

the sub-boundaries must be considered as the main source of internal stress in the primary 

stage [163]. In the case of 9% Cr steels, the accumulated dislocation in boundaries generates 

the internal back stress against the dislocation motion which resulted in decrease in strain rate 

during the transient process as shown in Figure 4.9 [162]. Following Estrin-Mecking [84], the 

rate constant, c is inversely proportional to the dynamic recovery parameter. Though there is 

only a marginal variations in the initial and saturation internal stress values with respect to 

heat treatment, the lower c values for SPWHT condition relative to those for Q+T condition 

at both 793 and 873 K suggest enhanced dynamic recovery effects in SPWHT condition. 

Enhanced dynamic recovery is promoted by the presence of relatively coarse initial 

microstructure in SPWHT condition than Q+T condition (Figures 2.2 and 2.3). This results in 

a noticeable difference in the primary and secondary creep characteristics between Q+T and 

SPWHT conditions (Figures 4.1 and 4.3).  

 The applicability of the model can be further examined by predicting steady state 

creep rate in both the heat treatment conditions at 793 and 873 K. When internal stress 

approaches steady state (is) value, the creep rate also approaches to steady state creep rate, 

s and Equation (4.9) can be expressed as   

 

 

1/3
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 ,  Equation (4.12) 
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where es is equal to is. A reasonable agreement between the predicted and experimental 

steady state creep rates has been observed (Figure 4.10). However, at low applied stresses, 

 

Figure 4.10 Predicted vs. experimental steady state creep rate at 793 and 873 K for Q+T 

and SPWHT conditions. 

 

the predicted steady state creep rates have been found to be marginally lower than the 

experimentally measured values as observed in the deviations from the theoretical 

, ,s Pred s Exp   broken line shown in Figure 4.10. The observed lower values of predicted 

steady state creep rates at low stresses has been examined in terms of the predicted evolution 

of internal stress with strain. At high stresses, the faster evolution of internal stress 

approaching towards well defined saturation at the strain equivalent to experimental steady 

state condition has been observed. Figure 4.11(a) shows the occurrence of well defined 

saturation in internal stress at high stresses at 793 K as an example. On the contrary, slow 

evolution of internal stress and absence of well defined saturation at the strain equivalent to 

experimental steady state condition has been observed at low stresses as shown in Figure 

4.11(b). The ratio of internal stress value at the strain equivalent to experimental steady state 

condition to the predicted is value at low applied stresses has been obtained as 0.98. Based 

on this, the value of internal stress at low stresses has been approximated as 98% of the 
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predicted steady state value. At applied stresses lower than <100 MPa, 0.98is has been used 

for evaluating the predicted steady state creep rate in Equation (4.12). Following the 

modification, a good agreement between the predicted and experimental steady state creep 

rates has been obtained as shown in Figure 4.12. The theoretical line representing 

, ,s Pred s Exp   is also superimposed in Figure 4.12. Based on the present analysis, it can be 

suggested that the strain to achieve well-defined steady state is slightly away from the 

experimentally observed strain value at low stresses.  

 

 

Figure 4.11 Evolution of internal stress with strain for (a) high stresses at 793 K and (b) 

low stresses at 873 K in SPWHT condition. 
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Figure 4.12 Predicted vs. experimental steady state creep rate for Q+T and SPWHT 

conditions at 793 and 873 K. The prediction is based on the approximation in 

internal stress as 0.98is at steady state strain. 

 

Statistically, the description of steady state creep rate s = s (es) by sinh function is 

equivalent to the description by the power function [91]. The variations in predicted steady 

state creep rate with effective stress exhibited linear variations in double logarithmic plots at 

793 and 873 K as shown in Figure 4.13. This clearly indicates that the effective stress 

dependence of steady state creep rate obey power law as  n

s esA  . The values of stress 

exponent n = 5.4 at 793 K and 4.75 at 873 K, and coefficient A = 6.9  10
13

 MPa
5.4

 h
1

 at 

793 K and 5.6  10
10

 MPa
4.75

 h
1

 at 873 K have been obtained. Further, invoking the 

concept of internal stress into creep relationship in the present model, one-slope behaviour in 

the effective stress dependence of steady state creep rate with n close to 5 has been observed 

for P9 steel. This is in agreement with the reported observations for the effective stress 

dependence of steady state creep rate in 9% Cr steels [29, 30]. The two slope behaviour in the 

applied stress dependence of creep rate with different values of stress exponent and apparent 

activation energy [26, 29, 30, 164] has been rationalised by incorporating resisting/back 

stress into creep relationship [29, 164].  In Equation (4.9), the pre sine hyperbolic factor (Z) 

related to the mean velocity of dislocation motion exhibited applied stress and temperature 
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dependence as shown in Figure 4.14. Equation (4.9) in terms of Z can be expressed as 

 sinhs esZ V MkT   . Strong temperature dependence of Z and an increase in Z with 

applied stress can be seen in Figure 4.14. This is in agreement with the reported variations of 

Z with respect to temperature and stress in metals and alloys [91, 165]. The variations in 

activation volume (V) at steady state with normalised applied stress (a/) exhibited a non-

linear behaviour as shown in Figure 4.15. A rapid decrease in activation volume at low 

stresses at 873 K followed by a gradual decrease at high stresses at 793 K can be seen in 

Figure 4.15. The values of activation volume varied from 3300 b
3
 at 873 K/50 MPa to 530 b

3
 

at 793 K/250 MPa. A similar variation in the experimentally measured activation volume 

with effective stress has been observed for zirconium in the temperature range 898-1098 K 

with an insignificant influence of temperature [166]. Based on the shear model, Kauzmann 

[167] reported the value of activation volume as V ≃ b
3
. Though the values of V depend on 

the type of alloy and applied stress, V in the range 3300-30 b
3
 for creep deformation of 16 

different metals and alloys such as lead, tin, Zinc, brass and steel has been reported [167, 

168].  

 

Figure 4.13 Predicted steady state creep rate with effective stress obeying power law 

function for Q+T and SPWHT conditions at 793 and 873 K. 
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Figure 4.14 Variations in pre sine hyperbolic factor, parameter Z with normalised applied 

stress at 793 and 873 K. 

 

 

 

Figure 4.15 Variations in predicted activation volume with the normalised applied stress at 

793 and 873 K. 

 

 

4.5 Conclusions 

The constitutive model based on sine hyperbolic creep rate relation associated with 

the concept of stress dependent activation volume and average dislocation segment length 

related to the Friedel statistics has been developed. The sine hyperbolic creep rate relation 

coupled with the evolution of internal stress as a function of strain provides a better 

understanding of primary and secondary creep behaviour of P9 steel. Following Estrin-
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Mecking approach, the evolution of mean internal stress from the initial to saturation value 

during creep deformation has been considered. The applicability of the model has been 

demonstrated by comparing the predicted and experimental creep strain-time and creep rate-

strain data in P9 steel in quenched and tempered (Q+T) and simulated post weld heat 

treatment (SPWHT) conditions at 793 and 873 K. The model suggested that the increase in 

internal stress (or decrease in effective stress) with strain/time results in the observed 

decrease in creep rate during primary creep in the steel. Irrespective of temperature and heat 

treatment conditions, the optimised parameters associated with the internal stress values 

exhibited linear variations with the applied stress. The observed difference in the primary and 

secondary creep characteristics at 793 and 873 K between Q+T and SPWHT conditions has 

been ascribed to the variations in rate constant associated with the model. The lower rate 

constant values for SPWHT condition than for Q+T condition at both 793 and 873 K signifies 

the enhanced dynamic recovery effects in SPWHT condition due to the presence of relatively 

coarse initial microstructure. At all test conditions, good agreement observed between 

predicted and experimental steady state creep rates demonstrated further applicability of the 

model. The predicted variations in activation volume at steady state with applied stress are in 

accordance with the experimentally reported observations in metals and alloys.  
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Chapter 5: Modelling totality of creep deformation and development of 

damage in 9% Cr tempered martensitic steels 

 
5.1  Introduction 

 Creep deformation and damage are the most critical issues for determining the 

structural integrity of the components operating at elevated temperatures in nuclear and other 

power generating industries. In order to provide reliable design and analysis of high 

temperature components, it becomes necessary to model the creep deformation and damage 

behaviour appropriately [169]. Constitutive description for the development of damage 

during tertiary creep is also required towards the assessment of the remaining life of 

components during service. In view of above, two different approaches have been employed 

to examine the totality of creep deformation in 9% Cr containing tempered martensitic steels 

in the present research. The first is based on the additive creep rate formulation where the 

developed sine hyperbolic creep rate formulation for transient creep has been added to 

tertiary creep rate as a function of tertiary creep strain obtained using MPC-Omega 

methodology [107] with necessary modification. Applicability of the model has been 

demonstrated for 9% Cr steels. In the second, the microstructure based Semba-Dyson-

McLean model [108] has been used for the description of creep deformation and damage 

behaviour of P9 steels. However, Semba-Dyson-McLean model does not account for the 

influence of individual precipitates on creep behaviour of 9% Cr steels. In order to account 

the influence of individual microstructural damages arising from the coarsening of M23C6 and 

conversion of useful MX precipitates into deleterious Z-phase on long-term creep behaviour 

[49] of the modified 9Cr-1Mo steel, necessary modifications have been made into the original 

kinetic creep law proposed by Dyson and McLean. An exponential rate relationship has been 

introduced for the evolution of number density of MX precipitates with time. It has been 

shown that the developed model adequately predicts the experimental long-term creep strain-
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time as well as creep rate-time data. The role of Z-phase on long-term creep behaviour of T91 

steel has also been discussed in this chapter.  

 

5.2  Framework of Additive Creep Rate Formulation 

In the additive creep rate formalism, total creep rate ( ) is defined as  

p s tr      ,        Equation (5.1) 

where p , 
s  and 

tr  are representative primary, steady state and tertiary creep rate, 

respectively.  For the combined description of primary and secondary creep deformation, the 

developed sine hyperbolic rate equation has been used (as discussed in Chapter 4). Towards 

the description of tertiary creep behaviour of tempered martensitic steel as a function of 

tertiary creep strain, modified MPC-omega method has been proposed. The applicability of 

the totality of the model has been demonstrated for creep deformation behaviour of tempered 

martensitic plain P9 steel at 873 K for different stress levels.  

5.2.1  Tertiary creep behaviour: MPC-Omega Methodology and its modification 

The general functional form of tertiary creep rate as a function of tertiary creep strain 

i.e., ( )tr
tr s tr

d
f

dt


     has been considered to describe the tertiary creep behaviour of P9 

steel. Irrespective of the microstructural details of creep damage and its kinetics, the ratio of 

tertiary and secondary creep rates i.e., tr

s




 itself can be considered as a measure of the 

current extent of creep damage. A relation in the generalised form known as MPC-Omega 

method [107] is expressed as   

 exptr s tr    ,        Equation (5.2) 
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where Omega ‘’ is the creep rate accelerating factor depends on applied stress and 

temperature. The increase in creep rate in the tertiary creep region is evaluated from the slope 

of the semi-logarithmic plot of creep rate vs. creep strain as 
ln tr

tr

d

d




  . 

 

Figure 5.1  Typical creep rate ( ) - creep strain () data for 9% chromium containing 

steels at high temperatures. 

 

Figure 5.1 shows typical deformation behaviour in the primary, secondary and tertiary creep 

in 9% chromium tempered martensitic steel. It can be seen that Equation (5.2) represents only 

the initial linear portion of tertiary creep, where 
ln tr

tr

d

d




   is obeyed. Beyond

ln tr

tr

d

d




  , 

the accumulation of large tertiary creep strain is not represented by Equation 5.2. The non-

linear tertiary creep region is generic to 9% Cr steels [170]. In order to account for the 

complete tertiary creep trajectory, a modified formulation has been employed in the present 

analysis as 

 exptr s tr

   ,       Equation (5.3) 

where   and  are the tertiary creep constants. According to Eq. 8, the slope of the semi-

logarithmic creep rate vs. creep strain data as
1ln tr

tr

tr

d

d






  is a function of tertiary creep 

strain. When  approaches the value of unity,  approaches towards the value of  originally 
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proposed by Prager [107]. In such a condition, the semi-logarithmic plot of creep rate vs. 

creep strain remains linear during tertiary creep. For 9% Cr steels showing non-linear tertiary 

creep behaviour (Figure 5.2), the theoretical plots displaying the influence of   and  on the 

variations of ln tr

s





 
 
 

 vs. tr are shown in Figure 5.2. It can be seen that for a given tertiary 

creep strain, ln tr

s





 
 
 

 increases with increase in   and decrease in  (Figure 5.2). The choice  

 

 

Figure 5.2  Theoretical plots depicting the influence of tertiary fitting constants (a)  with 

 = 0.5 or  with  = 1 and (b)  with  = 25 on the ratio between tertiary 

creep rate with steady state creep rate 
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of varying  from 5 to 55 for a fixed value of  = 0.5 and varying  from 0.1 to 1.1 for a 

fixed value of  = 25 have been chosen arbitrarily. The observations in Figure 5.2 clearly 

suggest that the higher value of  or the lower value of  is directly related to higher creep 

rate during tertiary creep. In other words, higher  or lower  necessarily indicates low 

resistance to creep damage. 

 

5.2.2  Formulation for the totality of Creep Behaviour 

The complete set of differential equations defining the totality of creep deformation 

and damage in the primary, secondary and tertiary creep can be given as 

 

 

 
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  

 

  
          

  

  Equation (5.4) 

In the present analysis, the applicability of the additive creep rate formulation has been 

demonstrated for P9 steel at 873 K as an example. In addition to initial internal stress (i0), 

internal stress at saturation (is), rate constant (c),  the additional constants such as  and  

associated with the tertiary creep rate model are optimised. For given applied stress, relative 

least-square optimisation methodology has been adopted for deriving the values of  and .  

5.3  Predictability of Additive Creep Rate Formulation 

Typical experimental and predicted creep strain-time data at 60 MPa for P9 steel 

tubeplate forging in Q+T condition are shown in Figure 5.3. Two different variants of 

Equation (5.4) have been employed for fitting the experimental creep data. In the first 

instance, by invoking the original MPC-Omega method, the value of  has been fixed as 
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unity in Equation (5.4) for the evolution of tertiary creep strain with time. The predicted data 

for  = 1 is shown by the full line and designated as ‘Model-A’. In another case, the creep 

strain-time data has been predicted using optimised parameters without fixing any constants 

in Equation (5.4), and this is presented by the broken line as ‘Model-B’. It can be clearly seen 

that compared to Model-A, Model-B accurately predicts the evolution of creep  strain  with  

time  in  the  primary,  secondary  and  tertiary  creep  regimes  (Figure (5.3)).  

 

Figure 5.3  Experimental creep strain () - time (t) data for P9 steel tubeplate forging at 

873 K for 60 MPa. The respective best-fit data obtained for Model-A and 

Model-B are superimposed as broken and full lines, respectively. 

 

 

Figure 5.4  Experimental creep strain ( ) - time () data for P9 steel tubeplate forging at 

873 K for 60 MPa. The respective best-fit data obtained for Model-A and 

Model-B are superimposed as broken and full lines, respectively. 
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Figure 5.5  The predicted variations in primary plus secondary and tertiary strain 

contributions with time for Model-A and Model-B are depicted as broken and 

full lines, respectively. 

 

This is also reflected in the variations of creep rate with creep strain in the semi-logarithmic 

plot shown in Figure 5.4.  The appropriateness of Model-B for the prediction of creep rate vs. 

creep strain in all the three regimes is discernible in Figure 5.4. On the contrary, a large 

positive deviation in the predicted creep rate at higher strains using Model-A can be seen in 

Figure 5.4. The applicability of Model-A and Model-B is further examined from the 

evolution of primary plus secondary and tertiary creep strain components with time predicted 

by both the models as shown in Figure 5.5. It can be seen that only a marginal difference in 

the evolution of primary plus secondary creep strains is observed between the two models. 

Contrary to this, a significant difference in the evolution of tertiary creep strain between the 

models can be seen in Figure 5.5. This is similar to that observed for the prediction of total 

creep strain vs. time data shown in Figure 5.3. All these observations suggest that Model-B 

consisting of modified MPC-Omega method for tertiary creep (Equation (5.4)) appropriately 

describes creep deformation behaviour in P9 steel. The applicability of Model-B has been 

examined over the stresses ranging from 60 to 125 MPa. The variations of experimental as 

well as predicted creep strain with time and creep rate with creep strain for different stresses 
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are shown in Figures 5.6. Good agreement between the experimental and predicted creep data 

suggests the validity of Model-B for P9 steel.  

 

Figure 5.6  Experimental creep rate ( ) - creep strain () for P9 steel tubeplate forging at 

873 K for different stress levels. The best-fit data of Model-B are 

superimposed as solid lines for different stresses. 

 

In the present analysis, a combination of internal stress based approach for primary as 

well as secondary creep and the modified MPC-Omega method for tertiary creep has been 

employed for modelling the totality of creep deformation. It was reported that mathematical 

relationships which provide the best representation of primary, secondary and tertiary creep 

have been chosen among the different constitutive formalisms [171]. It has been shown that 

the adopted approach provides an accurate description of experimentally measured creep data 

in P9 steel (Figures 5.3, 5.4 and 5.6). For fitting experimental creep data with original MPC-

Omega method, selection of specific data having linear ln tr vs. tr region becomes necessary 

as shown in Figure 5.1 [170]. It can be seen that in the present additive creep rate 

formulation, selection of specific creep data is not required. Moreover, the proposed modified 

MPC-Omega method effectively accounts for non-linearity in the creep strain-time data 

generally observed during tertiary creep in 9% chromium tempered martensitic steels.   
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Figure 5.7  The variations in tertiary fitting constants such as  and  with applied stress 

for 9Cr-1Mo steel tubeplate forging at 873 K. 

 

The variations in tertiary creep constants  and  with applied stress are shown in 

Figure 5.7. The value of  increases from 10 at 60 MPa to 18 at 90 MPa followed by a 

marginal decrease to a value around 14 above 100 MPa. A rather low value of  < 1 for 

different stresses has been obtained. At low stresses (60-80 MPa),  has the value of about 

0.3, while  about 0.66 above 90 MPa has been observed. The low value of  at low stresses 

necessarily suggests higher evolution of creep rate and lower resistance to deformation during 

tertiary creep. The dominance of creep damage at low stresses has also been presented as the 

variations of predicted tr

  as a function of life fraction (t/tr) in Figure 5.8. tr


 
vs. t/tr plots 

clearly shows two separate groupings of creep data one for high stresses (90-125 MPa) and 

the other for low stresses (60-80 MPa). Since tr

  directly correlates with the totality of 

damage associated with tertiary creep [172], significantly higher values of tr

  clearly 

suggest higher dominance of creep damage in the low stress regime (60-80 MPa) than that 

observed at high stresses. The dominance of microstructural degradation in P9 steel has been 

ascribed to decrease in dislocation density, coarsening of precipitates and dislocation 

substructure and depletion of solutes [22]. Based on the detailed analysis in terms of creep 
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damage tolerance factor () and creep damage criterion, it has been shown that the 

dominance of microstructural degradation at low stresses is reflected in the high value of  = 

10 at low stresses compared to  = 5 at high stresses [22, 38].   

 
Figure 5.8  The variations in tr


 with life fraction for P9 steel tubeplate forging at 873 K 

for different stress levels. 

 

The applicability of the proposed creep model has been further examined by 

comparing the creep results for 60 MPa at 873 K for tubeplate forging in Q+T and SPWHT 

conditions and plate material in N+T condition representing different initial microstructures 

in P9 steel (Figure 5.9). Tubeplate forging in SPWHT condition representing softened 

microstructure results in significantly higher evolution of creep strain with time and lower 

rupture life than those in Q+T condition (Figure 5.9 (a)). Compared to tubeplate forging in 

Q+T condition, P9 steel plate in N+T condition representing hardened microstructure 

displayed the lower evolution of creep strain with time and higher rupture life. The respective 

best-fit creep curves predicted using Model-B for three different microstructures have been 

superimposed as full lines in Figures 5.9. Good agreement between the experimental and 

predicted creep strain-time (Figures 5.9 (a)) and creep rate-creep strain (Figures 5.9 (b)) data 

suggests further applicability of the additive creep rate model for different conditions in P9 

steel.  
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Figure 5.9  Experimental (a) creep stain () vs. time (t) and (b) creep rate ( ) vs. strain (t)  

for 9Cr-1Mo steel with different conditions of tubeplate forging in quenched 

and tempered (Q+T), tubeplate forging in simulated post-weld heat treatment 

(SPWHT) and plate material in normalized and tempered (N+T) at 873 K for 

60 MPa. The best-fit creep data predicted using Model-B are superimposed as 

full lines. 

 

The parameters associated with the proposed creep model for different microstructures are 

presented in Table 5.1. The observed increased resistance to creep deformation during 

primary and steady state creep is reflected in the systematic increase in initial internal stress 

(i0) and internal stress at saturation (is) in the sequential order as tubeplate forging: 

SPWHT < tubeplate forging: Q+T < plate: N+T (Table 5.1). However, increased total 

damage accumulation is replicated in the tertiary creep parameters with a systematic increase 
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in  and a decrease in  followed the order tubeplate forging: SPWHT < tubeplate forging: 

Q+T < plate: N+T (Table 5.1). This is consistent with the observed systematic increase in  

and decrease in  with decrease in applied stress for P9 steel tubeplate forging in Q+T 

condition. The predicted evolution of tr

  as a function of life fraction (t/tr) shown in Fig. 

5.10 clearly demonstrate marginally higher accumulation of damage for P9 steel plate 

material in N+T condition than those for tubeplate forging in Q+T and SPWHT conditions. 

Creep-rupture lives (tr) has been predicted using the proposed creep Model-B as 

   
,

0 0

exp exp

tr f

r

s s

d d

t



    

 



 

 
 

,     Equation (5.5) 

where tr,f is the failure strain. The numerical integration was performed for evaluating the 

rupture lives for a fixed value of  and  at a given test condition. Figure 5.11 shows 

comparison between experimental and predicted rupture lives for P9 steel tubeplate forging in 

Q+T condition for stresses ranging from 60 to 125 MPa, and for tubeplate forging in SPWHT 

condition and N+T plate material at 60 MPa. Good agreement between experimental and 

predicted rupture lives is discernible in Figure 5.11. 

 

Table 5.1-  The optimised parameters associated with the model for depicting creep data of 

P9 steel for 60 MPa at 873 K. 

 

Product form i0, MPa is, MPa c   

Tubeplate forging : SPWHT 49.4 55.7 0.016 10.1 0.35 

Tubeplate forging : Q + T 49.8 56.4 0.020 10.6 0.31 

Plate : N+T  50.2 57.1 0.030 10.8 0.25 
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Figure 5.10  Variations in tr
 with life fraction (t/tr) for P9 steel with different conditions 

of tubeplate forging in quenched and tempered (Q+T), tubeplate forging in 

simulated post-weld heat treatment (SPWHT) and plate material in normalized 

and tempered (N+T) at 873 K for 60 MPa. 

 

 

 

Figure 5.11  Comparison between experimental (tr,exp) and predicted (tr,pre) rupture lives for 

P9 steel in different conditions. tr,exp = tr,pre relation is shown by full line.    

 

Though the developed new additive creep rate model accurately predicts the creep strain-time 

trajectories and rupture lives of 9% Cr steels, the variable i.e., tertiary creep strain involved in 

the model cannot be considered as an internal-state-variable. Based on the principle of 

objectivity of constitutive modelling [173], time should not be treated as a state-variable in 
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creep rate formulations. In that sense, choice of strain rather than time is justified for all 

realistic conditions for engineering alloys where tertiary creep dominates [174].  

 

5.4  Microstructure Based Dyson-McLean Approach  

The kinetic creep law in Dyson-McLean approach is expressed as [53]   

 

 
0

0

0

1
sinh

1
1 1

d

N Ce
s

HD

Dc
D

c


 



 
  

     
 

,     Equation (5.6) 

where 0 is the characteristic strain rate, Dd defines the damage parameter related to the 

variations in dislocation density with time, Ds is damage parameter for the solute depletion 

from the matrix, c0 and ce are solute concentrations at t = 0 and at equilibrium in matrix, 

respectively, DC is the damage parameter associated with the cavitation damage, H is the 

normalised kinematic back stress and 0 is the normalizing stress related to the dislocation-

particle interaction. Damage parameter Dd is defined as  

 /d t iD   ,        Equation (5.7) 

where ρi and ρt are the dislocation densities at t = 0 (initial) and time t, respectively. The 

empirical relationship for the evolution of Dd with time has been proposed by Dyson [99] for 

superalloy as 

d dD C  ,         Equation (5.8) 

where Cd is the rate constant for dislocation multiplication. The damage defining solute 

depletion relationship is given as     

 01 /s tD c c  ,        Equation (5.9) 

where tc  is the mean concentration of solute in the matrix at time t. The rate of Ds is given as 

 1/3 1s s s sD K D D  ,       Equation (5.10) 
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where Ks is the rate constant. Ion et al. [175] proposed that the stress redistribution which 

takes place between the soft phase (matrix) and hard phase (precipitates/dispersoids) during 

creep deformation leads to the development of kinematic back stress in precipitation 

strengthened alloys. The rate relationship for kinematic back stress (H) is given by Ion et al., 

[175] as 

max

1
 

  
 

h H
H

H



,       Equation (5.11) 

where h and Hmax are the effective modulus and maximum attainable normalised kinematic 

back stress, respectively. In Equation (5.6), the normalizing stress 0N is given as 

0 3N Orowan

kT

b
 


 ,        Equation (5.12) 

In order to include the influence of coarsening of precipitates on creep damage, the relation 

for 0N is modified in terms of dimensionless damage parameter associated with precipitate 

coarsening (DP) as 0,i (1DP). The term 0,i is the initial normalizing stress and it is equal to 

or ,i3

kT

b



, where or,i denotes the initial Orowan stress. The term DP is defined as 

1 i
P

t

d
D

d
  ,         Equation (5.13) 

where di is the initial size and dt is the precipitate size at any time t. By using the concept of 

volume diffusion controlled Ostwald ripening, the evolution rate of Dp is given as 

 
4

1
3

P
P P

K
D D  ,        Equation (5.14)  

where KP is the rate constant. The damage parameter for cavitation is defined as [176, 177] 

,

,

1
C i

C

C t

A
D

A
  ,         Equation (5.15) 
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where AC,i and AC,t are area fraction of cavitated boundary facets at t = 0 and time t, 

respectively. When cavity nucleates continuously, the evolution of DC with the time is given 

as [176, 178] 

1

3
C

f

D 


 ,         Equation (5.16) 

where f is the uniaxial creep strain at fracture. Dyson [99] pointed out that continuous 

nucleation with the constraint cavities growth during creep appears to be the norm in 

engineering materials. Creep tests are usually carried out either under constant stress or 

constant load conditions. In case of creep under constant stress condition, the evolution of 

stress with the time is given as 

0  .          Equation (5.17) 

Alternatively, constant load (P) condition is mathematically defined as 

0 . . ( ) 0dP i e d A  ,       Equation (5.18) 

where A is the cross-sectional area of the specimen. Equation (5.18) can be expanded as 

0Ad dA   .       Equation (5.19) 

or  

ln( ) ln( )d d A   .        Equation (5.20) 

Integration of Equation (5.20) with the appropriate boundary conditions can be represented as 

 ln( ) ln( )
i

a

A

A
d d A





    ,      Equation (5.21) 

where a and Ai are the initial applied stress and area of the specimen, respectively. Equation 

(5.21) yields 

exp( )a   .       Equation (5.22) 

Differentiation of equation (19) with time resulted in 

   .        Equation (5.23) 
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For simulating creep curves under constant load conditions, the numerical integration of 

coupled differential equations has to be performed under the appropriate constraint given by 

Equation (5.23).  

It is important to mention that the strain-induced subgrain coarsening which usually 

occurs in 9-12 % Cr steels has not been included in the original Dyson-McLean approach and 

the empirical evolution relationship for dislocation density with strain was considered in the 

model. In view of above, an improved phenomenological creep damage relationship has been 

assimilated by Semba et al. (Semba-Dyson-McLean) [108] for the better description of creep 

deformation behaviour of 9% Cr containing ferritic-martensitic steels. The improved model 

involving the incorporation of the evolution of subgrain coarsening and its contribution 

towards normalised kinematic back stress for tempered martensitic steels has been discussed 

in the following section on “Semba-Dyson-McLean approach for P9 steel”. Since 

microstructural degradation during creep results from the strain-dependent coarsening of 

subgrains along with a decrease in dislocation density, Ostwald ripening of precipitates and 

depletion of Mo from the matrix due to the precipitation of Laves phase [22], creep 

deformation behaviour of P9 steel based on improved model has been performed in this 

investigation.  The applicability of the improved Dyson-McLean model proposed by Semba 

et al. [108] was demonstrated only for the prediction of single creep strain trajectories each at 

773 K and 873 K and a single value of dislocation density at saturation (sat) irrespective of 

initial applied stresses and temperatures were reported for P91 steel. In view of this, two 

simple modifications in terms of the procedure have been incorporated in the present 

numerical analysis. The first is related to dislocation density at saturation (sat) and the other 

is related to optimisation methodology. In the analysis, the variations of dislocation density at 

saturation (sat) with applied stress have been considered, and it has been shown that the 

dislocation density at saturation (sat) varies with initial applied stress (a) as sat = 
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(a/Mµb)
2
 [179] for the two heat treatment conditions employed in P9 steel at 873 K. The 

material constants associated with the model have been numerically optimised using error 

minimization algorithm for different applied stress levels. The predictability of the model has 

been demonstrated by comparing the predicted and experimental creep strain/strain rate-time 

data, steady-state creep rate and time to reach different strain levels for P9 steel in two 

different heat treated conditions.  

 

5.5  Semba-Dyson-McLean Approach for P9 steel 

In Equation 5.11, the maximum attainable value of normalised kinematic back stress 

H, i.e., Hmax has been assumed to be constant for conditions, when the volume fraction of the 

hard phase region remains constant. Semba et al. [108] considered that the majority of load 

transfer takes place from the subgrain interior to subgrain boundaries during creep 

deformation in tempered martensitic steels. Based on this, Hmax has been viewed as a varying 

term as a function of volume fraction of subgrain boundaries (sg) and Hmax is expressed as 

,max

max

2

1 2
 



sgi

sg

H


 
,      Equation (5.24) 

where i,max is the maximum attainable kinematic back stress. Further, it was formulated that 

the subgrain volume fraction is inversely related to subgrain size (dsg) with the assumption of 

constant wall thickness. Since the subgrain coarsening is a common phenomenon in 9-12% 

Cr steels during creep deformation [40], the evolution of Hmax with time can be inter-related 

to the evolution subgrain size with time as 

 max max max1
 

   
 
 

sg

sg

d
H H H

d
.     Equation (5.25) 

The inter-relationship between the subgrain size and the network dislocation density (t) 

within the subgrain is given as 
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sg sg td k  ,        Equation (5.26) 

where ksg is constant. The relationship for the evolution of Hmax in terms of the evolution of 

dislocation density with time can be represented as 

 max max

max

1

2

  
  

 

t

t

H H
H




.     Equation (5.27) 

Since t is equal to Ddi following Equation 5.7, Equation 5.27 can be modified in terms of 

dislocation multiplication term Dd as 

 
 max max

max

1

2

  
  

 

d

d

H H D
H

D
.     Equation (5.28) 

For precipitation hardened nickel based superalloys, Dyson [99] used an empirical relation 

for the evolution of Dd with time as given by Equation 5.8. Instead of an empirical formalism, 

a phenomenological relationship proposed by Kocks-Mecking-Estrin [82-84] has been 

utilised for the evolution of dislocation density with time in the present study. The evolution 

of dislocation density with time is given as  

1/2

1/2 1 t
t d t

sat

K


  


  
   
   

,      Equation (5.29) 

where Kd is the rate constant and sat is the dislocation density at steady state. Since 

dislocation density increases during primary creep and approaches to saturation at steady 

state in pure metals, the value of Hmax is expected to increase with accumulating strain. On 

the contrary, the value of Hmax is expected to decrease with accumulating strain, since 

dislocation density decreases continuously with creep strain in tempered martensitic steels. 

Accordingly, Equation 5.29 has been modified in terms of damage parameter Dd as 

0.5 0.5

1d d i
d d

i sat

D D
D K




 

    
     
     

.     Equation (5.30)  
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For P9 steel, following improved Dyson-McLean model, the complete set of first-order 

differential equations representing the evolution of creep strain, normalised kinematic back 

stress, maximum attainable normalised kinematic back stress and damage parameters 

associated with dislocation density, precipitate coarsening and solute depletion, and applied 

stress (for constant load creep tests) with time has been  presented as   

 
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.    Equation (5.31) 

According to Kadoya et al. [180], the (1-ce/co) term for the solute depletion damage has been 

included in the creep rate relation in Semba-Dyson-McLean model [108]. In Equation (5.31), 

the cavitation damage parameter and its rate relationship have not been incorporated. Based 

on metallographic investigations, it was reported that the absence of typical creep damage in 

the form of wedge cracks and r-type cavities in the steel [181]. Further, among 9% Cr steels, 

P9 steel exhibits higher creep ductility in the range 0.4–0.6 irrespective of temperature, stress 

and heat treatment conditions [22]. Dyson and Gibbons [34] reported that the mechanisms of 

creep deformation in nickel-base superalloy are ductility dependent. When ductility is low, 

grain boundary cavitation would lead to accelerated creep, whereas in the case of high 

ductility, strain softening would be dominant. According to Blum and Chilukuru [182], 

tertiary creep rate stems from subgrain coarsening accompanied by the global changes in 
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dislocation density, coarsening of precipitate and solute depletion in tempered martensitic 9-

12% Cr steels. Therefore, high creep ductility coupled with the absence of grain boundary 

cavitation damage and high values of creep damage tolerance factor (  5) reported for P9 

steel ruled out the dominance of cavitation damage for extensive tertiary creep [22]. Further, 

the cut-off creep strain 0.20 has been considered for the numerical analysis against the strain 

to failure in the range 0.4–0.6 in P9 steel in the present investigation. It is expected that 

extensive necking even if it is occurring due to coalescence of microvoids (arising from 

decohesion of matrix-coarse precipitate) towards the extreme end of tertiary creep (i.e., just 

before failure) would be dominant at strains higher than 0.20. In all the test conditions, the 

time to reach creep strain of 0.20 has been found to higher than 0.95 times of rupture lives 

[22]. In view of this, the rate equation related to cavitation damage i.e., Equation (5.16) was 

not included in the present analysis.  

 

5.6  Numerical Implementation of Semba-Dyson-McLean Model 

For numerical simulation, the total number of 11 materials constants similar to those 

used by Semba et al. [108] has been considered in the present study. Seven material constants 

i.e., characteristic strain rate ( 0 ), normalising stress (0,i), effective modulus (h), initial value 

of Hmax (Hmax,0), dislocation storage parameter (Kd), rate constant associated with 

precipitation coarsening (Kp), and rate constant associated with solute depletion (Ks) were 

considered for optimisation. The other three constants such as initial concentration of Mo in 

the matrix (c0), equilibrium concentration of Mo in the matrix (ce) and initial dislocation 

density (0) have fixed values (Table 5.2). For fixing the initial concentration (c0) and 

equilibrium concentration of Mo in matrix (ce), thermodynamic calculations have been 

performed using TCFE6 steels/Fe-alloys database for P9 steel [112]. For calculating initial 

concentration of Mo in matrix, Laves phase (Fe2Mo) was suspended from the list of 
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equilibrium phases. For calculating equilibrium concentration of Mo in matrix, Laves phase 

was allowed to be present along with other equilibrium phases at 873 K. The initial 

dislocation density (i) values for P9 steel in Q+T and  SPWHT conditions were taken as 

fixed value of 6  10
13

 m
2

 and 4  10
13

 m
2

, respectively. In addition to above, material 

constant related to dislocation density at saturation (sat) has been fixed following Kocks and 

Mecking [82-84] formulation presented in Equation 23. Since dislocation density at 

saturation (ss) depends on initial applied stress (a), the value for saturation dislocation 

density has been obtained using SS = (a/MGb)
2
. 

 

Table 5.2-  Material constants associated with improved Dyson-McLean model. 

Material constants with fixed value Units Value 

Initial concentration of Mo in matrix (c0) mol 0.33 

Equilibrium concentration of Mo in matrix (ce) mol 0.19 

Initial dislocation density (i) m
2

 
6  10

13
 (Q+T) 

4  10
13

 (SPWHT) 

Material constants for optimisation Units Lower–upper bounds 

Characteristic strain rate ( 0 ) h
1

 1  10
11

  1  10
6

 

Normalising stress (0,i) MPa 2  12 

Effective modulus (h) MPa 1  10
3  
 1  10

5
 

Intial value of Hmax (Hmax,0) – 0.1 – 1 

Rate constant associated with dislocation storage 

(Kd)  
m

1
 1  10

6
 – 1  10

9
 

Rate constant associated with precipitation 

coarsening (Kp) 
h
1

 1  10
6

  1  10
2

 

Rate constant associated with solute depletion 

(Ks) 
h
1

 1  10
6

  1  10
2

 

 

  



141 
 

Table 5.3-  Approximate or equivalent guiding values
*
 reported in the literature [100, 108, 

183-188] for fixing the lower and upper bounds for the optimisation. 

Material 

constants 0 ,  h
1

 
0,i, 

MPa 
h, MPa Hmax,0 Kd, m

1
 Kp, h

1
 Ks,  h

1
 

0.5Cr-0.5Mo-0.25V steel 

873 K [183] 3.0  10
9 4.75 2.4  10

5
 0.59 - 1.2  10

4
 - 

863 K [184] 1.3  10
9

 6.67 5.8  10
4
 0.48 - 7.2  10

5
 - 

913 K [185] 1.7  10
8

 4.11 2.4  10
5
 0.59 - 4.7  10

4
 - 

863 K [186] 4.3  10
9

 7.93 1.2  10
5
 0.41 - 6.8  10

5
 - 

2.25Cr-1Mo steel 

748 K [187] 8.3  10
10

 8.24 1.6  10
5
 0.75 - 4.2  10

7
 - 

9% Cr steels 

873 K [108] 6.0  10
11

 7.80 1.0  10
4
 0.32 1.9  10

8
 8.0  10

5
 5.1  10

4
 

898 K [188] 1.5  10
8

 12.50 9.0  10
3
 0.20 - 2.7  10

4
 - 

923 K [188] 6.2  10
8

 6.67 1.0  10
4
 0.35 - 5.0  10

5
 - 

873 K [100] 3.0  10
11

 5.74 6.0  10
4
 0.57 - - - 

*
 indicates that the values are rounded off to significant digits   

 

The lower and upper bounds for seven material constant set i.e., { 0 , 0,i, h, Hmax,0, Kd, Kp, 

Ks} are presented in Table 5.2. The bounds for seven material constant set i.e., { 0 , 0,i, h, 

Hmax,0, Kd, Kp, Ks} were judged based on the information available in the literature for 

different grades of ferritic steels [100, 108, 183-188]. Since all the reported constitutive 

equations do not exactly match with present formulation other than Ref. [108], the existing 

optimised material constants in literature can be viewed as approximately equivalent set 

based on their physical meaning. They can be considered as guiding values for fixing the 

bounds for the constant set i.e., { 0 , 0,i, h, Hmax,0, Kd, Kp, Ks}. The guiding values for fixing 

the lower and upper bounds for different grades of ferritic steels are presented in Table 5.3. 
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Since interior-point algorithm can be able to track the best possible solution even for the wide 

bound levels, either upper or lower or both bounds have been widened as shown in Table 5.1 

than the values obtained from the literature (Table 5.3).  The developed iterative 

methodology for obtaining the optimum values of material constants { 0 , 0,i, h, Hmax,0, Kd, 

Kp, Ks} has been presented in Figure 5.12. The details related to optimisation methodology 

are already discussed in Chapter 3.  

 

Figure 5.12  Schematic flow diagram describing numerical algorithm for optimisation of 

material constants associated with the Semba-Dyson-McLean model [108].    

 

The optimised values of material constants have been presented in Table 5.4 for both 

Q+T and SPWHT conditions. The optimised values for characteristic creep rate ( 0 ), 

normalising stress (0,i), effective modulus (h), and initial value of Hmax (Hmax,0) show  

insignificant variations with respect to heat treatment conditions. Contrary to this, the 

significant influence of prior heat treatments on dislocation storage parameter (Kd), rate 

constants associated with precipitate coarsening (Kp) and solute depletion (Ks) with heat 

treatment conditions are explicitly discernible in Table 5.4. For SPWHT condition, three 
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times lower Kd and about 4.5 times higher Kp and Ks than those in Q+T condition have been 

obtained (Table 5.4). These values specify that lower dislocation storage rate and higher 

precipitate coarsening and solute depletion rates prevail in SPWHT condition than in Q+T 

condition. These observations clearly indicate an enhanced recovery for additionally heat 

treated SPWHT condition resulting in higher strain accumulation in all the three stages of 

creep deformation than in Q+T condition (Figure 4.1).  

Table 5.4-  Optimised values of material constants for P9 steel in Q+T and SPWHT 

conditions. 

Material constants Units 

Optimised material constant set  

for P9 steel 

Q+T SPWHT 

Characteristic strain rate ( 0 ) h
1

 1.78  10
8

 1.54  10
8

 

Initial normalising stress (0,i) MPa 3.2870 3.2402 

Effective modulus (h) MPa 1.15  10
4
 1.61  10

4
 

Intial value of Hmax (Hmax,0) – 0.69 0.66 

Rate constant associated with dislocation 

storage (Kd)  
m

1
 1.34  10

8
 3.65  10

7
 

Rate constant associated with precipitation 

coarsening (Kp) 
h
1

 2.3  10
5

 1.03  10
4

 

Rate constant associated with solute 

depletion (Ks) 
h
1

 1.02  10
5

 4.46  10
5

 

 

5.7  Applicability of the Semba-Dyson-McLean model 

 
The optimised constant values can be successfully employed to visualise the way 

individual damage variables evolve with strain or time. The evolution of strain dependent 

variables such as normalised kinematic back stress (H), normalised maximum attainable 

kinematic back stress (Hmax) and damage parameters associated with dislocation density (Dd) 

is shown in Figure 5.13 for 60 MPa in Q+T condition as an example. The evolution of time 
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dependent variables such as damage parameters arising from precipitate coarsening (Dp) and 

solute depletion (Ds) are also depicted in Figure 5.13. In the improved model, the normalised 

maximum attainable value of H, i.e., Hmax is related to current dislocation substructure [108, 

175]. A decrease in Hmax with a continuous decrease in dislocation density (Dd) can be seen in 

Figure 5.13. Normalised kinematic back stress (H) increases with increase in strain during 

primary creep followed by a maximum in steady state and a marginal decrease with increase 

in strain during tertiary creep. The upper bound to stress redistribution is achieved upon H 

reaching Hmax for the strain at which creep rate approaches steady state (Figure 5.13). The 

trend in the evolution of kinematic back stress with primary creep strain followed by 

approaching saturation is in agreement with those variations observed on single-internal-

variable i.e., internal-stress based approach. As expected, the continuous increase in the 

values of damage parameters associated with the precipitate coarsening (Dp) and solute 

depletion (Ds) with time can also be seen in Figure 5.13.   

 
Figure 5.13  Representative plots describing the evolution of strain dependent (normalised 

kinematic back stress (H), normalised maximum attainable kinematic back 

stress (Hmax) and damage associated with dislocation density (Dd)) and time 

dependent damage arising from precipitate coarsening (Dp) and solute 

depletion (Ds) during creep deformation for Q+T condition at 60 MPa.  

    

The experimental creep strain-time along with predicted creep strain-time data has been 

shown in Figure 5.14 (a) and (b) for Q+T and SPWHT conditions, respectively. Symbols 
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correspond to experimental data and the predicted ε-t data is represented by full lines. The 

accuracy of prediction is also shown by comparing experimental and predicted creep rate–

time data in Figure 5.15 (a) and (b) at different stress levels for both the heat treatment 

conditions. A reasonable agreement between predicted and experimental creep strain-time as 

well as creep rate-time data at different stress levels is discernible in Figures 14 and 15. The 

applicability of the model has been further examined by predicting steady state creep rate in 

both the heat treatment conditions at 873 K. In general, a reasonable agreement between the 

 

 
 

Figure 5.14  Experimental and predicted creep strain-time data for P9 steel in (a) Q+T and 

(b) SPWHT conditions for different stress levels at 873 K.  
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predicted and experimental steady state creep rates has been observed for both Q+T and 

SPWHT conditions as shown in Figure 5.16. In addition to above, the applicability of 

microstructure based model is also demonstrated by examining the comparison between time 

to reach specified predicted strains with time to reach the experimental strains for strain 

levels varying from 1% to 20% for Q+T and SPWHT conditions in Figure 5.17(a) and (b), 

respectively. It is evident from Figure 5.17 that few data points related to the predicted time 

to reach 1% strain levels exhibit lower values compared to experimental values obtained for 

high stress levels of 100 and 112 MPa in Q+T condition and 100 MPa in SPWHT condition. 

 

 
 

Figure 5.15  Experimental and predicted creep rate-time data for P9 steel in (a) Q+T and 

(b) SPWHT conditions for different stress levels at 873 K.    
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Figure 5.16  Comparison between experimental and predicted steady state creep rates at 

873 K for P9 steel in Q+T and SPWHT conditions.  

   

 
 

 
Figure 5.17 Comparison between experimental and predicted time to reach specified strain 

levels at 873 K for P9 steel in (a) Q+T and (b) SPWHT conditions. 
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These observations necessarily suggest that the numerical optimisation requires different 

weighting factors in the least-square function for primary, secondary and tertiary part of creep 

curves particularly at high stresses. In order to avoid the complex nature of optimisation, 

different weighting factors have not been used in the present analysis [183, 184]. In view of 

good correlations obtained for all other strains irrespective of applied stress and heat 

treatment conditions, the observed deviations in time to reach 1% strain levels at high stresses 

have been ignored. These observations clearly indicate that the long-term creep-rupture lives 

can be accurately predicted by the improved microstructure based approach. 

 

5.8  Further Modification in Semba-Dyson-McLean Model for Simulating Long-

Term Creep Behaviour of T91 Steel 

 

The normalising stress 0N related to dislocation-precipitate interaction in Equation 

(5.6) accounts for the broad variations in inter-particle spacing with strain/time and it does 

not account for the influence of individual precipitates in both short and long-term creep 

regimes. For P9 steel, the interaction between dislocation and M23C6 alone dominates the 

normalising stress 0N. In other modified versions of 9% Cr steels, apart from M23C6, the 

finely distributed MX precipitates also influence the dislocation-precipitate interactions. 

Moreover, it is known that microstructural degradation in 9% Cr steels occurs not only by 

coarsening of primary precipitates but also by the conversion of MX into secondary 

precipitate i.e. Z-phase (Cr(V,Nb)N) [49]. Based on the optimised material data obtained on 

short-term creep data, an effort to predict long-term creep behaviour failed mainly because of 

non-inclusion of the effects of individual precipitates in T91 steel [189]. In order to account 

for the influence of individual precipitates on creep damage behaviour of materials, 0N can 

be evaluated as described below. According to Ashby [190], Orowan stress is obtained as 

ln O
Orowan o

I

rM b
C

L r




 
  

 
,      Equation (5.32) 
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where C0 is a coefficient equal to 1/2π(1-υ) for screw and 1/2π for edge dislocations, υ is the 

Poisson’s ratio, L is the mean inter-precipitate spacing and rO and rI  are the outer and inner 

cut-off radius, respectively. The effective inter-particle spacing for material with more than 

one precipitates [191] is evaluated as  

1 1
j

L L
 ,        Equation (5.33) 

where jL
 
is the inter-particle spacing of precipitate for j

th
 precipitates. The mean distance in 

terms of number density per unit volume (N) is equal to 
3/1)/1( jN . The inner cut-off radius is 

equal to 2b and outer cut-off radius is expressed as   jjj N/rN2 . The precipitate having 

high number density has the most pronounced effect in determining the outer cut-off radius. 

Using these modifications, 0 is expressed as  

 
1/3

0 2

2
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2

j j
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b b N
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,    Equation (5.34) 

where 
jd  is the diameter of precipitate. Since the number density and size of precipitates 

vary with time, the modified equation (23) can be expressed in generalised form as 

   
    
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1/3 1/3

0 0,

1 1
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2 1
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  
 
 





, Equation (5.35) 

where χ0,i is equal to C0MkT/b
2
. 

j

iN  
and 

j

id are the initial number density and size of 

precipitates, respectively. The damage parameters 
j

PD  and 
j

ND  define damage due to 

precipitate coarsening and change in number density of precipitates, respectively. The 

damage parameter 
j

PD  is given as  

 1 /j j j

P i tD d d  , for 0  
j

PD   1     Equation (5.36) 

The damage parameter 
j

ND  is written as 
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 / 1j j j

N t iD N N   for 0  
j

ND    1     Equation (5.37) 

In Equations (5.36) and (5.37), 
j

td and 
j

tN  are the size and number density of precipitate j at 

time t, respectively.  

5.9  Formulation for the Prediction of Long-term Creep Behaviour of T91 Steel  

 

By incorporating redefined 0 (i.e. Equation (5.35)) into rate law in Equation (5.6), 

the long-term creep behaviour of T91 steel can be predicted. In order to prove the 

applicability of the modified model, it becomes necessary for finding the relationship for the 

evolution of number density of MX with time. So, it is highly recommended to perform the 

long-term interrupted tests for quantitative estimation of the evolution of number density of 

MX with time. The experimental creep data along with the evolution of dislocation density as 

well as MX with strain/time has been available for MGC heat of T91 steel for the stress level 

of 70 MPa at 873 K [26, 45, 192]. In the present analysis, the creep data obtained for MGC 

heat has been used to examine the prediction of long-term creep behaviour of T91 steel.  

For T91 steel, the volume fraction of M23C6 is considered to be fixed as a constant at 

873 K. The number density of M23C6 for its fixed volume fraction is defined as  

   23 6
23 6 23 6

1/3

6 / /
M CM C M C

t tN f d ,     Equation (5.38) 

where 23 6M C

tN and  23 6M C

td are the number density and size of M23C6 at time t and 23 6M C
f is the 

volume fraction of that precipitate. Since constant volume fraction has been invoked for 

M23C6, the coarsening of M23C6 carbides determines the variations in the number density of 

M23C6.  For T91 steel, the damage rate PD  due to precipitate coarsening can be attributed 

mainly to the coarsening of M23C6 carbides and accordingly KP refers to 623CM

PK . 

Correspondingly, the equation for the kinetics of coarsening of M23C6 carbides has been 

rewritten as 
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 
23 6

4
1

3

P

M C

P P

K
D D  .      Equation (5.39) 

Rate constant 23 6

P

M C
K determines the coarsening kinetics of M23C6. The value of the constant 

is directly linked to the diffusivity of substitutional elements in the matrix [193]. However, in 

the present model, the influence of individual diffusivity of the various substitutional 

elements on the coarsening rate of M23C6 carbides has not been considered. Rather than 

coarsening kinetics of MX at 873 K, the change in the number density of MX is mainly due 

to conversion of MX into Z-phase [45]. In the present analysis, the exponential function 

representing the rapid decrease in the number density of MX has been used and it is 

represented as 

 exp
MX

t
f MXMX

i

N
k t t

N
     ,      Equation (5.40) 

where kf is a rate constant and tMX is the time beyond which appreciable change in the 

number density of MX precipitate occurs. The value of tMX depends on Z phase kinetics 

which in turn depends on the material conditions such as composition and heat treatment. The 

time derivative of 
MX

ND  is expressed as 
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The generalised form of σ0 for T91 steel can be expressed as 
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 Equation (5.42)  
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The final set of coupled differential equations to describe the kinetics of creep strain, 

kinematic back stress, maximum achievable kinematic back stress, damage caused by 

dislocation substructure coarsening, M23C6 coarsening, solute depletion and cavitation, 

variations in the number density of MX and applied stress are given as 
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Two additional evolution relationships such as cavitation damage and the variations in the 

number density of MX with time have been incorporated in Equation (5.43) compared to the 

model for the description of creep behaviour of P9 steel. The distribution of micro-voids and 

their evolution during creep were reported for T91 steel [194]. This necessitates the 

incorporation of cavitation damage in the present formulations. Since precipitation 

strengthening is from the presence of finely distributed MX and M23C6 in T91 steel, the 

variations in the number density of MX along with the coarsening kinetics of M23C6 have 
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also been introduced in the present model. It is obvious that MX precipitates do not appear in 

P9 steel due to the absence of V, Nb and N in its chemical composition. 

 

5.10  Material Constants Associated with the Developed Model 

For the numerical simulation of creep curves, seven unknown material constant set 

i.e. { 0 , h, Hmax,0, Kd, 
23 6

P

M C
K , Ks and kf } were considered for optimisation. Some of the 

constants involved in the numerical simulation have been fixed. The material constants with 

fixed value have been presented in Table 5.5. The values of initial (c0) and equilibrium (ce) 

Mo concentration in ferrite matrix, and volume fraction of M23C6 ( 23 6M C
f ) were computed 

using TCFE6 steels/Fe-alloys database for T91 steel at 873 K (Thermocalc, TCFE6). The 

constants associated with normalizing stress (0,i) was computed using C0MkT/b
2
. The values 

of Kd, ρsat and ρi are obtained by fitting experimental dislocation density variation with strain 

following integral form of Equation (5.30) proposed by Kocks-Mecking-Estrin equation [82-

84]. Dislocation density vs. strain data for the lowest stress of 70 MPa at 873 K [45] along 

with the fitted solid line is shown in Figure 5.18(a). The best fit values obtained for ρsat and ρi 

are fixed in the final material data. The variations in the number density of MX with time 

exhibiting insignificant variation up to 30000 h followed by drastic reduction at longer creep 

exposures for the MGC heat and test condition [45] is shown in Figure 5.18(b). Exponential 

relationship i.e. Equation (5.40) used to describe a decrease in the normalised number density 

of MX with time data. The fit has been superimposed in Figure 5.18(b). The value of tMX is 

fixed as 30000 h for the present analysis. The value of f is approximately fixed as 0.3 for all 

the stress conditions at 873 K for T91 steel. 
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Table 5.5-  Material constants with fixed values for numerical integration. 

Material 

Constant

s 

c0 ce 23 6M C
f  χ0,i/10

7
 ρi/10

14
 ρsat/10

13
 tMX f 

units mol % mol % - MPa.m m
2

 m
2

 h - 

values 0.44 0.14 0.02 1.1 6.13 7.6 30000 0.3 

 

 

 

Figure 5.18 Variations of (a) dislocation density with strain fitted by the integral form of 

Kocks-Mecking-Estrin relationship given in Equation (5.29) and (b) 

normalised number density of MX with time described by exponential 

function i.e. Equation (5.40). Experimental data are extracted from the Ref. 

[45]. 

 

For optimisation, the initial guess values of 0 , h, Hmax,0 and Ks are taken from Ref. [108] for 

the steel. The optimised coarsening rate value obtained for P9 steel in Q+T condition is 
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considered as an initial value of 23 6M C

PK . Though dislocation accumulation parameter (Kd) has 

been found by fitting experimental dislocation density (t) vs. creep strain () data, it has 

been considered as an unknown constant in order to fit the experimental creep strain-time 

data across different low stress levels. For optimisation, the fitted value of (Kd) has been used 

to fix the upper and lower bound values. Similarly, the obtained rate constant (kf) associated 

with the evolution of the number density of MX with time has been considered as a guiding 

value to fix the upper and lower bounds. Following the parametric estimation using interior-

point algorithm (Figure 5.12), the optimised material data is presented in Table 5.6 for T91 

steel and the data set were used for the simulation of creep curves at different stress levels.  

Table 5.6-  Values of optimised material constants obtained for T91 steel in the framework 

of the modified Semba-Dyson-McLean approach. 

Material or 

rate constants 

Reference values 

for fixing bounds  

Lower-Upper bounds Optimised material 

constant obtained for T91 

steel  

0 , h
1

 6.0  10
11

 1.0  10
13

 – 6.0  10
9

 4.575  10
11

 

h, MPa 1  10
4
 1  10

2
 – 1  10

6
 3.35  10

4
 

Hmax,0 0.321 0 – 1 0.602 

23 6M C

PK , h
1

 2.3  10
5

 1  10
3

 – 1  10
6

 1  10
4

 

Ks, h
1

 5.1  10
4

 1  10
6

 – 1  10
2

 1.1  10
4

 

Kd 1.56  10
9
 1  10

7
 –  1  10

11
 1.15  10

9
 

kf, h
1

 3.70389  10
5

 1  10
7 

– 1 10
3

 1.72  10
5

 

 

The comments related to the comparison between optimised data set obtained for T91 steel 

and P9 steel in quenched and tempered condition are noteworthy. For T91 steel, two orders of 

magnitude lower in characteristic strain rate ( 0 ) and about one order of magnitude higher in 

rate constant associated with the evolution of dislocation density (Kd) have been obtained 

than for P9 steel. It clearly indicates that T91 steel exhibits higher characteristic creep 

resistance over P9 steel. Presence of fine distribution of MX precipitates in addition to M23C6 
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in T91 steel strongly resist the movement of dislocations as well as boundaries during creep 

which results in improved creep resistance of  T91 steel. In P9 steel, reduced creep resistance 

is expected than T91 steel due to the absence of MX precipitates. This is in agreement with 

the observed lower creep rupture strength of P9 steel over T91 steel [1]. The observed 

constants such as h and Hmax,0 associated with the evolution of back stress show a marginal 

difference with respect to two different steels. T91 steel exhibits significantly higher rate 

constant values for the damage associated with the coarsening of M23C6 precipitates and 

solute depletion than those values observed for P9 steel. Higher nickel content in T91 steel 

(0.28 % Ni) could be the reason for high rate constant values. It was reported that increasing 

nickel content causes linear increase in precipitation coarsening rates in tempered martensitic 

steels [195]. On the contrary, creep data obtained on P9 steel having negligible nickel content 

had been used in the earlier analysis. 

 

5.11  Applicability of the Modified Semba-Dyson-McLean Approach 

The creep strain-time curves are computed using the developed model for the two 

different initial stress levels of 70 and 100 MPa as shown in Figure 5.19(a). The central 

difference formula has been used for obtaining creep rate vs. time curves from the calculated 

creep strain-time data. The predicted and experimental creep strain rate-time curves are 

shown in Figure 5.19(b) for 70 and 100 MPa. In the present analysis, based on the optimised 

material constants obtained for 70 and 100 MPa, the prediction of creep data has been 

performed for inside the identification range at 80 MPa and outside the range for different 

stress levels of 110-160 MPa.  It can be seen that predicted creep curves follow closely 

experimental data in transient, secondary and tertiary creep stages for the low stress levels in 

the range 70-120 MPa (Figures 5.19 (a) and (b)). The considerable difference between 

predicted and experimental creep data at high stress levels of 140 and 160 MPa has been 
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noticed. Similarly, better agreement between experimental and predicted minimum creep 

rates and rupture lifetimes has been noticed for the stresses of 70-120 MPa than at high stress 

conditions as shown in Figure 5.20.  It is expected for 9% Cr steels that the change in creep 

mechanisms from general climb at low stress regime to local climb at high stress regime 

could be the reason for the observed difference between experimental and prediction data at  

 

 

Figure 5.19 Comparison between predicted and experimental (a) creep strain-time and (b) 

creep rate-time data for different stress levels at 873 K. Experimental data are 

extracted from the Refs. [26, 45, 192]. 

 

high stresses above 120 MPa [196, 197].  However, the obtained creep lifetimes at high 

stresses falls within the scatter by considering factor of 2 in creep life extrapolations [198]. 

The present formulation does not deal with the influence of individual internal interfaces such 
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as prior austenitic grain, packet, block, sub-block and lath boundaries [199] on the creep 

deformation and damage behaviour of tempered martensitic steels. Since the evolution of 

these internal interfaces could differ with respect to the applied stress, the concept of 

kinematic back stress must be treated in terms of kinetics of individual internal interfaces for 

different applied stress levels. One of the major limitations of Dyson and McLean model is 

inapplicability at extremely low applied stresses where diffusional creep dominates. Since the 

origin of Dyson and McLean model is based on coupled glide/climb with dislocation-hard 

phase interaction mechanisms, it cannot predict the minimum creep rate vs. applied stress 

data obtained for diffusional creep regime [200] as shown in Figure 5.21. 

 

 

Figure 5.20 Comparison of predicted and experimental data for (a) minimum creep rate vs. 

applied stress and (b) applied stress vs. rupture life at 873 K for T91 steel. 

Experimental data are extracted from the Refs. [26, 45, 192]. 



159 
 

 
 

Figure 5.21 The variations in predicted minimum creep rate with the applied stress at 873 

K for T91 steel. Experimental data obtained for very low stress levels 

depicting diffusion creep regime [200] are superimposed. 

 

 
 

Figure 5.22 Comparison between predicted and experimental creep rate-time data for 80 

MPa at 873 K for MGA and MGC heats of T91 steel containing 0.12 and 

0.28% Ni [192], respectively. Dash and Dash-dotted lines represent predicted 

creep curves with the constant number density of MX precipitate and a 

significant decrease in the number density of MX precipitate, respectively. 

 

The numerical simulations have also been performed for conditions with constant initial 

number density of MX. These simulations indicate that MX precipitates do not undergo any 

conversion to Z-phase. The simulated creep rate-time data at 80 MPa for two different 

conditions with constant initial number density of MX and varying number density of MX 

have been shown in Figure 5.22 as full and broken lines, respectively. The decrease in the 
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number density of MX precipitates and the formation and growth of Z-phase significantly 

affect tertiary creep behaviour of the steel. It has been reported that the increasing nickel 

content in the three heats, i.e. MGA (0.12% Ni), MGB (0.20% Ni) and MGC (0.28% Ni) 

greatly influences the long-term creep behaviour in terms of decrease in the creep-rupture 

strength of T91 steel [45]. Since heat MGA [45] containing 0.12% Ni with large number of 

MX precipitates and insignificant Z-phase were observed after creep exposure at 80 MPa, the 

creep rate vs. time for MGA heat has been used to represent the condition of constant number 

density of MX or the absence of conversion of MX to Z-phase in Figure 5.22. It can be seen 

that the simulated creep rate-time data (full line) for constant initial number density of MX 

closely follows the experimental data for MGA heat. In case of MGC heat with high Nickel 

exhibiting a significant decrease in the number density of MX at longer durations, a decrease 

in time to onset of rapid increase in creep rate and reduced rupture life has been observed.  

 

Figure 5.23 Comparison between predicted and extrapolated creep-rupture strength values 

for 10
5
 h for the three heats MGA, MGB and MGC containing 0.12, 0.20 and 

0.28% Ni [192], respectively. 

 

Creep-rupture strength at 10
5
 h at 873 K has been predicted with and without MX number 

density change using the modified approach. Figure 5.23 shows a good agreement between 

the 10
5
 h strength values predicted using modified approach and those obtained by 



161 
 

extrapolation of experimental data for MGA, MGB and MGC heats with different Ni content 

in T91 steel [45]. The above findings clearly indicate that the developed model can be 

successfully used for prediction of long-term creep lifetimes. The present investigation also 

suggests that the computer simulation of creep curves is possible for T91 steel by coupling 

precipitation kinetics obtained from thermodynamic-kinetic data [201] and Dyson-McLean 

approach.  

5.12  Conclusions 

Additive creep rate model has been successfully developed by summing up sine 

hyperbolic rate relation interrelating primary and secondary creep, and modified MPC-

Omega method for tertiary creep.  The applicability of the model has been demonstrated for 

P9 steel for different applied stresses and microstructural conditions at 873 K.  It has been 

shown that the coupling of sine hyperbolic relation with the evolution of internal stress 

accurately predicts primary as well as secondary creep strain contribution in the steel. A 

power law relation interrelating internal stresses with applied stress has been established 

using the parameters associated with the evolution law for internal stress. Modified MPC-

Omega method has been observed to predict tertiary creep behaviour accurately at different 

stresses and microstructural conditions. Further, the tertiary creep damage has been 

successfully linked to tr

  using tertiary creep constants  and . At low stresses, higher 

damage accumulation tr

  as a function of life fraction has been obtained compared to that at 

high stresses. The model has been further validated with experimental creep strain-data 

obtained for different microstructures at low stress level of 60 MPa. Good agreement between 

experimental and predicted rupture lives has been demonstrated for different stresses and 

microstructures in P9 steel.  
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Microstructure based Semba-Dyson-McLean model has been successfully used to 

predict the creep deformation behaviour of P9 steel at 873 K for two different heat treatment 

conditions. The material constants associated with the model has been successfully optimised 

for both Q+T and SPWHT conditions. The observed lower value of dislocation storage 

constant (Kd) and higher values of rate constants associated with the evolution of 

precipitation coarsening (Kp) and solute depletion (Ks) for SPWHT condition than those 

obtained for Q+T condition indicated that additional simulated post-weld heat treatment 

promotes enhanced recovery during creep deformation. This results in a noticeable difference 

in the primary, secondary and tertiary creep characteristics between Q+T and SPWHT 

conditions. In both the heat treatment conditions, good agreement between predicted and 

experimental creep strain/strain rate-time data at 873 K suggested the applicability of the 

improved microstructure based model for the description of creep deformation behaviour in 

P9 steel. In addition to above, good correlations obtained between the experimental and 

predicted steady state creep rates and time to reach the specified strain levels demonstrated 

further applicability of the model. 

In the present research, the long-term creep behaviour of T91 steel has also been 

successfully predicted following necessary modifications in the kinetic creep law in the 

framework of microstructure based creep damage mechanics approach. The exponential rate 

relationship has been developed for accounting the evolution of number density of MX with 

time and it is successfully coupled with the kinetic creep law. The decrease in the number 

density of MX precipitates and the formation and growth of Z-phase greatly influence on the 

tertiary creep behaviour of the steel. Good agreement was observed between the predicted 

and experimental creep data in long-term creep regime using the modified version of Dyson-

McLean approach. 

  



163 
 

Chapter 6: Internal-stress based sine hyperbolic creep rate model for 

stress-relaxation behaviour of 9% Cr steels 

 
6.1  Introduction 

Stress-relaxation technique offers considerable advantages for material testing in 

terms of economical evaluation of mechanical properties and kinetics of deformation useful 

to derive the constitutive laws in metals and alloys [202]. It has been demonstrated that the 

short-time stress-relaxation data can be conveniently employed for the evaluation of creep 

strength, life prediction and remnant life assessment of engineering materials [56, 203]. 

Further, stress-relaxation behaviour also finds application towards alloy design, development 

and optimisation of new alloys [203-205]. During stress-relaxation, the external constraint 

i.e., the total applied strain is kept constant. The total applied strain (t), made up of elastic 

(e) and inelastic (in) strain components, is mathematically represented as 

t e in 0     .       Equation (6.1) 

The elastic strain rate ( e ) term in Equation (6.1) can be expressed as 

r
e

mC


          Equation (6.2) 

where Cm is the effective modulus of the sample-machine system and r  is the stress-

relaxation rate. The relation between stress-relaxation rate and inelastic strain rate can be 

derived from Equation (6.1) and Equation (6.2) as 

r
in e

mC


    .       Equation (6.3) 

Equation (6.3) implies that the decrease in elastic strain is exactly balanced by an increase in 

inelastic strain during relaxation. This results in a decrease in stress values with hold time. 

All theoretical approaches [206-208] to the relaxation process are based on Equation (6.3) 

and therefore, Equation (6.3) represents a general differential equation describing stress-
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relaxation behaviour. In general, relaxation models [206-208] mainly focus on the 

development of interrelationship between inelastic strain rate and relaxation stress. Among 

the existing models [206], the model proposed by Feltham [207] is widely used to describe 

the stress-relaxation behaviour of different metals and alloys [209-211]. 

Based on dislocation-local obstacle interaction theory, Feltham [207] proposed the 

inelastic strain rate relationship to describe the stress-relaxation behaviour as  

  r i

in 0 m

Q V
exp

kT

     
    

 
 

,    Equation (6.4) 

where i is the internal stress and r  i is equal to the effective stress (e). 0  is a constant 

that includes a frequency factor, the area swept out by an activated dislocation and the 

Burgers vector (b). According to Feltham [207], the values of 0 , m and V are unchanged 

during stress-relaxation and the internal stress i is assumed as a constant. Equation (6.4) is 

substituted in Equation (6.3) followed by the integration of Equation (6.3) with appropriate 

boundary conditions, which is represented as 

  r

r 0

t
r i

r 0 m

0

Q V
exp d C dt

kT





    
     

 
 

   ,    Equation (6.5) 

where r0 is the relaxation stress at t = 0. Equation (6.5) yields 

r r0

0

kT t
ln 1

V t

 
     

  
,      Equation (6.6) 

where 
  r0 i0 m

0

Q VC V1
exp

t kT kT

       
  

 
 

 with t0 is treated as a constant. Equation 

(6.6) is employed for the description of the relaxation behaviour of different materials. 

Further, Feltham relation [207] combined with Ramberg-Osgood [212] stress-strain 

formulation was used to describe the cyclic stress-strain and cyclic stress-relaxation 

behaviour of 1CrMoV rotor steel [213]. Based on kinetic rate theory, DiMelfi [208] derived a 



165 
 

similar relation applicable to stress-relaxation behaviour of engineering materials. However, 

predicted relaxation stress vs. hold time data derived by DiMelfi model [208] exhibited 

significant deviations from the experimental relaxation stress vs. hold time data at longer 

durations. In addition to this, the assumptions related to constancy in activation volume and 

internal stress in the stress-relaxation model directly implies constancy in the obstacle or 

inter-barrier spacing in the formulations [207, 208]. The reported increase in lath width or 

subgrain size accompanied with a decrease in dislocation density for P91 steel [57, 214] 

suggested that the substructural variations alter inter-barrier spacing which resulted in the 

variations in internal stress (i) and activation volume (V) during stress-relaxation. From 

the microstructural aspects, it is evident that Feltham relation [207] involving constancy in 

internal stress and activation volume is not applicable for describing the stress-relaxation 

behaviour of P91 steel. An alternative to the Feltham relationship [207], state variable based 

model has been developed in the present study.  

 

6.2  Internal-Stress Based Model and its Numerical Implementation 

In the present formulation, the proposed sine hyperbolic rate relation (Chapter 4) has 

been used to describe the inelastic strain rate during stress-relaxation. Equation (4.9) has been 

successfully used to evaluate the inelastic strain with time during stress-relaxation by 

incorporating relaxation stress in place of applied stress. The inelastic strain rate relation for 

describing stress-relaxation behaviour is represented by  

      

  

1/3
2 2

3

1/32 2
exp sinh .

                
  

m D r i i r i r i

in

i r i

b v Q
b

M RT MkT

        


  

         
Equation (6.7) 
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Further, the variation in internal stress as a function of relaxation stress is derived following 

reported interrelationships between internal stress vs. applied stress based on experimental 

observations and theoretical considerations for monotonic creep deformation. Argon and 

Takeuchi [215] proposed a relationship relating internal stress i  to applied stress a as  

2/3

i a
rA

 

 

 
  

 
,       Equation (6.8)  

where Ar is the constant related to sub-boundary misorientation (). It can be seen that the 

internal stress (i) increases with increase in applied stress with a power law exponent 0.67. 

The applied stress dependence of internal stress agrees well with the power law (i  
0.87

) 

experimentally observed for Al-Li solid solution alloy using stress-dip and stress increment 

tests during steady state creep conditions [157]. A similar power law dependence of internal 

stress on applied stress has been reported for many metals and alloys [156-159]. Based on 

these observations, the relationship between internal stress (i) and relaxation stress (r) has 

been treated as a power law in the present analysis and it is given as  

rm

i r rh  ,        Equation (6.9)  

where hr and mr are the power law coefficient and exponent, respectively. Since the power 

law coefficient (Ar) in Equation (6.8) has definite physical interpretation as proposed by 

Argon and Takeuchi [215], the same symbol has not been used for the coefficient in Equation 

(6.9). The rate equation for the evolution of internal stress with time is derived from Equation 

(6.9) as 

rm

ir r
i r r r r

r r

h
m m


  

 

   
    

   
.     Equation (6.10) 

In totality, two new equations have been employed for the description of stress-relaxation 

behaviour in the present investigation. The first is Equation (6.7) which is used to predict the 

evolution of inelastic strain rate during stress-relaxation. The second (Equation (6.10)) 
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describes the evolution of internal stress with time based on power law dependence of 

internal stress on relaxation stress. Accordingly, the coupled differential equations, i.e., 

Equations (6.3), (6.7) and (6.10) defining the evolution of relaxation stress ( r m inC    ), 

inelastic strain and internal stress with time have been used to represent the stress-relaxation 

behaviour of P91 steel. In the above formulation, there are three unknown constants such as 

initial relaxation stress (r0), initial internal stress (i0) and power law exponent (mr) related 

to internal stress. In addition to the above, the power law coefficient (hr) can be obtained as 

0

0

i
r m

r

h



 . In the present analysis, the mobile dislocation density of 1 × 10

13
 m

2
 is fixed as 

one order of magnitude lower than the total dislocation density value of 1 × 10
14

 m
2

 reported 

for 9% Cr steels [40, 119]. The unknown parameters associated with the model such as initial 

relaxation stress (r0), initial internal stress (i0) and power law exponent (mr) related to the 

internal stress were optimised using interior-point method. The upper and lower bounds along 

with optimised parameters for both 1.3 and 2.5% strain holds have been presented in Table 

6.1. The derived optimised parameters as well as the estimated power law co-efficient (hr) are 

included in the Table 6.1 for both the strain hold conditions. 

 

Table 6.1-  Optimised material constants for two different strain holds at 1.3 and 2.5% at 

873 K. 

Hold strain  

 levels 

Lower to  

 upper bound  

 limits   

r0, 

MPa 

i0, 

 MPa 
mr 

hr,  

MPa 

300  400 200  350  0  1 

Estimated by 

0

0

i
r m

r

h



   

1.3% 334.4 243.9 0.796 2.390 

2.5% 339.2 246.0 0.785 2.546 
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6.3  Implications of the Internal-Stress Based Model  

 The experimental as well as predicted relaxation stress (r)-time (t) plots for the strain 

holds of 1.3 and 2.5 % at 873 K have been presented in Figure 6.1. For both the stain holds, 

initial rapid decrease in relaxation stress with time followed by stress plateaus at longer 

durations has been observed. It can be clearly seen that the predicted r-t data accurately 

describe the experimental r-t behaviour for 1.3 and 2.5 % strain holds. Marginally higher 

relaxation stress values for 1.3% strain hold condition than those obtained for 2.5% strain 

hold can be seen in Figure 6.1. Relaxation stress (r) dependence of strain rate ( in ) evaluated 

from the predicted as well as experimental r-t data for both the strain holds are shown in 

Figure 6.2. Like r vs. t, inelastic strain rate vs. relaxation stress also displayed closer values 

for both the strain levels of 1.3 and 2.5 %. The stress dependence of inelastic strain rate 

obeyed power law with stress exponent n = 10.1 and 10.5 for the strain holds of 1.3 and 2.5 

%, respectively. The stress exponent values obtained in the present study are in good 

agreement for those reported for monotonic creep deformation of P91 steel [24, 29]. Further, 

an excellent agreement between the predicted and experimental relaxation stress dependence 

of inelastic strain rate at two different strain holds is discernible in Figure 6.2. These 

observations clearly demonstrate that the proposed model adequately describes the stress-

relaxation behaviour of P91 steel. The optimised initial relaxation stress values (Table 6.1) 

showed a good match with experimental initial relaxation stress values (Figure 6.1). The 

difference between the initial relaxation stress values of two different strain holds is 5 MPa. 

This marginal increase in flow stress value even with an additional strain of 1.2% from 1.3% 

implies the dominance of dynamic recovery over strain hardening at 873 K which is expected 

for P91 steel. 
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Figure 6.1  Variations of relaxation stress (σr) with hold time (t) for two different strain 

holds of 1.3 and 2.5% for P91 steel at 873 K. The best-fit σr-t is shown by 

solid lines for both the strain holds. 

 

 
 

Figure 6.2  Variations of strain rates (  ) with relaxation stress (σr) for two different strain 

holds of 1.3 and 2.5% for P91 steel at 873 K. The best-fit  - σr is shown as 

solid lines for both the strain holds. 

 

 A comment on the evolution of internal stress (i) and its dependence on relaxation 

stress (r) following Equation (6.10) is important. It has been observed that the variations of 

internal stress (i) with relaxation stress (r) obey power law as rm

i r rh  . Based on the 

closer values of power law coefficient and exponent obtained for 1.3 and 2.5% strain hold 

(Table 6.1), an average value of hr = 2.47 and mr = 0.79 can be assigned for P91 steel. Based 
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on stress change experiments during steady state creep, it has been shown that the increase in 

internal stress with applied stress obey power law in several metals and alloys. The optimised 

power law exponent m = 0.79 for P91 steel is close to the exponent values in the range 0.7-

1.0 reported for Cd, Mg, Al-Li and Al-Mg alloys [156-159]. Sine hyperbolic rate equation 

(Equation (6.7)) coupled with rm

i r ah  has been used to fit the experimental minimum 

creep rate vs. applied stress data at 873 K for P91 steel as shown in Figure 6.3.  The obtained  

 

Figure 6.3  Variations of minimum creep rate ( min ) with applied stress (σa) for P91 steel 

at 873 K. The prediction based on sine hyperbolic model is given by solid line. 

 

values of  power law coefficient (hr) and exponent (mr) are 2.88 and 0.77, respectively.  

These values are close to those obtained for stress relaxation behaviour of P91 steel.  Based 

on internal-variable approach, the variations of the ratio of internal stress during secondary 

creep and applied stress (i/a) has been observed to decrease with applied stress (a) for P9 

steel at 873 K and this is presented in Figure 4.8. The observed variations in i/a with a 

exhibited power law relation as is/a  a
0.21

 or is = 2.22 a
0.79

.  This is in agreement with 

the observed power law interrelating internal stress and applied stress with exponent value 

0.79 in P91 steel. These observations clearly indicate that the power law relation between 
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internal stress and applied stress observed for monotonic creep can be successfully 

implemented for stress-relaxation studies in 9% Cr steels.  

The variations in relaxation stress, internal stress and effective stress with time 

predicted using present formulation are shown in Figure 6.4. Like relaxation stress vs. time, 

the variations in internal and effective stresses with hold time also displayed an initial rapid 

decrease followed by stress plateaus at longer durations. Further, for a given hold time, the 

predicted internal stress values have been observed to be significantly higher than the 

effective stress (Figure 6.4). The observed decrease in internal stress with time can be related 

to the instantaneous obstacle or inter-barrier spacing (L). Since inter-barrier spacing (L) is 

inversely related to internal stress i.e., Mb/i, an increase in inter-barrier spacing with an 

increase in hold time has been observed as shown in Figure 6.5. The marginally higher values 

of internal stress are reflected in the relatively lower inter-barrier spacing for 2.5% strain than 

for 1.3% strain (Figure 6.5).  

 

Figure 6.4  Variations in relaxation stress (σr), internal stress (σi) and effective stress (σe) 

with hold time (t) for two different strain holds of 1.3 and 2.5% for P91 steel 

at 873 K. 
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Figure 6.5  Variations of predicted mean free path (L) with hold time (t) for two different 

strain holds of 1.3 and 2.5% for P91 steel at 873 K. 

 

 

Figure 6.6  Variations of activation volume (V)/b
3
 with (a) hold time (t) and (b) effective 

stress (σe) for two different strain holds of 1.3 and 2.5% for P91 steel at 873 K. 
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The variations in predicted activation volume with hold time and effective stress have 

been presented in Figures. 6.6 (a-b). For both the strain holds, the activation volume increases 

with an increase in hold time (Figure 6.6 (a)). Since effective stress decreases with an 

increase in hold time (Figure 6.4), the activation volume decreases with an increase in 

effective stress as shown in Figure 6.6 (b). Further, the values of activation volume (V) in 

the range 400-1200 b
3
 have been obtained for both the strain hold conditions in P91 steel. 

These observations are in consistent with those reported for monotonic creep deformation in 

P9 steel (Figure 4.15). It has been reported that the activation volume depends on the 

effective stress as 
k

eV ( ) r 
  . Though the activation volume depends on internal stress 

and effective stress, the equation interrelating activation volume and effective stress has been 

derived from Figure 6.6 (b) as V ∝ (e)
0.6

. The value of kr = 0.6 obtained in the present 

analysis is close to the kr values in the range 0.5 to 1 reported for metals and alloys [216]. A 

comment on the values of activation volume (V) in the range 400-1200 b
3
 obtained in the 

present investigation is appropriate. It is well known that during diffusional creep such as 

Nabarro-Herring and Coble creep, the deformation process is characterised by activation 

volume of about atomic volume or b
3
.  

 

Figure 6.7  Variations of pre-sinh factor (Z) with relaxation stress (σr) for two different 

strain holds of 1.3 and 2.5% for P91 steel at 873 K. 
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Contrary to this, the observed higher activation volume in the range of 400-1200 b
3
 implies 

that the movement of dislocations with long segments is forwarded by a few Burgers vector 

to pass through forest dislocations [217]. Based on the proposed model, the observed increase 

in both activation volume and inter-barrier spacing with an increase in hold time implied that 

continual microstructural coarsening takes place during stress-relaxation in P91 steel [57, 

214]. The pre-sine hyperbolic factor (Z) in Equation (6.7) can be given as 

    
1/3

2 2

2
exp



   
  

 

m D r i i r ib v Q
Z

M RT

     
.   Equation (6.11) 

The pre-sine hyperbolic factor increases with an increase in relaxation stress as shown in 

Figure 6.7. This is in agreement with those reported for monotonic creep deformation in 

several metals and alloys [91, 165]. These observations suggest that the pre-sinh hyperbolic 

factor (Z) contributes to increase in strain rate with increasing relaxation stress.   

 

6.4  Conclusions  

A constitutive model by coupling sine hyperbolic creep rate law with the evolution of 

internal and relaxation stresses with time has been successfully developed to describe the 

stress-relaxation behaviour of P91 steel for two different strain holds of 1.3 and 2.5% at 873 

K. The power law relation between internal stress and relaxation stress, i.e., rm

i r rh  has 

been successfully implemented for the description of stress-relaxation behaviour of P91 steel. 

The optimised power law exponent (mr) of 0.79 is in agreement with the values reported in 

the literature. The predicted decrease in internal stress with time during stress-relaxation was 

interrelated to the increase in inter-barrier spacing (L) during relaxation. The predicted values 

of activation volume (V) in the range 400-1200 b
3
 suggested that the stress-relaxation is 

governed by dislocation processes most importantly the dislocation-local obstacle interaction. 

Based on the outcome, the power law interrelationship between activation volume and 
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effective stress, i.e., V ∝ (e)
0.6

  for stress-relaxation has been established. The observed 

increase in both the activation volume and the inter-barrier spacing with an increase in hold 

time implies that continual microstructural coarsening takes place during stress-relaxation in 

P91 steel.  
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Chapter 7:  General Conclusions and Future Directions  

 
The general conclusions emanating from the investigations related to internal-state-

variable based constitutive modelling of tensile, creep and stress-relaxation behaviour of 9% 

Cr tempered martensitic steels are as below:  

 

7.1  Tensile Flow and Work Hardening Behaviour of 9% Cr Steels 

 

Work hardening behaviour of P9 steel plate and tubeplate forging and P91 steel have 

been examined successfully in the framework of dislocation density based Kocks-Mecking-

Estrin approaches for a wide range of temperatures. Detailed analysis towards work 

hardening behaviour of 9% Cr steels in the wide range of temperatures indicated that the 

hybrid model reduced to Estrin–Mecking one-internal-variable model. Parameter sensitivity 

analysis over optimisation results clearly suggested that the average mean free path arising 

from the dislocation dense lath/cell boundaries and precipitates act as effective barriers to 

glide of dislocations over total dislocation population inside the lath in P9 and P91 steels. The 

applicability of Estrin-Mecking one-internal-variable approach to 9% chromium steels is 

demonstrated in terms of good agreement between predicted and experimental true stress-true 

plastic strain with low least-square error values over the temperatures ranging from 300 to 

873 K. The work hardening parameters associated with the Estrin-Mecking approach 

exhibited marginal variations in the values at room and intermediate temperatures, and rapid 

variations at high temperatures. The evaluation of activation energy based on Bergstrom and 

Hallen model using recovery parameter suggested that the dynamic recovery is controlled by 

cross-slip of dislocations at room and intermediate temperatures, and climb of dislocations at 

high temperatures. At room and intermediate temperatures, insignificant or, marginal 

variations in the evolution of dislocation density with plastic strain were noticed for P9 and 

P91 steels. At high temperatures, the dominance of dynamic recovery resulted in rapid 
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evolution of dislocation density towards saturation in all the steels. At all temperatures, a 

systematic influence of initial microstructure on the work hardening parameters associated 

with the Estrin-Mecking approach has been observed.  

In general, P9 steel tubeplate forging exhibited higher work hardening due to its 

softened microstructure in terms of larger gains in the dislocation density and flow stress 

contribution from dislocations along with reduced dynamic recovery than the P9 plate and 

P91 steels in the temperature range 300-873 K. Contrary to this, relatively hardened 

microstructure in P91 steel displayed lower work hardening ability along with increased 

dynamic recovery than P9 plate and tubeplate forging. In addition, necking instability 

criterion proposed by Considère has been reexamined based on dislocation-density based 

Estrin-Mecking model for 9% Cr tempered martensitic steels in this study. It has been shown 

that instability sets-in as the evolution of dislocation density with the plastic strain 

approaches critical dislocation density which in turn is a function of the mean free path and 

dislocation annihilation parameter. Further, for 9% Cr steels, the interrelationship between 

true uniform plastic strain and dynamic recovery parameter has been established from the 

present formulation. The observed good agreement between experimental and predicted 

tensile properties showed better predictability of the model for 9% chromium containing 

steels. 

7.2  Transient Creep Behaviour of 9% Cr Tempered Martensitic Steels 

 

For the description of transient creep behaviour of 9% Cr steels, a constitutive 

description based on sine hyperbolic creep rate relation associated with the concept of stress 

dependent activation volume and average dislocation segment length related to the Friedel 

statistics has been developed. The sine hyperbolic creep rate relation coupled with the 

evolution of internal stress as a function of strain provides a better understanding of primary 
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and secondary creep behaviour of 9% Cr steels. Following Estrin-Mecking approach, the 

evolution of mean internal stress from the initial to saturation value during creep deformation 

has been considered. The model suggested that the increase in internal stress (or decrease in 

effective stress) with strain/time results in the observed decrease in creep rate during primary 

creep in 9% chromium containing tempered martensitic steels. 

The applicability of the developed model has been demonstrated by comparing the 

predicted and experimental creep strain-time and creep rate-strain data in P9 steel in 

quenched and tempered (Q+T) and simulated post weld heat treatment (SPWHT) conditions 

at 793 and 873 K. The observed difference in the primary and secondary creep characteristics 

at 793 and 873 K between Q+T and SPWHT conditions has been ascribed to the variations in 

rate constant associated with the model. The lower rate constant values for SPWHT condition 

than for Q+T condition at both 793 and 873 K signifies the enhanced dynamic recovery 

effects in SPWHT condition due to the presence of relatively coarse initial microstructure. At 

all test conditions, good agreement observed between predicted and experimental steady state 

creep rates demonstrated further applicability of the model. The predicted variations in 

activation volume at steady state with applied stress are in accordance with the 

experimentally reported observations in metals and alloys.  

 

7.3  Totality of Creep Deformation and Development of Damage in 9% Cr Tempered 

Martensitic Steels 

 

In order to provide the constitutive description of the totality of creep deformation and 

development of damage in 9% Cr tempered martensitic steels, additive creep rate model by 

summing up sine hyperbolic rate relation interrelating primary and secondary creep, and 

modified MPC-Omega method for tertiary creep has been successfully developed.  The 

applicability of the developed additive creep rate model has been demonstrated for P9 steel 

for different applied stresses and microstructural conditions at 873 K.  It has been shown that 
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the coupling of sine hyperbolic relation with the evolution of internal stress accurately 

predicts primary as well as secondary creep strain contribution in the steel. Modified MPC-

Omega method has been observed to predict tertiary creep behaviour accurately at different 

stresses and microstructural conditions. The model has been further validated with 

experimental creep strain-data obtained for different microstructures at a low stress level of 

60 MPa. Further, the tertiary creep damage has been successfully linked to tr

  using tertiary 

creep constants  and . At low stresses, higher damage accumulation tr

  as a function of 

life fraction has been obtained compared to that at high stresses. Good agreement between 

experimental and predicted rupture lives has been demonstrated for different stresses and 

microstructures in P9 steel.  

For describing the totality of creep deformation and development of damage in 9% Cr 

tempered martensitic steels in the framework of microstructure based approach, Semba-

Dyson-McLean model has been successfully employed. Predictability of the microstructure 

based approach has been demonstrated for the creep deformation behaviour of P9 steel at 873 

K for two different heat treatment conditions. The material constants associated with the 

model has been successfully optimised for both Q+T and SPWHT conditions. The observed 

lower value of dislocation storage constant and higher values of rate constants associated 

with the evolution of precipitation coarsening and solute depletion for SPWHT condition than 

those obtained for Q+T condition indicated that additional simulated post-weld heat treatment 

promotes enhanced recovery during creep deformation. This results in a noticeable difference 

in the primary, secondary and tertiary creep characteristics between Q+T and SPWHT 

conditions. In both the heat treatment conditions, good agreement between predicted and 

experimental creep strain/strain rate-time data at 873 K suggested the applicability of the 

improved microstructure based model for the description of creep deformation behaviour in 

P9 steel. In addition to above, good correlations obtained between the experimental and 
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predicted steady state creep rates and time to reach the specified strain levels demonstrated 

further applicability of the model. 

In the present study, the long-term creep behaviour of T91 steel has also been 

successfully predicted following necessary modifications in the kinetic creep law in the 

framework of microstructure based creep damage mechanics approach. The exponential rate 

relationship has been developed for accounting the evolution of number density of MX with 

time and it is successfully coupled with the kinetic creep law. The decrease in the number 

density of MX precipitates and the formation and growth of Z-phase greatly influence the 

tertiary creep behaviour of the steel. Good agreement was observed between the predicted 

and experimental creep data in long-term creep regime using the modified version of Dyson-

McLean approach. 

 

7.4 Stress-Relaxation Behaviour of 9% Cr Steels 

 

Constitutive model by coupling sine hyperbolic rate law with the evolution of internal 

and relaxation stresses with time has been developed to describe the stress-relaxation 

behaviour of 9% Cr steels. The applicability of the model has been shown for the description 

of stress-relaxation behaviour of P91 steel for two different strain holds of 1.3 and 2.5% at 

873 K. The power law relation between internal stress and relaxation stress, i.e., rm

i r rh 

has been successfully implemented for the description of stress-relaxation behaviour of P91 

steel. The optimised exponent (mr) of 0.79 is in agreement with the values reported in the 

literature. The predicted decrease in internal stress with time during stress-relaxation was 

interrelated to the increase in inter-barrier spacing (L) during relaxation. The predicted values 

of activation volume (V) in the range 400-1200 b
3
 suggested that the stress-relaxation is 

governed by dislocation processes most importantly the dislocation-local obstacle interaction. 

Based on the outcome, the power law interrelationship between activation volume and 
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effective stress, i.e., V ∝ (e)
0.6

  for stress-relaxation has been established. The observed 

increase in both the activation volume and the inter-barrier spacing with an increase in hold 

time implies that continual microstructural coarsening takes place during stress-relaxation in 

P91 steel. 

 

7.5 Future Directions 

 

Based on the understanding gained from the present work, it is suggested that there is 

a good scope for further investigations related to the modelling of inelastic deformation 

behaviour of 9% Cr steels. The following problems have been suggested for future perusal.  

 In the present research, tensile work hardening behaviour of 9% Cr steels was 

modelled in the framework of strain-rate independent Estrin-Mecking approach. 

However, it becomes necessary to invoke the strain-rate and temperature dependency 

into the dynamic recovery parameter for the description of the tensile flow behaviour 

of materials for a wide range of test conditions. Therefore, there is a need to develop 

strain-rate and temperature dependent dislocation density based model. In addition, 

several strain rate/temperature jump tests will be required to validate the developed 

model.  

 The developed internal-state-variable models need to be implemented into the finite 

element framework via user material (UMAT) subroutine. The validation of 

subroutines is required to be performed towards the deformation and damage 

behaviour of notch specimens. This method of implementation will be useful to 

integrate the model towards the finite element simulation of structural components for 

the damage tolerant analysis.   

 In the present study, inelastic deformation behaviour of 9% Cr steels has been 

decoupled into time-independent (plastic) deformation and time-dependent (creep) 
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deformation. Accordingly, modelling aspects also treated them separately. However, 

for the complete description of inelastic deformation behaviour, unified internal-state-

variable based model should be developed irrespective of tensile, creep and fatigue 

mode of loading conditions. 

 In order to understand the long-term creep behaviour of 9% Cr steels, the coupling of 

thermodynamic and kinetic theories of precipitate evolution and microstructure based 

modified Semba-Dyson-McLean model needs to be performed for generating the 

simulated creep curves with rupture lives > 10
5
 h. 

 The models involved in the present investigation did not consider the kinetics of 

inelastic deformation of individual hierarchical (PAGB, packet, block, sub-block and 

lath) boundaries. In view of the above, several interrupted tests are required to be 

carried out to understand the kinetics of dislocation-pile up against these boundaries 

during tensile and creep deformation. This understanding can be integrated into 

mathematical formulations for the development of new and improved models for the 

description of deformation and damage behaviour of 9% Cr steels. 
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