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Synopsis

The aim of the present research is to devise a novel scheme for DSP

based Power Electronics Converter coupled to a Superconducting Magnetic

Energy Storage (SMES) system to mitigate voltage sags originating in the

utility mains so as to keep the load voltage free of any interruptions.

The power quality is one of the most important issues in power distribution

system. Many critical machines or industrial processes, especially those con-

trolled by computers, are sensitive to any voltage sag or short interruptions in

supply. These disturbances increase the down time of the machine or industrial

process and hence the cost of production. The increasing demand for quality

power has resulted in a growing interest in SMES based systems. SMES is a

clean environment-friendly attractive solution for the power quality problems.

SMES can mitigate short time voltage fluctuation and sag. The associated

power control philosophy is based on correctly identifying the voltage sag in

the AC utility lines (the instantaneous operating points of each phase) and

efficiently compensating the sag by appropriately switching the power devices.

Maintaining the quality of power is very important to a particle accelerator

laboratory and steady electrical power is required during the beam delivery

period for most of its sub-systems. Temporary voltage dips in line may cause
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beam detuning or complete shut down of entire sub-systems, thus causing in-

terruptions to experiments. For this a SMES based Dynamic Voltage Restorer

(DVR) has been envisaged to mitigate the voltage sag in line.

The advantage of the huge energy that can be stored in a superconducting

magnet coil may be exploited in an efficient Power Converter System (PCS)

for providing reliable power to mitigate voltage sag which constitutes, among

others, one of the most popular approaches to the Flexible AC Transmission

System (FACTS) based devices. IEEE standard 1159-1995 defines voltage sag

as a decrease to 10%-90% of the rated rms voltage at the power frequency for

a duration of 0.5 cycles to 1 min which is again categorised in three different

classes termed as instantaneous, momentary and temporary sag based on the

time for which the sag persists. Accelerator laboratories deploys a large num-

ber of Low Conductivity Water (LCW) pumps and vacuum pumps which are

predominantly motor driven. These are sensitive to voltage sags and follow-

ing a sag in the line initiates break in the interlock chain leading to partial

or complete shutdown of the accelerator system. Thus the PCS that is to

be employed for voltage sag mitigation must compensate the voltage both in

amplitude and in phase within a pre-defined time window.

Based on the schemes elaborated in literature, the fundamental FACTS con-

trollers were introduced and their applicability discussed. A technical com-

parison is made based on which the selection of the proposed series scheme

viz., Dynamic Voltage Restorer, was justified. Further, the switching scheme

of the central power device i.e., the VSI was elaborated and arguments for its

applicability as regards to efficient DC bus utilization and voltage sag iden-

tification were reviewed. Along with the efficient utilization of the DC bus,

2



it is shown how this particular scheme viz. Space Vector Pulse Width Mod-

ulation (SVPWM), may be used to constitute the heart of the controller to

satisfy the control requirement of effectively locking the incoming phase and

correcting the amplitude so as to maintain a constant voltage across the load.

The inverter model based on the SVPWM switching scheme and the neces-

sary mathematical transformations viz. transforming the rotating 3-φ to a

stationery 2-φ system, for the control requirement were analysed. The rest of

the chapters describe the development a control system to regulate the power

electronics controller and a novel power filter system to attenuate the high

frequency components while retaining the AC signal.

Control System Development

The heart of the controller is a Software Phase Locked Loop (SPLL)

that is utilized to lock the incoming phase, thus nullifying any phase error. The

phase information, thus corrected, is finally used in the amplitude controller

to mitigate the voltage sag. Thus, in effect, both phase error and magnitude

error are compensated for. Literatures report various SPLL designs, especially

the design of the loop filter in several of which, there are references to the dou-

ble frequency component that is inherent in the model but refers to the fact

that the low pass nature of the SPLL itself attenuates the component. Also a

few literatures further stress the need of an input filter that selectively allows

bandlimited signal in the loop. The present work develops the SPLL with two

additional blocks viz., an input bandpass filter to condition the voltage prior

to its introduction in the loop and a band stop filter that is tuned to filter out

the double frequency component and the loop filter is designed separately to

3



reduce the steady state error.

Based on the signal translation and the field parameters, the entire functional-

ity of the system, starting from the field measurements to the generation of the

inverter output, is mathematically summarized and signal flow is explained.

The entire control system was initially designed in the analog domain that

was transformed appropriately to the discrete domain. Based on the study of

the scheme, the control system was formulated and a generalized mathemati-

cal modelling was done for the purpose. The mathematical realization of the

control model, forms a generalized mapping of field parameters in the control

block, which offers future designers to use it for general applications.

A digital controller is proposed for the control system. For this a Digital Sig-

nal Processor based controller was selected. Following this, an instrumenta-

tion interface was designed that feeds the Analog to Digital Converter (ADC)

front end of the central controller with the field signals. The associated signal

translation block was modelled and appropriately scaled for the DSP core.

The isolation and component level design is also explained here. This design

provides the basic scaling factors utilized during coefficient calculations.

Power Filter Development

Single phase and three phase Voltage Source Inverters (VSI) are typ-

ically the final interface between the power grid and the energy source in

several applications. Pulse Width Modulation (PWM) based VSIs invariably

constitute a Low-Pass Filter (LPF) stage for attenuating the higher frequen-

cies arising due to the particular switching schemes.

While a first-order L filter is a simple solution for the LPF stage but the

4



second-order LC filter and more popularly, the third-order LCL filters are

fast gaining momentum as the alternatives. With the increase in the order

of the filter, additional control schemes are required for system stability that

include methods reported in literatures such as current control strategy of a

VSI with an LCL filter, a large signal stabilizer design based on the circle

criterion theory to reject resonant oscillations, a nonlinear controller based

on the composite nonlinear feedback control theory, a model predictive direct

current control strategy incorporating virtual resistor based active damping, a

two-degree-of-freedom PID active damping method to attenuate the resonance

that is caused by the LCL filter based systems, a 7th order LTCL filter which

filters the harmonics efficiently but does not decrease the control difficulties.

One of the basic requirements of higher order filter stems from the fact that

a higher rating of the inductors (in case of L filter) and capacitors (in case

of LC filters) that comprise the lower order filters are costly and voluminous.

Work in this regard includes a design methodology to derive the lower value

of the inductor based on inverter output peak current and the capacitor is

determined according to the requirement of the resonant frequency of the LC

filter. Another design perspective was based on the relation among the filter,

inverter and the controller assuming the load to be a pure resistor for a worst

case scenario. In yet another work, a design was proposed, based on active

damping but this too, like others, assumes a 1:1 isolation transformer only.

Further developments have included design based on multiple impact factors

but here the unit is transformerless. A few literatures refer to the importance

of the filter design and uses a step-up transformer but does not discuss the

design of the filter components. The present work, in this regard, is to sup-
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plement these by defining several performance indices to characterize a filter

system and utilizes the transformer turns ratio i.e. the ratio of the number of

turns in the secondary to that in the primary, advantageously in the design.

In this, the transformer leakage inductance is considered to be negligible com-

pared to the other inductances in the circuit. The design attempts to offer a

practical choice of the filter components and proposes a novel LC filter topol-

ogy for a 3 � φ VSI system that reduces the volume of the filter and assures

a satisfactory attenuation thus eliminating the control overhead required in

higher order filters.

In this regard, the common-mode noise, generated by the VSI switching, needs

to be properly taken care of to prevent interference with sensitive loads. This

may be attenuated by choke type inductor filters which are effective yet bulky.

Reduction of capacitive coupling between the primary and secondary windings

of the injection transformer may also be made, though this requires a trade-off

with its leakage inductance. A bypass capacitor may also be used in between

the primary and secondary grounds as an alternative route to the ground in-

stead of the earth point. A Faraday shielding by employing an electrostatic

shield close to the primary side may also be used to provide a return path

so that the switching noise from the primary source is confined. This will

actually reduce the overall common-mode noise.

Implementation and Test Results

An IGBT (450A/1200V) based 3-φ full-wave inverter with compatible

gate triggering interface was fabricated for the experiment. A 32 bit fixed

point DSP based controller with a 12.5MSPS 12 bit integrated ADC was pro-
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grammed for the controller design. The testings were carried out in phases.

In the first phase, to test the functionality of the controller, a load of � 200

VA was selected, well within the short circuit capacity of the Injection Trans-

former (IT) and a breakerless scheme was tested. A programmable voltage

source was used to introduce sag in the line which triggered the compensa-

tion. Oscilloscope recorded sag mitigation within half a cycle. In the next

phase, the filter system was upgraded and a higher power load (� 3.45 kVA)

was used to test the inverter in the standalone mode. Subsequent to this the

VSI and the IT was integrated to the SMES system with breaker to bypass

the secondary during healthy mains. The programmable voltage source was

used to simulate the sags and the final result indicated the almost instanta-

neous generation of the gating signals while steady state is achieved within 2

cycles. As it was integrated to the SMES system, the maximum amount of

time for which the sag compensation could be maintained was limited by the

coil and its charge, discharge system and so a maximum time of 6 seconds of

sag mitigation was recorded. This encompassed the entire momentary voltage

sag zone as defined in IEEE 1159-1995 as per the time limits and also overlaps

part of the instantaneous and temporary sag zones. The results are published

and are reported in conferences and workshops.

Conclusion

A summary of the completed work is presented and the scope of future

work has been discussed in the concluding chapter. In the entire work, a

generalized formulation has been given so as to allow designers to utilize it for

future applications.
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Abbreviations
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SVC: Static Var Compensator
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SVS: Static Var System

TCBR: Thyristor Controlled Braking Resistor

TCPAR: Thyristor Controlled Phase Angle Regulator

TCPST: Thyristor-Controlled Phase-Shifting Transformer

TCR: Thyristor Controlled Reactor

TCSC: Thyristor Controlled Series Capacitor

TCSR: Thyristor-Controlled Series Reactor

TF: Transfer Function

THD: Total Harmonic Distortion

TSC: Thyristor Switched Capacitor

TSR: Thyristor Switched Reactor
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TSSR: Thyristor Switched Series Reactor

UPFC: Unified Power Flow Controller
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UPS: Uninterrupted Power Supply
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Symbols/notations

Bc: critical magnetic field of the superconducting material

c: offset of DSC block

cequiv: equivalent offset of the instrumentation block

cos θr: load pf =
Pr
Sr

Cp: capacitance of filter capacitor placed in IT primary

cPTADC : offset of PT-ADC block

Cs: capacitance of filter capacitor placed in IT secondary

E: magnetic energy stored in coil

eLl: performance index for inductor based on stored energy

F(s): TF of loop filter

G(s): CLTF of PLL system

GBP psq: TF of bandpass filter

GBP pzq: z transformed TF corresponding to GBP psq
GBSpsq: TF of the bandstop filter

GBSpzq: z transformed TF corresponding to GBSpsq
Gepsq: TF of the phase error w.r.t. the input phase

Gf psq: TF of the loop filter part cascaded with bandstop filter

Gleadlagpsq: TF of lead-lag type loop filter = kleadlag
p1� T1sq
p1� T2sq

GLP pjωq: filter TF w.r.t. inverter line to line voltages

GPIpsq: TF of PI type loop filter = (kp � ki
s

)

GPIpzq: z transformed TF corresponding to GPIpsq
GV COpzq: z transformed TF corresponding to GV COpsq
Gpzq: z transformed TF corresponding to Gpsq
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ICp: current through filter capacitor placed in IT primary =

�
ICpa ICpb ICpc

�T

ICs: current through filter capacitor placed in IT secondary =

�
ICsa ICsb ICsc

�T
Idc: dc currect flowing through the coil

Iinv,ll: line current at inverter output =

�
Iab Ibc Ica

�T

IL: inductor current =

�
ILa ILb ILc

�T

Il: load current =

�
Ila Ilb Ilc

�T

ilp: load phase current matrix =

�
ila ilb ilc

�T
Il,ph: load current per phase

Ip: IT primary current =

�
Ipa Ipb Ipc

�T

Is: IT secondary current =

�
Isa Isb Isc

�T
Isupply: supply current

Jc: critical current density of the superconducting material

kbs: gain of bandstop filter

kbp: gain of bandpass filter

Kd: gain block representing part of the PD for linearized PLL model

ki: integral constant of PI controller

kinj: magnitude of series injection voltage perpendicular to current

Km: gain of PD

Ko: VCO gain for linearlized PLL model

kp: proportional constant of PI controller

ksag: depth of voltage sag

kt: correction term incorporating both the magnitude and phase compensa-

tion factors
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Lp: inductance of filter inductor placed in IT primary

Ls: inductance of filter inductor placed in IT secondary

m: gain of DSC block

mADC � 2n � 1

vADCFS
: ADC gain

mequiv: equivalent gain of the instrumentation block

mPT : PT turns ratio

mPTADC : gain of PT-ADC block

nADC : ADC bits

nClpjωq: filter capacitor voltage normalized to corresponding load voltage

nCplpjωq: voltage across filter capacitor placed at IT primary in LpCpCs con-

figuration, normalized to corresponding load voltage

nCslpjωq: voltage across filter capacitor placed at IT secondary in LpCpCs

configuration, normalized to corresponding load voltage

nLlpjωq: current through filter inductor normalized to corresponding load cur-

rent

Qbp: quality factor of bandpass filter

Qbs: quality factor of bandstop filter

Lcoil: inductance of the coil

Rl: load resistance per phase

S: rated power of coil

(S1, S2, S3): binary states (0, 1) of the switches in the three legs of the VSI

Sl: total load KVA

Tc: critical temperature of the superconducting material

ptx, ty, tzq: weights assigned to space vectors

vADC : the ADC output digital word corresponding to vPTADC
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vADCFS: Full scale analog voltage of ADC

Vcoil: voltage generated across the coil

VCp: voltage across filter capacitor placed in IT primary =

�
VCpa VCpb VCpc

�T

VCs: voltage across filter capacitor placed in IT secondary =

�
VCsa VCsb VCsc

�T
vd: PD output

Vdc: DC bus voltage

vdq: Park transformed 2� φ equivalent of 3� φ voltages =

�
Vd Vq

�T
vdqn: Park transformed voltages normalized w.r.t. Vref

vi: injected sinusoid to a PLL

Vinject: injected voltage = Vpre�sag � Vsag

Vinvll (or Vinv,ll): inverter line to line voltage matrix =

�
Vab Vbc Vca

�T
Vinvllαβ: stationery 2� φ equivalent of Vinvll

Vinvpp: inverter phase to neutral voltage matrix =

�
Van Vbn Vcn

�T

VL: inductor voltage =

�
VLa VLb VLc

�T

Vl: load phase voltage matrix =

�
Vla Vlb Vlc

�T
vm: any element of

�
Vmp

�

Vmp: mains phase voltage matrix =

�
Vma Vmb Vmc

�T
vo: VCO output

Vp: IT primary voltage =

�
Vpa Vpb Vpc

�T
vp: the corresponding digital word as fed to the control block

Vpn: matrix of mains phase voltage translated to the DSC core =

�
Vpa Vpb Vpc

�T

vpref : rated mains voltages synchronized to mains phase =

�
Varef Vbref Vcref

�T
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= Vref

�
cospωt� θmq cospωt� 2π

3
� θmq cospωt� 2π

3
� θmq

�T
Vpre�sag: voltage prior to sag

vPT : the PT output corresponding to vm

vPTADC : the PTADC block output corresponding to vPT

Vref : peak reference phase voltage

Vs: IT secondary voltage =

�
Vsa Vsb Vsc

�T
V 1
s=θ: space vector

Vsag: sag voltage

Θdpsq: Laplace transformed phase error

θd: phase error

Θipsq: Laplace transformed phase of input signal to PD

θi: phase of input signal to PD

θinject: phase angle between Vinject and Vsag

θm: mains phase angle

θo: phase of output cosine signal from VCO

θsag: phase angle between Vpre�sag and Vsag

ωbp: centre frequency of bandpass filter

ωbs: angular centre frequency of the bandstop filter

ωi: angular frequency of input signal to PD

ωn: natural frequency of oscillation for a second-order filter

ωo: angular frequency of output signal from VCO

ζ: damping coefficient for a second-order filter
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Chapter 1

Introduction

1.1 Superconducting Magnetic Energy Stor-

age system

The power quality is one of the most important issues in power dis-

tribution system[1]. Special electrical equipments have much higher require-

ments about continuity and reliability of power. Many critical machines or

industrial processes, especially those that employ embedded processors and

controllers have much stringent requirements about continuity and reliability

of power system and are sensitive to voltage sags or short interruptions in sup-

ply. These disturbances in supply can increase the down time of the machines

and hence the cost of production.

To counter these, a number of energy storage technologies have evolved. Ali

et al[2] states that the most viable of them are Battery Energy Storage Sys-

tem (BESS), Pumped Hydroelectric Energy Storage (PHES) system and the

Superconducting Magnetic Energy Storage (SMES) system. However, both
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BESS and PHES have some serious drawbacks. Limited life cycle, voltage /

current limitations, potential environmental hazards are the weak points of

BESS[2, 3] and large unit sizes, topographic and environmental limitations

are the weak points of PHES[2]. SMES scores over the other energy storage

technologies in respect of efficiency (¡ 95%), lifetime, response time and high

power density [4, 5] which is more as compared to capacitive storage and fly-

wheel energy storage systems. Owing to its static nature, the maintenance

requirement is low [6] that ensures a long life (30 to 40 years) and a high

reliability[7, 8]. It is also environmentally clean. Thus it may be summarised

as a clean, environment-friendly, attractive solution for the power quality prob-

lems having the ability to mitigate short time voltage fluctuations and sags.

Several commercial and test bed projects have been launched to provide power

quality at manufacturing plants requiring ultra-clean power, such as microchip

fabrication facilities [9].

Another way of describing SMES is by stating that SMES is a grid-enabling

device that stores and discharges large quantities of power almost instanta-

neously. The system is capable of releasing high levels of power within a

fraction of a cycle to replace a sudden loss or dip in line power. Strategic

injection of brief bursts of power can play a crucial role in maintaining grid

reliability especially with increasingly congested power lines of today and the

high penetration of renewable energy sources, such as wind and solar.

1.1.1 Theory of energy storage

An SMES unit stores energy in the form of magnetic field generated

by the dc current flowing through the superconducting coil (SC). The stored
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Utility 
System

SMES coil in 

PCS

Cryostat

Cryogenic 
System

Load

Figure 1.1: The scheme of an SMES system

energy (E) and the rated power (S) can be expressed as follows

E � 1

2
LcoilI

2
dc & S � dE

dt
� LcoilIdc

dIdc
dt

� VcoilIdc (1.1)

To maximize E, the current flowing through the coil is to be made as high as

possible. Now, a superconductor, if kept within the critical parameters of the

material of the superconducting coil viz. critical current density (Jc), critical

magnetic field (Bc), critical temperature (Tc), has very very low (theoretically

zero) resistance to dc current. In this way, the current can be increased to very

high values, thus storing a significant amount of energy in the superconducting

coil, without losing any energy by dissipation. This is the principle behind the

SMES systems.

1.1.2 General scheme

The scheme of the SMES system may be understood from Fig. 1.1.

The SMES coil is energized to its rated capacity during healthy mains con-
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dition through a Power Conditioning System (PCS). As and when there is a

requirement of the stored energy, be it due to a voltage sag in mains affecting

the critical load or as a backup power source[2], the same PCS is dynamically

reconfigured to use the stored energy to feed the critical loads.

1.1.3 SMES sub-systems

An efficient SMES system essentially consists of four sub-systems [6, 10]

as listed in the following with a brief outline of the scope of each.

i. Superconducting (SC) Magnet and the related support systems: The ma-

terial for SC cable could be selected from Low Temperature Superconduc-

tor (LTS) and the High Temperature Superconductor (HTS) that requires

cooling to 4.2K (using liquid helium) and 77K (cooled by liquid nitrogen)

respectively. Inspite of HTS material being cheap, the price of the HTS

cable is significantly higher compared to LTS one [11, 12] as it is difficult

to give shape to HTS material due to its high brittleness. Also an SMES

coil, being subjected to frequent charge discharge cycles, will be having

greater AC losses which is less for LTS cables [6]. Once the wire is se-

lected, the coil configuration is another important issue. The three factors

that generally guide the mechanical design of the same are strain toler-

ance, thermal contraction on cooling and Lorentz force during charging

of the coil. Though several types of coils like linear multipole, spherical

coils are proposed but generally the design is a choice between solenoid

and toroid. For small SMES, the coil is generally solenoidal but for larger

ones, toroidal coils are opted. Basically this is due to the fact that though

it requires more material than the solenoid, which is also simpler in struc-
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ture, but toroid is much better in containing the fringe field effectively

[6, 9, 13].

ii. Cryogenic System (CS): The CS comprises the cryostat, vacuum pumps

and other refrigeration systems to keep the coil in the superconducting

stage. Further, the CS is intrinsically related to the performance and

the overall health of the coil. The losses in the cryostat and the other

eddy current related AC losses increase the heat load which must be met

effectively by this sub-system so as to maintain the operating temperature

[6]. The cooling also improves stability of the magnet and serves as one of

the highest priority interlocks to maintain the condition of the coil. The

design of the magnet and the CS is supplemented by a protection system

so as to prevent a quench and limit its effect [14].

iii. Power Conditioning System (PCS): This handles the power transfer be-

tween the superconducting coil and the ac system. There are various types

of PCS design, which may be categorised as Thyristor based PCS, Voltage

Source Converter (VSC) based PCS and Current Source Converter (CSC)

based PCS. The Thyristor based PCS can control only the active power

and has little or no control on the reactive power while both the VSC and

CSC have independent control over both the active and reactive power

components. Also, both the VSC and the CSC based SMES have lower

Total Harmonic Distortion (THD) than the thyristor based PCS. Again,

the VSC based system has a complex control system with respect to the

other two. [2].

iv. Control Unit that essentially regulates the proper functionality for which
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the system is designed. The SMES control generally requires measure-

ment of AC signals, extracting both amplitude and phase information

from the same and providing pre-driver signals to the bridge circuits.

Though analog control can effectively do all the above but due to com-

plexity of implementation, digital approach is preferred. To implement

phase comparison and correction in the control algorithm, various mathe-

matical transforms are needed that generate the required reference signal

and allow phase lock. Though in principle, an analog control and instru-

mentation may achieve the purpose but the mathematical manipulation,

namely the transform and the scaling of the signals, is easier to implement

in the digital domain. Not only is the control hardware minimized but

the complexity of the processing circuits is replaced by software codes that

makes the system faster in the development stage and avoids the effects

of component bias and tolerance. Thus the scheme allows a provision of

DSP based control system implementation.

1.1.4 Applications

The main applications of SMES may be categorised as follows:

1. Energy Storage: An SMES unit could provide the potential for energy

storage (around 5000MWh) with a high efficiency (95%) and a rapid

response time for dynamic change of energy flow (msec). Thus it serves

as an efficient spinning reserve which may be used both for frequency

control and load leveling that find use in industrial manufacturing plants,

nuclear power plants, high speed railway system substations. Also SMES

finds use in energy management as a storage and transfer point for bulk
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quantity of energy that potentially lowers the electricity cost [2, 6, 15–

18].

2. Pulsed Power Supply: Owing to its high energy density, SMES is an in-

teresting choice in military applications like Electromagnetic (EM) Rail-

gun, Electromagnetic Aircraft Launch System (EMALS), that needs a

pulse power source with a stored energy range of tens of kJ to several GJ

and instantaneous power ranging in 20 GW [2, 6, 14, 19, 20]. Also SMES

based long-pulse klystron modulator has been deployed that avoids dis-

turbance in the electric power network which a power surge loading in

the grid might have caused [21].

3. Flexible AC Transmission System (FACTS): The SMES systems are eas-

ily configured to provide energy storage to FACTS devices which, oth-

erwise, operates with power from the grid. Thus the SMES improves

the performance of FACTS by supporting the real power requirement

in addition to the reactive power control of the devices. Therefore the

integrated device is able to supply and absorb both active and reactive

power. The SMES unit, as a whole, can dampen dynamic oscillations

in power system, improve stability and power quality of a transmission

grid, regulate transmission voltage and can also damp 3�φ fault induced

electromechanical transient oscillations if connected near the generating

bus[2, 6, 15].

4. Uninterrupted Power Supply (UPS), Power Quality and Reliability: The

SMES also proves to be an alternative to backup power supply which

means it can serve as an UPS for large industrial equipments / systems,
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in case of loss of utility mains power. These can smooth out disturbances

of power systems within a cycle ensuring quality power and countering

the perturbations due to transmission line flashovers, voltage dips due

to lightning, line trips that adversely affect sensitive loads. This is more

prominent in industrial scenario where there is no direct access to im-

prove system or equipment. Thus the only option is to improve on the

system-load interface. Also on clearance of a fault, the protective relays

prevent fast reclosure of circuit breakers if power angle difference across

it is large. By briefly compensating for a small amount of power, the

SMES can reduce the power angle across the breaker allowing a quicker

restoration of power following a major outage [2, 6, 15, 22].

5. Other: The other areas of SMES utilization, not explicitly mentioned

above include automatic generation control, reactive Volt Ampere (VAR)

control and power factor (PF) correction, black start capability, dynamic

voltage stability, tie line control, underfrequenccy load shedding reduc-

tion, subsynchronous resonance damping, wind generation stabilization,

minimization of power and voltage fluctuations of wind generator [2].

1.2 Theme of the present work

1.2.1 Background

Particle accelerator laboratories require steady electrical power during

its beam delivery period for many of its subsystems. Temporary voltage dips in

line may cause beam detuning or complete shut down of an entire sub-system,

thus causing a lot of interruptions to experiments. Home to the K-130 Variable
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Energy Cyclotron (VEC) and K-500 Superconducting Cyclotron (SCC), Vari-

able Energy Cyclotron Centre (VECC), Kolkata had undertaken to develop an

SMES system in-house to offer a general solution to particle accelerator labo-

ratories, as well as to R&D laboratories in the country and critical industries,

process plants where voltage sag amounts to a great financial loss[7, 23].

1.2.2 Focus

Though SMES can be utilized for short-term voltage mitigation as well

as a back-up power source, here the focus is to develop a system to counter

any voltage sag in the utility lines so as to deliver clean power to the load

free from any disturbances. In this regard, the IEEE standard 1159-1995 may

be referred to that standardizes voltage sag as a decrease of 10% to 90% of

the rated rms voltage at the power frequency for the duration of 0.5 cycles to

1 min [1, 24], illustrated in Table 1.1. Thus the control philosophy is based

MagnitudeÑ 0 - 10% 10%-90% ¡110%

Duration
0 - 0.5 cycles Transients

and oscilla-
tions

Transients
and oscilla-
tions

Transients
and oscilla-
tions

0.5 cycles -
30 cycles

Momentary
interruption

Instantaneous
sag

Instantaneous
swell

30 cycles - 3
sec

Momentary
interruption

Momentary
sag

Momentary
swell (upto
140%)

3 sec - 1 min Temporary in-
terruption

Temporary
sag

Temporary
swell (upto
120%)

¡1 min Sustained in-
terruption

Undervoltage Overvoltage

Table 1.1: Illustrating some of the IEEE 1159-1995 standard nomenclatures
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on correctly identifying the region of operation of the AC utility lines (the

instantaneous operating points of each phase) so that a sag in the same can

be efficiently compensated by appropriate switching of the PCS.

1.2.3 Motivation

The PCS that is required to be developed for the system entails sev-

eral interesting aspects from the electrical and electronics point of view. In

an accelerator laboratory, where the SMES is targeted to be used, the most

problematic area identified during voltage sag for a running system is the stop-

page of the Low Conductivity Water (LCW) pumps and the vacuum system

pumps. The phase matching at the load side is thus, one of the utmost im-

portant requirement. Being predominantly a motor driven system, it is very

sensitive to the voltage sag and is primarily responsible in initiating the break

in the interlock chain leading to complete or partial shutdown of the related

subsystems which results in stoppage of the machine. So correctly identifying

the voltage phase and the amount of sag allows the control system to trigger

the PCS to operate in the required mode. Thus it requires fast sampling of

the input for generating the required triggering to the final converter. So the

entire work can be subdivided under two major heads:

1. Control system: Deals with the instrumentation and digital controller

that samples the utility mains and processes the same for interpreting

the phase and sag magnitude and finally trigerring the power electronic

switches according to requirement.

2. Power system: Deals with the power electronic based converter system

34



CHAPTER 1. INTRODUCTION

including transformers, harmonic filters, etc.

These will be discussed in the following chapters but we may briefly discuss

here the rationale of the choice of the type of the control system. Though in

principle, both analog and digital control system, may be used in the situation

but the digital system is selected for the following distinct advantages over its

analog counterpart.

1. The digital controllers are capable of performing computations with con-

stant accuracy [25].

2. Algorithms in digital controllers replace the heart of the analog controller

thus making it immune to drift, ageing effect and noise [26, 27].

3. Digital controllers are flexible, modifiable and provide improved sensi-

tivity to parameter variations. Also any updation in the system does

not generally require hardware modifications [26–28].

4. The control system developed is easier to test and commission [29].

5. The debugging and advanced autodiagnosis facilities are available[29].

6. There is adequate bandwidth for FACTS controller applications though

it is somewhat limited in extremely fast complex control loops[29].

7. Storage of digital signals are easier[25].

8. The digital controllers are less expensive and more reliable than their

analog counterparts[30].
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However, as the field signals are inherently of analog type, the use of a digital

control system requires an elaborate instrumentation interface so as to isolate

and efficiently convert the analog signals to digital and vice versa. Thus the low

voltage instrumentation also becomes an integral part of the control. These

have been discussed in detail in the subsequent chapters.
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Chapter 2

Study of FACTS devices

A very brief outline of the FACTS based devices is presented so as

to understand its requirement and the rationale of choosing the SMES based

Dynamic Voltage Restorer (DVR) system for the present study.

2.1 Introduction to FACTS devices

The FACTS technology may be summarised as a collection of con-

trollers, which can be applied individually or in coordination with others to

control one or more of the interrelated system parameters, such as series

impedance, shunt impedance, current, voltage, and damping of oscillations

[31]. The conventional control mechanisms like Automatic Generation Control

(AGC), Excitation Control, Transformer Tap-Changer Control, Phase-Shifting

Transformers, were basically generating station controllers to maintain the

power line frequency and the rated voltage. The FACTS controllers secure

the required flexibility in the transmission system to offer fast controllers for

ensuring low losses by making the best utilization of the transmission capacity
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[29]. FACTS controllers can be broadly categorized [32] as:

1. Shunt Controller

2. Series Controller

3. Combined Series-Shunt Controller

4. Combined Series-Series Controller

2.2 Shunt controller

The shunt controllers inject current to the system at the point of con-

tact where they are connected [32] e.g. Static Compensator (STATCOM),

Static Synchronous Generator (SSG) (Fig. 2.1), Static Var Compensator

(SVC) (Fig. 2.2), Static Var Generator or Absorber (SVG), Static Var System

(SVS), Thyristor Controlled Braking Resistor (TCBR) (Fig. 2.3). These can

be used to control voltage around the point of connection by injecting active

and reactive current into the system. Normally it handles only reactive power

if the injected current is in phase quadrature with the line voltage but will

supply or consume real power as well if phase relationship is anything else

than that.

2.3 Series controller

A series controller may be either a variable impedance or a power elec-

tronics based variable source of mains frequency [31] or other frequency ac-

cording to the need that protects critical loads from the effects of faults at

the point of common coupling. If the line voltage is in phase quadrature
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INTERFACE

STORAGE

LINE LINE LINE

(a) (b) (c)

Figure 2.1: (a), (b) STATCOM and (c) SSG

with the line current, the series controller absorbs or produces reactive power.

While if it is not, the controller must involve real power as well [31, 32].

Static Synchronous Series Compensator (SSSC) (Fig. 2.4), Thyristor-Switched

Series Capacitor/Reactor (TSSC/TSSR), Thyristor-Controlled Series Reac-

tor/Capacitor (TCSR/TCSC) (Fig. 2.5, Fig. 2.6), Dynamic Voltage Restorer

(DVR) (Fig. 2.7) are a few examples of the series controllers. The other ap-

plications of series controllers are controlling current and power flow in system

and to damp system oscillations.
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TCR
TSR

TSC

LINE

Filter

Figure 2.2: SVC

LINE

Figure 2.3: TCBR

40



CHAPTER 2. STUDY OF FACTS DEVICES
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Figure 2.4: SSSC

Figure 2.5: TCSC and TSSC configurations

2.4 Combined series-shunt controller

A combined series-shunt controller may have two configurations, one

being two separate series and shunt controllers that operate in a coordinated

manner and the other one being an interconnected series and shunt component.

In each configuration, the shunt component injects a current into the system

while the series component injects a series voltage. When these two elements
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Figure 2.6: TCSR and TSSR configurations

POWER LOW PASS FILTER

VSCSTORAGE UNIT

DC Link

LoadSupply

Figure 2.7: DVR

are unified, a real power can be exchanged between them via the power link.

Examples of such controllers are Unified Power Flow Controller (UPFC) (Fig.

2.8) and Thyristor-Controlled Phase-Shifting Transformer (TCPST) / Thyris-

tor Controlled Phase Angle Regulator (TCPAR) (Fig. 2.9)[33, 34]. These

make use of the advantages of both series and shunt controllers and, hence, fa-

cilitate effective and independent power/current flow and line voltage control
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[32].

LINE

STATCOM

SSSC
DC link

Figure 2.8: UPFC

Series Transformer

R
eg

u
la

to
r 

T
ra

n
sf

o
rm

er

Figure 2.9: TCPST or TCPAR

2.5 Combined series-series controller

This could be a combination of separate series controllers controlled in

a coordinated manner in a multiline transmission system or a unified controller
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in which series controllers provide independent series reactive compensation

for each line and, at the same time, facilitates real power transfer through the

power link. An example of this type of controller is the Interline Power Flow

Controller (IPFC) (Fig. 2.10)[35], which helps in balancing both the real and

reactive power flows on the lines [32].

HV 1

HV 2

DC link

IPFC controller

Figure 2.10: IPFC

2.6 Comparison of the various FACTS con-

trollers and selection of the FACTS device

for the present application

The comparison of FACTS controllers may be done based on several

aspects. One such comparison that summarises the specific controllers used in

transmission and distribution systems is available in [36]. Table 2.1 lists the
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features pertinent to the present study.

FACTS in
Transmis-
sion

FACTS in
Distribution

Preferred
task in
Tranmission

Preferred
task in
Distribution

STATCOM DSTATCOM
(Distribution
STATCOM)

voltage con-
trol, oscilla-
tion damping,
VAR regula-
tion

flicker com-
pensation,
VAR com-
pensation,
harmonic
filter

SSSC DVR power flow,
transient
stability,
oscillation
damping

sag (swell)
compensa-
tions

UPFC UPQC (Uni-
fied Power
Quality Con-
troller)

SSSC, STAT-
COM features

under (over)
voltage
compensa-
tions, DVR,
DSTATCOM
features

Table 2.1: Comparison of FACTS devices used in transmission and distribution
systems

Also for identical active power demand by the load terminal, for a short trans-

mission line, the series compensator has a lesser VAR requirement than a

shunt controller[31]. Series compensators are generally suitable choices for

transient stability in transmission lines and sag compensation in distribution

lines [36, 37].

The proposed application aims at voltage sag mitigation for accelerator lab-

oratories with possible application to industrial loads as well. This clearly

comes under the category of distribution system. Also the device is meant to

utilize SMES system. So an energy storage supported series compensator or
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more specifically an SMES based DVR is selected for the purpose.

2.7 DVR with its control objective

As has already been described in the previous section, a series com-

pensator scheme viz., DVR is selected for the purpose. A DVR is an SSSC

designed to keep the load voltage constant irrespective of transients or volt-

age sags that represent a dynamic change of real power to the load[38–40]. It

injects voltage in series compensating for the difference between faulty util-

ity voltage and the nominal ideal voltage. The active and reactive power

required for generating the voltages are supplied by the VSC, fed from a DC

link (see Fig. 2.7). This is due to the established fact that a VSC with its

internal control can be considered as an ideal electromagnetic generator that

can produce a set of AC voltages at the desired fundamental frequency with

controllable amplitude and phase angle thus generating or absorbing reactive

power and exchange active power with the AC system when the DC terminals

are connected to a suitable DC energy storage [31]. The DVR normally pro-

tects critical loads from the effects of faults at the point of common coupling.

During a voltage dip, it is able to inject the required voltage to reestablish the

load supply voltages [41]. For line currents exceeding the inverter rating, a

bypass scheme can be incorporated to protect the power electronic converter.

Owing to the advantages and success of VSC based SMES system [2, 37], this

has been utilized but with one basic difference i.e. the focus is on the voltage

sag mitigation by feedforward control assuming the DC bus system to remain

fixed during the SMES discharge. This had practically been established by

decoupling the control systems of the DC-DC chopper and the Voltage Source
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Inverter (VSI) with a handshaking between them. Thus concentrating on the

VSI development, the principal elements and functionalities of its basic blocks

are as listed below.

Rectifier DC-DC
Chopper

superconducting

Mains
Load

SwNC

SwNO

LP
 F

ilt
er

 S
ys

te
m

Control

Voltage Source
Inverter

magnet

Figure 2.11: The DVR power and control block schematics

2.7.1 The power system

The system, as shown in Fig. 2.11, consists of a VSI, a Low Pass

Filter (LPF) system and the Injection Transformer (IT) all of which are 3�φ
systems. The requirement of the DVR for mitigating sag according to the

IEEE standard requires variable voltage injection which is achieved by Pulse

Width Modulation (PWM) scheme [42]. The LPF is required to suppress the

high frequency PWM switching to keep the load voltage smooth and the IT

is utilized to step up the filtered AC according to the load requirement.
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2.7.2 The control system

The control strategy is to simultaneously mitigate voltage sag at the

same phase where it occurred. The most popular methods are briefly discussed

in the following

i. Pre-sag compensation: In this method, the voltage injected by the

DVR is the difference between the voltage just prior to the sag and the

sagged voltage at the correct angle (Fig. 2.12). This is best suited for

phase sensitive loads as well as for the voltage sensitive ones [41, 42].

Vsag

Vpre-sag Vinject

sag
inject

IsupplyIsupply

Figure 2.12: Pre-sag compensation

ii. In-phase compensation: In this case the DVR injects the voltage dif-

ference between the voltage just prior to the sag and the sagged voltage

in-phase with the supply and thus deviating from the pre-sag load (Fig.
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2.13). This, though compensates for the voltage magnitude, but cannot

escape the inherent phase jump associated with it [41, 42].

Vsag

Vpre-sag

Vinject
sag

IsupplyIsupply

Figure 2.13: In-phase compensation

iii. Energy-optimized compensation: In this strategy, the DVR injects

the maximum reactive power by drawing as much active power from the

grid as possible. The principle of the method is to make the active injec-

tion power zero[43]. Thus the voltages are injected normal to the supply

current (Fig. 2.14). This restores the voltage magnitude with a phase

jump and is only applicable with small voltage sags [41].

From the previous discussions it is evident that the strategy that gen-

eralizes the control for both voltage and phase compensations is the pre-sag

compensation technique which meets the objective of the proposed system.
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Vsag

Vpre-sag

Vinject

Isupply

sag

Isupply

Figure 2.14: Energy-optimzed compensation

2.8 Sag detection and power generation

The power and control system thus finalized, the aim of the exercise is

to obtain a generalized model of the integrated system and realize the control

system by a digital controller. The two principle functions of the VSI based

DVR with pre-sag compensation are

1. Detection of the sag magnitude and the phase in which it occurs.

2. Compensating for the balance amount of the amplitude at the correct

phase in the load by suitable power electronic system.

An elegant way for simultaneous phase and sag magnitude detection for each

phase voltage is to use Clarke Transformation [44] or Park Transformation

[45] of the 3� φ signals. For details about these transformations, Appendices

A and B may be referred. This transforms a stationery 3 � φ signal to a

rotating 2� φ signal whose elements on normalization provides the necessary
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information to lock the phase as well as compute the sag. The second function

of the VSI can be achieved by utilizing a suitable Pulse Width Modulation

(PWM) scheme for the 3�φ inverter system to inject the necessary difference

voltage. Among the two most popular switching scheme[46–48], viz., the Sine

PWM (SPWM) and the Space Vector PWM (SVPWM) (Appendix C), the

latter is chosen because of the following advantages [49–51].

1. Achieving wider modulation range associated with PWM third harmonic

injection automaticaly without the need for distorted modulation.

2. SVPWM has lower base band harmonics than other sine based modula-

tion methods.

3. SVPWM is fast and convenient to compute.

4. More efficient DC bus utilization than conventional SPWM.

Psuedo Load Representing the
Downstream Electricals

Figure 2.15: The IGBT switch based VSI feeding the load
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The VSI design is based on Fig. 2.15, the details of which will be discussed in

the following chapters. The load is represented in the lumped form as a star

connected system which essentially consists of the downstream electricals viz.

the low pass filter, the IT, the mains and the final load.

2.9 Novel strategies in control and power mod-

ules

The discussions, so far, had been limited to the description of the

general scheme and the rationale behind selection of the digital controllers.

The two salient features of the thesis will now be introduced. The VSI system

is the final downstream element of the SMES based DVR. To achieve the

basic objective of sag detection and mitigation two major developments are

proposed for the control and the power filter blocks.

2.9.1 Scheme of the control system

The heart of the controller is a Software Phase Locked Loop (SPLL)[52,

53] that locks the mains phase and utilizes the information to mitigate the

voltage sag. Thus, in effect, both phase and magnitude errors are compen-

sated. Literatures describing various SPLL designs[54], refer to the presence

of high frequency components from the phase detector that is inherent in the

model[55–57] but state that the low pass nature of the loop filter itself at-

tenuates those high frequency components[52, 53, 58–62]. Other literatures

further stress the need of an input filter that selectively allows bandlimited

signal in the loop[55, 62, 63]. The present work develops the SPLL with two

additional blocks viz., an input bandpass filter to condition the voltage prior
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to its introduction in the loop and a band stop filter that is tuned to filter out

the higher frequency component and the loop filter is designed separately to

reduce the steady state error.

The subsequent chapter will discuss the design of the instrumentation inter-

face and the SPLL based control system that forms a generalized structure

for future developments as well. In this respect, the mathematical realization

for signal translation will also be reported. The instrumentation interface was

developed to feed the Analog to Digital Converter (ADC) front end of the cen-

tral controller with the field signals. The associated signal translation block

was modelled and appropriately scaled for the DSP core. The isolation and

component level design is also explained here. This design provides the basic

scaling factors utilized during coefficient calculations. A theoretical analog

controller was first envisaged which was then transformed to its corresponding

digital equivalent and finally implemented using a fixed point DSP controller.

The related modelling will be elaborated along with the result.

2.9.2 Scheme of the power block

The 3 � φ VSI is the final interface between the load and the energy

source in SMES based DVR. PWM based VSIs invariably constitute an LPF

stage for attenuating the higher frequencies arising due to the switching.

The earlier popular first-order L filter for the LPF stage had been gradually re-

placed by the second-order LC filter and more popularly, the third-order LCL

filter which is fast gaining momentum as the alternatives. But with increasing

filter order, additional control schemes are required for system stability that

include methods such as current control strategy with an LCL filter [64], large
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signal stabilizer design based on the circle criterion theory[65] to reject reso-

nant oscillations, controller based on the composite nonlinear feedback control

theory[66], a model predictive direct current control strategy[67] incorporat-

ing virtual resistor based active damping, a two-degree-of-freedom PID active

damping method to attenuate the resonance that is caused by the LCL filter

based systems[68], 7th order LTCL filter[69] that efficiently filters the harmon-

ics but does not decrease the control difficulties.

One of the basic requirements of higher order filter stems from the fact that the

inductors (in case of L filter) and capacitors (in case of LC filters) required for

the lower order filters are, owing to their higher ratings, generally costly and

voluminous as well. The passive filter system, if lumped in the converter side

of the step up injection transformer, has the advantage that voltage ratings

of the components are reduced but the voltage drop across the inductor needs

to be accounted for in the control scheme. Conversely, if these are lumped

in the high voltage side, the harmonic currents will flow in the transformer

windings[70]. In effect, the design becomes costly and voluminous.

Work in this regard includes a design methodology[71] to derive the lower value

of the inductor based on inverter output peak current and the value of the ca-

pacitor is determined according to the requirement of the resonant frequency

of the LC filter. Another design perspective was based on the relation among

the filter, inverter and the controller assuming the load to be a pure resistor

for a worst case scenario[72]. Design based on active damping is also proposed

based on 1:1 isolation transformer[73]. Further developments have included

design based on multiple impact factors[74] but here the unit is transformer-

less. Some literature[42] refers to the importance of the filter design and uses
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a step-up transformer but does not discuss the design of the filter components.

The present work, in this regard, is to supplement these by defining several

performance indices to characterize a filter system and utilizes the transformer

turns ratio i.e. the ratio of the number of turns in the secondary to that in

the primary, advantageously in the design. In this, the transformer leakage

inductance is considered to be negligible compared to the other inductances

in the circuit. The design attempts to offer a practical choice of the filter

components and proposes a novel LC filter topology for a 3 � φ VSI system

that reduces the volume of the filter and assures a satisfactory attenuation

thus eliminating the control overhead required in higher order filters.
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Control system

The Voltage Source Inverter (VSI) for the Dynamic Voltage Restorer

(DVR) that is developed for the present study functions to keep the load

voltage constant in case of any voltage sag at the mains with the assumption

that the system is a balanced 3� φ system. The controller samples the input

mains, locks the phase and computes sag and ultimately injects the necessary

series compensating voltage by the secondary of the Injection Transformer

(IT). The present chapter explains the control module that locks the phase and

computes the voltage sag. For this, a preliminary discussion on how the output

voltage is to be synthesized is taken and also the low voltage instrumentation

interface explained.

3.1 Synthesis of the output voltage

Once the sag amount is known, the rest of the exercise is to synthesize

the compensating voltage to be injected in series with the mains to feed the

load. Before the power electronic actuation is discussed, it may be noted that
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besides the already available information regarding the amplitude and phase,

a further correction is necessary which is due to the passive devices down-

stream to the power electronic bridge that contributes to both the amplitude

and phase of the final inverter output. The instantaneous load voltage (Vl)

requirement is to be accordingly translated to the inverter line-to-line output

voltage (Vinvll). But this requires deriving the phasor relationship between

them. While deriving the characteristics of the LPF and its subsequent uti-

lization in the DVR, it will be shown that the relation may be expressed in

terms of the rated synchronized mains phase voltage (vpref ) and a correction

term (kt) which incorporates both the magnitude and phase compensation

factors, as

Vinvll � ktvpref

where,

kt � |kt|=θt (3.1)

This will be synthesized from the DC bus voltage (Vdc) and by appropriate

switching of the power electronic switches of the VSI. From Appendix C it is

seen that the phase voltages at a star-connected load may be represented as

a function of the switching states of the inverter and the DC bus voltage. So

the phase voltages of the pseudo star connected downstream load (Fig. 2.15)
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will be
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�����
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p2S2 � S3 � S1q
p2S3 � S1 � S2q
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����� (3.2)

The phase matrix may be converted to the line voltages by transforming it

with phase to line transformation (Tp2l) as

Vinvll � Tp2lVinvpp � Tp2l
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0 1 �1

�1 0 1
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�����
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�����
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S2
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�
�����Vdc

� Vdc
3
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�����

3 �3 0

0 3 �3

�3 0 3

�
�����

�
�����
S1

S2

S3

�
�����

� Vdc

�
�����
pS1 � S2q
pS2 � S3q
pS3 � S1q

�
����� (3.3)

Both (3.2) and (3.3) may be used according to convenience of the phase con-

figuration of the IT primary windings. The Clarke transformed matrix and

its equivalent space vector computational steps are illustrated in Appendices

A and C. The amplitude invariant Clarke transformed stationary 2 � φ line
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signals will be

Vinvllαβ � 2Vdc
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So the space vectors corresponding to the 23 � 8 unique states of the power

electronic switches may be listed as in Table 3.1. The same is illustrated

S3 S2 S1 Vinvllα Vinvllβ Vinvllαβ � Vinvllαn � jVinvllβn
0 0 0 0 0 0

0 0 1 Vdc
1?
3
Vdc

2?
3
Vdce

j π
6

0 1 0 �Vdc 1?
3
Vdc

2?
3
Vdce

j 5π
6

0 1 1 0
2?
3
Vdc

2?
3
Vdce

j π
2

1 0 0 0 � 2?
3
Vdc

2?
3
Vdce

�j π
2

1 0 1 Vdc � 1?
3
Vdc

2?
3
Vdce

�j 5π
6

1 1 0 �Vdc � 1?
3
Vdc

2?
3
Vdce

�j π
6

1 1 1 0 0 0

Table 3.1: Clarke transformed vectors corresponding to the inverter line to
line output voltages

in Fig. 3.1. Again from the derivations and illustrations in Appendix A,

it becomes obvious that pVinvllα, Vinvllβq represents the required peak invari-
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300

Figure 3.1: The space vectors corresponding to the VSI output line voltages

ant phase locked Clarke transformed compensating voltages. Following the

same exercise as (C.11), (C.12) and (C.13) the sector and finally the weights

(tx, ty, tz) for the corresponding space vector (V 1
s=θ) lying inside the nth sector

of the hexagon are obtained.

3.2 Modelling of the instrumentation scheme

The instrumentation of each phase is shown in Fig. 3.2. Potential

Transformer (PT) is used to isolate and step-down the supply phase voltage

(vm) that is fed to control system electronics. The low voltage electronics

processes the signal for interfacing with the ADC. This interface, termed as

PTADC electronics (with parameters mPTADC and cPTADC), is required to
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Figure 3.2: Instrumentation from mains to control system

scale and shift the signal according to ADC requirement. The selected ADC,

integrated to the DSP chip, being unipolar cannot interface with negative

signals with respect to its ground point. So the bipolar AC signal, available at

the PT output, was needed to be accordingly shifted and further attenuated

preserving both the magnitude and phase signature of the mains. The ADC

converts this signal to its corresponding digital word, represented by the gain

block (mADC), which is fed to the DSP based Digital Signal Controller (DSC)

core. The DSC again shifts (c) and scales (m) the signal according to the

requirement of the control system. The summary of the signal translation is

listed as

vPT � mPTvm (3.5)

vPTADC � mPTADCvPT � cPTADC � mPTADCmPTvm � cPTADC (3.6)

vADC � mADCvPTADC � mADCmPTADCmPTvm �mADCcPTADC (3.7)

vp � mvADC � c � mmADCmPTADCmPTvm � pmmADCcPTADC � cq (3.8)
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or in a more compact form, as

vp � mequivvm � cequiv (3.9)

representing the equivalent gain and offset block as illustrated in Fig. 3.3,

where,

mequiv

cequiv

Figure 3.3: Equivalent block representing signal translation from mains to
control system

mequiv � mmADCmPTADCmPT

cequiv � mmADCcPTADC � c (3.10)

Now, the controller selected for the VSI system was TI make TMS320F2812

DSP controller with an internal SVPWM engine and an internal multichannel

12 bit ADC which was used to sample the input signal. Thus once the con-

troller is fixed, so is the ADC and thus mADC . Again the input range of the

ADC is 0 - 3 V and the range of the phase voltage is governed by the mains
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supply which is 240 V rms. So mPT , mPTADC and cPTADC will have to ad-

justed to step down and shift the input bidirectional medium voltage sinusoid

to unidirectional low voltage range of 0 - 3 V. Thus these gains and offset will

be fixed accordingly. So the only variables left to adjust are mequiv, cequiv, m

and c. Now, in eq (3.9), a condition is imposed so that the final variable (vp) is

numerically equal to vm. So, for two distinct cases of vp1 � vm1 and vp2 � vm2

the following simultaneous equations will be obtained

vp1 � mequivvm1 � cequiv � mequivvp1 � cequiv

vp2 � mequivvm2 � cequiv � mequivvp2 � cequiv

,/.
/- (3.11)

which, on solving, will give

mequiv � 1, cequiv � 0 (3.12)

we get, from eq (3.9), vp � vm. So the last remaining set of variables, i.e., the

DSC gain and offset are calculated as

m � mequiv

mADCmPTADCmPT

� 1

mADCmPTADCmPT

c � cequiv �mmADCcPTADC � � cPTADC
mPTADCmPT

(3.13)

Thus, other values being known, m and c may be calculated for the DSC.

A detailed computation illustrating the gains and offsets are recorded in the

following subsection.
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3.2.1 Computing the instrumentation gains and offsets

For the present case, the electronics consisted of stepping down the

input signal by an LEM make LV 25 P voltage transducer and scaling and

shifting the low voltage output by a properly biased instrumentation amplifier

so as to match the ADC full scale input as shown in Fig. 3.4. Thus, essentially

R1
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HT-

HT+

M

U1

LV 25-P

R2

R
V

2
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TRIM
5

NC
8

Vin
2

Vo
6

NC
7

NC
3

GND
4

NC
1

U2

REF01

RV3

+15VC

-15VC

V+
7

Ref
5

Vin+
3

Rg
8

Rg
1

Vin-
2

V-
4

Vo
6

U3

INA126

15VR

RGND

C1

C2
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C4
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1
2

J1

phase

to ADC

from

Figure 3.4: Scheme to transmit the phase signal to the ADC

for a 240 V rms (i.e. 240
?

2V peak to peak), the input to the ADC will range

from 0 to 3 V. Using these values in (3.6) for vm and vPTADC we obtain

240
?

2mPTADCmPT � cPTADC = 3

�240
?

2mPTADCmPT � cPTADC = 0

,/.
/- (3.14)

Solving these simultaneously gives the equivalent gain and offset of the com-

bined PT and PTADC block as

mPTADCmPT � 1

160
?

2

cPTADC � 1.5

,//.
//- (3.15)
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The ADC used was the integrated 12 bit ADC of the TI make TMS320F2812

digital signal controller. So,

mADC � p212 � 1q
3.0

� 1365.0 (3.16)

Now, to satisfy (3.12) the gain and offset of the DSC block are computed as

m � 1

mADCmPTADCmPT

� 160
?

2

1365
� 0.1658 (3.17)

c � � cPTADC
mPTADCmPT

� �1.5.160
?

2 � �339.4113 (3.18)

These values are set in the DSC to estimate the instantaneous phase voltages.

3.3 Control system model

Once the signal is acquired from the mains, it is used for sag detection

and correction. The computational model is discussed here. The system is

designed for mitigating voltage sag for a balanced 3� φ system i.e.,

Vla � Vlb � Vlc � 0

ila � ilb � ilc � 0 (3.19)

The DVR functions to keep the load voltage synchronised to the mains. Thus

the control reference, vpref needs to be defined. This information cannot be

generated by a fixed DC reference as in a DC regulated power converter,

but needs to be generated online to match the load phase angle requirement

instantaneously. Also the phase contribution of the downstream electricals
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needs to be computed and added to the phase of the mains in this regard.

Though apparently this seems to be constant owing to the presence of passive

components, but actually the phase angle contribution is also affected by the

sag as will be derived later.

The phase lock for the mains and the detection of sag is based on

Park Transformation (Appendix B) and Software Phase Locked Loop (SPLL)

[52, 53] which will be discussed subsequently.

3.3.1 Detection of phase and sag magnitude at mains

by SPLL

Phase angle and frequency information is critical for the control of

FACTS and custom power devices[58, 60] like DVR. Appropriate provision

must be kept so that under the condition of voltage sag at the utility mains,

the phase of the mains is quickly locked to ensure quality output. A Phase

Locked Loop (PLL) is an automatic choice for phase locking and to provide ref-

erence signal without distortion[75]. Among the several tasks accomplished by

PLL like carrier recovery, clock recovery, tracking filters, frequency and phase

demodulation, phase modulation, frequency synthesis[55], etc., these also find

use in application with FACTS controllers. PLL actually forms the heart of

controllers used for synchronizing tasks[62]. Here too, the PLL is the most

popular choice due to its fast and accurate tracking of phase angle of utility

voltages[76]. The PLLs can be configured as analog or hybrid but most of them

belong to the hybrids composed of both analog and digital components[54].

The signal processing of the PLL, if carried out by a digital processor, is

usually called Software PLL (SPLL) which have several advantages over its
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hardware counterparts including immunity to ambient conditions, accuracy,

reconfiguration capability, etc.[77]. Further, these are better suited for low

frequency applications.

PLL basics

PD LF

VCO

Reference Signal

Signal Phase-Locked
to Reference

Figure 3.5: Basic block diagram of a PLL

The PLL, in its most basic representation, contains a Phase Detector

(PD), a Voltage Controlled Oscillator (VCO) and a Loop Filter (LF) in closed

loop. As illustrated in its general form in Fig. 3.5, the three components are

arranged in a closed loop to achieve the desired functionality. The system

contains two nonlinear devices - the PD whose output contains the phase

difference between the two oscillating input signals and the VCO that produces

an oscillation whose frequency is controlled by its input voltage. The LF, which

may be omitted in a 1st order PLL, is required otherwise for filtering that is

essential for its correct functioning.
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The basic idea of a PLL is that if any sinusoid is injected at its reference input,

the internal oscillator in the loop will lock to the reference sinusoid in such a

way that the frequency and phase differences between the reference and the

internal sinusoids, depending on the type of system, are driven to 0 or some

constant value. The internal sinusoid then represents a filtered or smoothed

version of the reference sinusoid[55].

Analysis of PLL by linearization

Let the injected sinusoid be

vi � Riptq � A sinpωit� θiq (3.20)

and the output of the VCO, without any loss of generality[55], be

vo � V COoutptq � cospωot� θoq (3.21)

The PD is essentially a mixer with gain Km and it produces

vd �Mixeroutptq � Kmvivo

� KmA sinpωit� θiq cospωot� θoq

� 0.5KmA
�

sinppωi � ωoqt� pθi � θoqq

� sinppωi � ωoqt� θdq
� rθd � θi � θos (3.22)

Now, if the 1st term in (3.22) can be attenuated and it can be ascertained that

ωi � ωo, then for small and slow varying θd, the difference can be incorporated

in θd itself which means, the VCO can be modelled as an integrator. This
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leads to the conceptual PLL model of Fig. 3.6 where the PD is replaced by

a summer and a gain (Kd), F(s) represents the loop filter and the VCO is

replaced by an integrator with a gain (Ko).

K F(s)+ d

Ko /s

i -

d

o

Figure 3.6: Conceptual block diagram of a PLL

Loop filter

Though it has been shown in [55] that the attenuation of the double

frequency term of the PD output may be achieved by a high frequency low

pass filter, a better option would have been a bandstop or a notch filter[56,

78] followed by the LF. Thus the Transfer Function (TF) of the LF may be

expressed as

F psq � GBSpsqGf psq � kbs
s2 � ω2

bs

ps2 � ωbs
Qbs

s� ω2
bsq
Gf psq (3.23)
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To design the loop filter, the transfer function, Gepsq, of the phase error, Θdpsq
w.r.t. the input phase Θipsq is investigated.

Gepsq � Θdpsq
Θipsq �

1

p1�KdF psqKo

s
q
� s

ps�KdKoF psqq

(3.24)

The presence of the integrator in VCO already makes it a type I system that

produces zero steady state error to any phase step of θiptq as follows,

θdptqss
��
Θipsq�

1

s

� lim
sÑ0

s
1

s

s

ps�KdKoF psqq � 0 rif F p0q � 0s (3.25)

But to obtain the same for a ramp change of input phase, i.e. frequency,

θdptqss
��
Θipsq�

1

s2

� lim
sÑ0

s
1

s2

s

ps�KdKoF psqq �
1

KdKoF p0q (3.26)

As a non-zero F(0) is assumed to assure null steady state error to phase step,

a finite value of the same makes a finite steady state error of the system to

a frequency change. Now, the two popular loop filters that can be used are

lead-lag[58] type and the Proportional+Integrator (PI) type. Their respective

TF may be expressed as

Gleadlagpsq � kleadlag
p1� T1sq
p1� T2sq Ñ lim

sÑ0
Gleadlagpsq � kleadlag

GPIpsq � pkp � ki
s
q Ñ lim

sÑ0
GPIpsq Ñ 8 (3.27)
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Thus it is clear that a PI filter is a better choice as this will track phase ramp

signals also. This actually assures an infinite hold-in range, defined in[54] as

ωH � KdKoF p0q (3.28)

Again, from the expression of the Open Loop TF (OLTF),

OLTF � KdKokbs
s2 � ω2

bs

ps2 � ωbs
Qbs

s� ω2
bsq
�
kp � ki

s

�
(3.29)

the lock-in range is evaluated as

ωL � �KdKoF p8q � �KdKokbskp (3.30)

Now, keeping both the PD and the VCO gains unity, the Closed Loop TF

(CLTF) of the system is given by

Gpsq �
GBSpsqGf psq

s

1� GBSpsqGf psq
s

� GBSpsqGf psq
s�GBSpsqGf psq (3.31)

As the bandstop filter is affecting the gain of the system at its centre frequency

and gives a constant gain at other frequencies, its gain is kept unity and the

PI filter is designed by ignoring its effect and is validated by the final results.

Thus,

CLTF � Gf psq
s�Gf psq �

pkps� kiq
ps2 � kps� kiq
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� pkps� kiq
ps2 � 2ζωns� ω2

nq
(3.32)

Thus,

ωn �
a
ki

ζ � kp

2
?
ki

(3.33)

Now, assuming a lock-in range of �5 Hz and a damping coefficient of
1?
2

, the

PI parameters are obtained as

kp � 2πx5 � 31.42 rfrom eq. p3.30qs

ki � 493.48 rfrom eq. p3.33qs (3.34)

Taking kp � 30 and ki � 500 and the unity bandstop filter parameters with

0.8 quality factor and centre frequency of 100 Hz (as the system frequency

is 50 Hz), the bode plots and the step responses are given as Fig. 3.7. The

frequency and time response parameters viz. the Phase Margin (PM), Gain

Crossover Frequency (GCF), Gain Margin (GM), Phase Crossover Frequency

(PCF) and settling time (within 2% of the steady state limit) for both the

cases are compared in Table 3.2. In this way it is observed from the plots and

PLL type PM GCF GM PCF 2% settling
time

(0) (Hz) (dB) (Hz) (ms)
without bandstop 63.55 5.33 0 - 216.30
with bandstop 59.69 5.32 782.67 98.37 210.60

Table 3.2: Comparing some frequency and time response parameters
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Figure 3.7: (a) Bode plot, (b) unit step response, (c) error response with unit
step input of the system with (green) and without bandstop filter (blue)
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the table that though the design was done without considering the bandstop

filter, but it does not affect the essential parameters appreciably after the filter

is used in the final model. In fact, it introduces a positive GM - a favourable

index for a stable system. This validates our design theoretically. The settling

time of 210 ms is sufficient as for a 50 Hz sinusoidal AC mains, to compensate

for momentary sag, the allowable window, according to the corresponding

IEEE standard, is 30 cycles i.e. 600 ms.

Input filter

Though not actually a part of the closed loop system, but a PLL for

its proper functioning requires to reduce any broadband noise entering the

system which influences on phase response. This can effectively be done if the

input frequency range is known so that a bandpass filter may be introduced

to attenuate any noise from the instrumentation system. The same is done by

using a bandpass filter of TF

GBP psq � kbp
ωbps

ps2 � ωbp
Qbp

s� ω2
bpq

(3.35)

with the filter parameters as

gain pkbpq � 1.0

centre frequency pωbpq � 2πx50

quality factor pQbpq � 0.8
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Modelling with Park transformations

To utilize a PLL to lock the mains phase, the Park transformation

method is employed. To illustrate the method it is assumed that the sag at

the input mains is ksag times the reference (nominal operating) voltage. So

the sensed voltage (after corresponding scaling and conditioning) will be

Vpn � ksagmequivvpref � ksagvpref r7 mequiv � 1s (3.36)

After Park transformation using (T3s2rpθq) and substitution of θ � ψ1 we get,

vdq � T3s2rpθqVpn � ksagVref

�
�� cospωt� θm � ψ1q
� sinpωt� θm � ψ1q

�
�� (3.37)

Normalizing the components w.r.t. Vref gives

vdqn � vdq
Vref

� ksag

�
�� cospωt� θm � ψ1q
� sinpωt� θm � ψ1q

�
�� �

�
��vdn
vqn

�
�� (3.38)

vqn is utilized as input to a SPLL algorithm that locks the input phase by

bringing the phase difference and thus the normalised q component to 0 and

in the process computes the sag. For this, an inversion of the signal is necessary

and an inverter block is used for the purpose. The PD comprises of the αβ/dq

block followed by the normalization and comparing the resultant vqn with

vqnref (= 0), finally passing it through the bandstop filter. The error is fed to

a Proportional + Integrator (PI) block acting as the loop filter. The PI output

is fed to a VCO that can be mathematically modelled as a summer that adds
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the centre frequency (in this case the power line frequency, ω) followed by a

resettable unity gain integrator (I)[79] that outputs the phase ψ1, wrapped

in the range of 0 to 2π. ψ1 feeds to the αβ/dq transformation block thus

completing the loop. The PI regulator maintains 0 input error at steady-state

and will achieve phase lock condition for the αβ and hence the abc components,

this being achieved as � sinpωt� θm � ψ1q � �pωt� θm � ψ1q for small phase

differences and 0 ¤ ksag ¤ 1. The control scheme is shown in Fig. 3.8. So for

-1


G  (s)

BS
G  (s)

PI
1

0

 _
s

qnref

'

dq
normalize

vd

vq
vvqn

v
v

PD

VCO Loop Filter



+-

+
+

Figure 3.8: The control scheme for SPLL

vqnref � 0 the output phase correctly tracks that of the input with a response

dictated primarily by the PI controller. Once the phase is locked, vdn will

approach ksag and vqn will vanish as obvious from eq. (3.38).

3.3.2 Modelling the discrete control system

Discussion on the various transform methods available

To redesign the analog controller to its discrete equivalent, there are

several methods available[30, 80]. A few popular methods are listed below.
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• Backward difference

• Forward difference

• Impulse invariance

• Step invariance / Zero Order Hold (ZOH)

• Matched pole-zero

• Bilinear transform

The mapping methods for the above transforms are summarized in Table 3.3.

Of these, the backward difference, the forward difference and the bilinear trans-

Transform Mapping

Backward difference sÑ 1� z�1

Ts

Forward difference sÑ 1� z�1

Tsz�1

Impulse invariance Gdpzq � TsZrL�1rGapsqss
ZOH Gdpzq � ZrL�1r1� e�Tss

s
Gapsqss

Matched pole-zero a pole or zero at s � �r is mapped to z � e�rT , a
pole or zero at infinity is placed at z=-1

Bilinear transform sÑ 2

Ts

1� z�1

1� z�1

Table 3.3: Transform methods and their s-domain to z-domain mapping

form are essentially numerical methods while the other methods are derived

from various design perspectives. To understand how the left (stable) half of

the s-plane appears in the z-plane under the three numerical methods, Fig. 3.9

may be referred whose shaded region shows the mapping in each case. Thus

it may be seen that the forward difference method maps part of the left half
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s-plane outside the unit circle (shown in dotted line) i.e., the stable region of

the z-plane and thus is not recommended since a stable analog filter may result

in an unstable discrete equivalent under this mapping. Bilinear transform, on

the other hand, exactly maps the stable s-plane to the stable z-plane. Though

the backward difference plane also maintains stability, but part of the region

in the stable z-plane is never reached. This restricts the design to lowpass

and bandpass filters having relatively small resonant frequencies and prevents

transformations for cases like highpass filter based systems.

Imaginary axis Imaginary axis Imaginary axis

Real axis Real axis Real axis

(a) (b) (c)

Figure 3.9: Mapping of left half of the s-plane by (a) forward difference, (b)
backward difference and (c) bilinear transform into the z-plane

The impulse invariance method based filter is obtained by sampling the im-

pulse response of the analog prototype. So, for an analog system, h(t), the

corresponding discrete equivalent with impulse invariance will be

Hpzq �
8̧

n�0

hpnqz�n (3.39)
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Considering

z � esTs (3.40)

for every s � σ � jΩ, the polar form of z � rejω may be expressed as

rejω � epσ�jΩqTs

So,

r � eσTs

ω � ΩTs (3.41)

Consequently, σ ¥ 0 gives r ¥ 1 and σ   0 gives 0   r   1. So the left hand

s-plane is mapped inside the unit circle of the z-plane but a problem remains

if it is observed that the mapping of jΩ into the unit circle is many to one.

This is so as for any integral value of k, the interval p2k�1qπ ¤ Ω ¤ p2k�1qπ
maps always to �π ¤ ω ¤ π. This actually leads to aliasing in the frequency

domain[25].

The same is true for matched pole-zero case where the poles and zeros on

the left half s-plane is mapped into the interior of the z-plane unit circle. So

in order to preserve the frequency response of the analog filter and to avoid

aliasing, Ts must be carefully selected and must be sufficiently small.

The step-invariance method or the zero-order-hold (zoh) method is also an-

other transformation used for analog to digital conversions. In this method,

samples are blocked and held for the specified Ts thus retaining the values

till the next samples come. This is shown schematically in Fig. 3.10. But it
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t t

f(t) f(nT) y(t)

f(0)
f(T)

0 T 2T3T ..............

f(0)
f(T)
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T

f(nT)
f(t) y(t)

Figure 3.10: Scheme of the ZOH (step invariant) method

suffers from the fact that the frequency response is distorted[81].

Considering these, the bilinear transform method is selected for the present

purpose which preserves stability and maps every point of the frequency re-

sponse of the continuous-time system to a corresponding point in the frequency

response of the discrete time equivalent although at a somewhat different fre-

quency which only becomes appreciable nearer to the Nyquist frequency[30,

80].

SPLL using bilinear transform

Using bilinear transform of each of the TF blocks with sampling fre-

quency of 5 kHz, the z transformed TF are evaluated and shown in Table 3.4.

From this, the OLTF and the CLTF of both the systems are computed and

are compared as in Fig. 3.11 and Fig. 3.12. From the Bode plot and the time

responses, the comparison of the digital equivalent is summarised in Table 3.5.

The comparison justifies that the design may be utilized for implementation

in digital processor with the computed coefficients.
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analog TF z transformed TF

GBSpsq � s2 � 3.948x105

ps2 � 785.4s� 3.948x105q GBSpzq � 0.9274� 1.84z�1 � 0.9274z�2

1� 1.84z�1 � 0.8549z�2

GPIpsq � 30s� 500

s
GPIpzq � 30.05� 29.95z�1

1� z�1

GV COpsq � 1

s
GV COpzq � 0.0001� 0.0001z�1

1� z�1

Table 3.4: TF of the various blocks of the analog and software PLL
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Bode Diagram

Frequency  (Hz)

analog system

bilinear transformed discrete equiv

Figure 3.11: Comparing the bode plots of the analog PLL (blue) with the
bilinear transformed discrete equivalent SPLL (green)

PLL type PM GCF GM PCF 2% settling time
(0) (rad/s) (dB) (rad/s) (ms)

analog PLL 59.69 5.32 782.67 98.37 210.60
SPLL 59.69 5.32 746.58 98.17 210.60
error % 0.0 0.0 4.16 0.20 0.0

Table 3.5: Comparing frequency and time response parameters of analog PLL
and SPLL
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Figure 3.12: Comparing the step responses of the analog PLL (blue) with the
bilinear transformed discrete equivalent SPLL (green)

Input filter using bilinear transform

The same transform is applied to the bandpass filter with sampling

frequency of 5 kHz to yield the corresponding GBP pzq as

GBP pzq � 0.0302� 0.0302z�2

1� 1.921z�1 � 0.9245z�2
(3.42)

Simulations

Each of the blocks with TF, G(z) of the form

Gpzq � Rpzq
Upzq �

pd0 � d1z
�1 � d2z

�2q
p1� c1z�1 � c2z�2q (3.43)
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corresponds to the difference equation

r0 � d0u0 � d1u�1 � d2u�2 � c1r�1 � c2r�2 (3.44)

where r�i and u�j respectively represents the output and input sequences for

the ith and jth past samples. A code is developed using this form with

(a) (b)

(c) (d)

Figure 3.13: SPLL time domain characteristics corresponding to mains sag =
0.75, (a) the pure mains signal, (b) the signal buried in noise, (c) the normal-
ized dq components, (d) comparison of the mains phase and the integrator
output of the SPLL

variable sag values to test the SPLL algorithm. A random noise of maximum

amplitude same as the signal peak-to-peak value is added to the ideal signal

and a random input phase is assumed. Sags to 0.75, 0.5, 0.25 of the 240 V
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(a) (b)

(c) (d)

Figure 3.14: SPLL time domain characteristics corresponding to mains sag =
0.5, (a) the pure mains signal, (b) the signal buried in noise, (c) the normalized
dq components, (d) comparison of the mains phase and the integrator output
of the SPLL

mains is selected and the corresponding results are plotted. The plots in Fig.

3.13 - 3.15 shows that phase lock and sag detection (Vdn) are achieved in each

case.

84



CHAPTER 3. CONTROL SYSTEM

(a) (b)

(c) (d)

Figure 3.15: SPLL time domain characteristics corresponding to mains sag =
0.25, (a) the pure mains signal, (b) the signal buried in noise, (c) the normal-
ized dq components, (d) comparison of the mains phase and the integrator
output of the SPLL
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Chapter 4

Power low pass filter

The control system based on the SPLL outputs the phase and the sag

fraction of the mains. The information serves as the basis of the gate drive

module that generates the necessary gate signal for the power electronics based

full bridge that ultimately synthesizes the compensating voltage. This chapter

deals with the design of the Low Pass Filter (LPF) system, an invariable

constituent of a PWM based inverter. As the present discussion considers

the design of the filter system only, the input mains are omitted and the

three input phases in the model are shorted to the neutral which does not

compromise generalization and is equally applicable when the VSI is used as

a compensator in the DVR scheme. Actually the scheme represents the VSI

operating for a full voltage sag.

4.1 Introduction to general VSI filter system

With a higher rating of the inverter, the volume and cost of the filter

components increases. With time, the design has evolved from the simpler first
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order L filter to second order LC filter and more recently the third order LCL

filters. As has already been discussed in section 2.9.2, the improved efficiency

in attenuating high frequency components, arising from the switching of the

inverter bridge, had been achieved at the cost of complex controls for main-

taining system stability. Several such methods and filter designs are reported

in [42, 64–69, 71–74].

The present chapter introduces a new method to characterize a filter system by

defining several performance indices. This offers a practical choice of the filter

components and proposes a novel LC filter topology for a 3 � φ VSI system

that reduces the volume of the filter and assures a satisfactory attenuation

thus eliminating the control overhead required in higher order filters. The

final configuration advantageously utilizes the injection transformer’s turns

ratio (n). It may here be noted, the phase sequences are referred as abc if

Vlc � Vlbe
j 2π

3 � Vlae
�j 2π

3 and acb if Vlb � Vlce
j 2π

3 � Vlae
�j 2π

3 .

4.2 Load ratings

Vab

Vbc

VcaVdcC4

Q1 Q3 Q5

Q2 Q4 Q6

Figure 4.1: IGBT based full wave VSI system

The design could have assumed any load but it is normalized with

respect to 3�φ 240V, 50Hz system feeding a star connected resistive load 50Ω
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(Rl) per phase. Thus the total load KVA (Sl) and current per phase (Il,ph)

are given as

Sl � 3
V 2
la

Rl

� 3.456KV A and Il,ph � Vla
Rl

� 4.8A (4.1)

The drivers (Concept make 2SP0115T2Ax-FF450R12ME4) that were selected

for the IGBT (Infineon make FF450R12ME4) based full bridge (Fig. 4.1)

limits the choice of the maximum switching frequency (19 kHz in this case).

As the output fundamental frequency, to be passed through the filter system,

is same as that in the line (50 Hz), the gate triggering is selected two decades

(100 times) above that at 5 kHz (� 3.14x104rad/s), well within the range of

the selected IGBTs.

4.3 Conventional topologies and their impro-

visations

The conventional filter design, for attenuating switching frequency in

an inverter system, lumps the filter components either in the primary (Fig. 4.2)

or in the secondary (Fig. 4.3) side of the transformer (IT in this case), hereby

referred to as LpCp and LsCs schemes respectively. The various parameters

of the components that constitute the filter are then computed based on the

load requirement and accordingly the design proceeds. In this regard, though

the primary motivation is to design a filter system that will effectively reject

all other frequency components barring the required one, another point needs

to be addressed simultaneously for practical realization of the model, which is

discussed next.
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Figure 4.2: VSI with LC in transformer primary (LpCp)

4.3.1 Rating considerations for the filter components

For the inductor, a higher AC current flow means a higher power rat-

ing requiring an increase in the corresponding bulk of ferrite core that may

not always be easily available. This results in stacking of available cores to

increase the rating. Due to the brittleness of the core, the mounting pressure

is to be carefully considered as less pressure may cause relative displacement

of the cores during energization leading to a change of inductance during op-

eration while higher pressure may cause damage of the material itself. Also,

the problem of increased coil dimensions with increasing current may result

in inadequate window space as offered by the geometry of the available core.

CRGOS laminations could have solved the problem but its poorer frequency

response at higher frequencies prevents its use as the inductor core material

in the present case though when the high frequency is attenuated by the filter

capacitor, the IT core will be CRGOS.
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Figure 4.3: VSI with LC in transformer secondary (LsCs)

In the case of the capacitor, it may be noted that unlike the usual polarized ca-

pacitors used for DC power supplies, non-polarized capacitors are required to

operate in both the cycles of the input sinusoid. It is also a practical problem

of obtaining such a higher value of non-polarized capacitor that has a higher

voltage rating and a high ripple current capability. One of the way-outs is

the design of capacitor networks of series-parallel combinations to achieve the

required capacitance and the voltage rating. But this will not be a general

model and for a change in the requirement, a new network is to be designed

to cater to the purpose. This makes the design voluminous as well.

Now, in the present case it may be observed, that the presence of a trans-

former, with turns-ratio (n) ¡ 1, causes the secondary voltage to be stepped

up while the secondary current is stepped down and just the reverse if the

turns-ratio is less than one. This property may be utilized advantageously by

placing the L and C strategically so that their ratings are favourably affected.

As this will finally affect the cut-off and damping ratio, the reverse of the
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scheme is also tested for completeness. These are illustrated in Figures 4.4

and 4.5 and referred to as CpLs and LpCs respectively.

In this regard, it may be pointed out, that the implementation of the CpLs

configuration will cause overcurrent peaks in the IGBTs of the inverter. How-

ever, this configuration has been studied for the sake of completeness and for

comparing its filtering performance with that of the other configurations.
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Figure 4.4: VSI with C in transformer primary and L in secondary (CpLs)

4.3.2 Indices of performance

From the previous arguments, it may be reasoned that the indices

that may categorise a practical filter besides its capability to attenuate the

unwanted harmonics are the ratings of the inductor current and the capacitor

voltage. Thus it is proposed that the indicative parameters that will describe

the performance of the filter are the capacitor voltage normalized to the load

voltage (nCl) and the inductor current normalized to the load current (nLl).

These, along with the filter transfer function (GLP ) with respect to the inverter
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Figure 4.5: VSI with L in transformer primary and C in secondary (LpCs)

line to line voltage (Vab, Vbc, Vca as is the case) are thus formulated by

GLP pjωq � Vlxpjωq
Vxypjωq

nClpjωq � VCpxpjωq
Vlxpjωq or,

VCsxpjωq
Vlxpjωq

nLlpjωq � ILpxpjωq
Ilxpjωq or,

ILsxpjωq
Ilxpjωq

,///////////.
///////////-

(4.2)

where,

x : phase a, b or c

y : next phase according to the sequence

(4.3)

The two formulations, each for nCl and nLl, corresponds to whether the capac-

itor or inductor is placed in the primary or secondary side of the transformer.

It may be noted at this stage that further analyses, by decoupling a 3-φ system
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to three 1-φ systems, will be restricted to phase a only, since in a balanced

system, the results are similar for the rest of the phases.

The filter transfer functions and the corresponding indices for the cir-

cuits of Fig. 4.2 - 4.5 are listed as in Tables 4.1 and 4.2 [for detailed analysis

see Appendix D]. The parameters of the filter transfer functions viz., the

Topology GLP pjωq
LpCp

n{p3LpCpq�
� ω2 � j

n2

RlCp
ω � 1

3LpCp




LsCs
n{pLsCsq�

� ω2 � j
1

RlCs
ω � 1

LsCs




CpLs
nRl{Ls�
Rl

Ls
� jω




LpCs
1{p3nLpCsq�

� ω2 � j
1

RlCs
ω � 1

3n2LpCs




Table 4.1: Load voltage normalized to VSI output line voltage

Topology nLlpjωq nClpjωq

LpCp
?

3

�
n� jωRlCp

n



e
j
pπ

6 1{n

LsCs

�
1� jωRlCs



1

CpLs 1
1

n

�
1� j

ωLs
Rl




LpCs
?

3n

�
1� jωRlCs



e
j
pπ

6 1

Table 4.2: nLlpjωq and nClpjωq, for both abc (p � �1) and acb (p � �1)
phase sequences

cut-off frequency (ωn), damping constant (ζ) and dc gain (K) for different
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topologies are summarized for comparison in Table 4.3.

Topology ωn ζ K

LpCp
1a

3LpCp

?
3n2

2Rl

d
Lp
Cp

n

LsCs
1?
LsCs

1

2Rl

c
Ls
Cs

n

CpLs
Rl

Ls
- n

LpCs
1

n
a

3LpCs

?
3n

2Rl

c
Lp
Cs

n

Table 4.3: Comparison of parameters of the filter transfer functions for various
LPF topologies

It is thus observed that not only do the magnitudes of L and C, but n also

play an important role in determining the ratings of the filter components. But

unfortunately, the indices and transfer function being coupled to each other,

improving one may adversely affect one or both of the others. So three sets,

each of n {0.1, 1.0, 10}, L{10µH, 100µH, 1000µH} and C {10µF , 100µF ,

1000µF} are considered representing three different orders of magnitude to

examine the effectiveness of each topology.

It may here be noted that being a first order system, CpLs configuration will

provide poorer attenuation than the other three. Also, its configuration ad-

versely affects the IGBT functioning. Considering these, further discussions

regarding this particular configuration is omitted.

4.3.3 Selecting the condition to compare the perfor-

mance

As nCl and nLl are also functions of frequency, we select a common

frequency viz., the desired system (load) frequency i.e. 50Hz, for comparing

94



CHAPTER 4. POWER LOW PASS FILTER

the parameters. Now, to choose the filter cut-off frequency, we may follow [71]

which proposed the criteria 10fs ¤ fr � 1

2π
?
LC

¤ Mfsw (fs, fsw are respec-

tively the system frequency and the PWM switching frequency) with M in the

range [0.1, 0.5]. But considering the present case with system frequency of 50

Hz and PWM switching frequency of 5 kHz, the lower limit (10fs � 500Hz)

coincides with the lower range (0.1fsw) of the upper limit. This happens as the

difference of order between the system frequency and the switching frequency

is not very high. For this reason, an additional constraint is included in the

design viz., the settling time for the filter.

As the target design is a DVR system that is supposed to mitigate momentary

voltage sags at the mains with a voltage tolerance of 10%, it is expected that

the filter settling time is within a few cycles. Also, considering the presence

of the electrical contactors which is supposedly the slowest device to respond

(at least 2-4 cycles), the settling time (tsettle) is taken to be a quarter of a 50

Hz cycle, i.e., 5 ms and a 5% settling band is considered. From definition, this

will correspond to

ζωn � � ln 0.05

tsettle
� 599.15 rad{s (4.4)

With this, the damping constant and the attenuation at fsw with respect to fs

for various fn is tabulated in Table 4.4. From this table it is observed that if

3fs ¤ fn ¤ 5fs, then the attenuation is more than 50dB as well as the circuit

is not very much underdamped. On this basis, the cut-off frequency is selected

at 5 times the system frequency.
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fn 20 log
�� GLP pjfsq
GLP pjfswq

�� ζ

50 Hz 68.38 dB 1.91
100 Hz 66.28 dB 0.95
150 Hz 61.05 dB 0.64
200 Hz 56.20 dB 0.48
250 Hz 52.27 dB 0.38
300 Hz 49.04 dB 0.32
350 Hz 46.31 dB 0.27
400 Hz 43.95 dB 0.24
450 Hz 41.86 dB 0.21
500 Hz 40.00 dB 0.19

Table 4.4: Comparison of attenuation and damping constant for various cut-off
frequencies

4.3.4 Comparing the ratings of L and C based on the

fixed cut-off frequency

From Table 4.3 it may be observed that the inductance will vary in-

versely as the capacitance for a constant cut-off frequency but the proportion-

ality constant will depend on the particular topology. Thus, for a constant

cut-off frequency and capacitance (inductance), the LpCp configuration, always

gives a lower inductance (capacitance) than the LsCs (
?

3 times less) but it is

higher (by a factor of n) than what is offered by LpCs if the transformer used

is a step-up one.

The current rating of the inductor at the power frequency is reflected

by the magnitude of nLl. Its variation as a function of n and capacitor value

for each of the three topologies, viz., LpCp, LsCs and LpCs, is shown in Fig.

4.6. The family of graphs for each topology corresponds to the variation of nLl

vs n for different capacitor values. Fig. 4.7 shows the variation of nCl with n

for each of the topologies that reflects similarly the voltage rating of the filter
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capacitors. From these, the following points are of significance for the present

purpose.
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Figure 4.6: nLl vs n for different capacitor values for the LpCp, LsCs and LpCs
configurations

1. For the same cut-off frequency and the capacitance (inductance) value,

the inductance (capacitance) required is always lower in LpCp than in

LsCs but for a step-up transformer, the lowest inductance (capacitance)

is offered by the LpCs topology.

2. The current rating of the inductor in LsCs is the lowest for the complete
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range of the turns-ratio and the load considered, while that in the LpCp

configuration becomes more or less same for large n (¡ 10) that also

matches the LpCs plot if Cs is of the order of 10µF .

3. The voltage rating of the capacitors used in LsCs and LpCs are same and

constant which is higher/equal/lower than that for the LpCp situation

for a step-up/isolation/step-down transformer respectively.
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Figure 4.7: nCl vs n for configurations LpCp, LsCs and LpCs

4.3.5 Summarizing the observations

From the previous two subsections it is observed that lower ratings

(voltage, current, inductance and capacitance values) of the filter component

98



CHAPTER 4. POWER LOW PASS FILTER

are favoured if the transformer selected is a step-up one. It is also seen that

with a step-up transformer, the inductance (capacitance) requirement is the

lowest for the LpCs configuration for identical value of the capacitance (induc-

tance). Thus the LpCs configuration would have been the best option but for

the fact that the voltage rating of the capacitor in this case, or more generally

in the case when it is placed in the secondary side, becomes same as the load

voltage. The availability of such capacitors are poor and they are also very

costly. To counter this limitation, a novel topology is proposed and discussed

in the next section.

4.4 A novel topology

Considering the previous rationale, a step-up transformer with C dis-

tributed in both the primary and secondary (LpCpCs) is proposed (Fig. 4.8)

so that a better filtering is achieved with reduced volume of the filter.
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Figure 4.8: VSI with L in transformer primary and C distributed in both sides
of transformer (LpCpCs)
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4.4.1 Transfer function and performance indices

Analysing the topology [see Appendix D], the indices will be

nLlpjωq �
?

3

�
n� jωRlpCp

n
� nCsq



ej

pπ
6

rfor both abc (p � �1) and acb (p � �1) phase sequencess

nCplpjωq � 1{n

nCslpjωq � 1

GLP pjωq �
n

3LppCp�n2Csq�
� ω2 � j n2

RlpCp�n2Csq
ω � 1

3LppCp�n2Csq


 (4.5)

which gives

ωn � 1a
3LppCp � n2Csq

ζ �
?

3n2

2Rl

d
Lp

pCp � n2Csq

k � n (4.6)

Choosing the same sets of Cp and Cs and considering a 10:1 transformer,

the current rating of the inductor normalized to the load current for various

values of Cp and Cs is shown in Fig. 4.9. In the figure, nLl is plotted vs

Cp for different values of Cs. It is thus obvious that for a given secondary

capacitance, the increase in primary capacitance does not appreciably affect

the inductor current rating. But due to the higher cost of the secondary

capacitor with a high voltage rating, its value cannot be arbitrarily increased.
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Figure 4.9: nLl vs Cp for different Cs for a 10:1 IT in LpCpCs configuration

Thus the primary capacitor, with a voltage rating one-tenth as compared to

the secondary capacitor, may be very well used to fine tune the requirement

of the cut-off frequency without a significant change of the inductor current

rating.

4.4.2 Defining energy function based performance in-

dices

At this stage, an additional performance index is defined for the in-

ductor based on the stored energy requirement of the filter devices. Thus
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defining

eLl � Lpn
2
Llpjωq or Lsn

2
Llpjωq depending on whether the inductor is placed

in the primary or secondary side (4.7)

it may be inferred that the figure will reflect both the inductance as well as

the current it will be carrying and thus the higher the value of the product

(eLl), the higher will be the cost of the inductor. This is obvious as the more

is the energy stored, the greater will be the required volume of the filter and

thus greater will be its cost.

Considering the same cut-off frequency and a constant turns-ratio, the plot of

the energy function for various values of the filter capacitors is shown in Fig.

4.10 from which it may be concluded that if 10 µF   Cs   100 µF , the energy

function is lowest in the case of LpCpCs.

4.4.3 Implementation of the model

From Fig. 4.9 it is seen that the lowest nLl corresponds to Cs � 10 µF

range i.e., the lowest of the range that was considered and Fig. 4.10 dictates

10 µF   Cs   100 µF for lower energy function for the inductor. Additionally,

the plot shows that if Cs is in the 10µF range, eLl is a decreasing function of

Cp.

Considering these, the model was implemented with Cs � 14.7 µF (corre-

sponding to a still lower value of eLl than 10 µF ) and Cp � 360.0 µF . With

the conditions previously stated, the inductor value comes as Lp � 73.82 µH.

The implemented inductance had a final value of 80.0 µH. The designed trans-
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Figure 4.10: eLl vs Cp with different Cs for various filter configurations

former too deviated from the design condition and the final turns-ratio was

measured as 11.53. The Bode plot of the implemented filter is shown in Fig.

4.11 which shows an attenuation at 5 kHz with respect to 50 Hz is coming as

attenuation, ∆M � dB at 50 Hz� dB at 5 kHz

� 21.5 dB � p�33.6q dB

� 55.1 dB (4.8)

From eq. (4.6), we get the cut-off frequency of the filter as 213.56 Hz.

The screenshot of the load voltages, the gate drive and their frequency spec-

trum, as obtained from the storage oscilloscope are shown in Fig. 4.12-4.14.

The same may be compared with Fig. 4.15 that shows the plots of the recorded

data and the calculated power spectrum as plotted in Fig. 4.16.
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Figure 4.11: Bode plot for the implemented LpCpCs

4.4.4 Discussions

From the analysis and the results it is seen that

1. With the utilization of the new topology, targeted to reduce the ratings

of the filter components, the filtering itself was not compromised and

the attenuation at the switching frequency with respect to the system

frequency is � 110 dB � 50 dB � 60 dB that matches the design [see

eq. (4.8)] and is slightly better than that. This also justifies the choice

of the cut-off frequency. Thus without the use of a higher order filter,

the attenuation offered had been sufficient. Since the filtering is inde-

104



CHAPTER 4. POWER LOW PASS FILTER

Figure 4.12: Oscilloscope screenshot of the 3� φ load voltages along with one
of the switching sequences

Figure 4.13: Oscilloscope screenshot of the frequency spectrum of the PWM
gate drive
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Figure 4.14: Oscilloscope screensshot of the frequency spectrum of one of the
load phase voltages with the LpCpCs topology

pendent of the mode of operation, the VSI is also likely to offer the same

attenuation during sag mitigation if utilized in DVR mode.

2. Due to the inherent stability of a second order filter system, there is no

extra control system requirement as required for a filter system of order

three or more.

3. An automatic spin-off for using a step-up transformer is its effect in

reducing the rating of the DC bus voltage at the input of the VSI. This

allows lesser insulation at the bus and the capacitor, and reduces the

voltage rating of the corresponding power electronic switches which may

be favourable from their operational point of view.

4. The system was applied in the DVR assembly and there too the per-
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Figure 4.15: Readings of the 3�φ load voltages along with one of the switching
sequences (amplified 20 times), plotted from oscilloscope data

formance was according to the requirement as will be detailed in the

subsequent chapter.

4.4.5 Features

A significant point to observe here is the voltage rating of the secondary

capacitor which is equal to the load voltage (240 V AC in this case) while that

of the primary will be roughly 11 (415/36) times less than that. This makes

the design practical as regards availability of components, their volume and

cost. If capacitors were deployed in a single side of the IT, it would require

either more numbers of primary capacitors (making the design voluminous) or

the requirement of a higher value of the secondary capacitors that are scarce
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Figure 4.16: (a), (b), (c), Power spectrum of the 3� φ output waveforms and
(d) the PWM gate drive (top left) with the LpCpCs topology computed from
the time series data recorded in oscilloscope

and costly in market. Also, by considering the effects of other parameters in

the inductor current, the core size and the conductor diameter can be easily

estimated over a wide range of values for the filter capacitor(s) and the IT

ratio.

The chapter decouples a 3-φ system for analysis to 3 single phase systems and

explores the low pass filtering techniques that may be applied to extract the

power frequency output at the load. In this regard, the basic topologies for

low pass filter systems have been discussed. Taking advantage of the electrical
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property of the step-up transformer viz., the voltage and impedance amplifi-

cations, the design for the filter was improvised. This method is particularly

relevant in cases where the space constraint of ferrite core inductors and un-

availability of high capacitor values call for compromising in the attenuation

of the filter or makes the design more voluminous. The inherent stability of

a second-order system justifies no requirement of extra control system due to

the inclusion of the filter. In the process, the attenuation of more than 40

dB has been achieved at the switching frequency. The implemented system

further corroborates the design values. Though targeted for a specific load, it

was tried to keep the formulations generalized so as to allow further evolution

of the design in future.

109



Chapter 5

Utilization of the SPLL and

LPF scheme

5.1 Scheme of the SMES based DVR

The novel LPF scheme has been utilized in the VSI stage of the SMES

based DVR for testing its applicability in voltage sag mitigation. The SPLL

code has been employed for locking the input phase and computing voltage sag.

The three major subsystems of the DVR had been schematically presented in

Fig. 2.11 which is again reproduced here in Fig. 5.1. It shows the distributed

LC filter system and the breakers introduced with the Injection Transformer

(IT). The DVR consists of

1. Superconducting magnet

2. 2-Quadrant DC-DC chopper

3. Digital controlled VSI with IT
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Figure 5.1: The scheme of the DVR based SMES system

A brief description of each of the subsystems follows.

5.1.1 Superconducting magnet

A solenoid type cryostable pool-boiling helium-cooled coil (Fig. 5.2)

was designed with passive shielding arrangement. The coil parameters have

been optimized in order to maximize the stored energy considering the con-

straints like coil outer diameter (OD) to contain inside existing magnetic de-

war, the maximum current limit, hoop stress at inside layer (in median plane),

etc. for a given length and type of conductor. A critical current margin of

30% has been kept corresponding to a temperature margin of 0.7 K for the

coil operating at maximum field level upto 7 T. The margin allows flexibility

of operating temperature from 4.2 K to 4.4 K, ensures superconducting oper-
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Parameters values
Material NbTi/Cu
Conductor dimension 2.97 mm x 4.79 mm
No. of strands 1
Strand diameter 1.29 mm
No. of filaments 500
Filament diameter 40 µm
Overall Cu to superconductor ratio 20
Critical current at 5.5 T 1080 A

Table 5.1: Specifications of the superconductor

Parameters values
Coil type solenoid
Maximum operating current 800 A
Inductance 1.87 H
Maximum stored energy 0.6 MJ
Peak coil field 6.6 T
Coil dimension 790 mm (H)/132.5 mm (ID)/416 mm (OD)
Winding 36 layers x 154 turns/layer
Cable length 5 km

Table 5.2: Specifications of the superconducting coil

ation of the magnet when fully charged and any other small disturbances that

might occur in the coil. A mylar tape of dimension 100µm (thick) and 3 mm

(width) has been used for insulation between turns. The gap between consec-

utive layers has been maintained with glass epoxy spacer of 1 mm thickness.

This serves as a cooling channel as well as provides insulation between layers.

Detailed parameters [82] are listed in Tables 5.1 and 5.2.

5.1.2 2-quadrant DC-DC chopper

A high current IGBT based DC-DC chopper (Fig. 5.3) has been de-

signed and developed that dynamically configured itself to charge and dis-

charge the coil according to the sag/no-sag signal as available from the VSI
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Figure 5.2: The SMES coil and its cryostat

Figure 5.3: Schematic of the DC-DC chopper

that monitors the utility mains. A hysteresis band controller scheme has been

adopted for the chopper to perform in the two quadrants according to the sys-
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Figure 5.4: The power scheme of the DVR from the VSI perspective

tem demand. During normal mains, the chopper charged the coil to its steady

state value within its tolerable limit and during a sag condition, it boosted the

voltage across the capacitor, keeping it constant for the VSI, sourcing power

from the stored energy in the coil.

It may be pointed out that the apparatus is aimed for utilities subjected to

voltage sag only. So the rectifier system is only a diode rectifier in the present

case. In case of applications demanding voltage swell compensation, a major

change in the topology will include replacement of the diode rectifier by a con-

trolled (active) rectifier system as the swell mitigation will result in dumping

a good amount of active power across the DC bus.

5.1.3 The VSI based system

The VSI is utilized at the output stage of the SMES based DVR sys-

tem. Its power scheme is a slight variation of Fig. 4.8 with the IT secondary

connected in series between mains and load. The load and the VSI ratings and
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(a) (b)Figure 5.5: (a) VSI during assembly with the control PCBs and the power
components, (b) the control PCBs zoomed

its components are the same as discussed in previous chapter. A simplified

schematic diagram (with the breakers omitted) is shown in Fig. 5.4 and Fig.

5.5 shows the implemented hardware during the assembly. The switching volt-

ages are filtered out at the LPF stage and added in series, via the secondary of

the 3-φ ∆/open IT, with the mains voltage (Vm) to keep the load voltage (Vl)

constant. The inverter voltage requirement at phase lock for a sag of depth

ksag is detailed in Appendix E and is given by

Vinvll �
��

1� ksag


"
1

n
� 3ω2Lp

�
Cp
n
� nCs


*
� j

3nωLp
Rl

�
vpref (5.1)

The expression may be compared with (3.1) that was used while analysing the

SPLL based control system. The interface system is as detailed in Fig. 3.2

and consists of a PT based low voltage electronics (LVE) that isolates, scales
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Amplitude Control

Phase Control

Figure 5.6: The control scheme of the VSI customized for sag mitigation

and conditions the mains voltage signals for interfacing a multi-channel ADC

frontend of the DSP based controller core (Fig. 5.6). The SPLL locks the input

phase and evaluates the amplitude error to generate the gate signals following

SVPWM. Texas Instruments make TMS320F2812 fixed point DSP was used

that features an inbuilt SVPWM state machine and a 12 bit 16 channel 12.5

MSPS ADC, alongwith other peripherals. The code utilized TI’s IQ Math

Library, a virtual floating point engine, to enable floating point computational

precision. The SVPWM state machine was dynamically configured according

to the computed sag and the phase information (as discussed in section 3.1)

and the gate signals were applied to the IGBTs constituting the full bridge.

The sampling frequency was selected as 5 kHz.

116



CHAPTER 5. UTILIZATION OF THE SPLL AND LPF SCHEME

(a) (b)

Figure 5.7: Oscilloscope screenshots of voltage sag and restoration at load
(orange) by series injection (blue) for a (a): 100% to 10% step change of
mains (green) followed by (b): 10% to 100% step

5.2 Testing

5.2.1 Functionality testing at reduced load

Prior to its integration to the SMES based DVR, a functional testing of

the scheme was carried out for a 3�φ 50 Hz, 25 V, 1 A 4-wire output. As the

current was well within the short-circuit limit of the IT, the circuit breakers

were removed from the system thus keeping the IT secondary continuously in

series with the load. This was specfically done to understand the response

from sag detection to correction. A programmable power source (California

Instrument make 3 � φ 16-819 Hz, 45 KVA power converter) was used for

simulating the utility mains. A DC power source was used as the dc bus.

Sags of different depths were generated and output displayed in oscilloscope.

One such screenshot is shown in Fig. 5.7 and the recorded data is plotted in

Fig. 5.8. DSP registers were used for storing the digital instrumentation and

control parameters. Fig. 5.9 shows an instance of phase tracking for 40 ms.
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Figure 5.8: Plots showing the voltage sag and restoration at load (blue) by
series injection (red) for a 100% to 10% step change of mains (green) followed
by 10% to 100% step
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Figure 5.9: DSP register values showing phase tracking of mains voltage

The plots show phase tracking from 0 to 2π within 20 ms and sag mitigation

within a cycle.

5.2.2 Testing of the integrated system

Subsequent to standalone testing of the VSI system, it was integrated to

the chopper (connected to the SMES coil) and tested with the programmable

source. An additional signal from the VSI control was used to initiate charge

/ discharge mode of the chopper-coil assembly. Again, varied sags were gen-

erated by the source and data recorded in oscilloscope and DSP registers.

Figures 5.10 - 5.12 are the screenshots of the DSP register values that demon-

strate the control system functionality as regards the input bandpass filter

that conditions the ADC samples, the transformed 2 � φ signals, the SPLL

output and the normalized computed voltage amplitude.

The DSC acquires the phase voltage signals through its ADC channels and
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scales them in the range of the mains voltage. These are then filtered by

the bandpass block to eliminate the unwanted distortions and the conditioned

signals (Figures 5.11 (a), (c), (e)) are transformed to their corresponding αβ

components. The Fig. 5.11 (b) shows the α component in phase with the

a phase (Fig. 5.11 (a)) of the mains and Fig. 5.11 (d) shows the β phase

in phase quadrature. Based on these transformations, the sag magnitude as

shown in Fig. 5.11 (f) is computed and stored instantaneously.

The αβ components and its corresponding sag for another instant is shown in

Figures 5.12 (a) - (c). The computed sag is again filtered to make its value

constant (Fig. 5.12 (e)). The αβ components are simultaneously fed to the

SPLL block that utilizes its elements to drive the VCO (Fig. 5.12 (d)) and

lock the phase (Fig. 5.12 (f)).

Fig. 5.131 captures two instances of voltage sag mitigation as recorded in the

oscilloscope screens. The (a) and (b) plots are the VSI outputs and the (c)

and (d) are the corresponding chopper outputs. It is seen that during the

normal mains (pink in (a) and (b)) the VSI maintains the SMES coil current

(blue in (c) and (d)) within its hysteresis band. Once there is a sag, as sensed

by the VSI, it signals the chopper to configure itself to the discharge mode

and boosts the voltage (pink in (c) and (d)) across the DC bus capacitor. The

VSI, simultaneously, generates the gate signals (one of the six gate signals,

magnified 20x, is shown in green in (a) and (b)) to the inverter bridge and the

1It may be observed in Fig. 5.13 (a) and (b), that part of the screen near the middle
portion is blank. This is due to the relatively longer time scale of 1.0 s and the horizontal
wrapping up of data once the plot reaches the rightmost extreme in the time scale. The
selection of a larger time scale to display the data causes its storage buffer to completely
fill up and so it erases part of the data (oldest first) and stores and plot the new data
continuously from left to right.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.10: Screenshot of DSP register values showing phase signals before
((a), (c), (e)) and after bandpassed ((b), (d), (f))

resulting injection keeps the load voltage (two of the phases shown by blue and

yellow in (a) and (b)) constant. In this mode, the SMES coil current droops

as energy is drawn out of it. As soon as the sag vanishes, the gate signal is
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(a) (b)

(c) (d)

(e) (f)

Figure 5.11: Screenshot of DSP register values showing (a), (c), (e): abc phase
voltages filtered by bandpass filter, (b), (d): the corresponding αβ transformed
components and (f): the computed unfiltered sag signals

withdrawn and the chopper is automatically configured to its charging mode.

To observe the time response more critically, part of the recorded data of
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(a) (b)

(c) (d)

(e) (f)

Figure 5.12: Screenshot of DSP register values showing (a), (b): αβ com-
ponents, (c): computed unfiltered sag, (d): VCO input, (e): corresponding
filtered sag and (f): phase tracking

the VSI is plotted in Fig. 5.14 demonstrating voltage restoration by the VSI

during a sag. Here it is observed that though the gate (b) is operating almost
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instantaneously as the sag occurs (b) at the mains, the load (two phases are

shown in (c) and (d)) takes around two cycles to be fully compensated. This

is due to the delayed response of the electrical contacts that takes around

two cycles to be completely closed. The response was similar when the mains

voltage was restored to the normal value. Fig. 5.15 is a screenshot of the

oscilloscope display of magnitude spectrum of one of the load phases at steady

state during sag. It can be seen that the attenuation is � 60 dB as predicted

in the previous section.

(a) (b)

(c) (d)

Figure 5.13: Oscilloscope screenshot of (a), (b): mains (pink), a VSI gate
trigger (green) from control, two of the load phases (blue and yellow) during
voltage sag, (c), (d): chopper voltage (pink) and current (blue) during sag

It may be debated here that the contact switches viz. SwNO (normally open)
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Figure 5.14: Part of the oscilloscope data plotted to show (a): the voltage at
the mains, (b): the gate driver response and (c), (d): output voltages of two
of the load phases
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Figure 5.15: Oscilloscope screenshot of frequency spectrum of the restored
load voltage during sag

and SwNC (normally close) in the Fig. 5.1 may be interchanged in order to

avoid the delay so that the DVR will remain functional, continuously feeding

the load and the mains may take over in case it fails. But this will have two

problems. First of all, in the situation when the DVR fails and there is a

voltage sag at the grid, either at the same time or during the period when the

DVR is disconnected, then the basic aim of sag mitigation at load during an

actual voltage sag event at the grid is not satisfied. Secondly, the VSI based

DVR, as envisaged, is a voltage sag mitigation device, drawing the required

energy from the SMES coil-chopper module and is not meant for continuous

126



CHAPTER 5. UTILIZATION OF THE SPLL AND LPF SCHEME

operation. So the swapping of the switch positions will actually dictate a

change in the functionality of the sub-systems which requires an elaborate

change in its basic philosophy.

127



Chapter 6

Conclusion

A novel scheme of low pass filter system applied to a digital controlled

VSI and utilized in SMES based DVR system to mitigate voltage sags in the

utility mains is presented. A set of performance indices has been defined

reflecting the quality of the filter and also the ratings of the filter components.

An additional energy function based performance index for the inductor of the

filter system was also put forward. It thus considered both the attenuation

and the practicability of implementation of the filter system as regards the

volume and availability of components. The way to utilize transformer turns-

ratio advantageously was indicated in the final scheme. In the process, an

attenuation of 60 dB has been achieved at the switching frequency. The design

was implemented in actual hardware. Tests were carried out configuring it

both as a standalone inverter and a VSI employed in DVR. The test results

corroborated the design values. The design was kept generalized so that it

may be applied on any VSI system. The general formulations open scope for

evolution of the model by designers and developers. Detailed analysis of the
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model for a balanced 3�φ system was also presented that decoupled it for 1�φ
analysis. However, in case the load in non-linear or draws a constant power,

then the leakage inductance of the transformer, neglected for the present case,

will have to be considered as the added resonant modes may be excited in

such a way that may not be damped by the present controller. This may be

pursued in future research related to this work.

Also, methods may be devised to improve on the currently achieved response

time of 2 cycles. An option might be to use series power electronic switches in

the primary (inverter) side of the IT and removing the contact switches (SwNO

and SwNC in Fig. 5.1) from the circuit altogether. During the condition of

healthy mains, the switches will remain off and will be simultaneously switched

on along with the gate pulses whenever a sag is detected. Being faster than

the electrical contactors, the system will definitely improve on the response

time and may be used if the case of instantaneous sag is considered which

allows a maximum of 0.5 cycles only to mitigate voltage sags.

A digital control system was designed for the VSI that utilized an SPLL for

phase locking and sag detection. The origin of the PLL system was discussed

and its linearization explained. The need of a prefilter to condition the signal

for eliminating unwanted frequencies and the requirement for the controller

loop filter to eliminate double frequency component were indicated. The SPLL

was designed to incorporate a bandpass prefilter for allowing only the preferred

frequency in the system. The loop filter employed a bandstop filter cascaded to

a PI controller to selectively eliminate the inherent high frequency component

and the steady-state error simultaneously. So in effect it made provisions for a

practically implementable PLL system. The analog design was translated to its
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bilinear transformed discrete equivalent and stability was checked theoretically.

Difference equations were derived from the discrete model. A fixed point DSP

based controller was used to implement the code for the SPLL with all its

components. It was utilized for online phase locking, sag computations and

SVPWM based switching generator for the VSI bridge besides handshaking

signals between the subsystems of the integrated DVR. The VSI was configured

for SMES based DVR for a 3 � φ 240 V, 50 Hz, 3.45 kW load for voltage

sag mitigation according to IEEE 1159-1995. Voltage sags of varying depths

were mitigated for 40 ms to 6 sec with phase locking. This demonstrated the

system’s performance for satisfactory phase locking and voltage compensations

for momentary sags and partly for instantaneous and temporary sags.

Here, it may be observed that the present scheme had assumed the condition

of balanced phase voltages. The case of unbalanced voltage sag detection with

mitigation may also be considered in future. One of the options in this regard

might be to use three single phase VSI systems for separate control of each of

the phases. This and other methods may be explored in future.
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Appendix A

Clarke Transformation

The peak invariant Clarke transformation (T3s2s) from a 3� φ system

to a 2� φ system is given by

�
��Vα
Vβ

�
�� � T3s2s

�
�����
Va

Vb

Vc

�
����� (A.1)

A.1 Illustration

If

V3s � Vm

�
������

cosωt

cospωt� 2π

3
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cospωt� 2π

3
q

�
������ (A.2)

the Clarke transformed amplitude invariant 2� φ system will be
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Figure A.1: Clarke transformation
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�
�� (A.3)

Thus as shown in Fig. A.1, the transformed vector in the α � axis will be

aligned with the a� axis of the abc system while the β � axis will lead it by

π

2
. As the amplitude of the transformed vectors remain the same, it justifies

the naming of the transformation matrix.
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Park Transformation

The transformation from a 3� φ system to a rotating 2� φ system is

called Park transformation and is given by

�
��Vd
Vq

�
�� �

�
��cos θ � sin θ

sin θ cos θ

�
��
�
��Vα
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��

�
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�� 2
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0

?
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2
�
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3
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�
���
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3
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3
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3
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3
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3
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�
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�
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�
����� (B.1)
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B.1 Illustration

When applied to a balanced 3�φ system, the resultant rotating system

will be

V
Vq

Vb
q
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V V
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Figure B.1: Park transformation
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� Vm

�
�� cospωt� θq

cospωt� θ � π

2
q

�
�� (B.2)

As shown in Fig. B.1, the transformed vector set, being orthogonal to each

other lags the corresponding Clarke Transform (shown in dotted green lines)

by θ.

135



Appendix C

Space Vector Pulse Width

Modulation (SVPWM)

An application of SVPWM for estimating the switching time[48] for a

full wave 3� φ inverter may be understood from Fig. C.1.

C.1 Description of the system
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Chpater II 
Understanding Two Distinct Pulse Width Modulation (PWM) 

Techniques Applied to DC Inverters  
Anirban De 

 
1.0 Introduction 
 
Power inverters, especially of the 3-� types employ various modes of PWM techniques 
for conversion from DC to AC. The two more prevalent ones are the conventional sine 
PWM (SPWM) and a relatively modern space vector PWM (SVPWM) techniques. Here 
we make a detailed analysis of both the techniques and a brief comparative study of them. 
This is done so as to employ either of them in the inverter section of the proposed SMES 
project. 
 
2.0 SVPWM 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.0.1: Explaining SVPWM 
 
S1, S1

�, S2, S2
�, S3, S3

� are binary type switches such that 
 S1

� = 1S         (2.0.1a) 
 S2

� = 2S         (2.0.1b) 

 S3
� = 3S         (2.0.1c) 

 
The voltage space vector is given by 

Vs(t) = Van(t) + aVbn(t) + a2Vcn(t), where    (2.0.2) 
a = ej2�/3        (2.0.3) 

 
Now applying KVL to the above circuit 

Van = VaN + VNn       (2.0.4a) 
Vbn = VbN + VNn       (2.0.4b) 
Vcn = VcN + VNn       (2.0.4c) 

 
Combining (2.0.2) and (2.0.4a-c) 

a 

b
c

n 

S1 S2 S3

S1
� S2

� S3
�

Vdc 

N 

Figure C.1: A 3� φ VSI system with load

The power electronic switches (S1, S
1
1, S2, S

1
2, S3, S

1
3) are used to convert
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the DC bus voltage (Vdc) to alternating voltages for the load. The switches

are configured from complementary function such that when one switch is ON,

the other switch in the same leg remains OFF and vice versa.

C.2 Analysis

Applying KVL to the system we get,

�
�����
Van

Vbn

Vcn

�
����� �

�
�����
VaN

VbN

VcN

�
������ VNn

�
�����

1

1

1

�
����� (C.1)

Now, for a balanced 3� φ system,

Van � Vbn � Vcn � 0 (C.2)

Using (C.1) and (C.2) it may be shown that

VNn � �1

3
pVaN � VbN � VcNq (C.3)

and

�
�����
Van

Vbn

Vcn

�
����� � 1

3

�
�����

2 �1 �1

�1 2 �1

�1 �1 2

�
�����

�
�����
VaN

VbN

VcN

�
����� (C.4)

Now, if we consider (S1, S2, S3) to represent the binary states (0, 1) of the

switches in the three legs of the VSI, the switching voltages may be represented
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as

�
�����
VaN

VbN

VcN

�
����� �

�
�����
S1

S2

S3

�
�����Vdc (C.5)

Thus, (C.4) may be rewritten as

�
�����
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�����

2 �1 �1

�1 2 �1
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�����Vdc (C.6)

Applying Clarke Transformation, we may write using eq. (A.1)

�
��Vαn
Vβn

�
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��Vdc (C.7)

138



APPENDIX C. SPACE VECTOR PULSE WIDTH . . .

Now, as each switch is either ON or OFF, the total number of unique combi-

nations of the switches are 23 � 8. So the voltage phasors in the transformed

system will be as tabulated in Table C.1 The vectors thus formed is depicted

S3 S2 S1 Vαn Vβn VS1S2S3 � Vαn � jVβn
0 0 0 0 0 0

0 0 1
2

3
Vdc 0

2

3
Vdc

0 1 0 �1

3
Vdc

1?
3
Vdc

2

3
Vdce

j 2π
3

0 1 1
1

3
Vdc

1?
3
Vdc

2

3
Vdce

j π
3

1 0 0 �1

3
Vdc � 1?

3
Vdc

2

3
Vdce

�j 2π
3

1 0 1
1

3
Vdc � 1?

3
Vdc

2

3
Vdce

�j π
3

1 1 0 �2

3
Vdc 0

2

3
Vdce

jπ

1 1 1 0 0 0

Table C.1: Clarke transformed vectors for the various switching states

in Fig. C.2. It can be seen that these forms the diagonal of a regular hexagon

with each side of length
2

3
Vdc. The six sectors so formed are marked as I -

VI. Now, to synthesize any vector (V 1
s=θ) lying inside the nth sector of the

hexagon [as shown in Fig. C.3] with the weighted algebraic sum of the two

space vectors making the sector , the expression for the same in matrix form

will be

�
��Vα
Vβ

�
�� � 2

3
Vdc

�
��cos

pn� 1qπ
3

cos
nπ

3

sin
pn� 1qπ

3
sin

nπ

3

�
��
�
��tx
ty

�
�� (C.8)

where tx and ty are the weights applied to the space vector making up the nth

sector, respectively in the anticlockwise direction. The correct expression for
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V011V010

II


V110 V001

V0

V7

I

V

IV
VI

III





V100 V101

V

26

Figure C.2: The space vectors for the various switching states

the weighted sum will be [23]

txVx � tyVy � tz{2pV000 � V111q � V 1
s (C.9)

with the constraint

tx � ty � tz � 1 (C.10)

Vx, Vy being the corresponding space vectors of magnitude
Vdc
2

but with an

angle of
π

3
between them.

Now the angle of the vector may be expressed as

θ � pn� 1qπ
3
� γ (C.11)
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Figure C.3: Synthesis of any vector by the space vectors

where 0 ¤ γ   π

3
. The weights may be obtained as
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�
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Once these two are computed the rest is computed from (C.10) as

tz � 1� ptx � tyqq (C.13)

Now, if the weights are to relate to the switching times

tx ¥ 0

ty ¥ 0

Also, these being proper fractions as the application cannot use the space

vectors exceeding their value,

tx ¤ 1

ty ¤ 1

So we get the inequation

�
��0

0

�
�� ¤

?
3V 1

s

Vdc

�
��sinpπ

3
� γq

sinpγq

�
�� ¤

�
��1

1

�
�� (C.14)

From (C.11) and (C.14) we thus may say

Vdc?
3
¤ V 1

s ¤ 0 (C.15)

This may be compared with SPWM given in Fig. C.4 that indicates that

the square wave peak is only 0.5Vdc. So compared to SVPWM the DC bus
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utilization is poor for SPWM. Moreover, SPWM contains more harmonics [48].

Figure C.4: Application of SPWM for inverters

V3(011)V2(010)

V6(110) V1(001)V0
V7

I
II

VI

III

Vs max(SVPWM)

Vs max(SPWM)

V4(100) V5(101)

V7

V
IV VI

Figure C.5: Comparing the utilization of SPWM and SVPWM
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Appendix D

Analysing LPF configurations

for VSI

D.1 Derivations with T1 and T2

During the circuit analysis of the ∆-Y 3� φ network in this appendix,

there are several instances of analysing loops and nodes shared by two phases.

Often, these involve difference operations between voltages and currents of

the phases. To represent these operations, two matrices are used viz., T1

and T2. As the analysis is carried out for both phase sequences, two more

matrices viz. S�1 and S�1 representing the positive and negative sequences

respectively are used. Using the above four operators (defined in Operators

section of Nomenclature) and remembering a3 � 1, the following four relations
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are derived that are extensively used in the subsequent sections.
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T1S�1 �

�
�����

1 0 �1

�1 1 0

0 �1 1

�
�����

�
�����

1

a2

a

�
����� �

�
�����
p1� aq
pa2 � 1q
pa� a2q

�
�����

� p1� aq

�
�����

1

a2

a

�
�����

� p1� aqS�1

�
�

1� pcos
2π

3
� j sin

2π

3
q


S�1

�
?

3e
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D.2 Analysis of the LpCp topology

The LpCp topology is shown in Fig. D.1. The secondaries of the IT
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Figure D.1: Inverter with LC in IT primary

are across the load. So the winding voltages will be

Vs � Vl � SpVlarfor both abc (p � �1) and acb (p � �1) phase sequencess
(D.5)

and

Vp � 1

n
Vs � 1

n
Vl (D.6)

Again, the secondary currents are same as the load currents. So the IT currents

are given by

Is � Il � 1

Rl

Vl (D.7)
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and

Ip � nIs � n

Rl

Vl (D.8)

From eq. (D.6), the voltages across the primary capacitors (same as that in

the IT primaries) will be

VCp � Vp � 1

n
Vl (D.9)

and the corresponding current matrix is

ICp � jωCpVCp � jωCp
n

Vl (D.10)

From eq. (D.9), we may write

nClpjωq � VCpx
Vlx

� 1

n
rx � a, b, cs (D.11)

Now, the current flowing through a filter inductor is derived by applying KCL

in the node common to the inductor, the corresponding primary capacitors

and the corresponding IT primaries. These node operations are represented

by matrix T1 whose expression is listed in Section D.1.

6 IL � T1pIp � ICpq �
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n
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� jωCp
n



T1Vl
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�
n
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� jωCp
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?
3e
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pπ

6 SpVla
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This gives

nLlpjωq � ILpx
Ilx

rsame for any phase xs

�
?

3

�
n� jωRlCp

n



e
j
pπ

6 (D.13)

The voltages across the inductors are given by,

VL � jωLpIL � jωLp
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3
q
Vl (D.14)

Now, for each of the inverter output line voltages KVL is used for the loop

containing the line voltage terminals, the inductor drops and the drop across

the corresponding primary capacitor. This is again notated as T2, listed in

Section D.1.

6 Vinvll � T2VL � Vp � T2
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� 3ω
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π
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n
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1

n
p1� 3ω2LpCpq � jp3nωLp

Rl

q


Vl (D.15)

From eq. (D.15), the index GLP pjωq for each phase can be computed by

finding the ratio of each element of Vl to the corresponding element of Vinvll.

As obvious from the expression, the ratio will be the same in each case and

will be

GLP pjωq � 1�
1

n
p1� 3ω2LpCpq � jp3nωLp

Rl

q

 �

n

3LpCp�
� ω2 � j

n2

RlCp
ω � 1

3LpCp




(D.16)

The line currents at the inverter output are same as the inductor currents and

are given by

Iinvll � IL �
?

3

�
n

Rl

� jωCp
n



e
j
pπ

6 Vl (D.17)

D.3 Analysis of the LsCs topology

The LsCs topology is shown in Fig. D.2. The voltages across the

secondary capacitors are same as the load voltages. So,

VCs � Vl (D.18)
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Figure D.2: Inverter with LC in IT secondary

Thus,

nClpjωq � 1 (D.19)

and

ICs � jωCsVl (D.20)

The current in each inductor is the sum of the current through the capacitor

and the load current.

6 IL � ICs � Il �
�

1

Rl

� jωCs



Vl �

�
1� jωRlCs



Il (D.21)

This gives,

nLlpjωq � p1� jωRlCsq (D.22)
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Again,

VL � jωLsIL � jωLs

�
1

Rl

� jωCs



Vl (D.23)

Thus IT secondary voltages will be given by

Vs � Vl � VL �
�

1� ω2LsCs � j
ωLs
Rl



Vl (D.24)

and correspondingly the voltage across the primary of the IT will be

Vp � 1

n
Vs � 1

n

�
1� ω2LsCs � j

ωLs
Rl



Vl (D.25)

As each IT secondary current flows through the corresponding secondary in-

ductor,

Is � IL �
�

1

Rl

� jωCs



Vl (D.26)

and

Ip � nIs � n

�
1

Rl

� jωCs



Vl (D.27)

The inverter output line voltages will be

Vinvll � Vp � 1

n

�
1� ω2LsCs � j

ωLs
Rl



Vl (D.28)
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which gives,

GLP pjωq � 1
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 (D.29)

The line currents from the inverter leads can be computed as

Iinvll � T1Ip � n
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D.4 Analysis of the CpLs topology

The CpLs topology is shown in Fig. D.3. The load currents are flowing

through the corresponding secondary inductors. So,

IL � Il � Vl
Rl

(D.31)

which gives,

nLlpjωq � 1 (D.32)
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Figure D.3: Inverter with C in IT primary secondary and L in IT primary

and

VL � jωLsIL � j
ωLs
Rl

Vl (D.33)

The IT secondary voltages will be the vector sum of the load and the inductor

drops in the corresponding phases.

Vs � Vl � VL � p1� j
ωLs
Rl

qVl (D.34)

6 Vp � 1

n
Vs � 1

n
p1� j

ωLs
Rl

qVl (D.35)

The secondary currents will be the same as the inductor currents given by,

Is � IL � Vl
Rl

(D.36)
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that corresponds to

Ip � nIs � n

Rl

Vl (D.37)

The capacitor voltages are the same as the IT primary voltages

6 VCp � Vp � 1

n

�
1� j

ωLs
Rl



Vl (D.38)

and

ICp � jωCpVCp � ωCp
n
p�ωLs

Rl

� jqVl (D.39)

So,

nCl � 1

n
p1� j

ωLs
Rl

q (D.40)

The inverter output line voltages will thus be

Vinvll � VCp � 1

n
p1� j

ωLs
Rl

qVl (D.41)

which gives

GLP pjωq � 1
1

n
p1� j

ωLs
Rl

q
�

nRl

Ls�
Rl

Ls
� jω


 (D.42)
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The inverter output line currents are
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6 Vl (D.43)

D.5 Analysis of the LpCs topology

The LpCs topology is shown in Fig. D.4. The secondary capacitors are
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Figure D.4: Inverter with L in IT and C in IT secondary

placed across the load.

6 VCs � Vl (D.44)
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and

nClpjωq � 1 (D.45)

Also,

ICs � jωCsVCs � jωCsVl (D.46)

The load voltages are the same as IT secondary voltages. So,

Vs � Vl (D.47)

and correspondingly,

Vp � 1

n
Vs � 1

n
Vl (D.48)

The currents in the IT are computed as

Is � Il � ICs � p 1

Rl

� jωCsqVl (D.49)

and

Ip � nIs � np 1

Rl

� jωCsqVl (D.50)
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The inductor currents are computed from KCL using the common node be-

tween them and the corresponding primary windings.

IL � T1Ip � np 1
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Also,

VL � jωLpIL �
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3nωLpp�ωCs � j
1

Rl

qej
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6 Vl (D.53)
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which gives

GLP pjωq � 1�
p 1

n
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The current will be

Iinvll � IL �
?

3np 1
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� jωCsqe
j
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6 Vl (D.56)

D.6 Analysis of the LpCpCs topology
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Figure D.5: Inverter with LC in IT primary and C in IT secondary

The secondary capacitor voltages will be

VCs � Vl (D.57)
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6 nCsl � 1 (D.58)

and the current flowing through them are

ICs � jωCsVCs � jωCsVl (D.59)

The IT secondary voltages will be the same as the load voltages.

6 Vs � Vl (D.60)

So,

Vp � 1

n
Vs � 1

n
Vl (D.61)

The IT currents are computed as

Is � ICs � Il �
�

1

Rl

� jωCs



Vl (D.62)

and

Ip � nIs � n

�
1

Rl

� jωCs



Vl (D.63)

Now, the voltages across the primary capacitors are

VCp � Vp � 1

n
Vl (D.64)
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6 nCpl � 1

n
(D.65)

and

ICp � jωCpVCp � j
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Now,
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The voltages across the inductors are

VLp � jωLpILp �
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The inverter outputs are
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6 GLP pjωq �
n

3LppCp�n2Csq�
� ω2 � j n2

RlpCp�n2Csq
ω � 1

3LppCp�n2Csq


 (D.71)

Also,
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Appendix E

Inverter parameters for DVR

The VSI with the low pass filter in LpCpCs configuration is shown in

Fig. E.1. Applying KVL to the load circuit of any phase,
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Figure E.1: VSI configured for DVR with LpCpCs type low pass filter

Vl � Vmp � VCs (E.1)
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So, for a sag of ksag at the mains, once phase is locked,

VCs � Vl � Vmp � Vpref � ksagvpref � p1� ksagqvpref (E.2)

and the current flowing through it is

ICs � jωCsVCs � jp1� ksagqωCsvpref (E.3)

The IT secondary voltages will be the same as the capacitor voltage.

6 Vs � p1� ksagqvpref (E.4)

So,

Vp � 1

n
Vs � p1� ksagq

n
vpref (E.5)

The IT currents are computed as
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Rl

� jp1� ksagqωCs
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and

Ip � nIs � n

�
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Now, the voltage across the primary capacitor is

VCp � Vp � p1� ksagq
n

vpref (E.8)
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6 ICp � jωCpVCp � j
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The voltage across the inductor is
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The inverter output is
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