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Synopsis 

Title of the proposed thesis: 

“Role of Hydrogen Bonding Interactions in Biologically Important 

Macromolecules” 

Submitted by Ms. Swati Panigrahi, Biophysics Division, Saha Institute of Nuclear 

Physics, 1/AF Bidhannagar, Kolkata 700064 

 

Background: 

The structures of biologically important macromolecules like DNA, RNA, and 

proteins are largely determined by the non-covalent interactions. These interactions play 

crucial role in molecular self-assembly, folding, molecular recognition etc. Non-covalent 

interaction comprises contributions from hydrogen bond (arise between polar molecules), 

ionic interaction (arise between charged residues), hydrophobic interaction (between non-

polar group) and dispersion interaction. Dispersion interaction arises as a major attractive 

interaction between non-polar molecules. Between the two interactions, covalent 

interactions between the atoms and van der Waals between the molecules, lies an 

intermediate known as hydrogen bonding interaction, which addresses different physical, 

chemical and biochemical processes
1
. Traditional H-bonds in biomolecules are formed 

between the polar molecular groups, O-H, N-H, which carry a hydrogen atom known as 

donors and between O/N atoms of another molecule or another part of same molecule, 

known as acceptors. In generally hydrogen bond is represented as D-H…A, where D-H is 

known as donor group, associated with strong/large dipole moment and A is known as 
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acceptor group, which has lone pair of anti-bonding orbital. Hydrogen bond can be 

classified into strong and weak depending on the strength of hydrogen bonds
1
. The weak 

hydrogen bonded systems involve C-H…O/N, C-H…C, C-H…π types of interactions, 

where the proton donor/acceptor are non-electronegative in nature
2
.  

 Nucleic acid bases interact with each other through face to face ―stacking 

interaction‖ and edge to edge ―hydrogen bonding interaction‖. These two forces are 

considered to be the intrinsic factor for helix stability. The bases are held together by 

hydrogen bonds between the complementary bases A=T/A=U and G≡C types as 

proposed by Watson and Crick (WC), which maintains the helicoidal conformation of 

DNA, making it the most stable biomolecule in nature. While presence of –OH group in 

the RNA makes it more flexible, as this substitution may have important biological 

effects. RNA crystallography reveals that in addition to the usual Watson-Crick 

basepairing, bases of RNA can also undergo pairing through Hoogsteen edge/sugar 

edge.
3
 Non-WC basepairs occurring within secondary structural blocks are the key 

determinant for the folding of RNA, RNA recognition by ligands, proteins, ions and 

antibodies and of immense importance.  

 Non-covalent interactions of various biomolecules (like DNA/RNA) with 

graphene and carbon nanotube (CNT) draw special attentions in recent years due to their 

unique chemical, mechanical and electronic properties.  Both nano-graphene and CNT 

are used as carriers of different drugs and biomolecules. Different molecules can interact 

with the CNT and graphene sheet through hydrogen bonding interaction and dispersion 

interaction. Hydrogen bonding interaction also plays significant roles in stabilizing Gold 
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nano particle (GNP)-drug complexes, which can have several therapeutic applications in 

nano-medicines. 

 Computational chemistry is an important technique to evaluate the molecular 

geometries, rates of equilibrium and other physical and chemical properties of the 

molecules. The tools of computational chemistry are force fields (molecular mechanics), 

ab initio, semi empirical and density functional methods.
4 

Ab initio method is based on 

approximate solution of Schrödinger equation. The important part of solving the 

Schrödinger equation is the Born-Oppenheimer approximation, where coupling between 

electron and nuclear motion is neglected.  The movement of electrons is considered 

differently by different methods. Hartree-Fock method considers the average electron 

interaction. Density functional theory (DFT), which takes in account of the Kohn-Sham 

equation, is superior to this as it considers both the electron correlation and electron 

exchange in its integral. Different levels of DFT are available to deal with different types 

of molecules and properties. The HF and DFT methods also used some approximation in 

the form of basis sets, where molecular orbital are given in terms of set of known 

functions. Energy of a molecule can be accurately derived by all the methods, but it is the 

optimized geometry which matters depending on the method and basis set employed.  

Objectives: 

 I have attempted to understand the following through different ab-initio quantum 

chemical procedures. 

 1. Structure and energy of non-canonical basepairs: comparison of various 

computational chemistry methods with crystallographic ensembles 
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2. Structure, stability and energetic of rarely occurring base pairs in nature: A 

quantum chemical approach 

3. RNA non-canonical basepair database: A complete analysis of the energetic, 

structural features, dynamics of the possible basepairs in their optimization form 

4. Binding of Quercetin with gold nano-particle 

5. Wetting Property of the edges of monoatomic step on graphite 

6. Interaction of nucleobases with wrinkled graphene surface 

7.         Unzipping of  Small interfering RNA (siRNA) on single walled Carbon Nanotube 

and graphene 

Work Abstract: 

1. Structure and Energy of Non-canonical Basepairs: Comparison of Various 

Computational Chemistry Methods with Crystallographic Ensembles 

Different types of non-canonical basepairs, in addition to the Watson-Crick ones, 

are observed quite frequently in RNA.  Their importance in the three dimensional 

structure is not fully understood, but their various roles have been proposed by different 

groups. We have analyzed the energetics and geometry of 32 most frequently observed 

basepairs in the functional RNA crystal structures using different popular empirical, 

semi-empirical and ab initio quantum chemical methods and compared their optimized 

geometry with the crystal data.  These basepairs are classified into three categories: polar, 

non-polar and sugar-mediated, depending on the types of atoms involved in hydrogen 

bonding. In case of polar basepairs, most of the methods give rise to optimized structures 

close to their initial geometry.  The interaction energies also follow similar trends, with 
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the polar having more attractive interaction energies. Some of the C-H…O/N hydrogen 

bond mediated non-polar basepairs are also found to be significantly stable in terms of 

their interaction energy values. Few polar basepairs, having amino or carboxyl groups not 

hydrogen bonded to anything, such as G:G H:W C, show large flexibility. Most of the 

non-polar basepairs, except A:G s:sT and A:G w:sC, are found to be stable; indicating C-

H…O/N interaction also plays a prominent role in stabilizing the basepairs. The sugar 

mediated basepairs show variability in their structures, due to the involvement of flexible 

ribose sugar. These presumably indicate that the most of the polar basepairs along with 

few non-polar ones act as seed for RNA folding while few may act as some 

conformational switch in the RNA.  

2: Structure, stability and energetic of rarely occurring base pairs in nature: A 

quantum chemical approach 

 Many frequently occurring non-canonical basepairs play important role in three-

dimensional RNA structure. However, there are some base pairs, which occur very rarely 

in the RNA crystal structures. Considering all such base pairs together, they appear as 

about 3.4% of total basepairing types in the non-redundant data set as obtained from 

recent database (http://www.saha.ac.in/biop/www/HD-RNAS.html). Our main aim is to 

study the role of these rare base pairs and to understand why these are so rarely seen in 

nature. We have modeled these base pairs using an in-house program NUCGEN, which 

uses base pair orientation parameters, such as propeller, buckle, etc. for generating the 

coordinates of a base pair. These parameters are related to another set of six parameters in 

helical sense, which can be applied identically to both the bases before the helical 

transformation (Propeller and Stretch equivalents) is applied to one of the bases. We have 
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modeled 37 rare base pairs and 14 sugar-mediated base pairs using this procedure. Base 

pairs without sugar-mediated interactions are categorized into 3 types, (i) with two polar 

H-bonds (ii) with one polar H-bond and another is C-H…O/N contact and (iii) both H-

bonds are C-H…O/N mediated. Base pairs, with N-H…O/N types H-bond, are found to 

be very stable. In some cases, the interaction energy values of C-H…O/N mediated 

basepairs are found to be as high as around -4 Kcal/mol, associated with larger H-bond 

lengths around 2.4 Å. We have also carried out the NBO charge analysis and AIM 

analysis on the optimized geometry, to study the amount of charge transfer and electron 

density through the hydrogen bonded systems. The sugar-mediated basepairs are 

observed to be very unstable and their optimized geometry differ significantly from their 

expected structures, due to involvement of flexible ribose sugar and backbone torsion 

angle, which provides extra flexibility to the geometry of the basepairs.  

3: RNA non-canonical database: A complete analysis of the energetic, 

structural features, dynamics of the possible basepairs in their optimization form 

 RNA crystallography reveals that in addition to the usual Watson-Crick 

basepairing, RNA has ample varieties of base pairing geometry. Among the observed 

RNA structures, 60% are held together by regular Watson-Crick type of basepairing, 

while rest are engaged in other types of base pairing edges known as non-Watson-

Crick/non-canonical basepairs. All the purine and pyrimidine bases interact with each 

other in plane through three different edges. These are known as (i) Watson-Crick edge 

(ii) Hoogsteen edge (iii) sugar edge. We have collected a set of non-redundant PDB files 

from the HD-RNAS data set (http://www.saha.ac.in/biop/www/HD-RNAS.html) and ran 
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BPFIND and NUPARM on them, which give us possibility of different basepairs in 

RNA. Presently our database is available in our institute website, which is as follows,  

http://www.saha.ac.in/biop/www/db/local/BP/rnabasepair.html. The numbers of 

geometries that can occur between two specific edges are hyperlinked. From our data set 

one can find out frequency of each type of basepairs. We have also hyperlinked 

optimized geometry (optimized by B3LYP/6-31G** approach) of the best structure of the 

specific type, along with its hydrogen bond lengths, basepair parameters, interaction 

energy, associated glycosidic angles and C1’-C1’ distances. The distribution of the base 

pair parameters as obtained from the crystal structures is hyperlinked with the duplex 

frequency. Some of the basepairs are observed as part of base triads also. So we have also 

calculated the frequency of the triads depending on the base pairing edge involved. We 

have hyperlinked representatives of each type of base triplets, associated with the duplex, 

along with their PDB ID and residue numbers. We have also given the detail information 

about the basepairs which are occurring rarely or with zero frequency in nature by 

modeling them with NUCGEN. Our data set also gives information about the protonated 

basepairs also, which are detected by BPFIND. The primary reason behind developing 

the database is to gather a complete knowledge about the possible basepairs, along with 

the base triplets, which plays crucial role in riboswitch and to understand their structure 

and flexibility. 

4:  Binding of Quercetin with gold nano-particle 

Gold nano-particles can be used in chemical science, technologies and drug delivery 

applications as they are chemically inert in nature and have no side effects in biological 

systems. Quercetin is an important flavonoid possessing strong antioxidant property. It is 
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used in the treatment of several oxidative stress-associated diseases. Gold nanoparticles 

were synthesized by reducing chloroauric acid with trisodium citrate by our experimental 

collaborator.
5
  The aim of the present study is to investigate the binding of quercetin with 

citrate capped gold nano-particles theoretically. Theoretically we have used 

GGA:PW91/TZ2P approach along with the zeroth order regular approximation of 

relativistic Hamiltonian (ZORA) using ADF package. We have taken a three gold with 

citrate-capped system along with one quercetin molecule, which acts as a proper 

miniature model for the theoretical calculation. The total interaction energy of the citrate 

capped gold nano-structure was obtained as -16.79 Kcal/mol along with two stable O-

H…O bonds, which is sufficient to stabilize the complex system and comparable to the 

interaction.  Our results support the experimental finding of formation of stable 

quercetin-gold nano complex. We have also calculated normal mode frequencies of the 

systems and compared those with observed IR spectroscopic results, which also proved 

that GNP normally remains capped by citrate ions.  

5:   Wetting Property of the edges of monoatomic step on graphite 

An arbitrarily cut graphene mostly shows two distinct edges, the zig-zag (Trans-

edge) and the arm-chair (Cis-edge). We have carried out quantum chemical calculations 

on model systems of fully reduced nano graphene to characterize the hydrogen bonding 

capacity of C-H bond associated with these two edges of graphene with water.  Analysis 

of the optimized geometry gives a pair of H-bond like interactions between the C-H 

groups of both graphene edges with the nearest water molecule.  Trans-graphene edge 

water system is found to be more stable by 2 Kcal/mol than that of the Cis-edge.  Charge 

transfer analysis using NBO approach demonstrates that the energy of charge transfer 
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between the lone pair of electrons of the oxygen to the anti-bonding orbital of the closest 

C-H bond is more in case of Trans-graphene edge than that of the Cis-graphene edge.  

Similarly, the change in NBO charges of the carbon, hydrogen and oxygen of the 

complex and components in Trans-graphene edge is more significant. This implies that 

the Trans-graphene edge interacts with water more strongly than that of the cis-graphene 

edge. This was found to be in agreement with the Atomic force Microscope (AFM) 

experiments by our collaborators on highly oriented pyrolytic graphite (HOPG), which 

detected two distinct frictional properties at the edges on varying humid conditions, 

giving rise to different AFM signature.  

6:  Interaction of nucleobases with wrinkled graphene surface 

 Graphene-nucleobase interaction is gaining importance due to its possible 

therapeutic applications. We have carried out detailed quantum chemical calculations of 

complexes of nano-graphene sheet and the nucleobases of DNA and RNA using 

dispersion corrected density functional theory. Binding energies show a trend as observed 

earlier by different theoretical and experimental measurements.
6
 However, in our present 

investigation the optimized structures of the complex as well as isolated graphene show 

significant curvature
7
, similar features are also observed by our collaborators in Atomic 

Force Microscopic studies.  Analysis of NBO charges indicates possibility of weak 

hydrogen bond like interactions involving pyramidal amino groups of the nucleobases 

and -center of the nano-graphene.   
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7:  Small interfering RNA (siRNA) wrapping on single walled Carbon Nanotube 

and graphene  

 Recently it has been found that siRNA is quite important in different therapeutic 

applications.  Molecular dynamics simulations of siRNA along with carbon nanotube 

(CNT) as well as of CNT-DNA complex for same sequence, has been carried out to 

understand how the CNT molecules can help in intracellular delivery.  In order to 

understand the reason behind the differential binding of RNA and DNA to CNT, we have 

carried out ab initio quantum chemical calculations using DFT-D method with 

ωD97XD/6-31G** basis set. The interaction energy of uridine with CNT is found to be 

around -18.72 Kcal/mol where as in thymidine, it is obtained as -16.25 Kcal/mol.  We 

have also carried out charge transfer analysis of the systems and we observed that uridine 

undergoes maximum charge transfer with the terminal carbon atoms of the CNT forming 

three stable hydrogen bonds, however we did not observe any such effect in case of 

thymidine complex. So this analysis gave us a proper explanation that RNA has stronger 

binding energy with CNT than that of DNA, which in turn initiates the wrapping of the 

siRNA on the CNT, which are in agreement with the MD simulation studies by our 

collaborators. We have also studied interactions of components/fragments of si-RNA 

with the graphene sheet by modeling miniature models of graphene and nucleosides 

complexes and optimizing them by DFT-D followed by frequency calculation. We 

observed that unpaired uracil residue makes strongest contacts with the graphene 

molecule through van der Waals and specific H-bonding interaction involving 2’-OH 

group of the ribose sugar. The thermodynamic analysis of the system also shows ∆G 

value of the graphene+uridine complex is more negative. So these interactions can be the 
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dragging force for the double helical si-RNA to unzip. Our Quantum chemical analyses 

are in agreement with that of MD simulation studies performed by our collaborators. 
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1.1    Brief Summary of Major Forces Stabilizing the Biomolecules 

All the biological processes, in virus, bacteria, small insects to human are 

controlled by different interactions and interconversion of several biological 

macromolecules.  These macromolecules are organic compounds and hence have many 

covalent bonds.  Apart from covalent bonding interactions there are other forces also 

taking place in controlling the cellular machineries. 

The monomeric subunits of different biomolecules and many of chemical 

compounds are formed by covalent bonds. Covalent bond is formed when two 

subsystems with unfilled electronic shells start to overlap. At that point electron density 

between them increases and a strong bond is formed.  Covalent bond involves sharing of 

a pair of valence electrons by two atoms. In other words the electronic rearrangement of 

charges with an appreciable energy gain is known as covalent interactions.  It is the origin 

of formation of many molecules. These are short range interactions and are highly 

directional in nature. The simplest example is the formation of hydrogen molecule. 

Hydrogen atom has one proton surrounded by one electron, two hydrogen atoms are 

attracted to each other in such a way that their individual electron clouds mix together 

forming a single cloud occupied by both the electrons with opposite spins, keeping the 

protons separated by well-defined distances.  Enthalpies of covalent interactions are of 

the order of -5 eV/-115.3 kcal/mol (Maréchal, 2007). 

 In some of the molecules, two or three covalent bonds are formed between a pair 

of atoms, such as ethylene or acetylene. Some molecules also possess multiple double 

bonds such as benzene, where the double bonds are delocalized. However in case of 

supramolecular complexes, in addition to the covalent interaction, non-covalent 
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interactions come into play. Covalent interaction leads to the formation of classical 

molecule, while non-covalent interactions lead to the formation of molecular cluster.  The 

realm of non-covalent interactions is extensive and covers a lot many of the chemical 

processes (Černý and Hobza, 2007). The structures of biologically important 

macromolecules like DNA, RNA, proteins etc. are also largely stabilized by the non-

covalent interactions. They play crucial role in molecular self-assembly, folding, 

molecular recognition etc.  Covalent interactions mainly belong to the field of chemistry, 

while non-covalent interactions play significant roles in biologically important 

macromolecules and are considered important by condensed matter physics also. Non-

covalent interaction comprises contributions mainly from ionic interaction (arise between 

charged residues), hydrogen bond (arise between polar molecules), hydrophobic 

interaction (between non-polar groups) etc. 

1.1.1 Ionic/electrostatic interaction 

Charged atoms interact with each other through ionic interactions. Coulombic 

ionic forces are long range in nature and its magnitude varies as 1/R
2
, where R is the 

distance between the two atoms.  Although the magnitudes of enthalpies of the ionic 

interactions are comparable to those of covalent interactions, they are barely directional. 

Electrostatic interactions are especially important for proteins, ion-pairs, and salt-bridges 

etc., which play important role in stabilizing the structures. 

In general electrostatic potential between two molecules are calculated as sum of 

interactions between the pairs of point charges using the Coulomb‘s law, which define 

the potential energy as  
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Where 
AN  and 

BN  are the number of point charges in the molecules A and B, 

and rij  is the distance between the point charges i and j. 

Electrostatic interactions are the fundamental interactions which determine the 

structures, dynamics and functions of various biomolecules. They are more significant in  

protein folding, ligand-receptor interactions, molecular recognition etc. (Hunenberger et 

al., 2001).  

1.1.2. van der Waals Interaction  

 When two uncharged molecules (such as noble gas) come in close contact to each 

other, their surrounding electron clouds influence each other, though neither of them have 

permanent charge/dipole moment. Random variations in the positions of the electrons 

around one nucleus create a transient opposite electric dipole moment in the other atom. 

This causes a weak attractive interaction between the two atoms by minimizing the 

electron-electron repulsion between them; such instantaneous dipoles-induced dipole-

dipole interaction is known as London dispersion interaction (van Holde et al., 2006). 

These are of the order of 0.23 kcal/mol for small molecules. The magnitude of the 

attractive potential is dependent on the volume and the number of polarized electrons in 

each interacting group. The attractive potential is short range in nature. However, the two 

atoms cannot come very close to each other to minimize the potential energy as at very 

short distances repulsive force come into play, which is combination of repulsion of the 

electron clouds of the two atoms in addition to nuclear-nuclear repulsion. These two 

forces together forbid the two atoms to come very close to each other.  Both the attractive 
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short range London dispersion and repulsive potential give rise to the complete van der 

Waals or Lennard-Jones potential, this has the following form 

                       V(r)=
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 The first term in the above equation represents the repulsive term and the second term 

presents the attractive term. Collision diameter and wall-depth are denoted by and 

respectively. These two opposing energies, attractive and repulsive are equal at 

equilibrium distance, which is known as van der Waals radii. The typical van der Waals 

energy curve is given in Figure 1.1. The graph shows that the interaction energy is zero at 

infinite distance and it decreases when separation decreases, passed through a minimum, 

then again energy increases on decreasing the distance further. The attractive force is 

long range order, whereas the repulsive force is short range in nature. 

 

 

 

                            

            

                                 Figure 1.1.  A typical van der Waals Energy curve 

 There is also other form of potential known as Buckingham potential which describes the 

repulsive exchange repulsion that originates from the Pauli Exclusion Principle by a more 

realistic exponential function of distance.  The van der Waals interactions between atoms 
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and molecules play important roles in many chemical systems. They are in detailed 

balance with electrostatics and exchange repulsion interaction. They play important role 

in structures of DNA and proteins, packing of crystals, formation of aggregates etc. 

Dispersion interaction arises as a major attractive interaction between non-polar 

molecules (Paton and Goodman, 2009). Their importance in the unsaturated organic 

groups is more significant, and termed as -stacking (Pyykko, 1997).  Dispersive 

forces between stacked DNA basepairs and stacked amino acids are large, and have 

substantial contribute to the stabilizing energy. This is the only attractive force between 

noble gas atoms and it comes from London dispersion energy, which was theoretically 

derived on the basis of quantum mechanics. The dispersion energy is proportional to the 

product of subsystem polarization and the sixth power of reciprocal of the distances. 

Recent studies (Müller-Dethlefs and Hobza, 2000) shows that dispersion energy between 

aromatic systems with delocalized electron is comparable to that of hydrogen bonded 

complex. 

1.1.3. Hydrogen Bonding  

1.1.3.1. Historical Origin 

Between the two interactions, covalent interaction between the atoms and van der 

Waals interaction between the atoms and molecules exist an intermediate known as 

hydrogen bonding interaction, which addresses different physical, chemical and 

biochemical processes. It is a topic of interest since a long time. Many eminent scientists 

postulated many theories about the definition of hydrogen bond (H-bond). Pauling had 

proposed that ―Under certain conditions hydrogen atoms are attracted by rather strong 
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forces to two atoms, instead of only one, so that it may be considered to be acting as a 

bond between them, this is called hydrogen bond‖.  Also he added that ―A hydrogen bond 

is formed only between the most electronegative atoms and the second and weaker 

connections of H-atom are mostly electrostatic in nature of its interactions‖.  Even though 

historically, electrostatics interactions are considered as the origin of the H-bond, 

depending on the strengths of the interactions, other contributions are also assumed to be 

present. According to Desiraju and Steiner (Desiraju and Steiner, 2001), the H-bonds are 

electrostatic in nature, but this character can vary. They define hydrogen bond as a 

complex interaction of electrostatic, polarization, van der Waals and covalent forces.  A 

simple electrostatic model can account for a weak H-bond; whereas participation of 

covalent bonds is required for explanation of strong H-bond.  So H-bond is formed in the 

extreme region of electrostatic and covalent bonds and it is the topic of interest in my 

research area. According to Pimentel and McClellan (Pimentel and McClellan, 1960) ―A 

hydrogen bond is said to exist when (i) there is evidence of a bond and (ii) there is an 

evidence that this bond sterically involves hydrogen atoms already bonded to another 

atom‖.  However, this theory remains silent about the nature of donors and acceptors. 

There are different methods to detect hydrogen bonding experimentally. IR 

spectroscopy appeared in 1936 is found to be an efficient method to detect and observe 

hydrogen bonds.  After 1950, discoveries of X-ray and neutron scattering established a 

fundamental property of hydrogen bonding; i.e. hydrogen bonds are directional in nature. 

After the prediction of alpha helix by Pauling and DNA structure by Watson and Crick, 

hydrogen bonding emerges as an important topic of research. 
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1.1.3.2. Geometry of Hydrogen Bond  

Traditional H-bonds are formed between the polar molecular groups, O-H, N-H 

which carry a hydrogen atom known as donors and oxygen or nitrogen atoms of another 

molecule or another part of the molecule known as acceptors. The donors possess 

characteristics dipole moments and the acceptor is characterized by at least one non-

bonding orbital or lone pair electrons that can point towards the hydrogen atom of the 

donor group. The donating molecular groups retain their identity upon formation of 

hydrogen bonds. In general hydrogen bond is represented as D-H…A, where D-H is 

known as donor group and A is known as acceptor group. The D-H and A are atoms of 

different molecules or part of the same molecules. The hydrogen bond of the type D-

H…A can be described in terms of d, D, θ and φ respectively (Figure 1.2). 

                          

                      

 

  

         Figure 1.2. Schematic representation of hydrogen bond 

 

Three out of the four parameters are independent. Where D denotes the distance between 

the heavy atoms, d is the hydrogen bond lengths H…A and θ denotes the D-H…A angle. 

The values of these parameters vary depending on the nature of the hydrogen bond.  If 

the hydrogen bond is extended on the acceptor side, then the acceptor angle H…A-Y can 

also be defined as angle φ.   
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1.1.3.3. Nature of Hydrogen Bond 

 Hydrogen bond interaction can be described as contributions from electrostatic, 

polarization, exchange repulsion, charge transfer and dispersion interaction, among these 

exchange repulsion is repulsive in nature, whereas all the other interactions are attractive. 

Electrostatics, polarization, exchange repulsion and charge transfer vary with types of 

hydrogen bonds and represent its specific and directional property, while van der Waals 

interaction including dispersion signifies its non-directional property. Although 

electrostatic plays a dominant role among these interactions, in case of weak hydrogen 

bond interaction the contribution from electrostatic is found to be less significant, and 

dispersion interaction dominates (van Mourik and van Duijneveldt, 1995). 

 Hydrogen bond can be classified into strong and weak depending on the strength 

of hydrogen bonds. According to Jeffrey (Jeffrey, 1997) energy range for strong 

hydrogen bonds is 15-40 kcal/mol, for moderate hydrogen bond  4-15 kcal/mol, whereas 

for week H-bond 1-4 kcal/mol.  So the upper limit of the energy for strong hydrogen 

bond is comparable to that of covalent bond, while the lower limit of the energy of the 

weak hydrogen bonds is comparable to the van der Waals interaction. The strength of the 

hydrogen bonds are also dependent on the geometry of the D-H…A orientation. In case 

of strong H-bond, the distance between H…A must be smaller than 2.5 Å, while the 

angles are close to 180
o
. While large deviation from the above limit can be observed in 

case of weak hydrogen bonded system. So in case of weak hydrogen bonds, special care 

has to be taken when relating the geometry with the interaction energy. 

Hydrogen bond can also be classified into conventional and non-conventional 

depending on the nature of hydrogen bond (Maréchal, 2007). Conventional hydrogen 
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bonds involve traditional donors such as N-H, O-H, which have appreciable dipole 

moment and the acceptors used to have lone pair of electron in its non-bonding orbital. 

Whereas, hydrogen bonds involving C-H group as the donors, which possess almost 

negligible dipole moment, are known as non-conventional type. In general most of the 

strong hydrogen bonds are conventional type, whereas most of the weak H-bonds are 

non-conventional type. 

 Hydrogen bond of the type D-H…A can also be classified as intermolecular and 

intramolecular H-bond. In case of intermolecular H-bond the D-H and A belong to two 

independent molecular groups, while in case of intramolecular H-bond, the donors D-H 

groups and acceptors A belong to same molecule. Intermolecular H-bonds are most 

commonly observed in nature, but intramolecular H-bonds also play important role in 

secondary structure formation of proteins or RNA. 

1.1.3.4. Weak Hydrogen Bond 

 In case of strong hydrogen bond, the H-bond distance is smaller than the sum of 

van der Waals radii of the H and A atoms, as these are mostly electrostatic in nature. 

However, such criteria is not applicable for the weak or non-conventional hydrogen 

bonds (Grabowski, 2006). Such types of systems involve C-H…O/N, C-H…C, C-H…π 

etc., where the proton donors/acceptors are not strongly electronegative in nature. The 

results of spectroscopy and crystallography need not match well for the weak H-bond, as 

these are flexible in nature and may deform easily. The ability of the C-H group to act as 

proton donor also depends on the hybridization of carbon atom (Allerhand and Von 

Rague Schleyer, 1963) and also with that of adjacent electronic groups with the order 

C(sp) > C (sp
2
) > C (sp

3
).  The H…O distance decreases significantly with increasing the 
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acidity of the C-H group. The strengths of the C-H bond donor capacity also vary, such as 

C-H group associated with methyl groups are weak hydrogen bond donors, while those 

associated with aromatic compounds are found to be stronger hydrogen bond donors. 

1.1.3.5. Biological Significances of Weak Hydrogen Bond 

               The importance of weak hydrogen bonds in the biological macromolecules has 

been observed by various groups (Sutor, 1963).  In biological molecules there are several 

C-H groups which can act as potential H-bond donors and many π-centers which can act 

as H-bond acceptors are present both on the surfaces and in the interior of the 

macromolecules and involve in the weak hydrogen bond formation. They play crucial 

role in molecular recognition and structural stabilization of molecular conformations. The 

side chains of different amino acids, which are the building blocks of the proteins show 

diversity in the possible types of hydrogen bond donors as discussed above.  Amino acids 

like tyrosine, phenylalanine, tryptophan etc. also contain weak hydrogen bond acceptors. 

The C-H…O bonding patterns are frequently observed in parallel and antiparallel β-sheet 

and help in stabilizing those structures (Derewenda et al., 1995). In addition to the C-

H…O/N type of weak hydrogen bonds, N/O-H…π hydrogen bonds are also observed in 

the protein and these mostly play dominant role in ligand-protein types of interactions, 

having energy ranges 2-4 kcal/mol. The involvement of weak hydrogen bonds in the 

enzymatic activity has been studied by various groups (Derewenda et al., 1994).  The C-

H…O hydrogen bonds in addition to the O-H…O hydrogen bonds are also frequently 

observed in carbohydrates, which are one of the most important biological 

macromolecules. 
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  Stabilization to the entire non-covalent complex is due to favorable energy. 

However, these depend on the environment effects and mostly in water phase, some other 

forces also come into play, among them hydrophobic interactions play an important role. 

1.1.4. Hydrophobic Interaction 

 Importance of hydrophobic effect has been widely studied in various areas of 

chemistry and biology.  It is the most important intermolecular force of nature (Voet and 

Voet, 1994). The term ‘Hydrophobic effects‘ in general refers to the poor solubility of 

non-polar solutes in water, while ‗hydrophobic interaction‘ refers to the association of 

two non-polar moieties in water (Southall et al., 2002). Two non-polar residues are driven 

to associate in water by the reduction in the surface area of solute-water contacts.  X-ray 

experiments and structural studies by different groups confirmed that polar groups are 

localized at micellar surface and non-polar groups organize themselves at the interior of 

proteins (Harkins et al., 1946). Temperature dependency of the hydrophobic effect has 

been shown by various groups (Xu and Dill, 2005).  Hydrophobic interaction plays 

significant role in the stability of globular conformation of protein (Tanford, 1962), and 

also in many physiological processes, such as protein folding, protein-protein binding, 

protein-DNA binding, and membrane and micelle formation, nucleic acid interactions 

etc. (Stojanovi  and Zari 2009, Tanford, 1987). Different groups also proposed that 

hydrophobic interaction is not only temperature dependent, but also it depends on the size 

and shape of the solute (Southall et al., 2002).  
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1.2. Structural Hierarchy of Biomolecules and Importance of Hydrogen 

Bonding Interactions 

1.2.1. An Overview of Nucleic Acids 

All the genetic information of a living organism is encoded in deoxy Ribonucleic 

acid (DNA) in the higher organism living cells. It preserves and transmits genetic 

characters. DNA is the control center of each and every cell. It is present in each cell in 

the form of number of chromosomes. The entire assembly of the DNA containing 

chromosomes is known as nucleus. Transcription of DNA forms another class of 

biomolecules known as Ribonucleic acids (RNA), which usually carry the code for 

protein synthesis. The relation between DNA, RNA and protein can be presented by 

―central dogma‖ of molecular biology: DNA directs its own replication; it directs the 

formation of RNA by transcription, which in turn directs formation of protein by 

translation. Nucleotides form the building blocks of DNA and RNA, which consists of 

three distinct moieties, (i) a purine or pyrimidine base (ii) pentose sugar (de-oxy ribose in 

case of DNA and ribose sugar in case of RNA) (iii) monophosphate group. 

Polymerization occurs by the formation of phopsphodiester linkages between the 

nucleotides. Four nitrogenous bases are found in DNA, pyrimidines (Cytosine and 

thymine) are the six membered rings, while purines (Adenine and guanine) each of which 

is a fused system of five and six membered rings (Figure 1.3).  

The hydrophilic sugar and the phosphate form the backbone, while the 

hydrophobic bases remain in the central region. The two chains of DNA double helical 

structure run in opposite directions. The chain terminates with a phosphate group linked 
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to the sugar carbon is denoted as C5‘; whereas the chain terminated with free hydroxyl 

group linked to the sugar carbon is denoted as C3‘. Both the chains run from C5‘ to C3‘ 

direction.  The canonical Watson-Crick model is the most widely observed double helical 

right handed DNA, with ten nucleotides per unit turn, separated by 3.4 Å translational 

rise along the helix axis in each of the two chains and two constituents chains of the DNA 

run in mutually antiparallel directions. 
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Figure 1.3.  Schematic diagram of five major bases of nucleic acids and a representative 

of nucleic acid (adenine) in DNA and RNA in their chain form 

 

   The B-form DNA (Figure 1.4a) is found to be nearest to the original proposed 

Watson-Crick model with ten nucleotides per unit turn and is observed in high relative 

humidity.  In addition to the most commonly observed B-form, DNA molecule also has 

many variants, which depends on the base sequence and environment and these different 

structural polymorphs of DNA have several biological significances. These different 
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variants of DNA are described excellently by Ghosh and Bansal (Ghosh and Bansal, 

2003). The structural features of DNA have been experimentally observed by X-ray 

diffraction and several other spectroscopy techniques. A-DNA is the right handed double 

helical DNA (Figure 1.4b) observed under low humid conditions with 11 residues per 

unit turns. Another form known as Z-DNA is observed to be left handed double helical 

DNA with a dinucleotide repeat unit (Figure 1.4c).  It has six dinucleotides per unit turns, 

with zig-zag backbone. Protonation at low pH also lead to formation of unusual DNA 

duplex, triplex and quadruplex geometries. Other forms of DNA such C-DNA, G-DNA, 

H-DNA, I-DNA etc. are observed under different conditions, which have been 

elaborately discussed by Ghosh and Bansal (Ghosh and Bansal, 2003). 

When double helical structures are formed by stacking of the basepairs, the gap 

between the ribose sugars (attached with the bases) form continuous indentations on the 

surface, termed as groove. Through these grooves the basepairs are directly accessible to 

the external environments comprising of ions, ligands, drugs, proteins etc. These grooves 

are unequal; the larger one in B-DNA is the major and smaller is the minor groove. The 

C1‘-N9 in case of purine and C1‘-N1 in pyrimidine are on the minor groove side, while 

C6/N7 (purine) and C4 (Pyrimidine) base atoms are on the major groove side. Groove 

width can be defined as the perpendicular distance between phosphate groups on opposite 

strands minus the van der Waals diameter of a phosphate group, while groove depths are 

normally defined in terms of the differences in cylindrical polar radii between 

phosphorous and N2 guanine or N6 adenine atoms for minor and major groove 

respectively (Neidle, 2007). The B-DNA has wide major groove, which are rich in O6, 

N6 of purines and N4, O4 of pyrimidine. Most of the DNA-binding proteins prefer the 
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major grooves. The minor groove is found to be an important target for some regulatory 

and structural proteins, small ligands etc. However, in case of A-DNA one can observe 

narrow major groove and shallow minor groove due to its different structural 

arrangements. Presence of different donors, acceptors and hydrophobic groups alters the 

functionality of the groove. 

 

(a)         (b)   (c) 

         Figure 1.4. Three main variants of DNA (a) B-DNA (b) A-DNA (c) Z-DNA  

 

Polymeric RNA has same chemical form/structure as that of DNA, but has two 

modifications; (i) thymine is substituted by uracil base in RNA (ii) presence of one 

hydroxyl group in sugar of RNA. The hydroxyl group, which is very flexible in nature, 

plays an important role in many enzymatic reactions.  RNA can adopt large number of 

helical and folded conformations, where such variations are much less in case of DNA.  

The nucleic acids are involved in several biochemical functions. Depending on the 
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chemical modifications, adenosine plays important roles in several biochemical 

processes, adenosine tri phosphate (ATP) is known as the energy currency of the cells in 

the entire living organism.  It plays an important role in many enzymatic processes, 

mediates many activities of peptide hormones, also form a part of coenzyme A and 

NAD
+
.  RNA polymer also contains large number of modified bases; some of them have 

antibiotic activities. Along with ATP, guanosine triphosphate (GTP) is also very 

important in different biochemical reactions. 

1.2.1.1. Torsion Angles and Sugar Pucker 

We have to first understand the structures of the biomolecules in detail to 

recognize its different biochemical properties. Two terms known as torsion angle or 

dihedral angles are important in describing the three dimensional structure of a complex 

molecule. Torsion angle between the atoms A-B-C-D is defined as the angle between the 

planes containing the atoms A-B-C and B-C-D, and dihedral angle is defined as angles 

between normal to the planes containing the atoms A-B-C and B-C-D (Figure 1.5).   

 

 

 

              Figure 1.5. Schematic diagram of the torsion angle 

 

Although torsion angles ranges between 0
o
 to 360

o
 or -180

o
 to +180

o
, still all the 

conformations are not favorable, due to steric hindrance. The different conformations are 
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(i) Syn ~0
o
, (2) anti ~ 180

o
 (3) synclinal ±60

o
 (4) anti-clinal ±120

o
, among them syn and 

anti-clinal are generally not allowed. 

Conformation of the nucleotides is determined also by the sugar pucker and the 

orientation of the base and phosphate respectively.  The poly nucleotide backbone has the 

sequences P-O5‘-C5‘-C4‘-C3‘-O3‘-P (Figure 1.6). All the bonds are single covalent 

bonds, so nearly free rotations about the bonds are possible. These rotations are measured 

as the torsion angles defined as  and the endocyclic torsion angles of sugar 

are defined as  depending on the rotation of the specific bond as given in 

the Table 1.1. Orientation of the base relative to the sugar is defined by  The base can 

adopt two distinct mode of orientations with respect to the sugar moiety about the 

glycosyl C1‘-N link, (i) Syn (ii) Anti. In the slightly preferred anti conformation, the 

bulky part of the base is oriented away from the sugar O4‘, thereby avoiding the steric 

contacts. In purine, the six membered purine rings and in case of pyrimidine O2 is 

pointed away from the sugar and in the syn conformation they are oriented towards the 

sugar (Figure 1.7).  

 

            Figure 1.6. Definition of torsion angles for a polyribonucleotide chain    
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(a)                                                             (b) 

  

Figure 1.7. (a) Schematic diagram shows the anti and syn orientation of the nucleoside 

and (b) anti and syn conformational ranges for glycosydic bonds in pyrimidine (left) and 

purine (right) nucleosides (Blackburn, 2006)   

 

                      Table 1.1. Definition of Torsion angles in Nucleotides 

 

 

 

 

 

 

  

 

 

 

 

Torsion Angle Atoms involved 

 O3‘-P-O5‘-C5‘ 

 P-O5‘-C5‘-C4‘ 

 O5‘-C5‘-C4‘-C3‘ 

 C5‘-C4‘-C3‘-O3‘ 

 C4‘-C3‘-O3‘-P 

 C3‘-O3‘-P-O5‘ 



O4‘-C1‘-N1-C2 

(Pyrimidines) 

O4‘-C1‘-N9-C4 

(Purines) 

 C4-O4‘-C1‘-C2‘ 

 O4‘-C1‘-C2‘-C3‘ 

 C1‘-C2‘-C3‘-C4‘ 

 C2‘-C3‘-C4‘-O4‘ 

 C3‘-C4‘-O4‘-C1‘ 
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The five member sugar rings observed in DNA and RNA are inherently non-planar in 

nature, this non-planarity is termed as sugar pucker. As the planar funarose ring is 

energetically unfavorable in general, all the torsions angles are zero, so all the carbon 

atoms are fully eclipsed in nature. The system tends to reduce its energy by puckering. 

When one of the ring atoms remain out of plane by 0.5 Å of the four, then the pucker 

type is known as envelop (E).  In case of twist form (T), two adjacent atoms are displaced 

on opposite sides of the plane, whereas the other three atoms remain in plane. Atoms 

displaced in the same side of the C5‘ are designed as endo, whereas atoms displaced in 

the opposite sides of the C5‘ are in exo conformation. 

In general, there is a continuum of interconvertible puckers which are produced 

by systematic changes in the ring torsional angles and are separated by energy barriers 

(Figure 1.8a). The puckers can be defined by two parameters P and m, where P is the 

phase angle of rotation which is defined in terms of five torsion angles 0to m ( Figure 

1.8 b) is defined by the following equation (Neidle, 2007) 

   
 
 oo

P
72sin36sin2

)(
tan

2

0314









                             ………………[1.3] 

Whereas m, the maximum degree of puckering is defined as  

m  = 

Pcos

2
                                                                                                  …………[1.4] 

The value of P for furanose rings can be divided into 10 major classes of envelop 

puckering that lie around  a full cycle of 360
o
 (Altona and Sundaralingam, 1972) as 

shown in Figure 1.8a. The interconversion of puckers depends on the barrier heights, 

which in turn depend on the route around the pseudorotation cycle. In case of nucleic 
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acids, two ranges of pseudorotations are generally observed (Figure 1.9), (i) C3‘-Endo, 

where 0 
o
< P < 36

o
 (ii) C2‘-Endo, where the 144

o 
< P < 190

o
. 

 
Figure 1.8. (a) Pseudorotation cycle of the furanose ring in the nucleosides (Saenger, 

1984) (b) The five internal torsion angles in a ribose ring 

  

 

 

 

 

                                 (a)     (b) 

 Figure 1.9. (a) Representation of pseudorotation phase angle P (b) Schematic         

diagram of the C2‘-Endo (left) and C3‘-Endo sugar pucker (right) conformations 
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1.2.1.2. Interactions Stabilizing Nucleic Acid Structures 

 The negatively charged phosphate groups, which are present at the exterior of the 

helix, are readily available for physical and chemical interactions with solvent water 

molecules and ions present in the cells. Nucleic acid bases interact with each other 

through face to face ―stacking interaction‖ and edge to edge ―hydrogen bonding 

interaction‖. These two forces are considered to be the intrinsic factors for helix stability. 

Among them, stacking interaction is more necessary for the overall helix stability. The 

bases interact through the edges in a very specific manner through formation of hydrogen 

bonds in most double helical forms, forming basepairs. Stacking interaction mainly holds 

the tertiary structure of nucleic acid and helps in folding mechanism, while hydrogen 

bonding provides directionality and specificity. The bases are held together by forming 

hydrogen bonds between the complementary bases. While adenine forms two hydrogen 

bonds with its complementary bases thymine or uracil, guanine forms three hydrogen 

bonds with its complementary base cytosine (Figure 1.10). Only these types of 

basepairing patterns are observed in DNA, commonly known as Watson-Crick/canonical 

basepairing.  The stable hydrogen bond patterns formed by the basepairs are capable of 

maintaining the helicoidal conformation of DNA, making it the most stable biomolecule 

in nature. Presence of –OH group in the RNA makes it more flexible. This substitution 

may have important biological effects and make the life time of RNA limited, as there is  

possibility of hydrolysis by  the –OH group.  RNA crystallography reveals that in 

addition to the usual Watson-Crick basepairing, RNA has ample varieties of basepairing 

geometry. This is the main reason behind different structural motifs present in RNA, 

while they are not found in DNA.  
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      Figure 1.10. Hydrogen bonds observed between the complementary bases of DNA  

 

Leontis and Westhof have done an excellent classification of RNA structures 

(Leontis and Westhof, 2001). They observed that among the total RNA structures, 60% 

are held together by regular Watson-Crick type of basepairing, while rest are engaged in 

other types of  basepairing edges. All the other types of hydrogen bonding patterns except 

the regular Watson-Crick type give rise to non-canonical basepairs. All the purine and 

pyrimidine bases interact with each other in plane through three different edges. These 

are known as (i) Watson-Crick edge (ii) Hoogsteen edge (iii) sugar edge (Figure 1.11a).  

For each pair of edges, nucleotides can pair in two distinct ways, designated as cis and 

trans. In the cis configuration, glycosidic bonds of the nucleotides are oriented on the 

same side of the axis joining the base centres, while in trans orientation they are oriented 

in the opposite sides (Figure 1.11b). Leontis and Westhof  have derived 12 distinct edge 

to edge interactions in RNA as given in Table 1.2. These classifications demonstrate the 

basepairing edges, along with the associated glycosidic angles and local strand 

orientations. The preferred anti configuration denotes the antiparallel orientation whereas 

the rare syn conformations denote the parallel orientation (Table 1.2). 
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                          (a)      (b) 

Figure 1.11. (a) Represents the three base pairing edges of the RNA nucleotides 

 (b) Cis and trans orientation of glycosidic bonds (Almakarem et al., 2012). 

 

 

1.2.1.3. Importance of Non-Watson Crick Basepairs 

 RNA molecules are key players in all steps of gene expressions. Except their 

functions as messenger RNA, they are also involved in several regulatory processes, play 

important roles in m-RNA splicing, transport and translations (Gesteland et al., 2006, 

Hermann and Westhof, 1999). Most cellular RNAs work in concert with protein partners 

either in permanent complex such as ribosome or in transient associations such as m-

RNA splicing machinery.  Non-Watson Crick (non WC) basepairs in RNA provide 

important sites for the specific interactions of RNA folds with proteins. 
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Table 1.2. The 12 main families of RNA basepairs between nucleic acids along with the 

glycosidic bond and local strand orientation (Leontis and Westhof, 2001) 

 

No 

Glycosidic 

bond 

Orientation 

Interacting edges 
Local standard 

Orientation 

1 Cis Watson-Crick/Watson-Crick Antiparallel 

2 Trans Watson-Crick/Watson-Crick Parallel 

3 Cis Watson-Crick/Hoogsteen Parallel 

4 Trans Watson-Crick/Hoogsteen Antiparallel 

5 Cis Watson-Crick/Sugar edge Antiparallel 

6 Trans Watson-Crick/Sugar edge Parallel 

7 Cis Hoogsteen/Hoogsteen Antiparallel 

8 Trans Hoogsteen/Hoogsteen Parallel 

9 Cis Hoogsteen/Sugar edge Parallel 

10 Trans Hoogsteen/Sugar edge Antiparallel 

11 Cis Sugar edge/Sugar edge Antiparallel 

12 Trans Sugar edge/Sugar edge Parallel 

 

 Regular A-form helices with WC basepairs are the basic building blocks of RNA 

architecture. RNA secondary structures involve Watson-Crick basepairing between 

complementary bases (A-U) and (G-C), also several non WC basepairs including the 

most common wobble G:U basepairs (Varani and McClain, 2000). The G:U wobble 

basepairs are the most common and highly conserved non-Watson-Crick basepairs in 

RNA, having biological importance in living organism, play important role in codon 

degeneracy (Das and Lyngdoh, 2012, Mangang and Lyngdoh, 2001, Voet and Voet, 

1994). The thermodynamic stability of the G:U wobble basepairs is comparable to that of 

the Watson-Crick basepairs. They can provide unique recognition site also. In Watson-

Crick basepairs the potential sites of hydrogen bonding are engaged in the basepair 
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interactions, so no sites are left for other specific interactions.  In contrast in non WC 

basepairs, we have several potential sites available, which provide specific sites of 

hydrogen bonding. So non-WC basepairs are the key determinant for the folding of RNA, 

RNA recognition by ligands, proteins, ions and antibodies. The G:U and G:A are the 

most common types of non-Watson Crick basepairs found in large RNA. Non-WC 

interactions are also most commonly found in triplets (Mukherjee et al., 2006), where a 

third base forms hydrogen bond with the basepairing systems. Some kinds of non-WC 

basepairs are incorporated into stacked RNA stems without disrupting the helical 

structure, however in some cases the non WC basepairs increase the flexibility of the 

RNA backbone, widening the deep groove to accommodate the protein domains and 

regular secondary structural elements such as β turns and α helices (Hermann and 

Westhof, 1999). 

1.2.1.4. RNA Diversity 

There are mainly three major classes of RNA. 

            1.   Ribosomal RNA (rRNA) 

      2.   Transfer RNA (tRNA) 

      3.   Messenger RNA (mRNA) 

 

All of these different types of RNA are synthesized by the transcription process from 

DNA, each of which are associated with specific functions, tRNA molecules carry amino 

acids and deposit them in correct order, mRNA mediate translation of the hereditary 

information from DNA into protein, rRNA are involved in protein synthesis. The 

structural genes on DNA are transcribed into complementary strands of messenger RNA 

(mRNA), these are essentially a series of consecutive three nucleotide segments knows as 
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codons, each of which specifies a particular amino acid, by binding to tRNA on the 

ribosome.   

 

1.2.1.5. Elements of RNA Structure 

RNA structure is divided into three fundamental levels of organization.  

(i) Primary 

(ii) Secondary 

(iii) Tertiary 

Primary structure refers to the nucleotide sequence of RNA that is obtained to a first 

approximation from the DNA sequence of the gene encoding the RNA.   

 

 

 

 

      Figure 1.12. Secondary structural elements of RNA  (Chastain and Tinoco, 1991) 

 

The secondary structure of RNA is presented as a two dimensional 

representation of its Watson-Crick basepairs and unpaired regions. These folded RNA 

structures are imperfect due to non-complementary bases, thus form secondary structural 

elements such as duplex and loop regions that can be divided into six different types: 

duplexes, single-stranded regions, hairpins, internal loops or bubbles, bulge loops or 

Duplexes Hairpin loop Bulge Internal loop Junction loopDuplexes Hairpin loop Bulge Internal loop Junction loop
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bulges and junctions. The various types of secondary structural motifs are presented in 

Figure 1.12. 

Duplexes:  RNA is a single stranded polynucleotide chain, however it can fold upon 

itself forming double stranded polynucleotide chain through formation of hydrogen bonds 

between the complementary bases. 

Hairpin loops: It mainly connects the 3‘ and 5‘ ends of the double helix. The loop length 

can vary from 2 to 14 nucleotides (Figure 1.13). Tetraloops are the most common 

features of the hairpin loops. Among the tetraloops, GNRA (N can be A/G/C/U, R can be 

purines such as A/G), UNCG, ANYA (Y can be pyrimidine such as C/U) loops are 

characterized by their sequence and conserved structures. In ribosomal RNAs about 70% 

of tetraloops belong to either GNRA or the UNCG families and are observed to be 

thermodynamically stable structures. GNRA tetraloop (Figure 1.13) is more frequently 

observed in the available RNA structures (Jucker and Pardi, 1995). The secondary 

structure of tRNA is organized into 3 hairpin structures, D- , T- and anticodon arms and 

the acceptor stem, which is represented as the classic cloverleaf structure shown in Figure 

1.14.  

 

 

 

  

(a)                                    (b) 

 

Figure 1.13. (a) Represents the long loop region (b) shows the presence of GNRA 

tetraloop along with the Watson-Crick region in RNA structure 
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Bulge:  Bulge loops interrupt helices by insertion of non-canonical basepairs in one 

strand. 

Internal Loops: Internal loops separate double helical RNA into two segments by 

inclusion of residues that are not Watson-Crick paired in at least one strand of the duplex. 

The non-canonical base pairing is common in internal loops. Internal loops can be of two 

types, symmetric, if same numbers of nucleotides are inserted on the both strands or 

asymmetric, if different numbers of nucleotides are inserted on the both strands.  

Junction Loops:  Junction loops are formed by the insertion of three or more double 

helices. Junction loops are observed in tRNA and in the hammerhead ribozyme. 

                        

 Figure 1.14. Secondary Clover leaf structure of tRNA with all its components 

 

Other types of motifs like binding motifs such as metal ion binding motifs are also 

observed. Metal binding not only stabilize the RNA, but also perform many catalytic 

functions.  
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Tertiary structure elements in RNA involve interaction between distinct secondary 

structural elements. These involve coaxial helices, kissing hairpin loops, A-minor motif, 

pseudoknots, ribose zipper and so forth (Figure 1.15). Coaxial stacking of helical regions, 

the most fundamental method by which RNA achieves higher order organization, is a 

consequence of the highly favorable energetic contributions of stacking interactions 

between the -electron systems of the nucleotide bases to the overall stability of nucleic 

acid structure (Saenger, 1984). Coaxial stacking can also be termed as junction loop. The 

adenosine platform (A-platform), which occurs in three separate locations in this RNA, 

consists of two sequential adenosine residues arranged side-by-side to create a pseudo 

base pair. A-platforms are observed in many other large RNAs. RNA pseudoknots have a 

stretch of nucleotides within a hairpin loop, that pairs with nucleotides, external to that 

loop. In other words pseudoknots are formed when all the bases in one helix are 

pseudoknotted to all the bases in the other helix. Pseudoknots help in predicting 

secondary structures of RNA. Conformational changes can be induced upon formation of 

these tertiary interactions.  

 

 

 

 

 

 

             (a)                                            (b)                                      (c) 

Figure 1.15. Tertiary structural elements of RNA (a) kissing loop (b) pseudoknots 

 (c) coaxial stacks 
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There are several other classes of RNA, which do not code for protein, but play various 

functional roles in living organism, these are commonly known as non-coding RNA (nc-

RNA). Their size ranges from 20 to 10000 long nucleotides, they play essential role in 

regulatory functions and controls gene action. Other RNA with characteristics features 

also come into picture, such as micro RNA (miRNA) and small interfering RNA 

(siRNA), associated with unique biological processes. They play important roles in gene 

silencing process by binding to 3‘ untranslated region of mRNA. Due to their specific 

functions, siRNA can have important therapeutic applications.  

1.2.1.6. RNA World 

RNA world mainly refers to the important role of RNA in the origin of life. 

According to the RNA world hypothesis, RNA once both encoded genetic information 

and possessed the ability to replicate that information faithfully, as well as catalyzed the 

synthesis of essentially chemical building blocks (Joyce, 1989). Discovery of ribosome 

and its role in the peptidyl bond formation highlights the importance of RNA in the origin 

of life (Steitz and Moore, 2003). Discovery of a few classes of naturally occurring 

catalytic RNA, known as ribozyme, enhance the speculation about its important role as a 

biocatalyst. Some self-cleaving ribosome are observed, such as hepatitis delta virus 

ribozyme, hairpin, hammerhead ribozyme, which perform essential biological functions 

by accelerating the rate of site specific RNA strand cleavage. Aptamers are mainly 

DNA/RNA molecules that fold into higher ordered structures and form complexes with 

specific ligands. RNA plays important role as novel receptors and enzymes. Naturally 

occurring aptamers that bind to small molecules have been found as part of RNA genetic 

material control elements, known as riboswitch (Mandal and Breaker, 2004).  Riboswitch 
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shows high affinity and selectivity in binding specific targets. Riboswitches control 

expression of the mRNA via two domains acting in concert: the aptamer domain and 

expression platform. The aptamer domain directly binds small molecule ligands and is 

responsive to intracellular ligand concentrations. Genetic regulation by riboswitches 

requires communication of ligand binding by the aptamer domain to the downstream 

expression platform. The three way junction elements in riboswitch, which form the 

ligand binding site, are defined by a series of non-canonical basepair interactions, as 

formation of unusual base triplets, which forms the ‗roof‘ and ‗block‘ elements of the 

ligand binding pocket. All these theories predict RNA to be the most important genetic 

material in prebiotic life (Gesteland et al., 2006). 

 

1.2.1.7. Other Nucleic Acid Conformations 

 

DNA is observed most commonly in its double helical form, while (Williamson, 

1994) frequently it used to wrap around histones and packed as chromatin. Nucleic acids 

can form other complex structures such as triplex, quadruplex, Holliday junction etc. 

(Gilbert and Feigon, 1999), which play important roles in natural regulation and control. 

These modified structures may lead to invention of some novel therapeutics.  

 

 Triple Helix 

Double helical DNA is common but, under certain circumstances, DNA can form 

triple helix (Figure 1.16a). A third DNA strand can bind into the major groove of a 

homopurine duplex DNA to form a DNA triple helix.  The 1957 discovery of a three-

strand DNA triple helix by two pyrimidine strands and one purine strand was determined 

when solutions of poly(A) and poly(U) were mixed in appropriate proportions, forming 
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1:1:1 three stranded polynucleotide complex. This discovery remained a curiosity till the 

recognition in 1987 when it was found that a third strand of DNA can actually recognize 

the base sequence of the double helix even without opening it (Felsenfeld et al., 1957, Le 

Doan et al., 1987). Owing to its enhanced stability, triple helical DNA can affect 

activities such as gene expression, DNA replication and others requiring DNA opening, 

and associated with therapeutic potentials (Jain et al., 2008).  At ambient temperatures, 

the double helix is formed with classical Watson–Crick base pairing, while the third 

strand forms non-classical Hoogsteen or (reverse Hoogsteen) base pairing with one of the 

other two (Frank-Kamenetskii and Mirkin, 1995, Bloomfield et al., 2000). The triple 

helix can also be formed with DNA–RNA (Roberts and Crothers, 1992) and DNA–

peptide nucleic acid (PNA), whose uncharged peptide backbone helps in the stabilization 

of the triplet structure (Betts et al., 1995).  Studies (Frank-Kamenetskii and Mirkin, 1995) 

show that structure of triplexes may vary substantially as (i) triplexes may consist of two 

pyrimidine and one purine strand (YR*Y) or of two purine and one pyrimidine strand 

(YR*R) (ii) triplexes can be built from RNA or DNA chains or their combinations (iii)  

triplexes can be formed within a single polymer molecule (Intramolecular triplexes) or by 

different polynucleotides (Intermolecular triplexes) (iv) For special DNA sequences 

consisting of clustered purines and pyrimidines in the same strand, triplex formation may 

occur by a strand-switch mechanism (alternate strand triplexes).  Examples of such 

triplex are CG*C, TA*T, CG*G etc. (Figure 1.16b,c) (Scaria et al., 1995). An important 

feature of the YR*Y triplexes is that formation of the CG*C triplex requires the 

protonation of the N3 of cytosine in the third strand. Thus, such triplexes are favorable 

under acidic conditions, termed as CG*C
+
 type. To form such triplex, the third strand 



 

 

34 

 

must be located in the major groove of the double helix that is forming Hoogsteen 

hydrogen bonds with the purine strand of the duplex.  

 

        
(a)

(b)

(c)

 

 Figure 1.16. (a)  An example of triple helical DNA (Rhee et al., 1999) (PDB ID 1D3R)     

(b) Triplex TA*T, involving Hoogsteen basepairing of thymine (Scaria et al., 1995) 

(c) Triplex CG*G involving Hoogsteen edge of guanine (Scaria et al., 1995) 

 

 

Sequence specific triplex formation can be applied for various purposes in 

biotechnology like gene targeting, gene silencing and mutagenesis (Praseuth et al., 1999, 

Knauert and Glazer, 2001).  There are several other structural motifs in RNA such as C-

motif, A-motif which involve interaction of distant bases with basepairs leading to the 

formation of higher order structures. Several such examples are C-motif, A-motif where 
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there bases interact to form base triples (Holbrook, 2005). Triple helix also forms 

important components of riboswiches. 

Quadruplex 

Guanine quadruplex (G-quadruplex) is a four strand DNA composed of non-

Watson Crick basepairing between stacked sets of four guanines (Sen and Gilbert, 1988).  

Each guanine tetrad is commonly known as G-quartet, which is formed of four guanosine 

bases, arranged in a square co-planar array, where each base can act both as donor and 

acceptor held together by hydrogen bonds involving Hoogsteen and regular Watson-

Crick edges of the bases. The constituents guanine can be of a single nucleic acid chain 

(Intramolecular) or multiple strands (Intermolecular), and the strand can be oriented in 

parallel or antiparallel orientations (Figure 1.17). In the parallel quadruplex,  all the 

glycosidic angles are oriented in anti conformation, whereas antiparallel quadruplexes, 

the glycosidic angles can have both the syn or anti conformations (Keniry, 2000). The 

negatively charged cavities located between the G-tetrads (formed by the guanine O6 

carbonyl groups) are stabilized by the inclusion of cations and the stability of the G-

quadruplex structures is highly dependent on the size and charge of cation. G-quadruplex 

structures exhibit a remarkable dependency on the alkali cations such as Na
+
 and K

+   
for 

their formation and stabilization, hence physiological buffer conditions favor their 

formation. Among the ions, K
+
 shows more potential for binding than that of the Na

+ 
due 

to better co-ordinations of the K
+ 

with the eight carbonyl oxygen atoms present in the 

adjacent stacked tetrads (Figure 1.18). 
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(a)                     (b)  (c) 

 

Figure 1.17.  Some possible topologies for simple tetramolecular (a) and bimolecular 

quadruplexes (b and c). Strand polarities are shown by arrows (Burge et al., 2006).  

 

Quadruplex are mainly stabilized by base stacking, hydrogen bonding, electrostatic and 

van der Waals interactions. Owing to their compact geometry, G-quadruplexes are found 

to be highly stable under physiological conditions, having melting temperature higher 

than that of the duplex B-DNA structure. Studies by Capra et. al (Capra et al., 2010) also 

proposed that quadruplex DNA sequences are evolutionary conserved and associated 

with distinct genomic features. These are most commonly found in the biologically 

significant region (Lipps and Rhodes, 2009) such as eukaryotic telomeres (Williamson, 

1994). G-quadruplex based inhibitors of telomerase may be relevant to cancer therapy 

(Read et al., 1999). G-rich regions are also observed in other parts of the human genome, 

such as gene promoter regions, recombination sites, immunoglobulin switch regions and 

DNA tandem repeats. Therefore quadruplex formation may also be important for other 

diseases than cancer (Gilbert and Feigon, 1999). There have been number of 



 

 

37 

 

investigations carried out for these quadruplex structures by NMR, X-ray 

crystallography, Raman spectroscopy to understand its structural properties.   

 

               (a)          (b)                      

  Figure 1.18.  (a) An example of G-quartet structure with potassium ion at the center                                    

 (PDB ID: 156D) (b) Structure of the stacked G-quartets with potassium ions (Clay and    

Gould, 2005) 

  

 

The remarkable polymorphism of nucleic acid quadruplexes is a result of subtle balance 

between several forces. The structure of a quadruplex is primarily determined by the 

condensation of guanine residues around a monovalent cation, while there are several 

other forces such as base stacking interactions, hydrogen bonding interactions, 

hydrophobic forces also play significant roles in stabilizing the quadruplex geometry. In 

addition to the G-quadruplex structures, an unusual stable Uracil quartets (U-quartets) is 

observed by parallel strands of r(UG4U) through NMR spectroscopy (Cheong and Moore, 

1992). These U-quartets are found to be stabilized by C-H…O contacts only, implying C-

H…O interactions also play prominent roles in stabilizing the higher order structures 

(Figure 1.19). 
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         Figure 1.19.  Initial structure of the uracil quartet with C-H…O interactions                                          

         (PDB ID: 1rau) 

 

Computational studies by different groups have been carried out to understand the 

interactions of guanine and uracil quartets with metal ions by different level of DFT 

functional. Study by Meyer et. al (Meyer et al., 2001) shown that G-quartets structures 

are found to be more stable than that of the U-quartets. All these structures have provided 

significant insights into the possible folding pathways of the nucleic acid structures. 

 

Four Way Junction/Holliday Junction 

DNA recombination is one of the fundamental biological processes required for 

genetic diversity and maintaining genomic integrity in living organism (Ortiz-Lombardía 

et al., 1999). Holliday junction, a four way DNA junction is the central intermediate in 

homologous recombination and is essential in maintaining genomic stability (Holliday, 

1964). In addition, it also play important role in repair of and replication through DNA 
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lesions. Holliday junction also play important role in diagnosing certain disease 

conditions (Karow et al., 2000). Different groups using different experimental techniques 

explained the characteristics features of the Holliday junction (Ortiz-Lombardía et al., 

1999, Broker, 1973). Two forms of Holliday junctions are in general observed (Figure 

1.20). In the absence of cations that is in low salt concentration we observe open X-form, 

where the junction is believed to be extended, with its arms unstacked, and have four fold 

planar orientations. In the physiological conditions, in presence of metal ions, the arms 

stacked pairs and arrange in a two-fold non-planar junction, termed as stacked X-form. In 

the stacked X-form, the arms show nearly continuous B-DNA duplexes, with two G-A 

mismatches at the junction crossovers (Ortiz-Lombardía et al., 1999).  

 

          

                        (a)                                     (b)                                 (c)           

Figure 1.20. (a) Structure of Holliday junction (b) Open-X Holliday junction (c) Stacked-

X Holliday junction (Watson et al., 2004) 

 

1.2.1.8. Dynamics of the Basepairs 

The architecture of nucleic acid basepairs can be described in terms of number of 

rotational and translational parameters, which has been designed in the Cambridge 

convention (Dickerson et al., 1989, Olson et al., 2001). These parameters are defined 
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from the spatial location of bases, where sugar phosphate backbone is not taken into 

account.  The basepairs in nucleic acids are not really planar; the deviation from planarity 

can be described on the nature of bases and basepairs, and dependent on their stacking 

environment. The intra basepair parameters are calculated using the base edge specific 

axis system for the two bases forming the basepairs. Where the long axis of a basepair  

(y-axis) can be defined by the line joining the C6 of pyrimidine to the C8 of a purine or 

by an alternate line from C6 of a pyrimidine to a hypothetical C8* atom on the purine, 

chosen in such a way that C6-C8* vector is nearly parallel to the C1‘-C1‘ vector (Figure 

1.21a). The x-axis is directed towards the major groove along the pseudo two fold axes of 

an idealized Watson-Crick basepair. The z-direction is perpendicular to the plane of the 

pair. The intra basepair parameters can be described in terms of three rotational (Buckle, 

open angle and propeller) and three translational parameters (Stagger, shear and stretch) 

(Figure 1.21b). These intra basepair parameters indicate the planarity and proximity of 

the association between two bases. They have a direct resemblances to the three 

dimensional conformation of the basepairs. Propeller twist indicates twisting of the two 

bases along the long axis. Buckle is defined as the dihedral angle between the bases, 

along their short axes. It gives the value of amount of cusp formation. Open angle 

describes angle between the two bases in a basepair plane. Stagger indicates the out of 

plane motion of one base with respect to the other, shear defines sliding of one base with 

respect to the other in a basepair plane and stretch indicates separation of two bases 

relating to the hydrogen bond distances. Among these parameters open angle, shear and 

stretch relate to hydrogen bonding patterns and proximity, while buckle, propeller and 

stagger describe overall non-planarity of the basepairs (Figure 1.20b). 



 

 

41 

 

In addition to the intra basepair parameters, there are well defined inter basepair 

parameters, such as tilt, roll, twist, shift, slide, rise, which describe local conformation of 

a double helix at every basepair step.  There are several methodology and software 

available, such as CURVES (Lavery and Sklenar, 1988), FREEHELIX (Dickerson and 

Chiu, 1997), CEHS (Lu et al., 1997) , 3DNA (Lu and Olson, 2003) , NUPARM 

(Mukherjee et al., 2006, Bansal et al., 1995) etc. for calculation of base and basepair 

morphology. NUPARM has been developed by our groups, and is used extensively in my 

calculations for analyzing the flexibility of the basepairs. 

 

 

 

 

 

 

 

         

      (a)           (b) 

 

 

Figure 1.21.  (a) Reference frame for idealized helical DNA, showing the axis origin at          

(   ) (Clowney et al., 1996) (b) Schematic view of intra basepair parameters, the figures at 

the top row denote the rotational parameters, while the bottom row represents the 

translational parameters of a basepair (Dickerson et al., 1989) 
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1.2.2. An Overview of Proteins 

Proteins form another classes of biomaterials. They play crucial role in 

performing biological functions, so also triggers many physiological processes. They are 

the basic components of many organs and are deeply involved in the bio-reactivity, such 

as enzymes are mostly made of proteins. They also provide fundamental services of 

storage and transport, also responsible for the structures and metabolism of many tissues, 

for example myoglobin and haemoglobin play important roles in transport and storage 

respectively. Amino acids linked together by peptide linkage are the building blocks of 

the protein. The protein backbone consists of hundreds of single covalent bonds and 

rotation around these bonds give rise to number of conformations, however every protein 

perform specific chemical and structural function. This suggests that each protein has a 

specific three dimensional structure, which in turns is determined by the nucleotide 

sequence of structural genes.  

 

1.2.2.1. Structural Hierarchy in Proteins and Forces Need for Stabilization 

Primary Structure 

Proteins and polypeptide chains composed of amino acids linked together by peptide 

bonds are known as primary structures. Each amino acid consists of a central tetrahedral 

carbon (C
α
) which in turn is connected to (1) a hydrogen atom (2) amino group (3) 

carboxyl group (4) distinguishable side chain or R group. There are 20 different types of 

naturally occurring amino acids having different R groups. All the amino acids observed 

in nature are in L-isomer; however why this isomeric property has been chosen by nature 
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is still unknown. A broad classification of amino acids divides them into 3 groups 

characterized by the chemical nature of the side-chain.  

1. NPO: Amino acids with strictly non-polar side chains 

2. CPO: Amino acids with charged polar residues 

3. UPO: Amino acids with uncharged polar side chain 

 

During protein synthesis –NH2 group of 1
st
 amino acid interacts with the –COOH group 

of the 2
nd

 amino acid, forming a peptide linkage (C-N bond) with release of one water 

molecule. This process is repeated as long as the sequence of amino acids elongates. The 

mRNA sequence drives the synthesis of protein in ribosome. The X-ray diffraction 

studies reveal that the peptide C-N bond is shorter than that of the normal C-N bond as 

observed in simple amines. So also the atoms involved in the formation of the peptide 

bonds (C-N) are coplanar in nature. This leads to the conclusion that C-N bonds in amino 

acids are associated with some double bond character. Therefore their free rotations are 

prohibited.  Rotations are permitted only through the N-C
α
 and C

α
-C‘ bonds. Thus the 

backbone of polypeptide chains is made of rigid planes known as peptide plane. By 

convention, the dihedral angle φ signifies rotation around N-C
α
 bond and ψ denotes 

rotation around C
α
-C‘ bond (Figure 1.22a). In this way the amino acid residues are 

associated with two conformational angles φ and ψ. In principle φ and ψ can take any 

values between -180
o 

to +180
o
, however many are prohibited by the steric interactions 

between the atoms of polypeptide backbone and amino acid side chains. The allowed 

values of φ and ψ are given in the Ramachandran plot (Figure 1.22b). The major allowed 
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area are occupied by right-handed helices,strand and left handed helices, the 

conformations of these structure are discussed below. 

 

 

 

 

 

 

 

                      (a)          (b) 

Figure 1.22. (a) Schematic diagram of peptide backbone with backbone dihedral angles 

φ and ψ  (b) Ramachandran plot showing sterically allowed φ and ψ angles for α-helices, 

β-sheet, and left handed structures (designed as L), the blue color region represents the 

fully allowed region while the sky color presents the partially allowed region (taken from  

http://iop.vast.ac.vn/theor/conferences/smp/1st/kaminuma/UCSFComputerGraphicsLab/

AAA.html) 

Secondary structure 

Secondary structures are some regular and repetitive structures in protein 

molecules, which provide a rigid and stable framework to the protein. In a protein φ and 

ψ may adopt some well-defined values that allow the establishment of interchain or 

intrachain hydrogen bonds. These hydrogen bonds make the corresponding 

conformations more stable than the other ones. Such stabilized conformation constitutes 

the secondary structure of the proteins.  

α-helices 

A systematic establishment of hydrogen bonds between the C=O of residue i with 

N-H of residue i+4 form the α-helices (Figure 1.23a, b). This results in a strong hydrogen 

LL
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bond that has nearly optimum N-O distance around 2.8 Å.  A regular α-helix in a protein 

is associated with (φ,ψ) value around (-60
o
, -50

o
) respectively which corresponds to the 

allowed region of the bottom left quadrant of the Ramachandran plot as shown by Figure 

1.22b. Each helical turn includes 3.6 amino acids residues. So all the N-H and C=O 

groups are involved in the hydrogen bonds except the amino terminus of the helix, which 

has a positive charge and carboxyl end which has a negative charge. These provide a 

dipole moment to the helix. So the ends of the α-helix always lie at the surface of the 

protein molecule. The dipole moment corresponds to 0.5-0.7 unit charge at each end of 

the α-helix, which in turn helps in binding the charged ligands. In α-helical structure, the 

side chain of each amino acid remains exposed, pointing radially outwards from the 

helical axis.  

 

            

 

 

 

 

                                               (a)                                      (b) 

Figure 1.23. (a) Formation of a right handed α-helix, showing hydrogen bonds (denoted 

by red lines) between the C=O of residue i with N-H of residue i+4 (b) schematic 

diagram of α-helix 

 

Some of the amino acids like glutamine, methionine favor α-helix formation, 

while valine, glycine serine destabilize the α-helix, so also residue with bulky side chains 

are poor in forming alpha-helices. Proline residues do not have N-H group and hence is 
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incapable to form H-bond between i and i+4
th

 residue, hence it acts as helix breaker. So 

the tendency of a given segment of a polypeptide chain to form an α-helix depends on the 

identity and sequence of amino acids residues within the segment. The 310 and  helices 

are observed as the variants of the α-helix. In case of 310 the hydrogen bond is formed 

between residues i and i+3, with (φ,ψ) angles be (-50
o
,-25

o
).  These 310 helices are 

observed occasionally in proteins, because of the steric interference of the R-groups 

involved. Where as in case of helices hydrogen bonds are observed between residues i 

and i+5 residues with φ and ψ angles be -60
o 

and -70
o
 respectively. These occur rarely 

and observed as segments of longer helices, since the backbone atoms are loosely packed, 

they leave an axial hole, thus reduces its stability relative to more closed packed 

conformations. The left handed α-lelices as shown by the upper right of   Ramachandran 

plot are occasionally found in proteins. 

 

β-sheet 

β-sheet is the more extended conformation of the polypeptide chain and are 

usually 5-10 residues long, corresponds to the allowed region of the upper left quadrant 

of the Ramachandran plot. In contrast to the α-helices, where H-bonds are always 

between nearby residues, in β-sheet hydrogen bonds are formed between adjacent 

segments of polypeptide chains, and also with the distant segments also. These are of two 

kinds, parallel and antiparallel β-sheet. In parallel β-sheet the hydrogen bonded chains are 

extend in the same directions.  In this case the amino acids of the two polypeptides adopt 

φ and ψ values around -110
o
 and +120

o
 respectively (Figure 1.24a), the tetrapeptides 

belong to the same proteins but are separated along the sequence of protein by an 
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appreciable number of amino acids, which may involve in the formation of the β-sheet, 

held together by bent hydrogen bonds between C=O and N-H groups. In case of 

antiparallel β-sheet, the neighboring hydrogen bonded polypeptide chains extend in the 

opposite directions, with φ and ψ be -130
o
 and +145

o
 respectively (Figure1.24b). The 

antiparallel β-sheet has narrowly spaced hydrogen bond pairs that alternate with widely 

spaced pairs.  In most of the cases, four or more strands align side by side forming 

parallel or antiparallel β-sheet to form an extended sheet. These sheets are often twisted 

or rolled to give a three dimensional shape. The side chains of alternate residues are 

projected in the same face of the β-sheet. 

 

                         

 

 

 

 

 

 

(a)                                (b) 

  

Figure 1.24.  The β conformation of the polypeptide chain (a) parallel β-sheet  

(b) antiparallel β-sheet (Maréchal, 2007) showing hydrogen bonds between amino 

terminal and carboxyl terminal 

   

Hydrogen bonds are in less constrained configurations in the antiparallel β-sheets than 

that of the parallel β-sheet. These antiparallel β-sheets are comparatively more stable and 

more easily formed than that of the parallel β-sheet. So also the turns those separated the 
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two sequences of such conformations can be shorter in case of antiparallel β-sheet, than 

that of the parallel ones (Figure 1.24).   

The secondary structural elements are joined by loops in a protein. The exposed 

C=O and N-H groups of the loop regions are generally exposed to the solvent and can 

form hydrogen bonds with the solvent molecules. They can serve as a binding site of the 

ligands, so also form the active sites of many enzymes. Two adjacent antiparallel β-

strands are joined together by hairpin loops. Combinations of secondary structural 

elements in specific geometric patterns give rise to formation of motifs, also called as 

supersecondary structures of the protein. Some of the motifs perform specific biological 

functions; ex. Helix turn helix motif is specific for DNA binding. 

Tertiary structure of proteins 

 The α-helix and β-sheet are arranged in a definite order in a protein to make it 

active. This typical ordering forms the tertiary structure of the proteins. In other words 

tertiary structures refer to the complete 3-dimensional structure of a protein molecule. 

Domain is structural unit of tertiary structure of proteins, which is defined as a 

polypeptide chain or part of polypeptide chain, that can fold independently into a stable 

tertiary structure. The different combinations of secondary structural elements and motifs 

form the building block of the domains. These domains are classified into three 

categories. (i) α-domain (ii) β-domain (iii) α/β domain (iv) α+β domain. In case of α-

domain the core is built of α-helix. In β-domain, the antiparallel β-sheet forms the core 

and the α/β structures are combinations of β-α-β motifs.  Another fourth class is the α+β 

domain. The interactions of different domains within the tertiary structure of a protein are 

governed by several forces; those include (i) hydrogen bonding (ii) electrostatic 
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interaction (iii) van der Waals forces (iv) hydrophobic interactions (v) formation of 

disulphide bonds.  Different proton donors and acceptors present at the protein backbone 

and at the side-chains of the amino acids and they can form hydrogen bonds with the 

surroundings water molecules. I have previously discussed about the classifications of 

amino acids according to the hydrophobic/hydrophilic nature of their side chains. These 

characteristics nature of the side chains of amino acids play an important role in shaping 

the protein structure. The electrostatic interactions like charge-charge interactions 

between the oppositely charged R-groups and the charge-dipole interactions between 

ionized R-groups of the amino-acids with the water molecule play an important role. 

Although van der Waals forces are weak in nature compared to the other forces required 

for protein folding, it plays crucial role in maintaining the protein structure. van der 

Waals interaction are predominant in the interior of proteins as hydrophobic side chain of 

valine, leucine, isoleucine, phenylalanine etc. are mostly packed there and these side 

chains are incapable to form hydrogen bond.  

Quaternary Structure 

The arrangement of two or more non-covalently linked polypeptide chains in a 

three dimensional proteins form a quaternary structure. In other words we can say some 

proteins require the presence of other proteins or ions to be active and to perform some 

specific functions, this form is known as the quaternary structure of the protein. 

Hydrophobic interactions, salt bridges, hydrogen bonds act as main stabilizing forces in 

maintaining the quaternary structure of the proteins. The most common example is the 

haemoglobin, it consists of four polypeptide chains, where each of the four subunits 
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contain an oxygen binding heme groups, which are arranged symmetrically.  So also 

several virus coats are made of many proteins, which are quaternary structure. 

 

1.2.3. Structural Features of other Biomolecules 

In addition to DNA, RNA and protein several other biomolecules are found in 

nature and they play important roles in many biological processes. Carbohydrates are the 

most abundant class of biological molecules and are involved in wide range of process 

from molecular recognition, cell signaling, protein stabilization etc (Dashnau et al., 

2005). The basic units of carbohydrates are monosaccharaides, such as glucose, ribulose 

etc (Figure 1.25a). Polysaccharides such as cellulose (Figure 1.25b), starch consist of 

many covalently linked monosaccharide units. The general chemical composition of 

carbohydrate is CH2O. Monosaccharide can be classified depending on the chemical 

nature of the carbonyl group and number of carbon atoms. The chemical composition 

within a class of monosaccharide is identical; however, the orientation of the hydroxyl 

groups can differ across stereoisomers.  

 

 

 

 

 

 

 

        Figure 1.25. General Structures of (a) Glucose (b) Cellulose 
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 The variations in the orientation of the hydroxyl groups can account for different 

physical and chemical properties of the sugars. With increase in the number of hydroxyl 

groups in carbohydrate can enhance the interaction of carbohydrates with other proteins 

and solvent. Hydrogen bonding interaction also plays crucial role for the specificity of 

carbohydrate-carbohydrate self-assembly in natural systems (de la Paz et al., 1997). 

Many synthetic receptors also employ sugar hydroxyl groups as hydrogen bonding 

interaction in recognition processes. Arrangement of the hydroxyl groups into 

intramolecular H-bond networks can lead to a phenomenon known as cooperatively, 

which paly crucial role in molecular recognition. 

 

 

 

 

 

 

 

 

  Figure 1.26.   Structural features of (a) Fatty acid (b) Glycerol 

 

Lipids form the important component of biological membranes. They are found to 

be integral component of vitamins, hormones, oils etc.  Fatty acids, triacylglycerol, 

glycerophospholipids are some of the classes of lipids. Fatty acids are made of carboxylic 

acids with long hydrocarbon chains, while triacylglycerol are fatty acid triesters of 
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glycerol (Figure 1.26). The greater varieties of different lipid membranes with 

modifications in hydrocarbon chain, polar groups, and backbone suggests that many of 

these lipids may play unique role in structure and functions of membrane (Boggs, 1987).  

The hydrogen bonding at the aqueous lipid bilayer interface plays significant role in 

many biological processes.  Lipid has the ability to interact with other lipid molecules by 

intermolecular hydrogen bonding interactions with hydrogen bond donating groups such 

as --P--OH,--OH, and--NH3+ and hydrogen bond accepting groups such as --P--O- and –

COO (Boggs, 1986).   Hydrogen bonding interactions depend on the ionization state of 

the lipid; they can be altered by changes in the environment which affect the pK of the 

ionizable groups.  

There are several others biomolecules or molecules that take part in a biological 

cellular processes, such as natural antibiotics, artificial synthetic molecules are also used 

for the treatment of disordered/diseases cells. In this thesis I have analyzed few such 

molecules. 
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Chapter 2 

Importance of Quantum Mechanics to Study Different Properties 

associated with Biomolecular Structure and Recognitions 
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2.1. Introduction to Computational Quantum Chemistry 

Computational chemistry is an important technique to evaluate the molecular 

geometries, rates of reactions and other physical and chemical properties of the 

molecules. Computational chemistry is widely used to explore the interaction of potential 

drugs with the biomolecules. It is also helpful in studying different properties such as 

conducting, magnetic properties of different metals.  Computational chemistry includes 

quantum mechanics, molecular mechanics, molecular simulation etc. to understand 

properties of the molecular systems.  Quantum mechanics explicitly considers electronic 

distribution, so useful in calculating molecular properties which depends on the electron 

distribution.  Quantum chemistry is useful in understanding molecules at the sub atomic 

levels in details. Different chemical properties of the molecules like electronic spectra, 

nuclear magnetic resonance can also be studied by quantum mechanics (QM). It gives us 

the information about the total energy of the systems (Lewars, 2011).  By simulation and 

modeling, we can predict several properties of a system, which is hard to study by 

experiments. There are certain computational properties, which do not correspond to 

physical observables, such as aromaticity, bond-order, amount of charge transfer between 

hydrogen bonded systems and are best studied by quantum mechanics. There are number 

of quantum theories available for treating the molecules; the principal approaches involve 

ab initio method, and semiempirical approach. The major advantage of ab initio quantum 

chemical calculations is its applicability in absence of any empirical parameters. 

Semiempirical quantum mechanics are also used to study the biomolecules, but they are 

not suitable for molecular interaction (Hobza et al., 1997). 
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2.2. Tools of Quantum Chemistry and Schrödinger Equation 

The tools of computational chemistry are force fields (molecular mechanics), ab 

initio, semi empirical and density functional methods. In the Force Field method, the 

electronic energy is given as the parametric function of the nuclear coordinates and then 

fitting the parameters to experimental or higher level computational data. Force field 

method is fast and suitable for large molecules.  

For non-relativistic atoms, Schrödinger equation is sufficient to calculate all the 

properties related to the system. For heavier elements, some relativistic effect has to be 

introduced using relativistic pseudo potentials. 

Schrödinger equation gives analytic solutions for few simple systems, whereas for 

many particle complex systems, numerical approaches have been used to solve 

Schrödinger equations. Solving Schrödinger requires incorporation of some level of 

approximation to the wave function. The basic method used in QM calculations is 

Hartree-Fock approximation, which solves the time-independent Schrodinger equation by 

assuming that electron moves in the average fields of the other electrons (Cramer, 2004). 

    Hψ= Eψ  

giving us energy and wave function, the latter is a mathematical function used to 

calculate electron distribution, without appeal to fitting to the experiments. Where, H is 

known as the Hamiltonian operator and can be written as sum of the kinetic and potential 

energy of the nucleus and electrons. 

                         HTotal = Tel + Vel-el + Tnuc + Vnuc-nuc + Vel-nuc              ……………………[2.2] 

Tel and Tnuc represent kinetic energy of the electron and nucleus respectively, whereas Vel-

el, Vnuc-nuc,  Vel-nuc represent the potential energy terms.  
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2.3. Born-Oppenheimer Approximation 

Calculations of accurate wave function of many particle systems are extremely 

difficult, as the Hamiltonian contains many correlated attractive and repulsive terms. In 

principle, solving Schrödinger Equation is not possible for many-electron atoms or 

molecules due to many-body problem. So an approximation has been introduced known 

as Born-Oppenheimer approximation, where coupling between electron and nuclear 

motion is neglected. It is based on the hypothesis that as masses of the nuclei are 

considerably heavier than that of the electrons, so nuclei moves much slowly than that of 

the electrons. The electronic wave function thus depends on the position of nuclei and not 

on their momentum. Born-Oppenheimer approximation assume electronic and nucleus 

motion are independent of each other, considering study of the electrons in the field of 

frozen nuclei. Under the Born-Oppenheimer approximation, the total Hamiltonian of the 

molecules is written in the following form. 

 Happrox = Tel + Vel-el + Vel-nuc = Hel            ………………………  [2.3] 

Vel-nuc = electron-nucleus cross term which fix nuclear positions 

 

The electronic Schrödinger equation can be written as 

He (r;R)ψe (r;R) = Ee (R)ψe (r;R)       …………………………..[2.4] 

which is solved for all nuclear coordinate R to map out the potential energy surface.  

Born-Oppenheimer approximation usually gives good results in ground electronic state. 

However in exited states, problem arises due to non-adiabatic interactions.  
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2.4. Variation Theorem and Orbital Approximation 

The average total energy for a state specified by a particular ψis given as 

expectation values of H given as 

          


  ||*][ HdrHE            ………………………[2.5] 

The notation [] emphasizes that energy is a functional of the wave function. The energy 

is higher than that of the ground state unless corresponds to 0 – which is known as 

variational theorem; 

E[] Eo                                   ……………………… [2.6] 

The dynamics of many electron systems are very complicated. For simplification 

of the Vel-el term, we have incorporated another level of approximation in many electron 

system. This is known as orbital approximation by introducing the independent particle 

model, where the motion of an electron is considered to be independent of the dynamics 

of the other electron. Independent particle model assumes that each electron moves in its 

own orbital, and it ignores the correlation with other electrons.  

 

2.5. Linear Combination of Atomic Orbitals (LCAO) Approximation 

The eigenfunctions of eqn. 2.4 for a molecular system are called molecular 

orbitals (MO). The energy of the electron in that particular orbital can be obtained from 

the energy eigen values associated with each molecular orbital.  The eqn. 2.4 can be 

solved by constructing a guess wave function , which is expressed as a linear 

combination of atomic wave functions φ. This approach is known as linear combination 

of atomic orbitals (LCAO).  
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           ………………………………  [2.7] 

Where ci are the coefficients, their values can be obtained by minimizing the energies.  

 

2.6. Huckel Theory 

Huckel theory is another approach to understand the molecular orbital 

approximation methods. Huckel theory is limited to conjugated π-systems and capable to 

explain the non-additive nature of certain properties of aromatic compounds.  Huckel 

theory employs some of the mathematical concepts and techniques; those are useful in 

current high level ab initio orbital approximation also.  According to Huckel theory, the 

total wave function of a molecule can be written as a product of its  and  parts. 

            ψtotal = ψψ

ψis the wave function describing the electronic sigma orbital and ψis the wave 

function describing the electrons in the pi orbital. The wave function of the pi electron 

can be described as the product of all the pi molecular orbitals. 

ψψ ψ ψ ψ ψ

where   the 1….N  represents the number of molecular orbitals. The ψto ψare the wave 

functions for each electron moving in the electrostatic field of nuclei and the other 

electrons.  The electrons are thus considered to move in the field of nuclei and core 

sigma electrons. Each molecular orbital ψi is constructed as a linear combination of 

atomic orbitals according to LCAO approach.  

   r

N

r

jrj C  



1

                           …………………………….. [2.9] 
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With j = 1…   N , r is the 2pz atomic orbital on atom r of the conjugated  systems. Cjr 

are the coefficients associated with each atomic orbital. Huckel theory gives insight about 

chemical reactivity and other associate properties about certain compounds.  

Huckel theory has certain limitations. 

1.  Huckel theory has some drawbacks as it is restricted to π- systems. 

2. It ignores the electron-electron repulsion. 

3. It is useful for qualitative study of the conjugated systems, but because of its 

limitation it is not useful for quantitative purposes. 

 

2.7. Extended Huckel Theory 

Extended Huckel theory has certain improvement over Huckel theory to take in 

account of the orbital approximation. It considers all the valence electrons in the 

molecular orbital calculation. Extended Huckel theory can be useful in calculating the 

molecular structure, transition states for reactant species etc. Whereas it has also certain 

limitations, it fails to take in account of the electron spin, so cannot distinguish between 

different multiplets.  

 

2.8. Hartree-Product Wave Function 

The solution to the Schrödinger equation with non-interacting Hamiltonian can be 

given as the product of the electronic wave functions given as 

                      ΨP =  ψ1 ψ ψ ψ ψ                  ………………………… ..[2.10] 
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Where the one electron wave functions are called orbitals, and in case of molecules, this 

is called molecular orbital, where each molecular orbital can be expanded in a basis set of 

atomic functions. 

   )()(
1

rCr j

nbasis

i

iji  


                      …………………………  [2.11] 

The wave function formed   ΨP    is known as the Hartree-product wave function. 

  H ΨP = )(
1




N

i

i  ΨP                 ……………………………  [2.12] 

 

2.9. Introduction to Slater Determinant and Hartree-Fock Equation 

So the energy eigen values of many electron wave function can be written as sum 

of one electron eigen values.  This represents a non-interacting system of electrons. 

Hartree product assumes that specific electrons have been assigned to specific orbitals, 

whereas the antisymmetric principle requires that electrons are indistinguishable in 

nature. According to Pauli Exclusion Principle, no two electrons can be characterized by 

same sets of four quantum numbers. The electronic wave functions must change sign 

whenever the coordinates of the electrons are interchanged, such wave functions are 

known as antisymmetric wave functions. For a closed shell system, where all electrons 

are paired, antisymmetric wave function can be represented by Slater determinant (SD) of 

the spin orbital; Slater determinant is the simplest form of the orbital wave function that 

satisfies antisymmetric principle. 
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 Slater determinant for the many electronic systems can be represented as 

   

 

 

 

                                                                                                                           …….. [2.13] 

 Where xi) indicates product of spatial wave function and spin orbital. 

So for many electron system, 

                                           )([)....,(
1

21 i

N

i

iN xAxxx 


  ] 

                                      Where  iii x )(  or  iii x )(  

  and   are the spin coordinates representing up and down spins respectively. 
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ijii rCr  


                     …………………………… [2.14] 

The coefficient ijC can be obtained by solving the Schrödinger wave equation. 

                                       )()( xExH elele  


              ………………………………[2.15] 

This equation can be solved by the variation principle. We have to choose a guess wave 

function first and then solve it iteratively until we get the lowest energy. This procedure 

is known as self-consistent field method. 

Energy of a Slater determinant can be obtained as 

                                         dxHE SDeleSDSD 




                   ……………………… [2.16] 

On solving the equation explicitly, we obtain energy of Slater determinant as  
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              ……………………   [2.17] 

Where Kij  is called exchange integral, it appears in accordance with the Pauli exclusion 

principle, which postulates two electron can exchange their position.  

Jij  the Coulomb integral, represents the columbic interaction between the electrons on 

orbital i with an electron in orbital j  

 Therefore we can calculate the energy of a Slater determinant wave function, and 

optimize the wave function according to the variational principle; this is called as the 

famous Hartree-Fock equation. 

                                        NNHF VE  )(
11
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i KJh 
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           ……………… [2.18] 

VNN represents the potential energy due to nuclear-nuclear repulsion. 

 

2.10. Associated Properties of Molecules Obtained from ab Initio 

Quantum Mechanics 

Quantum mechanics gives good results for the hydrogen bonded systems. The 

very important advantage is QM calculation can be done on any selected geometry, even 

in regions, which cannot be studied by experiments. Accuracy of ab initio calculations is 

determined by the size of basis set of atomic orbital which is used to construct the 

molecular orbital and incorporation of correlation effects. Results from the high level ab 

initio QM methods are comparable to the best physico-chemical experiments (Sponer, 

2006). Thermodynamics and structural properties of molecules can be well studied by ab 

initio quantum chemical methods. Calculation of electric multipoles gives us the 

distribution of charge in a molecule. We can calculate dipole, quadruple and other higher 
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order electric multipole moment through ab initio quantum studies. Population analysis 

helps in calculating the atomic charge on each nucleus. Different methods such as 

Mulliken analysis, Natural population analysis, Atoms in molecules are available to study 

the population analysis.  Electrostatic potential has contributions from both the nuclei and 

electrons; it is useful in molecular recognition processes.  

 

2.11. Drawbacks and Improvements to Hartree-Fock Theory  

The most significant drawbacks of Hartree-Fock theory are that it fails to estimate 

adequate electron correlation due to consideration of independent particle model. The 

Hartree-Fock energy with even infinite basis set and accuracy is significantly more than 

the exact energy. This perhaps comes from the correlation. London dispersion interaction 

arises from the instantaneous dipole-induced dipole interaction, are the consequences of 

intermolecular correlation of the electrons.  Correlation of electrons has to be taken into 

account to obtain accurate values of charge distributions. The electrons are assumed to 

move in an average potential of the other electrons, so the instantaneous position of the 

electron is not influenced by the presence of neighboring electrons, so gives the energy 

higher than the exact energy. 

  E (correlation) =  E (exact) - E (HF) 

Electron correlation plays significant role in studying the intermolecular interaction. 

Geometries obtained through Hartree-Fock methods are often reliable but the energies are 

not reliable. There are number of ways in which correlation effect can be incorporated in 

Hartree-Fock method, such as configuration interaction and perturbation theory. 
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2.11.1. Configuration Interaction 

In configuration interaction (CI) approach, exited states are included in the description of 

electronic state. Wave function is described as a linear combination of the ground state 

and exited state wave functions. In this approach, the complete wave function is 

represented as 

                          ψ ψF ψ S ψ D ψ

whereas S represents all single excitations, D represents all double excitations and so on. 

Complete CI gives exact wave functions for the given atomic basis, but it is possible for 

small molecules, while  impossible for large molecules due to increase in the number of 

configurations involved. 

 

2.11.2. Many Body Perturbation Theory 

Moller and Plesset proposed perturbation theory to tackle the problem of electron 

correlation.  This method is based on adding successive improvements to both energy and 

wave functions to the HF description. In this case the true Hamiltonian operator is 

expressed as sum of the zeroth order Hamiltonian Ho and a perturbation which is 

expressed as 

H = Ho + 

To obtain an improvement of Hartree-Fock energy, it is necessary to obtain Moller-

Plesset perturbation theory (Møller and Plesset, 1934) to at least second order, commonly 

known as MP2 level of theory. Higher orders of calculations such as MP3, MP4 are also 

possible, but those are computationally expensive, inappropriate for complex species. 
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They are often restricted to calculate the single point energy calculation on geometries 

obtained through some lower level of theory. 

 

2.12. A Brief Introduction about Basis Set 

Basis sets are composed of atomic functions from which molecular wave functions are 

constructed (Leach, 1996). The atomic wave functions can be Slater type or Gaussian 

type functions.  The Slater functions have the form re   and are used in molecular orbital 

calculations. It has certain drawbacks like when the atomic orbitals are based on the 

different atoms, and it is time consuming also. These drawbacks can be removed by 

introducing Gaussian type wave functions, which has the form  

                                             
2

),,( rmlnGTO

nlm ezyxzyx   …………………[2.21]

 Where α determines the width of the radial function, smaller value of α gives large 

spread, while greater value of α does not spread very far.  The integers n, l, m are non-

negative integers which determines the nature of the orbitals. When all the integers are 

zero, we get the s-type orbital, sum equal to 1 gives the px, py and pz  types of orbitals 

depending on the symmetry about the given Cartesian axes, when the sum of the indices 

are two, we get d-type Gaussian orbital. The advantage of Gaussian function is that 

product of two Gaussians can be represented as a single Gaussian along the line, joining 

the centers of two Gaussians.  The Gaussian function has certain drawbacks, it decays 

towards zero more quickly, than that of the Slater orbital, so could not describe the nature 

of the exponential tail properly, underestimating the long-range overlap between the 

atoms. This problem can be solved if we represent a single Gaussian function as a linear 

combination of Gaussian function, which now decays slowly like that of the Slater 
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function. This form of Gaussian is known as contracted basis function, and the individual 

Gaussian from which they are formed are known as primitive or uncontracted Gaussian. 

The contraction length is the number of terms used in the expansion.  

 A contracted Gaussian orbital is represented as  

   ),,(),,( , zyxCzyx GTO

inlm

i

i

CGTO

nlm    

Where Ci represents the contraction coefficient associated with each basis functions. 

Different types of basis sets are used in the ab-initio quantum chemical methods, 

depending on the nature of atoms in the systems. 

The primary one is the minimal basis set, which has one basis function for each 

atomic orbital in the real atom. In STO-nG, n numbers of GTO are used to mimic the 

STO. Minimal basis set often give good geometries for the smaller system, but it gives 

poor results for other energy related quantities and other properties and lack the 

flexibility when involved in bond formation with other atoms. Minimal basis sets are 

unable to describe the non-spherical aspects of the electron distributions. The double zeta 

polarized basis sets (DZ), where two atomic orbitals are used for each atomic orbital in an 

atom, but insufficient to describe proper energy of the system. To overcome these 

problems split valence basis sets come in to the picture, which are generally presented by 

3-21G, 6-31G etc. Where in case of 6-31G basis set, 6 Gaussian functions are used to 

describe the core orbital, the valence electrons are described by 4 Gaussian, the 

contracted part of the 3 Gaussian and the diffusion part by one Gaussian. The charge 

distribution about an atom in a molecule is usually perturbed in comparison with the 

isolated atom, like when a hydrogen atom form molecule, it acquires some p-type of 

characteristics in addition to the s-character, and first and second rows elements of the 
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periodic table adopt d-orbitals characteristics when involved in molecule formation. So 

polarization functions are added into the basis set, which are normally presented by (*), 

6-31G** basis is equivalent to 6-31G basis set, with inclusion of polarization functions 

on both the hydrogen and other non-hydrogen atoms, useful when hydrogen atoms are 

involved in formation of bonds. Diffusion functions are necessary in the basis sets of the 

species, like anions, and lone pair containing molecules, where significant electron 

density away from the nucleus. The diffusion functions are denoted by adding ―+‖ to the 

basis sets of the atoms. The other basis sets most widely used are the Dunning correlation 

consistent basis sets, ranging from double zeta plus polarization to hextuple zeta plus 

polarization plus diffuse, which is best choice for weakly bound species get accurate 

results. 

 

2.13. Density Functional Theory 

Density functional theory (DFT) (Kohn, 1999) considers electron correlation 

explicitly; it is more economic than MP2 or other post Hartree-Fock method. In Hartee-

Fock theory, the multi-electron wave function is expressed as a Slater determinant which 

is constructed from a set of N-electron wave functions. The DFT method is based on 

evaluation of electronic energy which in terms of depends on the overall electronic 

density. Study by Hohenberg and Kohn (Hohenberg and Kohn, 1964) shown that the 

ground state electronic energy and other properties of the systems were uniquely defined 

by electron density. In DFT, the energy functional is written as the sum of two terms 

given by 

         )]([)()]([ rFdrrVrE ext         …………………………[2.23] 
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Where the first term represents interactions of electrons with an external potential Vext , 

the explanation of the second term was properly given by Kohn and Sham(Kohn and 

Sham, 1965), which was given by 

)]([)]([)]([)]([ . rErErERF XCHEK           …………………[2.24] 

The first term represents the kinetic energy, second term represents Coulombic energy 

and the third term represents contributions from exchange and correlation functions. 

Different methods have been proposed to take in account of the exchange-correlation 

functional. The simplest way is the ―Local Density Approximation (LDA)‖, where the 

electron density seems to be constant throughout the space. The other well-known 

method is the ―Generalized Gradient Approximation (GGA)‖, which depends on the 

gradient of the density on each point of the space, and not just in its value. The most 

common GGA functions were developed by Becke (Becke, 1993). The other known 

example is LYP functional as developed by Lee, Yang and Parr (Lee et al., 1988).  Some 

of the DFT functionals contain empirical terms and are tested to give good results, than 

that of the non-empirical functionals like PBE, PW91. The most widely accepted method 

is B3LYP (Gill et al., 1992) functional, which is a combination of gradient corrected 

exchange correlation functional with certain portion of the exact exchange from Hartree-

Fock calculations, thus gives accurate results in case of hydrogen bonded systems. 

 

2.14. Dispersion Corrected Density Functional Theory 

 Density functional theory is very widely used theoretical approach to molecular 

structure. It includes electron correlation in an approximate manner. However it is unable 

to describe the long range electron correlation, which plays significant roles in describing 
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the stacked complexes (Kristyán and Pulay, 1994, Cybulski et al., 2002). Latter on 

different methods arise, which takes in account of the dispersion interaction, by 

considering the long-range van der Waals interactions can be done by introducing the 

dispersion interaction either by proposing a suitable non-local functional or by combing 

the standard functional with empirical dispersion terms (van Mourik and Gdanitz, 2002, 

Elstner et al., 2001). The empirical potential has been added in the form of  C
6
R

-6 
. After 

adding the dispersion correction the total dispersion corrected energy takes the form of  

                           EDFT-D = EKS-DFT + E dis                                   ..................................[2.25] 

Where the 1st term in the right hand side represents the self-consistent Kohn-Sham 

energy obtained from the chosen DFT functional and the 2
nd

 term represents the 

empirical dispersion correction, which has the form as given below 
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Where Nat represents the number of atoms in the system, R is the interatomic distances, 

and C6 are the dispersion coefficients, the damping function is represented as fdmp, which 

has the following expression 
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e
Rf             …………………………….[2.27] 

Where Rr is the sum of the atomic van der Waal radii. 

The most widely used hybrid functional which include long range dispersion interaction  

is ωB97XD(Chai and Head-Gordon, 2008) functional, which has been incorporated in a 

commercial software package Gaussian g09, which has been extensively used by me in 

my thesis work (Frisch et al., 2009). Zhao and Truhlar (Zhao and Truhlar, 2006) have 

developed the M06 family of local (M06-L) and hybrid (M06, M06-2X) meta GGA 
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functional, which gives good results for non-covalent interactions as studied by various 

groups (Umadevi and Sastry, 2011).  

 

 2.15. Dirac equation and relativistic effect 

Heavy elements in periodic table contain rather distinct characteristics and follow 

Dirac equation. Special relativity has basic postulates (i) speed of light is constant in any 

reference frame (ii) laws of physics are invariant to choice of reference frame. In general 

Schrödinger equation does not follow the above rules, so are non-relativistic in nature. 

However, Dirac equation follows the two above criteria, so relativistic in nature. Dirac 

equation always gives interaction energy lower to that of Schrödinger equation for a 

simple system like one electron system and with increase in the charge of the nucleus 

(For many electron system), the differences between the relativistic and non-relativistic 

energy becomes bigger. Many properties of the atoms and molecules can be explained 

with the help of non-relativistic quantum mechanical approach. However when the nuclei 

get heavier, with increase in the atomic number, the relativistic effect plays a dominant 

role in the chemical process. According to the theory of relativity, the relativistic mass 

increase as 

    
2/122

0

))/(1( cv

m
m


  

Where mo being the rest mass and v  be the speed of the electron. The effective Bohr 

radius also decreases for the inner electrons, which move with large average speeds, 

according to the following equation. 
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As atomic nucleus charge (Z) increases, electrons that orbits close to the nucleus (the s 

electrons) increase their average velocity. This result in energy stabilization and relative 

radial contraction of the s and p orbital those lie closer to the nucleus, while d and f 

orbital are destabilized and tend to expand radially and outwardly (Pyykko, 1988).  

However the higher s-shells also suffer similar contraction, as they are orthogonal to the 

lower ones. Relativity has another influence beyond stabilizing electrons, known as spin-

orbit coupling. These contractions, decontractions, stabilizations, destabilizations and 

spin-orbit splitting are called relativistic effect. With increase in the size of the atom, 

especially for the atoms belonging to the 4d transition metal or heavier, the relativistic 

effect plays significant role in stabilizing the systems. Some relativistics effects can be 

included quite easily using relativistic pseudo potential through ―Effective core potential 

(ECP)‖ functional. There are numbers of pseudopotentials available, among them 

LANL2DZ-ECP (Hay and Wadt, 1985, Cao and Dolg, 2010) , Stuttgart-ECP (Cao and 

Dolg, 2010) are most popular. LANL2DZ basis use effective core for all atoms larger 

than Neon, and are most widely used in analyzing the heavy elements in the periodic 

table. 

2.16. Applications of QM to Study the Properties of the Biomolecular 

Systems 

Quantum mechanics is the best tools to study the hydrogen bond interactions in 

different biological macromolecules as well different organic molecules, since hydrogen 

bond is also partially electrostatic in nature, so methods which include electron 

correlation and exchange are going to give good classifications of hydrogen bonds. 

Optimization of the systems using HF/DFT or other higher order theory, employing 
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specific basis sets (which depend on the atoms present in the system), results in stable 

geometry, and the different physical and associated properties of a system are analyzed at 

the minimum energy configuration of the system.  The flow chart describing the 

optimization process is given below. 

 

2.16.1. Interaction Energy and Basis Set Superposition Error 

Different types of hydrogen bond interactions can be studied in terms of their 

bond lengths and bond angles. Stability of a complex molecule can be best studied by 

calculating its interaction energy. Energy of formation of biomolecular complex can be 

calculated by the energy of the dimer and then subtracting the energy of the isolated 

monomers from the dimer. The interaction energy of the dimer XY can be calculated as  

         Eint = EXY –EXo –EYo             ……………………………..[2.29] 

Choose a basis set

Choose a molecular geometry q

Compute and store all one-electron and overlap integrals 

Guess initial density matrix ρ(0)

Construct and solve Kohn-Sham secular equation

Construct density matrix from occupied KS Molecular orbitals ρ(n)

Is new density matrix ρ(n) sufficiently similar to old density matrix ρ(n-1)? 

Analyze electronic population

Replace ρ(n-1) with ρ(n) 
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Where EXY denotes energy of the complex systems, and EXo and EYo denote the energy of 

the two subsystems in isolation. However the energy obtained by such approach is found 

to be overestimated than the true value. This discrepancy arises due to an error known as 

basis set superposition error (BSSE). The BSSE in general arises due to overlapping of 

the orbitals of the two subsystems. Inclusion of BSSE is needed in the computation of 

hydrogen bonded complex. This error arises as the basis functions of the complex formed 

by the H-bonded interactions of the monomers are different from those of the isolated 

monomers. The larger basis set used for the complex yields an energy which is 

comparatively lower than the sum of the energies of the isolated monomers, with their 

basis set. BSSE introduces a non-physical attraction between the two monomers. BSSE 

can be best estimated by the MOROKUMA method used in GAMESS-US (Schmidt et 

al., 1993) and Boys and Bernardi function counterpoise methods  incorporated in  

Gaussian 09 (Frisch et al., 2009). One can compare the energy of XY with that of X, with 

extra basis functions provided by Y plus the energy of Y, with extra basis function 

provided by X. This method of correcting the energy by adding the extra basis function is 

known as counterpoise corrections. In other words, the energy of individual component X 

is calculated in the presence of ghost orbital of Y, and the energy of individual 

component of Y can be calculated in the presence of ghost orbital X, there are called 

ghost orbital as only basis functions are taken into the consideration, while they are not 

accompanied by real atom, nuclei, and electrons. The value of the basis set super position 

error (BSSE) is dependent on the basis set chosen.  

So, equation 2.29 becomes 

Eint = EXY –EXo –EYo + BSSE          ………………………….[2.30] 
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after taking in account of the basis set superposition error. 

 

2.16.2. Natural Bond Orbital Analysis 

   To study the amount of charge transfer and orbital interaction, Natural Bond 

orbital (NBO) provides greatest tools (Carpenter and Weinhold, 1988). It is somehow 

alternate to the Morokuma analysis, but while Morokuma analysis represents H-bond as 

electrostatic, this emphasizes on importance of nonclassical donor-acceptor interactions. 

The NBO analysis includes all possible interactions between donor Lewis-type NBOs 

and acceptor non-Lewis NBOs. Energy transfers from the donor bonding orbital to the 

acceptor anti-bonding orbital were estimated by second-order perturbation theory to 

quantify the extent of hydrogen bond formation. Electronic properties, like occupancy of 

the natural orbitals, energy values for charge transfer, natural charges for the relevant 

atoms and bonds, which are involved in hydrogen bonded interactions are best studied by 

this method. 

 

2.16.3. Atom in Molecule (AIM) analysis 

 The quantum theory of atoms in molecules (QTAIM) has been developed by Prof. 

Richard F. W. Bader and his groups (Bader, 1991). AIM characterize the chemical 

bonding of a molecule, which is in general based on the topological analysis of electron 

charge density ρ(r) and Laplacian of the electron density and play crucial role in 

understanding the non-covalent interaction. Generally the characteristics features of 

covalent bond are when the electron density has large magnitude and Laplacian is found 

to be negative. The critical point in the electron density is the point in space, where the 
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first derivative of the electron density vanishes. One can discriminate between local 

minimum/maximum, saddle point by considering the second derivative of the electron 

density. In general there are four types of stable critical points are observed in the 

chemical structure of an element, (3, -3), (3, -1), (3, +1), (3, +3). Among these (3, -1) is 

known as bond critical point, and the value of electron density at the bond critical point 

can be characterized to determine the strength of the bond.   

AIM can be best used to characterize the strengths of the hydrogen bonds between 

pair of atoms can be analyzed in terms of their electron densities (ρc) and their Laplacians 

(
2
ρc) at the bond critical point (BCP). So also the associative energy parameters, like 

total electronic energy at the BCP (Hc), total kinetic energy at the BCP (Gc) and local 

potential energy at the BCP (Vc), also contributes in differentiating the types of hydrogen 

bonds involved.  One can apply the topological parameters following equations 2.31 and 

2.32, which relate the energy parameters and the Laplacian of electron density at the bond 

critical point (
2
ρc). 

     

2Gc+Vc = (1/4) 2
ρc         ................................   [2.31] 

    Hc =Vc+Gc         ……………………  [2.32] 

  

Depending on the sign of 
2
ρc and Hc, one can differentiate strong, medium and 

weak hydrogen bonds (Rozas et al., 2000). For weak hydrogen bond both 
2
ρc  and Hc are 

found to be > 0, for medium hydrogen bond 
2
ρc  > 0, and Hc <0, while for strong 

hydrogen bond 
2
ρc and Hc < 0.  I have employed the above approaches throughout my 

thesis work to analyze the strengths of hydrogen bonds in different biomolecules. 
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Aim and Scope of This Study 
 

With the knowledge on structures of different biological macromolecules and the 

development of theoretical methods to understand their dynamics and interaction between 

themselves, it is high time now to follow up those studies. The work presented in this 

thesis mainly deals with study of different properties of   biomolecules and nanomaterials 

by quantum chemical approach.  The 3
rd

 chapter deals with study of hydrogen bonding 

interaction between canonical and non-canonical RNA basepairs. I have classified the 3
rd

 

chapter into three sub-sections. The objectives of this study are as follows  

(i)  To analyze the structures and dynamics of frequently observed canonical and non-

canonical basepairs in RNA by different computational chemistry methods  

(ii) To study the conformational changes occurring in the RNA basepairs upon 

optimization by different quantum chemical methods.  

(iii) I have modeled the hypothetical but possible basepairs and try to study their 

properties. 

(iv) I have developed a new RNA database, ―RNA non-canonical basepair database‖, 

which includes structures and enegetics of every possible type of basepairing pattern in 

RNA. 

The relevance of this study lies in understanding the stability of the different basepairs 

and their potential role in the structure and functions of RNA. 

In the 4
th
 chapter, I have explained the importance of hydrogen bonding 

interaction in stabilizing goldnano-quercetin complex, which can be used in the 

therapeutic applications. I have attempted to study the following issues. 

(i)     Importance of capping agents in goldnano particle 
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(ii)   Mode of interaction of quercetin with the citrate capped gold nanomaterials 

This study can help in understanding the actually geometry and bonding of the gold 

citrate complex and its complexation with quercetin. My theoretical results are well 

correlated with the experimental finding of my collaborators. 

  Graphene is emerging as a new class of nano material with unique physical and 

chemical properties, with appearance of distinct electronic properties at the edges.   

Wetting property of different edges of the graphene has been discussed in the 5
th

 chapter, 

along with sufficient experimental evidences. I have addressed the explanations to the 

following queries.  

(i) How the different edges interact with water?  

(ii) Which edge of graphene is more hydrophilic?  

(iii) What kind of interactions is observed in maintaining the stable graphene water 

complex? 

Chapter 6 has three sub-sections; I have studied interaction of graphene and carbon 

nanotubes, with different nucleobases and nucleotides. I have tried to address the 

following issues.  

(i) Inclusion of dispersion corrected density functional method (DFT-D) in 

optimizing the graphene_nucleobases/CNT_nucleobases and graphene_nucleosides/ 

CNT_nucleoside system. 

(ii) Understanding change in the  structural features of the graphene sheet 

(iii) Analyze the interactions observed between graphene and CNT complex 

systems. 
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In the last chapter, chapter 7, I have summarized my present thesis works and also 

highlight future prospective which can be carried out for better understandings of the 

biomolecules and nano materials. 

These studies appear helpful in understanding the importance of non-canonical 

basepairs in RNA. The quantum chemical analysis of nanomaterials such as graphene, 

carbon nanotube, gold clusters may helpful in designing nanoparticle based drug delivery 

vehicle.  
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                                      Chapter 3 

Theoretical Analysis of RNA basepairs: 

Quantum Chemical Approach
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Section 3.1 

Structure, Stability and Dynamics of Canonical and 

Non-Canonical Basepairs: Quantum Chemical Studies 
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3.1.1. Introduction 

Ribonucleic acid (RNA), the most important biomolecule in living organism, are 

the integral components of cellular machinery, plays important role in protein synthesis, 

transport, as well have many regulatory and catalytic functions.  Structure and dynamics 

of macromolecules like RNA are influenced by a varieties of contributions, among them 

hydrogen bonding interaction between bases being one of the most important. Other 

relevant forces are arising from base-base stacking interaction, base-backbone or 

backbone-backbone interactions etc. In general, the regular stretches of A-form RNA are 

often defined by contiguous canonical Watson-Crick basepairs, formed through hydrogen 

bonds between complementary bases adenine-uracil, guanine-cytosine and sometimes 

guanine-uracil (Wobble basepair), which are also the major structural motifs of various 

functional RNAs such as ribosome, ribozyme, tRNA etc (Yang et al., 2003). In addition 

to Watson-Crick basepairs, a large numbers of non-Watson-Crick basepairs are also 

observed in RNA.  These non-canonical basepairs play important role in maintaining the 

secondary and tertiary structures of RNA. Non-Watson-Crick basepairs often utilize the 

H-bonding capabilities of the ribose 2‘ hydroxyl group, which forms the highly specific 

fundamental biocatalytic functions. Each base can interact with the other base to form 

hydrogen bonds through three edges (i) Watson-Crick edge, (ii) Hoogsteen or ―C-H‖ 

edge and (iii) sugar edge. Two nucleobases in RNA can interact with each other through 

any of these three edges in either cis or trans orientation with respect to the hydrogen 

bonds of the sugar rings. We defined a shorthand nomenclature to indicate the base 

pairing edge as well as orientation and have explained that in Table 3.1.1 (Das et al., 

2006).  This leads to a total of 12 different base edges families with 168 possible 
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basepairing patterns (Leontis and Westhof, 1998). Besides, water mediated and 

protonated basepairs have also been identified recently (Leontis et al., 2002) and these 

perhaps give rise to extra stability to the folded three-dimensional structures.  BPFIND 

(Das et al., 2006) detects all canonical and non-canonical basepairs occurring in nucleic 

acid three-dimensional structures only when the basepairs are bonded by two hydrogen 

bonds through any edges. The direct hydrogen bonds can be of polar (N-H…O/N) or 

non-polar (C-H…O/N) types. Though the C-H…O/N mediated  basepairs involve 

intrinsically weak non-polar force and very often assume non-planar geometry but many 

of them still contribute substantially to the RNA structural stability as they are seen to 

occur quite frequently in RNA crystal structures (Das et al., 2006). The basepairs 

involving hydrogen bond to the sugar residues have additional flexibility due to single 

covalent glycosidic bond and can be non-planar even with perfectly linear hydrogen 

bonds. A similar detection criterion is also followed by other method, which however 

considers basepairs mediated by single H-bond also (Yang et al., 2003, Huang et al., 

2003). Since a biomolecular structure is ultimately governed by free energy changes, a 

thorough understanding of structure-energy relationship in RNA non-WC basepairs is 

essential. Among the non-canonical basepairs the most frequent ones are trans A:G 

Hoogsteen/Sugar Edge (H:S T) and trans A:U Hoogsteen/WC (H:W T), whose 

frequencies of occurrences are comparable to that of the wobble G:U basepair (W:W C). 

These high frequencies of occurrences of non-canonical basepairs certainly indicate that 

these have an important role in the stability of structural RNA. They stabilize tertiary 

contacts between remote segments of the RNA macromolecules forming specific RNA 

motifs. They are frequently involved in the formation of internal RNA loops and specific 
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segments containing several contiguous non-WC basepairs. These non-canonical 

basepairs often occur within secondary structural blocks and play important role in the 

evolution and folding of RNA architectures and in building up the complex three-

dimensional structures of RNAs (Hendrix et al., 2005). Attempts have been made by 

different groups to classify the non-canonical basepairs and detecting their potential role 

in maintaining the three dimensional structure of RNA. Leontis and Westhof have 

characterized the non-canonical basepairs in terms of their isosteric parameters (Leontis 

and Westhof, 1998) and was found useful in modeling RNA structures from sequence 

conservation. The dynamics of the basepairs can be studied in terms of three-rotational 

and three-translational parameter. It was observed that most of the basepairs in cis 

orientation have large negative propeller twist, which is nearly zero for the trans 

basepairs (Mukherjee et al., 2006). The basepairs involving sugar edges were generally 

found to be non-planar, presumably to avoid steric clash involving bulky sugar moiety. 

Study of the frequently occurring basepairs may highlight some new aspects of structural 

properties of the basepairs and their biological relevance. 

 Different papers have been devoted on quantum chemical energy calculation of 

the canonical and non-canonical basepairs (Sponer et al., 2004, Sponer et al., 2005b, 

Sponer et al., 2005c, Sponer et al., 2007, Bhattacharyya et al., 2007),  however there are 

not much efforts in systematically characterizing H-bonding stabilities of all frequently 

observed basepairs in RNA. In this present study, we have considered 33 basepairs (as 

shown in Figure 3.1.1) which occurred frequently in RNA crystal structures. We have 

carried out geometry optimization of all the basepairs by using Density functional theory 

(DFT) with hybrid B3LYP functional and quantitatively analyzed the alteration of 
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structures during optimization. We have determined hydrogen bonding strengths 

corresponding to each type of H-bond, such as N-H…O, N-H…N, O-H…N etc, using a 

statistical procedure.  The basepairs considered are classified in to three types (i) 

basepairs stabilized by multiple polar H-bonds (ii) basepairs stabilized by one polar and 

one non-polar C-H...O/N type of interaction (iii) basepairs involving the sugar O2‘ or 

H2‘. We have analyzed structure and dynamics in 33 basepairs, where direct H-bond 

exists between the bases through different approaches such as changes in calculated 

infrared (IR) frequency and intensity. We have also attempted to understand basepair 

dynamics for these 33 basepairs by calculating intrinsic flexibility of each of the 

basepairs from the normal mode frequencies and calculated standard deviations of the 

intra basepair parameters, viz. propeller, buckle, open-angle, stagger, shear and stretch. 

These standard deviation values are in excellent agreement with those obtained from 

crystal data (Mukherjee et al., 2006). The analysis of basepair dynamics indicates that 

movements of most basepairs are highly favorable along their propeller or buckle 

directions. Such movements maintain hydrogen-bonding strength by generally modifying 

pyramidalization of the H-bond forming amino groups.  The other movements along 

open, shear and stretch are more hindered as they are associated with distortion of the H-

bonds between the bases.  The results also indicate that the basepairs stabilized by two or 

more polar H-bonds are stable with equivalent strength whereas those having C-H...O/N 

are rather weak. 



 

85 

 

Figure 3.1.1. Structures of the 33 basepairs optimized by B3LYP/6-31G** basis set 

   
   

1. G:C W:W C 2. A:U W:W C 3. G:U W:W C 4. A:G H:S T 5. A:G s:s T 6. A:U H:W T 

  
 

 
  

7. A:A H:H T 8. G:A W:W C 9. G:A S:W T 10. A:A W:W T 11. A:C w:s T 12. A:U W:W T 

   
 

  

13. A:A H:W T 14. A:U H:W C 15. A:G w:s C 16.A:A h:s T 17. A:C w:s C 18. G:G S:S T 

      

19. A:U w:s T 20. G:U w:s C 21. A:C w:w C 22. A:U s:w C 23. G:C w:s C 24. G:G H:W T 

    
 

 

25. A:A w:w C 26. U:U h:w T 27. C:C h:s T 28. A:U w:s C 29.A:A s;s T 30. C:U h:s T 
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3.1.2. Choice of the Basepairs 

We have selected 33 frequent basepairs of usual Watson-Crick type as well as 

non-canonical type (Table 3.1.1) from crystal structures of RNA as indicated in our 

website http://www.saha.ac.in/biop/bioinformatics.html. These basepairs were detected 

by BPFIND software with considerable frequency in 145 functional RNA crystal 

structures. These structures are selected from the Protein data bank solved by X-ray 

crystallography at 3.5 Å or better resolution as available in September 2004. Structures 

having more than 30 nucleotides are considered in this database.  Proton mediated 

basepairs are not considered in our present study.  Basepairs stabilized by two N-H...N/O 

type of hydrogen bonding are denoted by ‗W‘ (Watson-Crick), ‗H‘ (Hoogsteen) or ‗S‘ 

(sugar) and those stabilized by one C-H…N/O types hydrogen bonding are denoted by 

lower case letters ‗w‘, ‗h‘ or ‗s‘.  These characters, i.e. W, H etc. are used to mention the 

edge of a base through which it forms H-bonds (Das et al., 2006).
 
 The last letter in 

basepair nomenclature indicates cis (C) or trans (T) orientation of the glycosidic bonds 

with respect to the virtual H-bonds. 

   

   

31. A:C W:W T 32. C:U W:W T 33. C:C w:h C    
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3.1.3. Computational Details and Optimization 

We used MOLDEN software (Schaftenaar and Noordik, 2000)
 

 for model 

building hydrogen atomic positions and graphical visualization of the RNA basepairs. We 

have replaced the sugar phosphate moieties by methyl groups for each of the 23 basepairs 

to avoid any artificial dipole moment arises due to the N-H bond, and this reduces the 

computational cost also. For the third variety of sugar mediated basepairs, we have 

considered sugars attached to one of the bases, terminating by -OH groups at 5‘ and 3‘ 

positions.  Geometry optimization of the basepairs without any constraints  was carried 

out using using GAMESS-US (Schmidt et al., 1993) with hybrid B3LYP functional (Lee 

et al., 1988, Becke, 1993) with 6-31G (2d, 2p) basis set. Basis set superposition errors 

(BSSE) were calculated by MOROKUMA method (Kitaura and Morokuma, 1976) using 

Hartree-Fock procedure (HF) with 6-31G (2d,2p) basis set for the fully relaxed geometry 

optimized structures. Normal mode analyses of the optimized structures were performed 

by numerical Hessian method.  

The interaction energy E of a dimer A…B is defined as the electronic energy 

difference between the dimer and isolated optimized monomers (EA and EB) where 

monomer energies are obtained assuming the geometries of the optimized dimer and 

using the basis set of the dimer. Mathematically this is given as 

              E = EXY
opt

 – EX
opt

 – EY
opt

                                   ………………………….[3.1.1] 

Where  EXY
opt

 is the energy of the optimized basepair and EX
opt

 and EY
opt

 are the energy 

of the bases X, Y in the optimized basepair geometry. We also calculated the deformation 

energy, which is a repulsive contribution due to changes of monomer geometries upon 
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complex formation and is defined, as the energy required in deforming the isolated and 

optimized bases to the geometry they assume in the basepair. The deformation energy is 

hence calculated as 

      Edef = (EX
opt

– EX
o
) + (EY

opt
 – EY

o
)                                    ……………………… [3.1.2] 

 where EX
o
 and EY

o
 are the energy of the optimized isolated bases. Taking into 

consideration of the basis set superposition error (BSSE) and deformation energy the total 

interaction energy of a basepair is given by  

Ecor = EXY
opt

 – (EX
opt

 + EY
opt

) + BSSE + Edef.               …………………….[3.1.3] 

Putting the expression for deformation energy in this equation the total interaction 

energy of a basepair stands out as  

Ecor = EXY
opt  

- EX
o
 - EY

o
 + BSSE.           ………………….. [3.1.4] 

Intra basepair parameters, viz. buckle, open-angle, propeller, stagger, shear and 

stretch, were calculated using the NUPARM software (Mukherjee et al., 2006) version 

2.0. 

Table 3.1.1. The basepairs studied along with their source and frequency of occurrence  

in RNA structure database, sorted according to frequency. 

No 
Basepair 

Leontis/Westhof 

Nomenclature 
Frequency 

PDB ID and 

residue names 
Environment 

1 G:C W:W C 
Cis Watson-Crick/Watson-

Crick (canonical) 
21593 

1DFU 

97 (M)-79 (N) 
Double helical 

2 A:U W:W C 
Cis Watson-Crick/Watson-

Crick (canonical) 
6862 

1ASY 

607 (S)- 666 (S) 
Double helical 

3 G:U W:W C 
Cis Watson-Crick/Watson-

Crick (wobble) 
2749 

1ASY 

610 (S)-625 (S) 
Double helical 

4 A:G H:S T 
Trans Hoogsteen/Sugar 

Edge 
2303 

1MZP 

21 (B)-44 (B) 

Double helical; 

Triplet 

5 A:G s:s T 
Trans Sugar Edge/Sugar 

Edge 
1496 

1FFK 

243 (O)-274 (O) 
Triplet 

6 A:U H:W T 
Trans Hoogsteen/Watson-

Crick 
1164 

1ASY 

614 (S)-608 (S) 
Isolated 
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7 A:A H:H T Trans Hoogsteen/Hoogsteen 444 
1ASY 

609 (R)- 623 (R) 

Triplet 

 

8 G:A W:W C 
Cis Watson-Crick/Watson-

Crick 
411 

1QVG 

2596 (O)-2582 (O) 
Double helical 

9 G:A S:W T 
Trans Sugar Edge/Watson-

Crick 
335 

1FFK 

166 (O)-924 (O) 

Triplet 

 

10 A:A W:W T 
Trans Watson-

Crick/Watson-Crick 
253 

1QVG 

2566 (O)-2699 (O) 
Parallel helix 

11 A:C  w:s T 
Trans Watson-Crick/Sugar 

Edge 
214 

1HNW 

696(A)-797(A) 
Quadruple 

12 A:U W:W T 
Trans Watson-

Crick/Watson-Crick 
210 

1ASZ 

615 (R)-648 (R) 
Isolated 

13 A:A H:W T 
Trans Hoogsteen/Watson-

Crick 
205 

1FFK 
460 (O)-455 (O) 

Triplet. 

14 A:U H:W C 
Cis Hoogsteen/Watson-

Crick 
202 

1FFZ 

2470 (A)-2277 (A) 
Triplet 

15 A:G: w:s C 
Cis Watson-Crick/Sugar 

Edge 
180 

1SM1 

991 (O)-2020 (O) 
Triplet 

16 A:A h:s T 
Trans Hoogsteen/Sugar 

Edge 
170 

1GTR 

13(B)-22(B) 
Triplet 

17 A:C w:s C 
Cis Watson-Crick/Sugar 

Edge 
134 

1HNX 

1280(A)-1149(A) 
Triplet 

18 G:G S:S T 
Trans Sugar Edge/Sugar 

Edge 
133 

1FFK 

315 (O)-336 (O) 
Isolated 

19 A:U w:s T 
Trans Watson-Crick/Sugar 

Edge 
107 

4TNA 

8-21 
Triplet 

20 G:U w:s C 
Cis Watson-Crick/Sugar 

Edge 
89 

1S72 

196(O)-425(O) 

Quadruple 

 

21 A:C w:w C 
Cis Watson-Crick/Watson-

Crick 
81 

1M5K 

20 (B)-63 (B) 
Double helical 

22 A:U s:w C 
Cis Sugar Edge/Watson-

Crick 
76 

1M1K 

329 (A)-346 (O) 
Double helical 

23 G:C w:s C 
Cis Watson-Crick/Sugar 

Edge 
66 

1FFK 
1302(O)-1353(O) 

Double helix 

24 G:G H:W T 
Trans Hoogsteen/Watson-

Crick 
65 

1QVG 

868 (O)-775 (O) 
Triplet 

25 A:A w:w C 
Cis Watson-Crick/Watson-

Crick 
63 

1FFK 

635 (O)-620 (O) 
Double helical 

26 U:U h:w T 
Trans CHO Edge/Watson-

Crick 
49 

1W2B 

2781 (O)- 2791 (O) 
Parallel helix 

27 C:C h:s T 
Trans Hoogsteen/Sugar 

Edge 
56 

1JBR 

8(C)-22(F) 
Double helix 

28 A:U w:s C 
Cis Watson-Crick/Sugar 

Edge 
52 

1F1T 

11(A)-26(A) 
Isolated 

29 A:A s:s T 
Trans Sugar Edge/Sugar 

Edge 
52 

1HNW 

50(A)-360(A) 
Partial Stacking 

30 C:U h:s T 
Trans Hoogsteen/Sugar 

Edge 
44 

1S72 

2690(O)-2704(O) 
Double helix 

31 A:C W:W T 
Trans Watson-

Crick/Watson-Crick 
34 

1QVG 

1742 (O)-2037 (O) 
Double helical 

32 C:U W:W T 
Trans Watson-

Crick/Watson-Crick 
19 

1JJ2 

1394 (O)-1432 (O) 
Isolated 

33 C:C w:h C 
Cis Watson-Crick/CHO-

Edge 
18 

1Q82 

1176 (A)-1196 (A) 
Isolated 
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3.1.4. Results 

3.1.4.1. Analysis of the Interaction Energy 

Optimized structures of all the 33 selected Watson-Crick as well as non-canonical 

basepairs are shown in Figure 3.1.1. Interaction energy of the analyzed basepairs in RNA 

is found to vary between -5 to -27 kcal/mol (Table 3.1.2), indicating wide range of 

stabilization provided by these frequently occurring basepairs. It is observed that 

basepairs stabilized by C-H mediated H-bond are less favorable (Ecorr > -10 kcal/mol) 

whereas all the basepairs with two polar H-bonds, except few (G:G S:S T; A:G H:S T; 

A:A H:H T) are highly favorable (Ecorr < –10 kcal/mol). Compared to all other 

basepairs, the G:C basepair is stabilized maximally and this also explain their 

significantly higher frequency of occurrence in any RNA structure. Canonical A:U 

basepair and G:U wobble basepair have interaction energy around –15 kcal/mol, which is 

comparable to the interaction energy of many non-canonical basepairs. The interaction 

energy of G:C W:W C and A:T W:W C basepairs were reported by Sponer et al. (Sponer 

et al., 2004)
 
as –27.5 kcal/mol and –15.0 kcal/mol respectively whereas these were 

calculated as –25.2 kcal/mol for G:C W:W C basepair and –12.2 kcal/mol for A:T W:W 

C basepair (Mo, 2006). From our results it is shown that interaction energy of G:C W:W 

C basepair is –26.51 kcal/mol whereas for A:U W:W C basepair it is -14.43 kcal/mol 

which are in good agreement with the previous reports. It should be noted that both these 

groups calculated the interaction energy of basepairs by considering the bases only and 

did not consider sugar part or replaced sugar part by a methyl group.  On the other hand 

we have replaced sugar part of a nucleotide by a methyl group (to reduce artificial 

polarity of the bases) and thus we have taken into consideration of two possible relative 
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orientations of basepair with respect to sugar moiety. It is further noted that interaction 

energy is not always related to the frequency of occurrence although G:C W:W C has 

highest frequency with best stabilization energy. The 24
th

 basepair G:G H:W T is very 

stable (ΔE = -17.58 kcal/mol) but rarely observed basepair. On the other hand the A:G s:s 

T basepair, even with small interaction energy (ΔE = -5.71 kcal/mol), is observed very 

frequently. This higher frequency might be due to possibility of formation of a third H-

bond involving 2-amino group of guanine with the sugar moiety of adenine. Deformation 

energy of these basepairs has positive values except in few cases, which have negligibly 

small negative value. Surprisingly, the basepairs having very small deformation energy 

component are all having one non-polar interaction. This, possibly indicate that only one 

strong H-bond does not significantly alter structures of the optimized bases, which 

multiple H-bonds may do. Deformation energies of the bases with sugar are generally 

higher, indicating more variability of the sugar part. 

In general most of the basepairs having multiple polar H-bonds have high 

interaction energy ranging from –10 kcal/mol to –27 kcal/mol. Few basepairs with two 

polar H-bonds namely A:G H:S T (4
th
 basepair), A:A H:H T (7

th
 basepair) and G:G S:S T 

(18
th
 basepair) are found to have weaker interaction energy as exception. The modes of 

interactions for these basepairs are found to be only a pair of N-H…H type hydrogen 

bonds. The basepairs stabilized by one polar and one non-polar interaction are all found 

to have interaction energies ranging between –5.71 kcal/mol (for A:G s:s T) to –9.43 

kcal/mol (for A:U s:w C). Optimized structures of few basepairs involving sugar have 

single H-bond and as a result even smaller interaction energy.  
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Table 3.1.2. Interaction energy components (kcal/mol) of the basepairs 

No. Basepair Ecor E Edef 

1 G:C W:W C -26.51 -33.80 3.61 

2 A:U W:W C -14.43 -18.29 1.02 

3 G:U W:W C -14.68 -19.03 1.73 

4 A:G H:S T -9.50 -13.29           1.51 

5 A:G s:s T -5.71 -7.79 0.29 

6 A:U H:W T -13.31 -17.79 1.53 

7 A:A H:H T -9.76 -12.69 0.97 

8 G:A W:W C -15.00 -20.05 2.13 

9 G:A S:W T -10.61 -14.22 1.33 

10 A:A W:W T -12.10 -14.88 0.66 

11 A:C  w:s T -8.76 -14.32 2.60 

12 A:U W:W T -12.71 -17.25 1.39 

13 A:A H:W T -11.28 -14.09 0.82 

14 A:U H:W C -14.21 -18.66 1.47 

15 A:G w:s C -6.02 -7.78 0.18 

16 A:A h:s T  -7.41 -28.27 17.96 

17 A:C w:s C -15.48 -21.34 2.70 

18 G:G S:S T -8.12 -12.06 1.79 

19 A:U w:s T  -13.13 -43.56 28.00 

20  G:U w:s C  -9.69 -12.48 0.55 

21 A:C w:w C -6.28 -8.44 0.37 

22 A:U s:w C -9.43 -12.37 0.10 

23 G:C w:s C  -8.13 -15.99 5.28 

24 G:G H:W T -17.58 -21.38 1.45 

25 A:A w:w C -6.07 -7.71 -0.11 

26 U:U h:w T -9.33 -11.58 -0.12 

27 C:C h:s T  -5.22 -11.72 4.55 

28 A:U w:s C -16.33 -19.35 0.03 

30 C:U h:s T  -7.40 -9.49 0.16 

31 A:C W:W T -14.32 -18.19 1.61 

32 C:U W:W T -10.44 -14.79 1.22 

33 C:C w:h C -8.28 -11.69 0.92 

* The components, namely Ecor, E and Edef are calculated using eqn 3.1.4, 3.1.1 and 

3.1.2  respectively 

3.1.4.2. Structures of the Basepairs in terms of Relative Orientation Parameters 

The different orientation parameters (Dickerson, 1989)  of the basepairs have been well 

described in chapter1.  Among these six-parameters buckle, propeller and stagger 

describe the overall non-planarity of a basepair while open-angle, shear and stretch are 
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related to the hydrogen bonding pattern and proximity. The flexibility and dynamics of 

the basepairs can be easily visualized from the parameter values. The structural intra-

base-pair parameters of these base pairs in crystal geometry as well as energy minimized 

geometry, as calculated by NUPARM 2.0, are shown in Table 3.1.3. 

The first three canonical (W:W C type) basepairs, A:U, G:C and G:U adopt near 

planar geometry in their optimized geometry configuration. Previous studies of Watson-

Crick A:T or G:C basepairs by Hartee-Fock method also reported planar structures of the 

basepairs (Sponer et al., 1996, Gould and Kollman, 1994, Basu et al., 2005, Brameld et 

al., 1997)
  

whereas non-planar structure (Ogawa et al., 2003, Danilov and Anisimov, 

2005) was detected by MP2/6-31G (d) or MP/-6-31G (d,p) methods.
 

However, 

quantitative analyses of the basepairs non-planarity were not reported earlier. 

 

Table 3.1.3. Intra basepair parameter of the basepairs in crystals and optimized 

geometries. First line for each entry gives parameter values in crystal geometry while the 

second line gives those in optimized geometry 

 

No Basepair Buckle (o) Open 

angle (o) 

Propeller 

(o) 

Stagger 

(Å) 

 Shear  

  (Å) 

Stretch  

(Å) 

1 G:C W:W C -1.04 0.45 -2.54 -0.35 0.29 2.85 

  -0.3 -3.43 2.21 0.12 0.17 2.92 

2 A:U W:W C 7.52 0.27 -9.33 0.33 -0.13 2.79 

  -0.98 0.03 0.35 0.00 0.09 2.86 

3 G:U W:W C -1.85 -2.38 -2.52 0.05 -2.31 2.72 

  3.94 4.11 -1.30 -0.15 -2.42 2.84 

4 A:G H:S T -8.52 -7.45 -12.13 -0.16 2.14 3.29 

  6.42 -20.31 -40.88 0.05 1.95 3.24 

5 A:G s:s T -13.64 30.40 -8.76 0.05 1.57 3.12 

  1.52 23.45 -33.6 -0.90 1.38 3.20 

6 A:U H:W T 14.00 1.95 4.88 0.27 0.04 2.71 

  -3.20 7.49 1.91 0.00 0.15 2.79 

7 A:A H:H T 3.34 -3.81 -6.87 0.46 2.66 2.86 

  -0.06 - 0.06 -32.08 0.01 2.67 2.88 

8 G:A W:W C 3.69 -0.72 -9.66 0.09 0.61 2.78 

  6.14 -2.93 -12.75 -0.21 -0.01 2.94 

9 G:A S:W T 16.46 -12.22 -33.27 - 0.33 1.71 3.28 
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  6.74 -18.41 -17.40 -0.07 1.82 3.32 

10 A:A W:W T 15.42 -1.67 7.20 -0.37 2.87 2.88 

  4.40 0.00 -12.06 0.00 2.27 2.98 

11 C:A s:w T 45.45 27.17 -20.56 -0.76 -0.18 3.50 

  20.24 37.07 -5.81 1.29 0.49 3.66 

12 A:U W:W T -7.28 -0.91 4.10 -0.15 -0.1 5 2.88 

  -0.67 -7. 96 -0.57 0.03 -0.06 2.81 

13 A:A H:W T 1.02 6.22 21.72 1.04 2.55 2.77 

  -1.40 0.95 17.58 0.00 2.50 2.94 

14 A:U H:W C -3.17 -2.51 -18.60 0.34 -0.23 2.82 

  -0.24 2.23 -2.63 -0.01 -0.13 2.79 

15 A:G w:s C -8.41 43.94 -42.52 0.55 1.94 2.78 

  -4.35 34.47 -16.38 0.04 2.23 3.07 

16; A:A h:s  T -6.06 -3.64 2.18 -0.14 2.28 2.85 

  -6.17 -3.60 2.13 0.13 2.28 2.85 

17 A:C w:s C 1.16 -32.88 -20.09 1.02 -0.61 4.51 

  41.62 -37.10 -10.15 -1.21 -0.86 4.21 

18 G:G S:S T -19.42 -0.87 27.07 0.38 1.72 3.53 

  -12.95 0.08 30.85 0.00 1.17 3.53 

19 A:U w:s T 5.77 -33.38 -15.74 0.31 -0.51 4.09 

  -1.87 -42.52 -16.09 -1.19 0.28 4.04 

20 G:U w:s C 23.36 -27.57 3.18 -0.84 2.44 3.71 

  -7.15 -32.74 -4.68 0.03 4.15 3.26 

21 A:C w:w C -19.67 0.02 -7.73 -0.67 3.00 2.39 

  -4.42 13.55 -4.84 -0.01 2.60 2.70 

22 A:U s:w C 31.27 -6.37 -4.82 -0.15 0.03 3.01 

  2.34 -6.63 2.83 0.03 0.16 2.98 

23 G:C w:s C 12.18 -32.23 -15.72 -0.24 3.55 3.26 

  -8.60 -36.80 4.47 0.03 4.35 3.18 

24 G:G H:W T 24.14 -7.80 -2.81 -0.40 0.17 2.75 

  10.26 -9.91 3.48 0.03 0.17 2.85 

25 A:A w:w C 10.15 2.24 -15.67 -0.76 2.58 2.71 

  8.96 14.47 -0.22 0.09 2.50 2.75 

26 U:U h:w T 4.87 14.60 -1.88 - 0.11 2.29 2.94 

  -2.05 9.07 2.52 0.01 2.70 3.04 

27 C:C h:s T -10.01 -9.87 -7.22 0.46 4.53 2.57 

  -10.96 -12.74 -13.11 -0.15 5.19 2.89 

28 A:U w:s C 2.90 -27.86 -4.84 0.47 -0.26 4.16 

  -45.45 -30.68 -20.69 -1.29 0.56 4.20 

29 A:A s:s T -66.22 14.01 0.67 1.88 0.98 2.50 

  -62.28 41.18 -43.59 -0.09 -2.29 3.02 

30 C:U h:s T 1.21 -3.39 -1.07 0.32 5.00 2.94 

  -11.39 -13.50 -8.16 -1.05 5.15 2.83 

31 A:C W:W T 6.06 -1.63 -29.72 -0.01 2.61 2.97 

  -1.10 -0.78 -1.93 0.03 2.33 2.94 

32 C:U W:W T -9.70 1.35 -17.55 0.16 -0.35 3.01 

  -0.83 1.95 -15.81 0.29 -0.25 2.95 

33 C:C  w:h C -13.94 -17.69 -6.66 0.12 - 1.92 3.30 

  -5.13 -13.06 -31.91 -0.32 -1.86 3.26 
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Our analysis suggests various degree of non-planarity of the basepairs by DFT 

theory, which incorporates both electron exchange and electron correlation in its 

functional. The planar orientation of the canonical basepairs may be due to neglect of the 

sugar moiety and stacking between neighboring basepairs in the crystal environment 

(Table 3.1.1). Most of the non-canonical basepairs also tend to adopt near planar 

orientation with perfect hydrogen bond geometry (Table 3.1.3). The basepairs interacting 

through sugar show sufficient non-planarity in most cases. 

Stagger values of most of the basepair become zero or close to zero on 

optimization. This clearly indicates that most of the basepairs have a tendency to assume 

planer geometry on optimization as the influence of stacked basepairs disappeared during 

their optimizations. The value of open-angle, shear and stretch, which describe H-

bonding pattern, mostly retain their initial conformation.  These values are also close to 

the corresponding average values obtained from analysis of 145 crystal structures of 

functional RNA (Mukherjee et al., 2006). This possibly justifies choice of the initial 

structures from a big pool of similar conformations.  This further indicates that energy 

minimization did not perturb the hydrogen bond geometry of the initial structures, which 

was reported to occur earlier for some basepairs with single or poor H-bonds 

(Bhattacharyya et al., 2007, Sponer et al., 2005b). 

Basepairs with H-bonds involving primary amino group (N2 of Guanine, N4 of 

Cytocine and N6 of Adenine) tend to adopt large propeller due to pyramidalization of the 

amino groups, while those having interaction through secondary amino group (N3 of 

Uracil, N1 of Guanine) are more planar with small value of propeller twist. Our previous 

study (Mukherjee et al., 2005) of different amino group containing biomolecular systems 
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by different quantum chemical methods, namely MP2/6-31G (2d,2p), HF/6-31G (2d,2p), 

HF-6-311G (2d,2p) or HF/6-311+G(2d, 2p) also suggested larger pyramidalization of the 

primary amino groups as compared to secondary amino group. It is seen that all the 

basepairs stabilized by two primary amino groups, such as N6 of adenine, N4 of cytosine 

or N2 of guanine have large propeller twist. Examples of such basepairs are A:G H:S T 

(4
th
), A:A H:H T (7

th
), G:A S:W T (9

th
), A:A W:W T (10

th
), A:A H:W T (13

th
) and G:G 

S:S T (18
th
). On the other hand H-bond involving a secondary amino group tends to 

reduce the propeller twist in G:C W:W C (1
st
), A:U W:W C (2

nd
), G:U W:W C (3

rd
), A:U 

H:W T (6
th

), A:U W:W T (12
th
), A:U H:W C (14

th
) and G:G H:W T (24

th
). It may also be 

noted that it was reported earlier that these pyramidalization of primary amino groups are 

their inherent tendency and possibility of a weak intramolecular hydrogen bond also 

cannot make them planer (Sen et al., 2006), which is also observed in most of the 

basepairs having N-H…N type of interaction. The canonical basepairs, on the other hand, 

have strong H-bonding between primary amino groups and oxygen as acceptor. Such 

strong H-bonds may be sufficient to reduce pyramidalization of the primary amino 

groups.   

Some basepairs undergo considerable movement during optimization. We tried to 

understand the reasons behind these changes and found that these basepairs were either 

(a) stabilized by additional sugar mediated hydrogen bonding, (b) stacking interaction 

with neighboring basepairs of the folded RNA macromolecules as in A:A W:W T (10
th
), 

A:C w:w C (21
st
), A:U s:w C (22

nd
), A:A w:w C (25

th
) and A:C W:W T (31

st
) basepairs 

or (c) by other stabilizing interactions, such as base triple formation as in A:G H:S T 

(4
th
), A:A H:H T (7

th
), G:A S:W T (9

th
), A:A H:W T (13

th
), A:U H:W C (14

th
), A:G w:s C 
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(15
th
), A:G s:s T (5

th
) and G:G H:W T (24

th
) basepairs, which were considered as 

basepairs only in our study. Few basepairs with one H-bond through sugar hydroxyl 

group and another C-H…O interaction, such as C:C h:s T and C:U h:s T (27
th

 and 30
th

, 

respectively) optimize to structures with single H-bond, as the initial C-H…O interaction 

is too weak to sustain during optimization.  In addition, there are crowding effect arising 

due to C1‘ or H1‘ atoms.  The A:A s:s T (29
th

) basepair underwent considerable 

movement to w:s T orientation upon optimization as the initial structure had only two C-

H…O interactions while the later is stabilized by a significantly stronger N-H…O H-

bond.  For this reason we have not analyzed its interaction energies.  Such variation was 

also noted earlier (Sponer et al., 2005a). The basepairs with sugar edge, even without 

explicit sugars, remain non-planar mainly due to crowding effect involving methyl 

groups at C1‘ position, which is also the expected scenario in normal RNA where the 

bulky ribose sugar might have larger number of contacts. The last basepair (C:C w:h C) 

basepair adopts large propeller possibly due to weak C-H…O interaction as well as 

pyramidal amino group. The C:U W:W T (32
nd

) basepair retain reasonably large 

propeller possibly to avoid electrostatic repulsion between the two O2 groups of the two 

pyrimidines. The A:U H:W C and A:U H:W T basepairs tried to adopt a planer geometry 

with reduced propeller twist possibly to get additional stability by a C-H…O type 

interaction between O2 atom of uracil and H8 atom of adenine.  

From Table 3.1.1 it is found that there are five basepairs in our set, which were 

isolated basepairs in crystal structure also. They were expected to retain similar structural 

parameters upon optimization and these are found to be true for trans A:U WC/WC 

(W:W T), trans G:G SE/SE (S:S T) and trans C:U WC/WC (W:W T) basepairs.  As 
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indicated above the A:U H:W T basepair became flat after optimization, due to 

involvement of a secondary amino group in H-bonding and also to improve a C-H…O 

hydrogen bond distance. On the other hand C:C w:h C basepair, adopt a non-planar 

geometry upon optimization, presumably due to its extra flexibility. 

3.1.4.3. Strengths of Different Types of H-Bonds 

The most common types of hydrogen bonds observed in biomolecules are namely 

N-H...O, N-H...N, S-H...O, S-H...N etc. Recent analysis of crystal structures of organic or 

bimolecular fragments indicated that perhaps C-H…O or C-H...N forms another class of 

hydrogen bond (Desiraju and Steiner, 2001) and play significant role. Following these 

observations some other groups characterized these as blue shifting hydrogen bond 

having substantially smaller interaction energy (Vargas et al., 2000). However, such H-

bonds may still be important for understanding ligand receptor interactions and hence in 

structure based drug design also. We have therefore attempted to estimate the strengths of 

the different types of H-bonds from our interaction energy values. 

The selected basepairs have a number of H-bonds of wide variety, namely 20 N-

H…O type, 29 N-H...N type, 4 O-H…N type, 10 C-H...O type and 5 C-H...N type and all 

the basepair interaction energies are at least sum of two such energy components.  

    

i

CHNCHN

i

CHOCHO

i

OHNOHN

i

NHNNHN

i

NHONHO

i

i EnEnEnEnEnE int      …….[3.1.5] 

Where ni
NHO

, ni
NHN

, ni
CHO

 and ni
CHN

 are number of hydrogen bonds of the corresponding 

type in a basepair and E
NHO

, E
NHN

 etc. are the average interaction energies in forming a 

H-bond of that type.  In most cases ni
X
, where X is any of N-H…O or N-H…N etc., are 
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one or zero while some basepairs have two N-H...O or N-H...N type of hydrogen bonds.  

As for example, in case of G:C W:W C basepair, n
NHO

 is 2, N
NHN

 is 1 while n
CHO

 and 

n
CHN

 are both zero.  In order to determine the value of the energy components, viz E
NHO

, 

E
NHN

 etc, we have followed a least squares fit like procedure, whereby minimizing Σδi
2
 

(eqn 3.1.5) by optimizing it with respect to E
NHO

, E
NHN

 etc. Thus we differentiate eqn 

3.1.6. by E
NHO

. E
NHN

, E
CHO

 and E
CHN

 and equate those to zero.  This gives us a set of four 

linear simultaneous equations as shown in eqn 3.1.7. 
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         …………….[3.1.7] 

We have solved the above simultaneous equations (Eqn 3.1.7) by GNU-octave (version 

2.1.33) using E
i
int values from Table 3.1.2 and obtained the values of energy components 

as listed in Table 3.1.4. These energy component values can also be used to recalculate 

the total interaction energy values and these are highly correlated to the original data with 

correlation coefficient = 0.82 (As shown in Figure. 3.1.2). It is found from Table 3.1.4 

that the different types of H-bonds lead to different amount of interaction energies and 

classification of H-bonds just into two types, viz. polar and non-polar, is not sufficient to 

explain the varieties. It is found that N-H…O and N-H…N interactions are significantly 

distinct while O-H…N interactions are strongest among these. Earlier reports (Vargas et 
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al., 2000, Stepanian et al., 1985, Sheina et al., 1987) on C-H…O type interaction using 

MP2/aug-cc-pVTZ method is also in agreement with our results as their reported limiting 

value of interaction is about –2 kcal/mol as compared to our average value of –0.88 

kcal/mol. Furthermore, it is expected that a basepair stabilized by two N-H…O bonds 

would be significantly more stable (by about –4 kcal/mol) than a basepairs stabilized by 

two N-H…N H-bonds.  

 We have also attempted to fit an equation  

i

CHNCHN

i

CHOCHO

i

OHNOHN

i

NHNNHN

i

NHONHO

i

i KEnEnEnEnEnE int    ...…[3.1.8] 

using the same method.  The fitted data for E
NHO

, E
NHN

, E
OHN

, E
CHO

, E
CHN

 along with K 

are given in Table 3.1.4.  The value of K is very small (–0.16 kcal/mol) and the new set 

of interaction energy components gives almost identical correlation coefficient. The small 

value of K suggests that all the basepairs might have a small base independent attraction.  

Thus, it appears that the bases do not have any default non-specific attractive interaction.  

 

Table  3.1.4. Energy components (in kcal/mol) due to formation of different type of          

H-bonds 

 

 

 

 

 

* The constant term describing non-specific interaction, as obtained from fit, is –0.16 

kcal/mol 

Type of Hydrogen Bond Energy components 
Energy components 

fitting equation 3.1.8* 

NH…O -7.12 -7.04 

NH…N -5.72 -5.64 

OH…N -7.24 -7.16 

CH…O -1.67 -1.64 

CH…N -0.57 -0.49 
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Figure 3.1.2. Correlation between interaction energy values calculated by      

combined DFT/HF method and those obtained from solving equation 3.1.7 are  

shown here. 

 

3.1.4.4. Vibration Frequency of Basepairs 

 Infrared (IR) spectroscopy is one of the important tools for the detection of 

hydrogen bond. Hydrogen bond formation is most unambiguously determined by analysis 

of alteration of IR frequency and intensity upon complexation and such changes have 

been found to be in very good agreement with the theoretically derived spectra. We have 

calculated the theoretical IR spectra of the basepairs as well as for four methylated bases 

by numerical Hessian method.  Infrared frequencies for the amino N-H bond stretching 

are in excellent agreement to those measured by different experiments. The calculated 

values are, however, systematically larger than the experimental values (Stepanian et al., 
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1985, Santamaria et al., 1999).
 
 In case of basepairs stabilized by NH…O/N type (Table 

3.1.5) hydrogen bonding red shift of the N-H stretching is accompanied by sharp increase 

of I/Io ratio by at least a factor of 10 where Io is the intensity of a normal mode vibration 

in the monomer and I is the intensity of the same vibration in the complex.  

 Often intensity of one of the N-H bond vibration increases 50-60 times as 

compared to the same vibration of the isolated base. The A:G H:S: T basepair, which is 

the most frequently observed non-canonical basepair does not show any strong H-bond 

with high intensity change. This is also reflected in rather weak interaction energy of this 

basepair with only two N-H…N hydrogen bonds and large propeller twist of its 

optimized structure. These H-bond distances fall within the normal H-bond distance 

range and D-H…A angle differ slightly from linearity. 

Table 3.1.5. Hydrogen bond geometry and alterations in calculated IR frequencies and 

intensities for the basepairs stabilized by polar H-bonds only 

 

No. Basepair Hydrogen bond Length 

(Å) 

Angle 

 (o) 

D…A 

(Å) 

IR Freq. 

(cm-1)* 

δυ 

(cm-1) 

I/Io 

 

1 G:C W:W C N4-H…O6 (2) 

N1-H…N3 (1) 

N2-H…O2 (1) 

2.77 

2.92 

2.93 

178.8 

177.3 

176.2 

   1.73 

   1.89 

   1.91 

3170 (3591) 

3115 (3621) 

3370(3555s) 

421 

506 

185 

58.0 

 10.1 

 42.8 

2 A:U W:W C N6-H…O4 (1) 

N3-H…N1 (2) 

2.86 

2.86 

174.9 

177.7 

   1.84 

   1.81 

3332 (3583s) 

2979 (3589s) 

251 

610 

24.7 

41.8 

3 G:U W:W C N1-H…O2 (1) 

N3-H…O6 (2) 

2.77 

2.92 

172.6 

172.2 

   1.74 

   1.89 

  3303 (3621) 

  3180 (3589) 

318 

409 

54.1 

15.6 

4 A:G H:S T   N6-H…N3 (1) 

  N2-H…N7 (2) 

3.06 

2.98 

171.2 

177.6 

   2.05 

   1.96 

3389 (3583s) 

3308 (3555s) 

194 

247 

   20.5 

   28.3 

6 A:U H:W T N6-H…O2 (1) 

  N3-H…N7 (1) 

2.79 

3.13 

169.9 

169.2 

   2.12 

   1.55 

3490 (3583s) 

 2996 (3589) 

93 

593 

     8.6  

   43.2 

7 A:A H:H T N6-H…N7 (2) 

N6-H…N7 (1) 

3.02 

3.02 

164.9 

164.9 

   2.02 

   2.02 

3400 (3583s) 

3369 (3583s) 

183 

214 

25.7 

   10.3 

8 G:A W:W C N1-H…N1 (1) 

N6-H…O6 (2) 

2.95 

2.83 

177.1 

177.1 

   1.91 

   1.80 

 3083 (3621) 

3291 (3583s) 

538 

292 

39.7 

35.4 

9 G:A S:W T N6-H…N3 (1) 

N2-H…N1 (2) 

2.99 

2.99 

175.6 

177.3 

   1.97 

   1.96 

3255 (3583s) 

3303 (3555s) 

328 

252 

6.2 

80.6 

10 A:A W:W T N6-H…N1 (1) 

N6-H…N1 (2) 

2.99 

2.99 

176.6 

176.6 

   1.97 

   1.97 

3252 (3583s) 

3312 (3583s) 

331 

271 

   12.1 

   47.2 
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12 A:U W:W T N3-H…N1 (1) 

N6-H…O2 (2) 

2.81 

3.06 

177.8 

172.1 

   1.76 

   2.05 

2918 (3589) 

3439 (3583s) 

671 

144 

   49.5 

12.0 

13 A:A H:W T N6-H…N7 (1) 

N6-H…N1 (2) 

3.01 

2.99 

167.2 

177.5 

   2.00 

   1.97 

3352 (3583s) 

3312 (3583s) 

231 

271 

   42.1 

6.6 

14 A:U H:W C N6-H…O4 (2) 

N3-H…N7 (1) 

2.98 

2.79 

171.1 

174.1 

1.97 

1.75 

3468 (3583s) 

 2924 (3589) 

115 

665 

13.2 

44.6 

18  G:G S:S T N2-H…N3 (2) 

N2-H…N3 (1) 

3.00 

3.00 

178.3 

178.2 

1.98 

1.98 

3265 (3555s) 

3314 (3555s) 

290 

241 

10.0 

63.6 

24 G:G H:W T N2-H…O4 (1) 

N1-H…N7 (1) 

3.16 

2.85 

164.3 

170.6 

2.17 

1.82 

3540 (3555s) 

 3258 (3621) 

15 

363 

15.5 

46.9 

31 A:C W:W T N4-H…N1 (1) 

N6-H…N3 (2) 

2.92 

2.96 

179.2 

176.8 

1.89 

1.93 

 3181(3591) 

3237(3583s) 

410 

346 

3.0 

60.1 

32 C:U W:W T N4-H…O2 (1) 

N3-H…N3 (2) 

2.90 

2.97 

175.3 

170.8 

1.88 

1.95 

 3359 (3591) 

 3187 (3589) 

232 

402 

25.2 

21.5 

 

* The values in parenthesis are the vibration frequencies of the free bases. Symmetric 

stretching of both amino N-H bonds are indicated by ―s‖ after the frequency values 

 

The non polar H-bonds in basepairs stabilized by C-H…O/N (Table 3.1.6) 

mediated H-bonds however, show a blue shift of C-H stretching and the I/Io ratios 

generally decrease on hydrogen bonding. Although, C-H stretching of U:U h:w T 

basepair undergo a red shift of 45 cm
-1

 and I/Io ratio increase by a factor of 385.7 but it is 

not significant as the intensity of the C-H stretching in the isolated bases was too small 

and we consider it a blue shifting H-bond. These H-bonds are rather elongated and D-

H..A angles also differ significantly from linearity.  
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Table 3.1.6.  Hydrogen bond geometries and alterations in calculated IR frequencies and 

intensities of basepairs stabilized by C-H…N/O interaction along with polar hydrogen 

bonds  

 
No. Basepair Hydrogen Bond Length 

(Å) 

Angle 

(o) 

D...A 

(Å) 

IR Freq. 

(cm-1)* 

δυ 

(cm-1) 

I/Io 

 

5 A:G s:s T N2-H…N3 (2) 

C2-H…N3 (1) 

3.00 

3.65 

177.28 

124.2 

1.98 

2.92 

3352 (3555s) 

3168 (3143) 

203 

-25 

32.1 

0.10 

15 A:G w:s C N2-H…N1 (1) 

C2-H…N3 (2) 

3.03 

3.51 

172.87 

147.3 

2.01 

2.55 

3340 (3555s) 

3191 (3143) 

215 

-48 

37.4 

0.3 

21 A:C w:w C N4-H…N1 (1) 

C2-H…N3 (2) 

2.99 

3.52 

178.13 

143.80 

1.97 

2.58 

3308 (3591) 

3184 (3143) 

283 

-41 

33.6 

0.7 

22 A:U s:w C N3-H…N3 (2) 

C2-H…O4 (1) 

2.98 

3.32 

170.35 

146.86 

1.95 

2.25 

3151 (3589) 

3199 (3143) 

438 

-56 

26.1 

1.1 

25 A:A w:w C N6-H…N1 (1) 

C2-H…N1 (2) 

3.05 

3.51 

174.3 

142.75 

2.03 

2.59 

3399 (3583s) 

3160 (3143) 

184 

-17 

22.8 

0.4 

26 U:U h:w T N3-H…O4 (1) 

C5-H…O4 (2) 

2.87 

3.25 

178.05 

156.65 

1.84 

2.22 

3324 (3589) 

3210 (3255) 

265 

45 

25.8 

385.7 

33 C:C  w:h C N4-H…N3 (1) 

C5-H…O2 (1) 

2.98 

3.72 

159.45 

164.58 

1.84 

2.26 

3470 (3591s) 

3239  (3222) 

121 

-17 

9.3 

5.5 

 

 

3.1.4.5.  Basepair Opening Flexibility 

Basepair opening involves breakage of hydrogen bonds holding the bases in a pair 

and movement of at least one base out of a helical stack. It is an important part of many 

biochemical transformations like replication, transcription and enzyme catalyzed DNA 

modifications and in case of selective methylation. Since both canonical and non-

canonical basepair are held within the double helix by hydrogen bonding as well as base-

stacking interactions, basepair opening require much higher activation energy and it is an 

energetically unfavorable process. Up to date many groups have investigated the 

feasibility of different basepair opening in term of energy from both theoretical and 

experimental studies (Seibert et al., 2003, Varnai and Lavery, 2002, Giudice et al., 2003, 

Ramstein and Lavery, 1988). In this work we have calculated the opening and H-bonding 

dynamics assuming vibration of a basepair is completely harmonic. We have estimated 
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the intra basepair parameters buckle, open-angle, stagger, shear, propeller and stretch at 

the two extreme points of the normal mode vibration and tried to realize the feasibility of 

different basepair opening from the differences in the parameters at these two limits.  

These analyses were done for the first two types of basepairs, 23 in number. As the third 

category involves H-bonding with the sugar moieties, their dynamics are largely 

dominated by torsional flexibility and sugar pucker variations, which could be non-

harmonic as well.  Moreover, their complete characterization requires comparison of 

sugars of C2‘-Endo geometry or deoxyribose sugars, which are beyond the scope of the 

present study. 

We know that most molecules including the basepairs have 3N-6 degrees of 

freedom and one expects to determine vibrational frequencies about each of these degrees 

of freedoms by normal mode analysis. Changes in frequencies about some X-H bonds are 

indicative of H-bonding, which have already been discussed. When two bases are loosely 

bound to each other by H-bonds, there would be some vibrations and rotations about 

these loose bonds also. In order to detect frequencies of these vibrations we have 

generated coordinates of all atoms of a basepair, which undergoes modification due to 

such vibration. The amplitude of vibration (A) in the Cartesian coordinate system 

corresponding to each frequency are used to obtain the altered geometry of the basepair,  

Xmax
i
 = Xo

i
{1 + A sin (90)} and Xmin

i
 = Xo

i
{1 + A sin (-90)}         ………….[3.1.9] 

where Xo
i
 are position vectors for i

th
 atom of a basepair in the optimized geometry. We 

calculated all the intra basepair parameters from these pairs of structures (Xmin
i
 and Xmax

i
) 

corresponding to each frequency and estimated differences between the parameters. Thus, 

in principle, we obtain 3N-6 sets of differences in basepair parameters. All the 
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differences are negligible for high frequency motions (above 3000 cm
-1

) where only C-H 

or N-H stretching vibrations take place. The differences in basepair parameters are often 

significant corresponding to frequencies in the 1000 to 2000 cm
-1

 region as major C-C, 

C-N bond vibrations occur in these regions, which also can affect calculation of shear, 

open-angle etc.  As for example a change in bond angle C2 (Py)-N1-C1‘ causes large 

differences in basepair parameter shear or open-angle hence we do not consider those as 

intra basepair motion. Large differences in parameters at low frequency region generally 

correspond to inter base motion. Sometimes these are coupled to two or more base 

motions also, such as coupled open-stagger movement in the 9
th

 basepair, G:A S:W T, 

A:A H:W T (13
th
) or G:G S:S T (18

th
)  basepairs.  Table 3.1.7, gives a list of such 

changes in basepair parameters and their corresponding frequencies, only when the 

changes are significantly large and they are not coupled to any intramolecular vibration 

such as bond length stretching, angle bending etc. We have selected only those motions 

for which a rotational parameter, viz, propeller, buckle or open angle, alter by 4
o
 or more 

or for which a translational parameter, such as shear, stagger or stretch, changes by 0.3 Å 

or more. Thus, we can say now that a G:C W:W C basepair undergoes a motion along 

buckle with a frequency of 43.2 cm
-1

, along propeller with a frequency of 31.0 cm
-1

 and 

along stagger with a frequency of 73.4 cm
-1

.  

We have further calculated force constants from the frequency values as these are 

related through the equation ѡ = /k = 2πc   where   are the frequencies in cm
-1

, c is 

the velocity of light, k is the force constant and μ is the reduced mass of the basepair at 

the respective frequency. We have used the reduced mass μ calculated by GAMESS for 

calculating the force constant corresponding to all the translational motion, namely 
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stagger and shear. We have used reduced moments of inertia for calculating force 

constants corresponding to rotational motions about propeller, buckle and open angles. In 

order to calculate a reduced moment of inertia of a basepair about a rotational axis, for 

example Z m along which propeller motion takes place (Mukherjee et al., 2006), we have 

oriented a basepair such that its mean axes Xm, Ym and Zm are along the laboratory 

reference frame X, Y and Z. We have then calculated moments of inertia of both the 

bases about Zm axis, for example, as  

Izz
1   

= 


1

1

N

i

(mixi
2
 + miyi

2
) and Izz

2   
= 



2

1

N

i

(mixi
2
 + miyi

2
)           ………[3.1.10] 

where N1 and N2 are the number of atoms in the first base and second base 

respectively. The reduced moment of inertia I is calculated as I = I1I2/(I1 + I2). Finally, 

force constant corresponding to the rotational degree of freedom are calculated as 

k = 4 π
2
c

2


2
I                ……………...[3.1.11] 

These force constants values would be useful for molecular dynamics simulations 

of RNA treating each base as a mass, in a lattice model type simulation. We can also use 

these force constants (k) to predict probability distribution ρ(α) for different values of a 

parameter through  

                         
Tk/)(k

o
Bo

e)(/)(
2

2
1 

   …………...…[3.1.12] 

where α0 is equilibrium value of a parameter α, kB is Boltzman constant and T is absolute 

temperature. The half-width at half maximum from this probability distribution 

corresponds to standard deviation (σ), which were also calculated earlier from x-ray 



 

108 

 

crystallographic data for some of the basepairs (Mukherjee et al., 2006).  Hence we have 

measured the intrinsic standard deviations (σcalc) as 

                                                σcalc = k/Tk.ln B22      …………...…[3.1.13] 

The calculated values of standard deviations of different basepair parameters for the 23 

basepairs (Table 3.1.7) are in excellent agreement to those reported earlier for some of 

the basepairs from analysis of 145 functional RNA crystal structures as shown in Figure 

3.1.3.  

The σcalc values for open are quite small compared to those for propeller or buckle. Same 

trend is also seen for basepairs in crystal structures. We did not notice any movement 

about the stretch directions for any basepair and hence we can speculate their values as 

zero. Very small values of σexpt for stretch of all the basepairs were noticed earlier from 

analysis of RNA crystal structures (Mukherjee et al., 2006). 

         

 

 

 

 

 

 

 

 

 

 

Figure 3.1.3. Correlation between calculated and measured standard deviations for       

(a) Buckle and Propeller and (b) Stagger for different basepairs.  Filled circles represent 

values of Buckle (Blue) and those of Propeller are represented by filled squares (Red) in 

Figure 3.1.3 (a). 
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Table 3.1.7. Calculation of dynamics of the basepairs along the five intra basepair 

parameter directions are shown.  

 

 

In the table 3.1.7, the sixth parameter, stretch, remains static in all the basepairs. 

The four parameters in each cell represent the (a) normal mode frequency (cm
-1

) and (b) 

force constant to the corresponding vibration (k) (kcal/mol for rotational parameters or 

kcal/mol/Ǻ
2
 for translational parameters), respectively.  

No Basepair Buckle Open angle Propeller Stagger Shear 

1 G:C W:W C 43.19; 82.5 - 31.00; 26.2 73.36;  3.18 - 

2 A:U W:W C 29.84; 38.0 - 38.74; 30.6 73.38; 3.0 100.8;  6.0 

3 G:U W:W C 32.04; 43.7 60.09; 22.3 31.55; 32.5 73.57; 3.0 - 

4 A:G H:S T 20.49; 28.9 38.22; 119.5 38.22; 40.2 64.26; 2.5 - 

5 A:G s:s T 12.47; 12.7 24.81; 56.2 - 44.3;  0.97 - 

6 A:U H:W T 25.0; 24.4 48.24; 120.0 33.72; 23.2 67.39; 3.0 93.57; 5.5 

7 A:A H:H T 20.06; 24.4 44.34; 139.9 29.45; 23.1 75.3; 2.8 60.79; 2.0 

8 G:A W:W C 16.88;  21.4 - 25.27; 17.6 59.74; 1.9 74.96; 3.0 

9 G:A S:W T 14.59;16.8 37.72; 133.0 26.37; 11.8 37.72; 0.78 101.49; 5.9 

10 A:A W:W T 19.33; 28.6 59.6; 306.5 28.16; 15.8 42.07; 1.1 97.32; 5.6 

12 A:U W:W T 19.71;  27.3 64.76; 335.7 35.65; 22.7 69.77; 2.9 107.3; 7.5 

13 A:A H:W T 22.86; 35.1 48.04; 181.6 30.13; 22.9 48.04; 1.2 100.8; 6.6 

14 A:U H:W C 24.63; 23.6 65.49; 221.5 36.61; 27.3 74.4;  3.2 - 

15 A:G w:s C 18.78; 27.0 30.87; 94.4 23.22; 16.0 41.5; 1.0 61.43; 2.1 

18 G:G S:S T - 36.28; 131.1 24.2;  19.7 36.28; 0.7 102.5; 5.5 

21 A:C w:w C 26.98; 30.2 - 27.51; 29.6 39.01; 0.8 65.92; 2.38 

22 AU s:w C 40.6;  71.6 110.2; 672.4 31.71; 24.7 73.17; 3.0 - 

24 G:G H:W T 13.94; 15.1 40.9; 157.2 33.67; 45.6 52.96; 1.8 70.2; 3.3 

25 A:A w:w C 20.07; 29.9 34.97; 111.2 15.89; 10.9 44.08; 1.1 82.00; 3.7 

26 U:U h:w T 45.75; 83.3 93.39; 488.1 30.83; 15.3 67.86; 2.9 75.89; 3.5 

30 A:C W:W T 53.32; 127.2 68.3; 288.3 34.56; 24.6 53.32; 1.6 - 

32 C:U W:W T 37.90; 45.7 119.9; 592.4 22.2;  9.5 68.67; 2.8 95.81; 6.1 

33 C:C w:h C 47.71; 99.3 57.61; 177.5 39.41; 41.4 65.53; 2.1 - 
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It appears from the Table 3.1.7 that buckle, propeller and stagger motions are 

most feasible for all type of basepairs and these motions occur mainly at the lower 

frequency region. This may indicate that by changing buckle, propeller and stagger, the 

energy of a basepair does not alter significantly while it is always difficult to pull two 

bases from each other along the stretch direction, irrespective of polarity of Hydrogen 

bonds and type of basepair. Furthermore, previous studies (Dickerson, 1989) using 

energy calculation for basepairs having different H-bond lengths indicated a rather steep 

and non-harmonic energy landscape. This also indicates that movement of a basepair in 

stretch direction is a costly affair. The measured values of standard deviations of open-

angles from RNA crystal structures are generally small and our calculated σ‘s for open-

angles also follow the same trend. Another hindered motion is that about open angle, as a 

change in open angle always causes alteration of H-bond geometry. The calculated values 

of standard deviations σcalc for buckle; stagger and propeller are in general with close 

agreement with the corresponding experimental values. As for example σcalc for buckle 

for G:C W:W C, A:U W:W C, G:U W:W C and A:A H:W T are small in both sets of 

data. On the other hand σcalc as well as σexpt for buckle of A:G s:s T, A:G W:S T are large. 

These agreements are reflected in large correlation coefficients (R=0.76 for buckle, 0.52 

for propeller and 0.72 for stagger) for these parameters (Figure 3.1.3).  

In general our σcalc are always smaller than σexpt by a factor of two. This regular 

difference may be due to several effects: (i) many of the basepairs in crystal are 

positioned in a stacked geometry with attached sugar; (ii) most of the basepairs in RNA 

macromolecular environment have different non-local interactions, such as base triple 

formation, perturbing their structures and giving rise to more variability; (iii) it was 
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shown earlier that the theoretically calculated IR frequencies are generally systematically 

larger than corresponding frequencies from IR experiments (Santamaria et al., 1999), 

giving rise to smaller σcalc and (iv) the crystal data analysis was done earlier by 

considering all available structures better than 3.5 Å resolution and even considering 

homology related structures. This might have introduced some artificial extra structural 

variability to the basepairs. It is expected that a fresh analysis of structural parameters 

from non-redundant set of RNA crystal structures would possibly give a better agreement 

of the intrinsic σcalc values with observed σexpt values for most of the basepairs. 

Considering the intrinsic standard deviations and force-constants, we are tempted 

to speculate that during basepair opening, i.e. melting of DNA or RNA, the basepairs 

may first undergo a transformation to increase propeller, buckle or stagger and 

subsequently increase open angle or shear and lastly the hydrogen bonds break to 

increase separation between the two involved bases. 

3.1.5. Discussion 

 On analyzing the structures and dynamics of the frequently occurring basepairs, 

we observed that from most of the polar H-bonded basepairs are significantly more stable 

than the non-polar basepair mediated by C-H…O/N kind of interactions. The high 

interaction energy values of the polar basepairs indicate that they are highly stable and 

may help in prediction of RNA secondary structure.  We also observed that energy 

contributions due to three types of polar H-bonds, namely N-H…O, O-H…N and N-

H…N, are notably different while energy contribution due to non-polar interactions are 

insignificant as found by the quantum chemical calculations.  
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We have for the first time analyzed basepair opening dynamics of different 

canonical as well as non-canonical basepairs using normal mode analysis, followed by 

calculation of basepair parameters. Our calculated intrinsic flexibility of the basepairs is 

in excellent agreement with the experimental data for which large number of basepairs 

were found in RNA crystal structures.  The calculated flexibilities, for which sufficient 

data is not available in X-ray crystal structure database, thus can be useful for modeling 

RNA three-dimensional structures. We have seen that some basepair‘s structure and 

interaction energies are affected by environment to some extent but occasionally isolated 

basepairs (in crystal environment) also deform considerably upon geometry optimization.  

This possibly indicate that crystal environment have relatively less importance in 

formation and structure of a basepair.   

Some of the basepairs among the 145 RNA basepairs which are occurred 

frequently are found to be occasional in the non-redundant database. So optimization of 

the frequently occurred basepairs by different popular empirical, semi-empirical and ab 

initio quantum chemical methods, may help in understanding the features of the RNA 

basepairs in more details, which we will follow in the next section. 
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Theoretical Analysis of Non-Canonical Basepairs: Comparison 

of Various Computational Chemistry Method 

with Crystal Database 
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3.2.1. Introduction 

Different aspects of canonical and non-canonical basepairs are described in 

section 3.1. A number of softwares are available like BPFIND (Das et al., 2006), find-

pair (Lu and Olson, 2003, Lu and Olson, 2008), FR3D (Sarver et al., 2008), Basepair 

viewer by NDB server (http://ndbserver.rutgers.edu/services/BPviewerm), MC-Annotate 

(Lemieux and Major, 2002) 
 
etc.  for detection of the canonical and non-canonical 

basepairs in DNA or RNA molecules.  Obviously Different groups adopt different 

algorithms.
  

While find-pair (Lu and Olson, 2003, Lu and Olson, 2008) emphasizes on 

planarity of two bases and any hydrogen bond between the nucleotide residues, the FR3D 

and MC-Annotate methods add hydrogen atoms explicitly and look for probability of 

hydrogen bond formation, similar to an earlier approach from our laboratory to detect H-

bonds in protein-DNA complex crystal structures (Mukherjee et al., 2005). However the 

latter methods FR3D and MC-Annotate do not consider the sugar-mediated basepairs. 

The BPFIND (Das et al., 2006) algorithm on the other hand looks for at least two 

hydrogen bonds and their linearity and co-planarity of the two involved bases are 

considered together using few well-defined pseudo-angles. Unlike the other methods, 

BPFIND can detect protonated basepairs also (Das et al., 2006, Chawla et al., 2011). 

Although a single hydrogen bond between two bases can lead to considerably strong 

attraction, even after formation of a strong hydrogen bond the bases can rotate freely 

about the vector through the H…Acceptor bond, thus may attain non-planar geometry, 

which may not stack well within a double helix.  However, for specificity in molecular 

recognition, at least two hydrogen bonds are required.  Therefore, BPFIND was designed 

to detect basepairs having at least two hydrogen bonds between the bases or one between 
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the bases and another between a base and the sugar of another residue.  This also 

considers C-H…O/N interaction mediated basepairs, as importance of C-H…O/N type of 

hydrogen bonds in different types of systems has been reported by various groups 

(Desiraju and Steiner, 2001).  Considering three basepairing edges of each base along 

with the Cis and Trans orientations with respect to each other, there is a possibility of 288 

different types of canonical and non-canonical basepairs.  However consideration of at 

least two hydrogen bonds between the bases reduces the number of duplex basepairs to 

126.  This also includes some of the protonated basepairs, where absence of an unusual 

protonation may lead to electrostatic repulsion. 

Structure and interaction energy of different types of DNA or RNA basepairs 

optimized by different quantum chemical methods have been studied by various groups.  

It was observed that most of the frequently observed basepairs are found to be quite 

stable in terms of their interaction energy components.  Obviously, it was noted that non-

canonical basepairs having two polar hydrogen bonds between them have high stability, 

similar to those of the canonical basepairs, while non-polar basepairs having C-H…O/N 

type interactions have significantly low interaction energies. On the other hand, basepairs 

having single hydrogen bond may show instability as often these basepairs deform 

significantly upon optimization. Optimizations of these basepairs generally require a few 

constraints to maintain their desired orientation (Sharma et al., 2010b, Mládek et al., 

2009, Sponer et al., 2005b). Structure of a basepair can be easily characterized by six 

relative degrees of freedom between the two bases and following IUPAC-IUB (Olson et 

al., 2001) conventions (More elaborately discussed in chapter 1), a few algorithms were 

developed for calculation of basepair parameters, e.g., propeller, shear, open-angle etc  
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(Lu and Olson, 2003, Lu and Olson, 2008, Ravishanker et al., 1989, Lavery and Sklenar, 

1988, Mukherjee et al., 2006, El Hassan and Calladine, 1995, Babcock and Olson, 1994).
 
 

It was shown earlier that the canonical as well as the non-canonical basepairs observed in 

RNA mostly possess coplanar orientations, as measured by the relative orientation 

parameters, particularly stagger, propeller and buckle. These parameters calculated using 

unified axis definition (Lu and Olson, 2008, Lu and Olson, 2003) however do not give a 

true indication of non-planarity, particularly for non-canonical basepairs (Halder and 

Bhattacharyya, 2010).  It may further be noted that there are few other methods to 

quantitate basepair orientation, such as isostericity index, which also indicate need of 

base pairing edge specific definition to compare structures of non-canonical basepairs  

(Stombaugh et al., 2009). 

Geometry optimization, by nature, is an approximate method and its outcome 

depends on the choice of the approximations. There are some reports on structures of 

basepairs optimized by HF/6-31G** (Kabelác et al., 2000, Bhattacharyya et al., 2007, 

Sharma et al., 2008), but there were questions regarding this method as it does not 

include electron correlation effect.  The most widely accepted method now is B3LYP/6-

31G**, though few other methods are also becoming popular due to advancement in 

computer technology and development of new basis set and density functionals (Sponer 

et al., 2004).  Several groups of workers carried out characterization of structures of 

different biomolecular fragments or their complexes through optimization by empirical, 

semi-empirical and ab initio quantum chemical methods of different level (Mallajosyula 

et al., 2005, Danilov et al., 2005, Kurita et al., 2005, Starikov and Steiner, 1997, Hobza et 

al., 1997, Hobza and Sponer, 1999, Sponer and Hobza, 2003, Jayaram et al., 2006, Paton 
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and Goodman, 2009, Riley et al., 2009).  However, quantitative comparisons of the 

optimized structures were rarely addressed.  Hobza et. al (Hobza et al., 1997) studied 

diverse DNA basepairs using different methods but usage of thymine bases reduced its 

relevance in RNA structure and function.  The recent study by Paton and Goodman also 

was restricted to compare energies rather than quantitative geometry comparison (Paton 

and Goodman, 2009).  It is well known that most of the quantum chemical methods have 

some or other artifacts due to their inherent approximation, e.g. Hartree-Fock methods 

are incapable of considering electron correlation, Density Functional Theory based 

methods are inadequate to estimate dispersion interaction etc.  Nucleic acid basepairs 

have also been optimized by few post Hartree-Fock methods by which one can consider 

effect of electron correlation, but these are extremely costly for many atomic systems 

(Starikov and Steiner, 1997, Riley et al., 2009, Danilov and Anisimov, 2005, Sponer et 

al., 2010) and hence is not adopted regularly.  A thorough comparison of the optimized 

structures against some experimental structures is necessary to understand quality of the 

methods.  Geometry comparison of the optimized basepairs to a specific crystal structure 

is also questionable as there can be subtle distortions in experimental structures, leading 

to artifacts or context dependent variability, whose effects can be removed by considering 

many examples or an ensemble of experimental structures in an unbiased way.  Moreover 

it is a general trend that one optimizes a structure using a faster method (smaller basis set 

or semi empirical methods, for examples (Jayaram et al., 2006, Jensen, 2007) and 

calculates single point energy using a more rigorous method, assuming the optimization 

by a faster method may lead to correct structure.  It was also pointed out that even semi-

empirical methods give good optimized structures or saddle point structures while their 
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energy values may not be accurate (Jensen, 2007). This concept has not been questioned 

earlier as comparisons of only energies of basepairs are generally done.  On availability 

of huge structural data, now time is ripe enough to evaluate this common theoretical 

technique. 

There are few attempts now to classify the available RNA crystal structures and 

thereby determining a non-redundant set of RNA crystal structures (Stombaugh et al., 

2009, Ray et al., 2009, Murthy and Rose, 2003, Klosterman et al., 2002, Ray et al., 2012). 

This RNA crystallographic data can be analyzed to get structural features of the non-

canonical basepairs in an unbiased way.  We have analyzed the non-redundant set of 

RNA crystal structures and detected all Watson-Crick and non-canonical basepairs in this 

set.  We have further determined basepair orientation parameters of these basepairs 

following IUPAC-IUB convention.  We have thereafter chosen 32 basepairs, which occur 

frequently in the functional RNA crystal structures and optimized their structures in gas 

phase using most of the widely accepted computational chemistry methods. The basepair 

orientation parameters of the optimized basepairs have been compared with 

crystallographic averages to determine efficiency of the methods.  Most of the basepairs 

stabilized by a pair of polar hydrogen bonds are optimized to structures close to the 

crystal ensembles by most of the methods, indicating their high stability.  The non-polar 

basepairs and the basepairs involving sugar-mediated hydrogen bonds are generally 

found to be rather flexible. 
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3.2.2. Methods 

3.2.2.1. Basepair Coordinates Extraction and Model Building 

The best representatives of each functional class of RNA crystal structures were 

collected from all available RNA structures in PDB (Berman et al., 2000) in April 2010, 

classified by HD-RNAS (Ray et al., 2012) (http://www.saha.ac.in/biop/www/HD-

RNAS.html), which contains best representative structures from each type of classes 

obtained through best resolution, smaller R-factor and larger lengths nucleotides. This 

non-redundant data set of RNA crystal structures corresponds to 107 PDB files having at 

least 30 residue long RNA chains. The BPFIND (Das et al., 2006) software was used to 

detect all possible basepairs in these structures and NUPARM (Mukherjee et al., 2006) 

was used to calculate their basepair parameters, such as propeller, buckle, etc. using 

hydrogen bonding edge specific axis system. We have selected 32 highly frequent 

basepairs and chosen their best representatives as the initial geometries for optimization. 

Initial structures of most of the basepairs were chosen from the best representative within 

the non-redundant set and are given in Table 3.2.1.  
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Table. 3.2.1. Mean and standard deviations (within parenthesis) of intra basepair   

parameters from crystal structure database analysis.  We have tabulated only frequent 

basepairs in the non-redundant dataset (frequency greater than 10). 

 

No Basepair 

(Frequency 

/frequency in 

triplets) for the first 

32 basepairs) 

Buckle 

(O) 

Open 

(O) 

Propeller 

(O) 

Stagger 

(Å) 

Shear 

(Å) 

 

Stretch 

(Å) 

1 
G:C W:W C 

(5676/264) 
-5.39(9.3) 0.49(3.8) -6.51(7.9) -0.14(0.4) -0.07(0.4) 2.86(0.1) 

2 
A:U W:W C 

(1711/81) 
-1.96(8.3) 3.27(4.5) -6.56(8.3) -0.04(0.4) 0.11(0.3) 2.79(0.1) 

3 
G:U W:W C 

(825/28) 
-1.51(8.5) -0.61(5.8) -6.55(7.3) -0.17(0.4) -2.22(0.4) 2.81(0.2) 

4 
A:G H:S T 

(531/36) 
-2.12(14.0) 13.11(5.7) 1.07(13.1) 0.14(0.5) 2.24(0.4) 3.31(0.2) 

5 
A:U H:W T 

(401/36) 
-1.41(13.6) -0.39(6.6) -1.17(9.8) -0.04(0.5) 0.17(0.5) 2.82(0.2) 

6 
A:G W:W C 

(142/0) 
-10.77(14.2) 1.27(5.8) -8.55(12.0) -0.41(0.4) 0.07(0.5) 2.8(0.2) 

7 
A:A H:H T 

(106/3) 
-9.63(15.2) -4.66(3.3) 5.81(13.2) -0.35(0.3) 2.51(0.4) 2.86(0.2) 

8 
G:A S:W T 

(86/7) 
13.04(19.0) 13.62(7.0) 0.27(16.6) 0.16(0.6) 1.85(0.4) 3.32(0.2) 

9 
A:A H:W T 

(80/24) 
1.84(12.8) 5.7(5.2) -2.88(19.6) 0.04(0.5) 2.31(0.4) 2.92(0.2) 

10 
A:U H:W C 

(77/14) 
-3.59(18.1) 2.93(6.8) -4.53(12.4) 0.15(0.6) -0.22(0.4) 2.8(0.2) 

11 
U:U W:W C 

(76/0) 
-10.11(8.6) -2.33(5.3) -12.64(8.0) -0.15(0.4) -2.36(0.4) 2.86(0.2) 

12 
A:C H:W T 

(75/3) 
-1.26(20.5) 4.3(6.4) -5.68(15.6) -0.18(0.5) 2.37(0.4) 2.91(0.2) 

13 
G:C W:W T 

(63/1) 
-4.35(15.4) 7.34(7.3) -6.67(10.7) -0.09(0.4) -2.27(0.5) 2.88(0.2) 

14 
A:A W:W T 

(59/25) 
7.87(11.3) -7.58(7.5) -2.04(30.2) -0.14(0.7) 2.19(0.5) 2.87(0.2) 
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15 
A:U W:W T 

(59/3) 
0.05(12.7) -1.9(7.4) 0.13(13.3) 0.03(0.6) -0.24(0.4) 2.83(0.2) 

16 
G:G H:W C 

(48/2) 
6.43(12.6) -3.86(6.2) -0.31(12.1) 0.08(0.6) -2.94(0.4) 2.88(0.2) 

17 
G:G H:W T 

(39/0) 
9.29(12.9) 1.77(6.6) -0.64(8.4) -0.13(0.3) -0.02(0.6) 2.89(0.2) 

18 
G:G S:S T 

(32/4) 
4.64(22.1) -4.54(3.6) 13.25(18.5) -0.66(0.5) 1.27(0.3) 3.46(0.2) 

19 
U:U W:W T 

(20/0) 
-6.22(16.0) -4.52(3.2) -4.36(10.2) 0.11(0.4) -2.35(0.4) 2.79(0.2) 

20 
A:G s:s T 

(285/30) 
15.84(26.9) 27.99(7.2) -7.44(13.6) 0.22(0.9) 1.71(0.3) 3.02(0.2) 

21 
G:U s:h C 

(53/0) 
-11.75(18.2) -1.22(5.5) 0.15(7.4) -0.1(0.6) 0.99(0.4) 3.44(0.1) 

22 
A:A h:s T 

(49/0) 
-5.65(13.5) -1.39(6.0) 1.66(9.4) -0.13(0.5) 2.38(0.3) 2.75(0.2) 

23 
A:G w:s C 

(48/6) 
-19.31(28.9) 45.49(12.6) -6.41(24.2) -0.1(0.9) 2.07(0.4) 2.84(0.2) 

24 
A:U s:w C 

(18/2) 
-21.67(10.6) -3.7(4.2) 11.59(12.3) 0.14(0.3) 0.15(0.3) 2.95(0.2) 

25 
U:U w:h T 

(17/0) 
15.73(18.7) -13.61(6.9) -9.00(15.1) -0.18(0.7) 2.59(0.3) 2.91(0.2) 

26 
A:C w:w C 

(14/0) 
-10.02(12.4) 14.26(10.4) -8.08(6.6) 0.05(0.9) 2.45(0.4) 2.44(0.4) 

27 
A:A w:w C 

(12/0) 
-16.84(15.7) 21.66(13.2) -15.44(12.8) -0.77(0.2) -2.14(0.9) 2.48(0.2) 

28 
A:A W:S C 

(86/0) 
-4.49(13.8) -29.14(10.1) -12.72(12.2) -0.38(0.4) -2.51(0.5) 3.52(0.3) 

29 
A:U w:s T 

(69/1) 
-1.57(21.0) -58.71(12.1) -18.61(14.6) -0.33(0.9) -0.4(0.5) 4.06(0.3) 

30 
A:C W:S C 

(61/0) 
-4.44(22.8) -34.74(10.3) -21.29(14.5) -0.47(0.6) 0.3(0.6) 4.23(0.4) 

31 
A:G S:S C 

(35/5) 
1.6(23.2) -15.89(20.7) -8.36(30.3) -0.13(1.0) 2.36(0.4) 3.82(0.5) 

32 
A:U W:S C 

(18/0) 
-17.64(37.2) -31.48(8.3) -1.47(13.4) -0.59(0.5) 0.44(0.4) 4.26(0.3) 
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33 A:C +:W C (29) -2.59(18.0) 6.92(9.8) -9.51(7.4) 0.04(0.4) -2.44(0.7) 2.78(0.2) 

34 C:U W:W C (22) 7.01(22.3) -5.14(9.0) -16.44(14.2) 0.14(0.7) 0.59(0.8) 2.94(0.3) 

35 G:C S:S C (22) 0.42(21.9) -22.19(7.1) -13.71(22.0) -0.63(1.0) 0.77(0.5) 4.16(0.4) 

36 A:C S:W C (21) 0.96(21.6) -27.6(5.6) -17.53(22.0) -0.55(0.6) 2.58(0.3) 3.48(0.1) 

37 G:U S:S C (20) 21.75(7.0) -21.75(4.2) -14.57(12.5) -1.00(0.6) 0.82(0.5) 4.19(0.2) 

38 A:U h:s T (19) -2.23(12.9) -54.33(11.2) 10.28(14.2) -0.89(0.8) 0.8(0.7) 3.65(0.4) 

39 A:A s:s C (18) -27.28(22.0) -32.16(5.2) -3.25(21.7) -0.76(1.0) -2.56(0.4) 2.92(0.3) 

40 G:C S:W T (16) 0.88(25.3) 14.28(8.6) -10.51(20.8) -0.10(0.7) 1.77(0.5) 3.24(0.2) 

41 G:C h:h T (12) 5.92(15.4) -6.33(7.5) 1.19(6.5) 0.12(0.6) 3.35(0.7) 2.94(0.1) 

42 G:U S:W C (11) -15.28(4.7) 9.72(4.4) 21.46(9.3) 0.87(0.4) 0.51(0.3) 2.97(0.2) 

43 G:C W:+ C (11) 0.42(9.1) -2.44(11.2) -7.48(10.0) -0.08(0.5) -2.3(0.5) 3.04(0.3) 

44 A:C W:W T (10) 3.64(8.6) 8.63(12.9) -27.68(8.8) -0.3(0.8) 2.44(0.5) 2.81(0.2) 

 

Atomic co-ordinates of the selected basepairs were extracted from the 

corresponding PDB files (Table 3.2.2). The selected basepairs can be categorized as (i) 

those stabilized by N-H...N/O type of hydrogen bond (polar basepairs), (ii) those 

stabilized by one N-H...N/O hydrogen bond and another C-H...N/O type of interaction 

(non-polar basepairs), (iii) those stabilized by one polar/non-polar hydrogen bond 

between the bases and another hydrogen bond between one of the base and the O2' of 

hydroxyl group atom of the sugar connected to another base (sugar mediated basepairs). 

We have represented the basepairing edges of the non-polar basepairs with lower case 

letters throughout this manuscript following Das et. al (Das et al., 2006).  The sugar 

phosphate moieties at N9 position of purines or N1 of pyrimidines were replaced by 

methyl groups, instead of hydrogen to remove the unnatural dipole moments or hydrogen 

bonding. Modeling of all the hydrogen atoms were done with the help of the MOLDEN 

(Schaftenaar and Noordik, 2000). 
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Table 3.2.2.   Source of the frequent basepairs along with the residue numbers. 

No Basepair PDB ID Residue No. 

1 G:C W:W C 1DFU 97(M)-79(N) 

2 A:U W:W C 1ASY 607(S)-666(S) 

3 G:U W:W C 1ASY 610(S)-625(S) 

4 A:G H: S T 1MZP 21(B)-44(B) 

5 A:U H:W T 1ASY 614(S)-608 

6 A:G W:W C 1QVG 2596(O)-2582(O) 

7 A:A H:H T 1ASY 609(R)-623(R) 

8 G:A S:W T 1FFK 166(O)-924(O) 

9 A:A H: W T 1FFK 460(O)-455(O) 

10 A:U H:W C 1FFZ 2470(A)-2277(A) 

11 U:U W:W C 2QAO 1856(B)-1886(B) 

12 A:C H:W T 1JSE 1055(A)-1200(A) 

13 G:C W:W T 1H4S 15(T)-48(T) 

14 A:A W:W T 1QVG 2566(O)-2699(O) 

15 A:U W:W T 1ASZ 615(R)-648(R) 

16 G:G H:W C 2QAL 1053(A)-1057(A) 

17 G:G H:W T 1QVG 868(O)-775(O) 

18 G:G S:S T 1FFK 315(O)-336(O) 

19 U:U W:W T 2J02 956(A)-960(A) 

20 A:G s:s T 1FFK 243(O)-274(O) 

21 G:U s:h C 3CME 1917(O)-1918(O) 

22 A:A h:s T 1GTR 13(B)-22(B) 

23 A:G w:s C 1SM1 991(O)-2020(O) 

24 A:U s:w C 1M1K 329(A)-346(O) 

25 U:U w:h T 1W2B 2781(O)-2791 

26 A:C w:w C 1M5K 20(B)-63(B) 

27 A:A w:w C 1FFK 635(O)-620(O) 

28 A:A  W:S C 1N78 89(D)-96(D) 
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3.2.2.2. Computational Details 

 Geometry optimization of the basepairs were performed without any constrains by 

different empirical, semi-empirical (AM1, PM3) (Dewar et al., 1985, Stewart, 1989) and 

ab initio quantum chemical methods namely MP2/6-31G** (Second order Møller–Plesset 

perturbation) (Møller and Plesset, 1934), HF/cc-pVDZ (Dunning correlation consistent 

basis set) (Dunning Jr, 1989, Kendall et al., 1992, Peterson et al., 1993), B3LYP/6-31G** 

(Becke, 1993, Lee et al., 1988)
 
and GGA:PW91/DZP (Perdew et al., 1996) using 

AMBER (Case et al., 2004), GAMESS-US (Schmidt et al., 1993), GAUSSIAN-03 

(Frisch et al., 2003) and ADF softwares (Fonseca Guerra et al., 1998, Te Velde et al., 

2001). Huge variations of ab-initio methods in terms of both DFT functionals and basis 

sets are used commonly. We have chosen only those popular ones, which consider 

electron exchange and co-relation interactions, important for modeling the hydrogen-

bonded systems. We did not consider dispersion correction, as its contribution is 

generally more significant in stacking interactions.  We have optimized the basepairs 

using sander module of AMBER both in the gaseous medium and in solvated condition 

using Cornell et. al force field (Cornell et al., 1995). In the solvated conditions we have 

used periodic boundary condition along with Particle Mesh Ewald method for long-range 

electrostatics potential calculation.  

 

29 A:U w:s T 4TNA 8-21 

30 A:C W:S C 1HNX 1280(A)-1149(A) 

31 A:G S:S C 3CME 1797(O)-2483(O) 

32 A:U W:S C 1F1T 11(A)-26(A) 
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The total interaction energy is calculated by the following method 

                           Eint = Exy – Ex – Ey     ……………….[3.2.1] 

Where Exy, Ex and Ey are total potential energies of the complex and the two component 

bases, respectively in their optimized geometry.  The interaction energy calculated in this 

fashion is often overestimated due to basis set superposition error (BSSE) that arise due 

to overlapping of orbitals of component molecules in a complex system.  We have 

calculated the single point BSSE corrected interaction energy by Boys-Bernardi function 

counterpoise method (Boys and Bernardi, 1970) using the method and basis set, which 

was used to optimize the structures.  Therefore our calculated interaction energies are 

equivalent to MP2/6-31G**//MP2/6-31G**, HF/cc-pVDZ//HF/cc-pVDZ, etc., according 

to standard chemical notation and it also incorporates deformation component. 

Orientation parameters of the optimized basepairs were calculated by NUPARM 

(Mukherjee et al., 2006).  The ab initio calculations by various groups predict that in the 

gas phase the amino groups of the nucleobases are intrinsically non-planar, due to a 

partial sp
3 

hybridization of the nitrogen atoms. Pyramidalization generally means that the 

amino group‘s hydrogens deviate from the nucleobase plane in one direction, while the 

amino nitrogen moved to the opposite direction, this amino group nitrogen can also form 

very efficient out of plane hydrogen bonds, in addition to the base pairing interaction. 

Pyramidalization of the amino groups also arises due to intermolecular interactions. It is a 

general tendency of the amino groups attached to the nucleotide bases to undergo 

pyramidalisation for positioning of the lone pairs of electrons. However as we have 

optimized the structures by different methods, so to study whether these different 

methods  maintain these degree of pyramidalisation equally or differently, we have also 
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calculated the amount of pyramidalisation of  amino groups, following our earlier 

publications (Mukherjee et al., 2005), where the pyramidalization amount is calculated as  

                   90)}(){(cos 21

1  

NHNHNC xxxxxx                  …………...[3.2.2] 

Where 1Hx , 2Hx , Nx  and Cx  are the coordinate vectors of the hydrogen, nitrogen and 

ring carbon atoms respectively. 

The lone pairs of the amino groups are involved in conjugation with π-electrons 

clouds of the nucleotide rings. Due to this kind of delocalization the single bond between 

the carbon and nitrogen tends to acquire some amount of double bond characteristics, and 

to quantify the amount of double bond behavior of the C-N bond of the amino group, we 

have carried out bond-order analysis of the C-N bond. The bond-order values of the ring-

nitrogen bonds were calculated by GAMESS using B3LYP/6-31G**, HF/cc-pVDZ and 

MP2/6-31G** methods from their corresponding optimized geometries.  We have drawn 

the electro-static potential surfaces for all the basepairs optimized by B3LYP/6-31G** 

method using MOLDEN. The multipole derived method with contour value 0.02 is used 

for this purpose.  

 

3.2.3 Results  

3.2.3.1. Analysis of RNA Basepairs Crystal Structures 

The program BPFIND has identified 11935 basepairs having two or more 

hydrogen bonds in the suggested non-redundant data set, which consists of 107 PDB files 

of RNA crystal structures. Out of these basepairs almost 67% is found to be canonical 

and the rest is non-canonical.  Among all the 128 possible basepairs, we found 6 non-

canonical basepairs, G:U W:W C (system 3), A:G H:S T (system 4), A:U H:W T (system 
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5), A:G W:W C (system 6), A:A H:H T (system 7) and A:G s:s T (system 20) have 

extremely high frequencies.  The basepair formed by Hoogsteen edge of adenine and 

sugar edge of guanine in Trans orientation (A:G H:S T, system 4) is a remarkable 

example of purine-purine basepair having a percentage of occurrence as high as 14% of 

all non-canonical basepairs and about 5% of all basepairs found by BPFIND. It is 

observed that 81% non-canonical pairs are stabilized through two polar hydrogen bonds, 

while the remaining 19% involve at least one C-H...N/O type of hydrogen bond.  Among 

the non-polar basepairs, A:G s:s T is found maximally, around 7.3% of total non-

canonical basepairs. Numbers of occurrences of few less frequent basepairs are too small 

for any statistical analysis and we could not determine their best representative from the 

database.  Hence, we have not considered these for further analysis through crystal 

structure database or quantum chemical studies.  

We have analyzed structures of the frequently observed basepairs using six intra-

basepair parameters (Table 3.2.1). According to IUPAC-IUB convention buckle and 

shear values of a Cis basepair undergo sign reversal when calculated from the other side 

while for a Trans basepair the sign of open-angle and stagger alter when they are 

calculated from opposite end (Mukherjee et al., 2006). We observe that most of the Cis 

basepairs have negative propeller twist, except few exceptions such as A:U s:w C, where 

large positive propeller twist is associated with large buckle also, probably due to 

involvement of out of plane sugar moiety. In most of the Trans basepairs, we found 

propeller twists are closer to zero, with exceptions in few basepairs like G:G S:S T 

(system 18) , U:U w:h T (system 25) and A:U w:s T (system 29).  We get exceptionally 

high amount of propeller twist for G:G S:S T (system 18) and A:U w:s T (system 29) 
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basepairs, probably due to involvement of the bulky sugar edge in the basepair formation. 

Average values and standard deviations of buckle are found to be high in all the non-

polar basepairs, probably due to less strengths of association. In A:G w:s C (system 23) 

basepair in addition to the high buckle values, variation in open-angle is also significantly  

higher. The open-angle values of the sugar-mediated basepairs are found to be generally 

higher, which is probably inherent due to their axis definition (Mukherjee et al., 2006).
 
 In 

case of G:U s:h C basepair (system 21), the crystal data shows high stretch values. A 

closer look at the examples of this basepair types found in our database indicates that 

these are generally present between consecutive residues of the same chain. In these 

dinucleotide platform basepairs, the backbone constraints probably force the bases to stay 

little far from each other, which have recently been analyzed by various groups (Sharma 

et al., 2010b, Lu et al., 2010b). Shear values are true indicators of hydrogen bonding type 

and its values are somewhat discrete – either close to zero or close to around +3 Å or –3 

Å.   We noticed many of the observed basepairs are parts of base triplets (Table 3.2.1).  

Significant frequencies of such triplets are formed by A:A H:W T (system 9), A:U H:W 

C (system 10) and A:A W:W T (system 14) basepairs and this induces alteration in the 

structures of the basepairs.  As a result of triplet formation, propeller, buckle and stagger 

values of these basepairs assume more variability as reflected by their larger standard 

deviations. 

Our final set has 19 polar, 8 non-polar C-H…O/N mediated and 5 sugar-mediated 

basepairs. 
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3.2.3.2. Computational Analysis 

Evaluation of variation of geometry by different methods 

Similar to as described in section 3.1, we observed that most of the basepairs maintain 

close to their initial geometry even after unconstrained optimization by B3LYP/6-31G** 

as shown in Figure 3.2.1. This possibly indicates that at least two hydrogen bonds 

between the molecules may be a necessity and sufficient between planar moieties for 

molecular recognition. It was also observed that the other quantum chemical methods, 

namely HF/cc-pVDZ, MP2/6-31G**, GGA:PW91/DZP and PM3 also show similar 

behavior.  Most of the basepairs deviate significantly after minimization by AMBER in 

presence of water. It was observed that the bases form hydrogen bonds with water more 

strongly than with the counter base. As the force field parameters are obtained by 

comparison with well-studied Watson-Crick basepaired double helices, the empirical 

molecular mechanics method is capable to give meaningful properties for similar 

molecules. A more extensive tuning of the force fields considering the non-Watson Crick 

basepaired system is perhaps required. Although structures of the PM3 optimized 

basepairs generally follow the trend, the sugar-mediated basepairs are rather unusual.   

The sugar pucker values of the structures optimized by both the semi-empirical 

methods are mostly found to be in the disallowed O4‘-exo regions, associated with very 

small amplitude of pucker. Among the ab initio optimized structures, B3LYP/6-31G** 

gives relatively smaller amplitude of pucker (around 35
o
) as compared to the other 

methods as well as that of crystallographic average, but all the methods retain the sugars 

in the usual C3‘-endo region (Table 3.2.3). 
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Table 3.2.3.  Sugar-pucker pseudorotation amplitude and phase of the involved sugars in 

the sugar mediated basepair systems along with crystallographic average and standard 

deviation. 

 

 

Structures of all the basepairs optimized by B3LYP/6-31G** method, along with 

their electrostatic potential surface are shown in Figure 3.2.1.  The A-form double helical 

structures of RNA, with only Watson-Crick basepairs, generally expose their monotonous 

minor groove only.  Presence of the non-canonical basepairs can introduce variation to 

such surfaces due to alteration in their shape, size and unusual functional groups.  These 

basepairs now expose their unusual edge (such as Watson-Crick edge) also to the solvent 

or incoming ligand, which can be important for molecular recognition.  

 

  (System 28) (System 29) (System 30) (System 31) (System 32) 

 Method A:A W:S C A:U w:s T A:C W:S C A:G S:S C A:U W:S C 

Amplitude MP2/6-31G** 39.3 39.4 38.2 42.1 39.2 

Phase  9.1 13.2 16.5 8 15.6 

       

Amplitude B3LYP/6-31G** 35.2 35.1 33.8 38.7 34.1 

Phase  12.1 14.5 18.8 8.6 17.2 

       

Amplitude HF/cc-pVDZ 36.9 36.6 36.4 39.1 40.1 

Phase  13.7 18.2 18.6 11.8 17.1 

       

Amplitude GGA:PW91/DZP 40.6 39.4 40.3 44.1 43.4 

Phase  12.1 11 11.3 17.7 10.1 

       

Amplitude AM1 8.7 18.1 9.5 9.7 18.5 

Phase  -48.4 -16.1 -30.9 -70.9 3.3 

       

Amplitude PM3 5.2 14.1 8.7 8.8 26 

Phase  78.5 38.9 11.5 104.7 33.1 

       

Amplitude AMBER 45.3 37.8 36.6 39 41.7 

Phase  22.1 22.7 16.1 30.1 11.2 

       

Amplitude Crystal Data Set 38.1 (3.6) 39.4 (5.2) 38.4 (2.7) 36.9 (3.8) 39.2 (3.3) 

Phase Avg. (Std.) 13.9 (10.4) 20.2 (28.3) 14.5 (4.9) 41.4 (55.4) 18.5 (7.5) 
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Figure 3.2.1. Electro-static potential surfaces of the 32 basepairs optimized by 

B3LYP/631G** method, where potential < -0.10 (red), -0.0500 (yellow), 0.0000 (green), 

0.0500 (light blue), >0.1000 (dark blue).  

 

 

System 1: G:C W:WC System 2: A:U W:WC System 3: G:U W:WC System 4: A:G H:ST

System 5: A:U H:WT System 6: A:G W:WC System 7: A:A H:HT System 8: G:A S:WT

System 9: A:A H:WT System 10: A:U H:WC System 11: U:U W:WC System 12: A:C H:WT

System 13: G:C W:W T System 14: A:A W:W T System 15: A:U W:W T System 16: G:G H:W C

System 17: G:G H:W T System 18: G:G S:S T System 19: U:U W:W T System 20: A:G s:s T

System 21: G:U s:h C System 22: A:A h:s T System 23: A:G w:s C System 24: A:U s:w C

System 25: U:U h:w T System 26: A:C w:w C System 27: A:A w:w C System 28: A:A W:S C

System 29: A:U w:s T System 30: A:C W:S C System 31: A:G S: S C System 32: A:U W:S C
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Some of these, e.g., A:G W:WC (system 6), A:G w:s C (system 23), A:C w:w C 

(system 26),  A:G S:SC (system 31), expose up to six free hydrogen bonding donor or 

acceptor sites in the major groove, as compared to only three such sites for canonical 

ones (Figure 3.2.1).  In addition, some of the C-H groups also have high electropositive 

potential, capable of formation of hydrogen bonds. Overlapping of the molecular orbitals 

is more prominent in case of N-H…N/O type of hydrogen bonding whereas it is 

negligible is case of C-H…O/N type of hydrogen bonding where the H…O/N distances 

are comparatively larger.     

All the hydrogen bond lengths and angles for each of the basepairs were 

calculated from the optimized geometry and their average values are given in Table 3.2.4.  

For the polar hydrogen bonds only those are tabulated where the hydrogen to acceptor 

distances are smaller than 2.5 Å
 
and angles at hydrogen are larger than 150

o
. However in 

case of C-H…O/N type interactions, we have relaxed our criteria for the analysis 

(Distance cutoff = 4.0 Å and angle cutoff = 90
o
), as these are normally long. It is 

observed that the polar hydrogen bond lengths and angles are very similar by all the 

empirical, semi empirical and ab initio methods. The hydrogen bond lengths of the 

HF/cc-pVDZ optimized structures are slightly larger than the other methods, while 

GGA:PW91/DZP method gives shortest hydrogen bonds. The average hydrogen bond 

angles for polar types are generally close to 170
o
. The angles at the weak C-H…O/N 

interactions are mostly smaller than 150
o
, although linear hydrogen bond like interaction 

is also observed. 
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Table 3.2.4. Average and standard deviation of the different types of H-bond lengths (Å)  

and angles (
o
) derived from the geometry-optimized structures obtained by different 

methods, the standard deviation values of the respective parameters are given in 

parenthesis.  

 

Method N-H...O 

(20)# 

Angle N-H…N 

(30)# 

Angle O-H…N 

(5)# 

Angle C-

H…O 

(3)# 

Angle C-

H…N 

(6)# 

Angle 

MP2/6-

31G** 

1.90 

(0.1) 

170.6 

(6.4) 

1.95 

(0.09) 

172.2 

(6.2) 

1.81 

(0.07) 

160.4 

(9.7) 

   2.28 

(0.14) 

152.1 

(13.3) 

2.40 

(0.04) 

159.5 

(11.0) 

HF/cc-

pVDZ 

2.01 

(0.10) 

170.0 

(5.1) 

2.13 

(0.09) 

173.2 

(6.0) 

1.97 

(0.04) 

166.4 

(2.6) 

2.35 

(0.04) 

151.0 

(4.4) 

2.67 

(0.06) 

165.7 

(2.3) 

B3LYP/6

-31G** 

1.89 

(0.11) 

171.9 

(4.4) 

1.95 

(0.12) 

173.1 

(5.6) 

1.78 

(0.04) 

168.7 

(4.1) 

2.33 

(0.17) 

143.4 

(15.2) 

2.60 

(0.16) 

168.0 

(4.3) 

GGA:PW

91/DZP 

1.82 

(0.08) 

172.1 

(4.1) 

1.88 

(0.09) 

171.4 

(6.3) 

1.72 

(0.04) 

163.8 

(1.1) 

2.23 

(0.08) 

151.1 

(8.5) 

2.41 

(0.08) 

163.8 

(1.1) 

AMBER 1.87 

(0.06) 

169.0 

(8.1) 

1.98 

(0.06) 

170.1 

(5.5) 

1.91 

(0.03) 

159.9 

(3.6) 

2.52 

(0.02) 

138.5 

(8.9) 

2.69 

(0.05) 

159.9 

(3.6) 

AMBER

W$ 

1.93 

(0.08) 

161.8 

(7.8) 

2.05 

(0.09) 

163.0 

(7.7) 

2.03 

(0.01) 

151.8 

(3.2) 

    

PM3 1.81 

(0.01) 

170.2 

(7.3) 

1.82 

(0.04) 

169.0 

(8.3) 

1.96 

(0.31) 

167.8 

(2.9) 

2.53 

(0.07) 

141.7 

(16.4) 

2.36 

(0.41) 

167.9 

(3.0) 

 

$
 Denotes the values are obtained in solvated medium 

# Denotes no of such hydrogen bond observed in the optimized structures. 

 

It is a general tendency of the hydrogen atoms of primary amino groups attached 

to the nucleotide bases to adopt pyramidal geometry for positioning of the lone pairs of 
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electrons. As formation of H-bond causes electron transfer between the amino groups and 

the acceptor atoms, it may affect double bond characters of the C-N bonds and hence 

pyramidalisation (Mukherjee et al., 2005). We have therefore analyzed the pyramidal 

values (out of plane positioning of the hydrogen atoms) for the hydrogen bonded amino 

groups and compared with those of the free amino groups (Table 3.2.5). As reported 

earlier (Mukherjee et al., 2005), guanine 2-amino group shows maximum 

pyramidalisation in all the optimization methods possibly due to proximity of a secondary 

amino group at N1 position. The MP2/6-31G** method gives rise to more pyramidal 

amino groups to all the three isolated bases.  The pyramidal character of the amino 

groups generally reduces when it is engaged in strong hydrogen bonding.  The amino 

groups retain significant non-planarity in some of the optimized basepairs, eg. A:G H:S T 

(system 4), G:C W:W T (system 13) G:G H:W C (system 16), G:G S:S T (system 18), 

etc.  Pyramidalization of the 2-amino group of guanine in A:G W:W C basepair increases 

from its value in isolated condition, possibly to avoid steric clash with the nearby C2H 

group of adenine.  In most of the basepairs, pyramidalisation values obtained from the 

B3LYP/6-31G**, MP2/6-31G** and HF/cc-pVDZ are found to be highly correlated with 

each other with correlation coefficients close to 1.  The lone pair electrons of the nitrogen 

of the amino groups are also involved in extended conjugation withelectron clouds of 

the nucleotide rings. Due to this kind of delocalization the single bonds between the 

carbon and nitrogen tend to acquire some amount of double bond characteristics. We 

have carried out analysis of the bond-order of C-N bonds to quantify the amount of 

double bond characters of the C-N bonds connecting the amino group to the base ring. As 

expected the bond order and pyramidalisation values are anti-correlated to each other. 
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The double bond characters are more in the C-N bond in the HF/cc-pVDZ optimized 

structures, which signifies significant amount of electron transfer from the lone pairs of 

nitrogen to the ring carbons. Thus all the ab initio methods are highly reliable in 

predicting electron delocalization and hence structures of the basepairs, although the 

degree of delocalization depends on the methods to some extent. 

 

Table. 3.2.5. Pyramidalization and bond order values of the bases and basepairs obtained 

through various quantum chemical methods 

 Base/basepair MP2/6-31G** HF/cc-pVDZ B3LYP/6-31G** 

GGA: 

PW91/

DZP# 

  
Bond 

Order 

Pyr 

(O) 

Bond 

Order 

Pyr 

(O) 

Bond 

Order 

Pyr 

(O) 

Pyr 

(O) 

 Adenine (isolated) 1.066 32.28 1.337 29.02 1.213 28.54 23.25 

 Guanine (isolated) 1.032 45.87 1.235 40.28 1.143 42.7 42.51 

 Cytosine (isolated) 1.066 34.23 1.292 28.17 1.199 30.38 27.59 

1 G:C W:WC 1.107 30.91 1.337 19.35 1.250 16.27 0.02 

  1.191 8.88 1.436 3.54 1.354 0.99 0.02 

2 A:U W:W C 1.129 14.69 1.427 0.05 1.315 0.66 2.36 

         

3 G:U W:W C$ 1.049 39.96 1.257 35.30 1.158 36.86 35.58 

         

4 A:G H: S T 1.107 28.52 1.378 22.84 1.279 18.40 0.71 

  1.099 38.67 1.300 32.41 1.230 32.17 27.51 

5 A:U H:W T 1.105 16.46 1.401 10.99 1.272 3.46 4.29 

         

6 A:G W:W C 1.151 22.34 1.437 20.36 1.338 5.93 8.54 

 $ 1.033 44.89 1.244 40.88 1.151 42.03 43.03 

7 A:A H:H T 1.112 29.45 1.382 24.66 1.285 17.31 7.11 

  1.113 29.54 1.382 24.75 1.285 17.31 5.90 

8 G:A S:W T 1.101 36.97 1.307 31.42 1.240 28.37 28.35 

  1.123 17.87 1.412 14.86 1.298 6.28 16.11 

9 A:A H: W T 1.118 24.16 1.401 18.31 1.305 11.25 14.52 

  1.133 24.44 1.414 18.43 1.299 11.34 6.95 

10 A:U H:W C 1.113 11.78 1.412 0.33 1.295 2.76 3.19 

         

12 A:C H:W T 1.146 9.40 1.450 0.01 1.329 0.11 1.00 

  1.144 16.32 1.407 0.04 1.301 0.07 10.19 

13 G:C W:W T 1.095 50.87 1.300 29.80 1.189 38.63 31.67 

 $ 1.080 40.41 1.321 22.09 1.220 22.71 18.44 

14 A:A W:W T 1.138 16.06 1.434 1.69 1.310 9.94 1.85 

  1.138 15.95 1.434 13.65 1.310 9.83 1.41 

15 A:U W:W T 1.120 18.16 1.420 0.99 1.283 0.64 6.95 

         

16 G:G H:W C 1.080$ 35.60 1.295$ 28.35 1.165$ 41.64$ 27.44 
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$
 Represents the free amino groups 

 #
 Bond order values could not be calculated by this method 

 

 Interaction Energies of the Basepairs 

The BSSE and deformation corrected interaction energies are analyzed to 

understand the strength of association and stability of the basepairs.  We find that all the 

adopted methods give very similar trends in their interaction energy values for most of 

the basepairs (Table 3.2.6). The weaker interaction strengths are well correlated with 

larger hydrogen bond lengths for the HF/cc-pVDZ optimized structures.  As expected the 

non-polar basepairs have poor interaction energy as compared to most of the polar 

  1.080$ 0.44 1.296$ 28.29 1.186 37.71 38.02$ 

17 G:G H:W T 1.076 33.81 1.299 26.61 1.201 28.90 28.49 

 $ 1.039 44.60 1.244 39.39 1.153 41.23 40.78 

18 G:G S:S T 1.093 35.91 1.302 26.69 1.225 29.21 26.96 

  1.093 35.89 1.303 26.76 1.225 29.07 32.18 

20 A:G s:s T $ 1.059 35.60 1.356$ 24.76 1.225 22.80 9.21 

  1.041 44.42 1.274 37.09 1.194 38.82 38.41 

21 G:U s:h C 1.089 38.11 1.302 32.35 1.226 31.90 27.15 

         

22 A:A h:s T 1.102 23.92 1.385 19.28 1.275 15.16 5.61 

 $ 1.071 30.67 1.346 27.01 1.218 26.15 18.87 

23 A:G w:s C $ 1.065 26.09 1.344 26.22 1.212 28.35 26.85 

  1.072 41.70 1.278 35.78 1.212 30.41 32.08 

24 A:U s:w C $ 1.072 30.44 1.344 27.95 1.217 28.02 19.78 

         

26 A:C w:w C $ 1.053 37.66 1.317 34.73 1.198 32.24 31.08 

  1.117 29.01 1.349 21.15 1.279 5.96 17.63 

27 A:A w:w C 1.119 19.24 1.400 19.64 1.283 16.21 9.25 

 
$ 

1.061 33.99 1.332 31.34 1.205 26.90 28.17 

28 A:A W:S C 1.126 28.57 1.407 25.02 1.288 23.71 12.52 

 $ 1.071 28.85 1.354 25.93 1.223 28.94 18.48 

29 A:U w:s T$ 1.118 32.05 1.350 25.56 1.227 22.35 20.07 

         

30 A:C W:S C 1.144 19.66 1.453 14.83 1.326 7.73 5.70 

 $ 1.075 32.17 1.310 29.94 1.210 28.44 23.44 

31 A:G S:S C $ 1.079 28.40 1.361 24.20 1.226 23.00 14.50 

  1.080 30.81 1.307 31.07 1.221 30.34 22.01 

         

32 A:U W:S C 1.130 21.53 1.410 22.71 1.297 14.48 11.91 
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basepairs.  In most of the basepairs the interaction energies calculated by the B3LYP/6-

31G** and MP2/6-31G** methods follow similar trend, the latter being slightly stronger 

in all the cases. Several non-canonical basepairs, such as A:U H:W C (system 10), A:C 

H:W T (system 12), G:C W:W T (system 13) etc. are found to be very stable by all the 

adopted methods, with  interaction energy values  even better than those of the usual A:U 

W:W C and G:U W:W C  basepairs.  Some of the polar basepairs like A:G H:S T (system 

4), A:A H:H T (system 7) and G:G S:S T (system 18) show comparatively poor  

interaction energies as obtained by all the methods. There are two reasons for poor 

interaction energy values of G:G S:S T (system 18) basepair: i) absence of the stronger 

N-H...O or O-H…N hydrogen bonds and ii) steric contacts between N-methyl hydrogen 

and amino hydrogen of the other base.  In G:G S:S T  and A:G H:S T basepairs methyl 

group of one of the bases come in close contact with the amino group of the other base, 

which forces the structures to be slightly deformed (Figure 3.2.1). These recurrently 

found basepairs might get additional stability from a third hydrogen bond involving sugar 

(Halder and Bhattacharyya, 2010), which we did not consider in the present study. In 

case of A:A H:H T (system 7) basepair, there is no scope of steric contact but presence of 

only two N-H...N hydrogen bonds could not provide sufficient strength to its stability. 

The G:G H:W C basepair (system 16) is found to be highly stable in case of MP2/6-

31G** and HF/cc-pVDZ methods. Furthermore this basepair has the tendency to convert 

to the W:W T type forming two stronger N-H…O type hydrogen bonds.  

Most of the C-H…O/N mediated non-polar basepairs remain in the low stability 

regions as obtained by all the methods. This is due to the fact that C-H…O bond is weak 

in nature and has energy component lower by about 6 kcal/mol than that of the N-H…N 
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hydrogen bond (Roy et al., 2008). The interaction energies, calculated by different 

methods, for the non-polar basepairs differ significantly (Table 3.2.6). This indicates that 

strength of the C-H…O interaction is probably considered unequally by the quantum 

chemical methods.  Furthermore, acidity of the C-H groups may also depend on 

environment (Banerjee and Bhattacharyya, 2008).  Among the sugar mediated basepairs, 

A:C W:S C (system 30) is found to be stable by all the methods.  For the other sugar-

mediated basepairs, interaction energies calculated by the all the adopted methods, do not 

show consistent nature.  As for example, the interaction energy of A:U W:S C (system 

32) basepair obtained by MP2/6-31G**, HF/cc-pVDZ, B3LYP and GGA:PW91/DZP 

methods are -9.0, -6.0, -14.6 and -8.6 kcal/mol, respectively. This is possibly due to extra 

flexibility of the sugar moiety and glycosidic torsion angle, leading to different optimized 

geometries by different methods. The MP2/6-31G** method results in non-planar 

geometry, associated with high buckle value (the final optimized structure does not 

maintain any hydrogen bond between the constituent bases). However optimizations by 

HF/cc-pVDZ, GGA:PW91/DZP and B3LYP/6-31G** methods maintain the expected 

hydrogen bonding patterns through N6-H6…O2 and O2‘-H2‘…N1, but the structures do 

not remain planar.   
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Table. 3.2.6. Interaction Energy (in kcal/mol) of the optimized basepairs by different 

methods 

 

No Basepair MP2/631G** HF/cc-pVDZ 
B3LYP 

/6-31G** 
GGA:PW91/DZP PM3 AMBER 

1 G:C W:W C -24.46 -22.05 -24.18 -25.57 -15 -26.11 

2 A:U W:W C -12.21 -8.81 -11.64 -13.56 -6.9 -12.44 

3 G:U W:W C -12.83 -10.69 -12.20 -12.73 -6.99 -14.26 

4 A:G H: S T -9.44 -5.79 -8.06 -10.96 -3.69 -10.69 

5 A:U H:W T -12.8 -9.28 -11.39 -13.22 -7.76 -12.81 

6 A:G W:W C -14.61 -10.81 -13.63 -15.71 -8.87 -15.66 

7 A:A H:H T -9.73 -5.86 -8.49 -11.45 -4.04 -9.76 

8 G:A S:W T -10.08 -6.6 -8.98 -11.68 -5.34 -11.09 

9 A:A H: W T -10.54 -6.59 -9.61 -12.68 -5.4 -10.72 

10 A:U H:W C -13.03 -9.4 -12.06 -13.88 -7.82 -13.40 

11 U:U W:W C -9.99 -7.70 -9.64 -9.85 -4.98 -11.14 

12 A:C H:W T -13.91 -8.16 -12.71 -15.21 -8 -14.14 

13 G:C W:W T -13.08 -14.45 -11.83 -11.96 -5.60 -16.98 

14 A:A W:W T -11.08 -7.18 -10.27 -13.33 -5.68 -11.54 

15 A:U W:W T -11.7 -8.45 -10.51 -12.25 -6.75 -11.88 

16 G:G H:W C -21.38 -20.21 -11.33 -11.67 -6.02 -15.55 

17 G:G H:W T -16.79 -14.25 -15.25 -16.43 -9.21 -17.06 

18 G:G S:S T -7.78 -4.65 -6.50 -9.88 -2.38 -9.96 

19 U:U W:W T -9.77 -7.64 -9.00 -8.98 -5.08 -11.11 

20 A:G s:s T -7.53 -3.95 -4.56 -7.15 -2.5 -11.38 

21 G:U s:h C -6.94 -5.04 -6.01 -7.11 -3.93 -7.39 

22 A:A h:s T -5.39 -3.08 -4.01 -6.58 -1.98 -10.48 

23 A:G w:s C -6.31 -4.01 -4.61 -6.72 -2.59 -8.10 

24 A:U s:w C -8.58 -5.71 -6.89 -8.55 -4.12 -9.08 

25 U:U w:h T -7.62 -5.75 -6.85 -6.95 -3.58 -8.01 

26 A:C w:w C -7.01 -4.91 -5.34 -7.22 -2.17 -5.01 

27 A:A w:w C -5.78 -3.44 -4.53 -6.42 -1.84 -5.42 
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28 A:A  W:S C -15.81 -10.40 -14.76 -20.35 -7.18 -10.03 

29 A:U w:s T -11.8 -9.22 -10.64 -11.93 -6.13 -8.80 

30 A:C W:S C -14.17 -10.72 -10.00 -14.37 -8.96 -15.01 

31 A:G S:S C -9.33 -5.18 -7.78 -12.43 -3.66 -16.10 

32 A:U W:S C -9.02 -6.07 -14.55 -8.55 -5.67 -13.84 

 

 

Superposition and RMSD Calculation 

The variations in interaction energies of a basepair optimized by different 

methods can be due to the difference in the geometry of the optimized structures or the 

method itself. We have therefore analyzed these structural variations in terms of the Root 

Mean Square Deviations (RMSD) of the basepairs (Table 3.2.7), using CHARMM 

(Brooks et al., 1983). Few representatives of polar, non-polar and sugar-mediated 

basepairs optimized by different methods are superimposed on their respective B3LYP/6-

31G** optimized geometry as given in Figure 3.2.2. We notice that all the RMSD values 

are generally small for the polar basepairs with few exceptions. 

We observed large RMSD between the HF/cc-pVDZ and GGA:PW91/DZP, and 

between the GGA:PW91/DZP and MP2/6-31G** for A:G H:S T (system 4) and A:A 

H:H T (system 7) basepairs.  These two basepairs also have poor interaction energies and 

highly non-planar amino groups. It is possible that the hydrogen bonds in these basepairs 

are weaker compared to the other polar ones, which allowed them to rotate freely. The 

degrees of non-planarity of the two bases in the basepairs also differ significantly in these 

cases. Among the polar basepairs G:C W:W T (system 13) and G:G H:W C (system 16) 
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show unexpectedly high RMSD values. This is correlated to their dissimilar interaction 

energy value trends. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 Figure 3.2.2. Superposition of the (a) G:C W:W C (b) A:G H:S T (c) G:G H:W C  

(d) A:G s:s T (e) A:G S:S C (f) A:U w:s T basepairs optimized by B3LYP/6-31G**       

(blue), HF/cc-pVDZ (purple), GGA/PW91 (green), MP2/6-31G** (orange). 

 

 

  The RMSD values for the non-polar basepairs are found to be larger than those 

of the polar ones.  In case of A:G s:s T (system 20) basepair, we get large RMSD when 

the MP2/6-31G** optimized structure participates in superposition.  
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Table. 3.2.7. RMSD (Å) of the optimized basepairs obtained by different methods 

 

 

Serial 

No Basepair 

B3LYP/6-

31G**— 

HF/cc-pVDZ 

B3LYP/6-

31G**— 

GGA:PW91 

B3LYP/6-

31G**—

MP2/6-31G 

HF/cc-

pVDZ— 

GGA:PW91 

HF/cc-

pVDZ—

MP2/6-31G 

GGA:PW91— 

MP2/6-31G 

1 G:C W:W C 0.13 0.15 0.19 0.12 0.01 0.13 

2 A:U W:W C 0.07 0.09 0.10 0.12 0.11 0.12 

3 G:U W:W C 0.10 0.12 0.15 0.12 0.12 0.09 

4 A:G H: S T 0.11 0.34 0.19 0.39 0.21 0.51 

5 A:U H:W T 0.15 0.14 0.13 0.09 0.08 0.05 

6 A:G W:W C 0.18 0.11 0.15 0.17 0.09 0.11 

7 A:A H:H T 0.17 0.32 0.29 0.43 0.17 0.56 

8 G:A S:W T 0.11 0.22 0.11 0.24 0.12 0.13 

9 A:A H: W T 0.11 0.10 0.20 0.16 0.15 0.18 

10 A:U H:W C 0.09 0.05 0.05 0.10 0.11 0.08 

11 U:U W:W C 0.13 0.06 0.13 0.13 0.10 0.09 

12 A:C H:W T 0.06 0.17 0.06 0.19 0.09 0.16 

13 G:C W:W T 0.85 0.34 2.06 1.00 2.12 2.22 

14 A:A W:W T 0.19 0.17 0.17 0.13 0.11 0.11 

15 A:U W:W T 0.12 0.11 0.10 0.13 0.13 0.05 

16 G:G H:W C 1.60 1.12 1.35 1.84 0.58 1.92 

17 G:G H:W T 0.08 0.14 0.34 0.20 0.32 0.44 

18 G:G S:S T 0.18 0.24 0.18 0.20 0.11 0.22 

19 U:U W:W T 0.08 0.13 0.02 0.17 0.08 0.14 

20 A:G s:s T 0.35 0.29 1.61 0.20 1.84 1.71 

21 G:U s:h C 0.15 0.35 0.08 0.41 0.22 0.36 

22 A:A h:s T 0.35 0.26 0.24 0.14 0.25 0.18 

23 A:G w:s C 0.45 0.48 0.50 0.74 0.14 0.74 

24 A:U s:w C 0.18 0.24 0.28 0.16 0.13 0.11 

25 U:U w:h T 0.08 0.10 0.08 0.12 0.09 0.05 

26 A:C w:w C 0.18 0.18 0.24 0.11 0.10 0.09 

27 A:A w:w C 0.15 0.11 0.18 0.22 0.29 0.12 

28 A:A W:S C 0.10 0.70 0.92 0.64 0.86 0.29 

29 A:U w:s T 0.78 0.24 1.25 0.76 1.60 1.38 

30 A:C W:S C 0.36 0.69 1.06 0.44 0.80 0.60 

31 A:G S:S C 0.19 0.53 0.22 0.41 0.32 0.52 

32 A:U W:S C 0.12 0.84 0.82 0.80 0.86 1.50 
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Analysis of basepair parameters 

We have analyzed the basepair orientation parameters, namely buckle, open-

angle, propeller, stagger, shear and stretch, for all the basepairs optimized by different 

methods (Table 3.2.8). Comparisons of buckle and stagger values indicate their random 

nature. The remaining parameters namely propeller, open-angle, shear and stretch follow 

well defined nature of variations and found to be close to the average values as obtained 

from crystal structure analysis.  Their values reflect nature and type of hydrogen bonds 

holding the basepairs as shown in Figure 3.2.3.   The propeller values for the three usual 

canonical basepairs G:C W:W C, A:U W:W C and G:U W:W C are close to zero and 

slightly negative in nature. 

Among the optimized basepairs, we get large positive propeller values in case of 

A:A H:W T (system 9) and G:G S:S T (system 18) basepairs as obtained by all the 

methods.  The shear values are indicative of positions of the hydrogen bonding atoms in a 

basepair and hence they vary systematically within a wide range between -3 Å and +3 Å.  

Comparatively larger values of open-angle and shear are often indicative of hydrogen 

bonding characteristics of the basepairs and not of their distorted geometry. Two different 

types of basepairing patterns of U:U W:W T basepair are possible (Figure 3.2.4), but one 

of them has been observed more frequently in the crystal structures of RNA. 
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Figure 3.2.3.  Graphs of  (a) Open-angle (
o
), (b) Propeller (

o
),  (c) Shear (Å) and (d) 

Stretch (Å)  of the 32 optimized basepairs obtained by MP2/6-31G** (blue), HF/cc-

pVDZ (black --■--), B3LYP/6-31G** (red ▲), GGA:PW91/DZP (green ●), PM3 (violet 

*), crystal average (maroon ○) , standard deviation of the crystal average (error bars), 

where up to the broken violet line (systems 1-19) we have the N-H…O/N mediated 

basepairs, up to the dotted orange line we have the C-H…O/N mediated basepairs 

(systems 20-27), rest are the sugar mediated basepairs (systems 28-32). 

 

 We have modeled and optimized the other one as shown in Figure 3.2.4.  Both 

the structures have two N-H…O hydrogen bonds and large shear values of opposite 

signs. The probable alteration in shear for transition of U:U W:W T basepair from one to 

another form was however not observed. The open-angle and stretch values also follow 

similar trend with little wider variability. Stretch values of most of the polar and C-H…O 

mediated basepairs lie around 3 Å, but in case of some sugar mediated basepairs stretch 

values are found to be greater than 3.8 Å.  Stretch values obtained from the HF/cc-pVDZ 

optimized structures are found to be comparatively larger than the other methods for most 

of the basepairs due to the larger hydrogen bond lengths predicted by this method. The 

MP2/6-31G** optimized structures of the A:G s:s T (system 20) and A:U w:s T (system 

29) basepairs are found to be significantly different from rest of the methods. The shear 
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value of A:G s:s T (system 20), for example, is close to zero for the MP2/6-31G** 

optimized structure while proper hydrogen bonding demands that its shear be near 2 Å. 

There is a possibility of formation of one C-H…N type of hydrogen bond in this basepair 

and MP2/6-31G** method apparently considered this interaction in a repulsive manner.  

This correlates well with its RMSD values also. Propeller values of the A:G w:s C 

(system 23) basepair is found to be flexible: in some methods like in MP2/6-31G** and 

HF/cc-pVDZ method it has positive propeller values, while in case of B3LYP/6-31G** 

and GGA:PW91/DZP method it has negative propeller values. This is probably due to 

weaker C-H…N interaction as predicted in the previous section.  Among the sugar 

mediated basepairs, propeller values of the MP2/6-31G** optimized structures of A:U 

w:s T (system 29) and A:G S:S C  (system 31) show large deviation from the crystal 

average values, indicating flexibility of the ribose sugar. 

 

 

 

 

 

 

 

     

    Figure 3.2.4. Structures of two types of U:U W:W T basepairs optimized by 

     B3LYP/6-31G** method.  The hydrogen bonding scheme of the two types  

     are different. 

 

(a) (b)(a) (b)
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 Two quite frequent polar basepairs, namely G:C W:W T (system 13) and G:G 

H:W C (system 16) show unusual geometry after optimization by various methods, as 

denoted by their RMSD values also.  In G:G H:W C (system 16), for example, one of the 

O6G does not form any hydrogen bond.  Large negative charge of this oxygen can 

perturb the structure significantly and we noticed alternate hydrogen bonding scheme of 

the optimized structures, particularly by MP2/6-31G** and HF/cc-pVDZ.  Optimizations 

by these methods lead to W:W T orientation having two N-H…O hydrogen bonds 

involving both the O6G atoms.  The basepair parameters considering H:W C basepairing 

edge specific axis system are very large (-94.54
o
 open-angle and 4.18 Å  stretch,  for 

example,  for the HF/cc-pVDZ optimized structure) while the parameters considering 

W:W T edge specific axis system are small, indicating fairly strong basepairing in the 

optimized states (Table 3.2.8). 
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Table. 3.2.8. Intra Basepair Parameters of the Basepairs in the optimized geometries 

obtained by different methods and the average and standard deviations of the basepair 

parameters in the crystal dataset. 

 
Serial 

No. 

Basepair Method Buckle 

(O) 

Open 

Angle 

(O) 

Propelle

r(O) 

Stagger 

(Å) 

Shear 

(Å) 

Stretch 

(Å) 

1 G:C W:W C MP2/6-31G** -4.92 -3.08 -7.88 -0.14 0.12 2.93 

  HF/cc-pVDZ -4.2 -3.04 -3.63 -0.09 0.21 3.04 

  B3LYP/6-31G** -0.3 -3.43 2.21 0.12 0.17 2.92 

  PW91/DZP -1.5 0.48 -2.37 -0.37 0.29 2.85 

  AM1 51.24 0.47 1.66 -0.69 0.2 2.98 

  AMBER -3.28 -2.21 2.54 0 0.34 2.91 

  AMBER_WATER 18.13 6.29 19.8 0.74 -0.64 2.75 

  PM3 -3.98 -0.22 -1.81 -0.48 0.06 2.77 

  CRYSTAL_AVG -5.39 0.49 -6.51 -0.14 -0.07 2.86 

  CRYSTAL_STDV 9.31 3.77 7.88 0.37 0.38 0.13 

2 A:U W:W C MP2/6-31G** -4.42 3.12 -2.24 0.08 0.08 2.83 

  HF/cc-pVDZ 0.03 2.03 0.03 0 0.13 2.99 

  B3LYP/6-31G** -0.98 0.03 0.35 0 0.09 2.86 

  PW91/DZP 4.11 1.23 -1.73 -0.03 0.03 2.78 

  AM1 13.22 -8.76 3.35 0.1 0.06 3.44 

  AMBER 6.2 -1.65 -3.98 -0.11 0.21 2.93 

  AMBER_WATER 71.64 -36.6 -30.18 -0.2 0.46 4.1 

  PM3 -5.17 -1.03 -3.66 0.21 0.05 2.81 

  CRYSTAL_AVG -1.96 3.27 -6.56 -0.04 0.11 2.79 

  CRYSTAL_STDV 8.3 4.5 8.27 0.36 0.29 0.12 

3 G:U W:W C MP2/6-31G** -4.03 0.66 -0.09 0.13 -2.4 2.86 

  HF/cc-pVDZ -0.52 1.71 -1.94 -0.08 -2.54 2.94 

  B3LYP/6-31G** 3.94 4.11 -1.3 -0.15 -2.42 2.84 

  PW91/DZP -0.87 0.29 -5.78 -0.04 -2.33 2.79 

  AM1 -16.78 6.12 3.76 -0.47 2.23 2.99 

  AMBER 0.85 0.18 -1.91 0.02 -2.54 2.86 

  AMBER_WATER 18.72 0.35 7.6 -0.11 -2.55 2.86 

  PM3 -0.03 3.26 -3.57 -0.21 -2.52 2.74 

  CRYSTAL_AVG -1.51 -0.61 -6.55 -0.17 -2.22 2.81 

  CRYSTAL_STDV 8.48 5.8 7.32 0.41 0.43 0.15 

4 A:G H:S T MP2/6-31G** 13.55 -24.57 -47.02 0.19 1.79 3.13 

  HF/cc-pVDZ 4.49 -21.1 -46.7 0.15 1.9 3.39 

  B3LYP/6-31G** 6.42 -20.3 -40.9 0.05 1.95 3.24 

  PW91/DZP -13 -18.15 -24.78 0.23 2.09 3.21 

  AM1 -48.92 11.42 17.95 0.91 2.7 3.23 

  AMBER -17.57 -25.05 -49.97 0.11 1.9 3.18 

  AMBER_WATER -38.3 -11.5 -13.68 -0.48 2.09 3.43 

  PM3 32.89 -16.04 -29.79 0.56 1.98 3.24 

  CRYSTAL_AVG -2.12 -13.1 1.07 -0.14 2.24 3.31 

  CRYSTAL_STDV 14.1 5.7 13.1 0.5 0.36 0.17 

5 A:U H:W T MP2/6-31G** 6.24 -5.41 -1.93 -0.09 0.11 2.79 

  HF/cc-pVDZ 4.21 -3.28 -1.63 -0.06 0.07 2.95 

  B3LYP/6-31G** -3.2 -7.49 1.52 0 0.15 2.79 

  PW91/DZP 4.9 -2.93 -0.91 -0.03 0.11 2.77 

  AM1 16.81 11.36 -2.99 0.02 0.14 3.46 

  AMBER 6.97 1.46 -0.46 0 0.02 2.93 

  AMBER_WATER 52.24 -4.58 28.68 -1.35 0.18 2.66 

  PM3 -6.11 5.63 8.66 0.22 0.16 2.79 
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  CRYSTAL_AVG -1.41 -0.39 -1.17 -0.04 0.17 2.82 

  CRYSTAL_STDV 13.6 6.63 9.75 0.46 0.49 0.19 

6 A:G W:W C MP2/6-31G** -0.24 -1.6 -21.9 -0.13 -0.1 2.89 

  HF/cc-pVDZ -3.85 -2.85 -21 -0.2 0.01 3.06 

  B3LYP/6-31G** 6.14 -2.93 -12.8 -0.21 -0.01 2.94 

  PW91/DZP 3.72 -1.84 -19.01 -0.31 -0.08 2.82 

  AM1 11.18 -8.26 1.19 0.27 -0.36 3.39 

  AMBER 4.56 -2.6 -6.64 -0.15 -0.08 2.95 

  AMBER_WATER -18.3 -7.92 20.25 0.07 0.31 3.02 

  PM3 -12.7 0.06 -5.09 -0.03 0.03 2.8 

  CRYSTAL_AVG -10.8 1.27 -8.55 -0.41 0.07 2.8 

  CRYSTAL_STDV 14.2 5.84 12.05 0.41 0.5 0.19 

7 A:A H:H T MP2/6-31G** 15.21 0 -45.8 0 2.48 2.75 

  HF/cc-pVDZ 11.2 -0.01 -37.5 0 2.6 3.01 

  B3LYP/6-31G** -0.06 -0.06 -32.1 0.01 2.67 2.88 

  PW91/DZP 2.3 -0.01 -10.44 -0.02 2.72 2.9 

  AM1 16.84 -0.26 -7.71 -0.07 3.57 3.28 

  AMBER 0.62 0.23 -10.65 -0.01 2.65 2.94 

  AMBER_WATER 37.77 3.16 3.16 0.36 2.83 2.84 

  PM3 -0.03 -0.01 0.05 -0.53 3.03 2.69 

  CRYSTAL_AVG -9.63 -4.66 5.81 -0.35 2.51 2.86 

  CRYSTAL_STDV 15.8 3.28 13.25 0.29 0.35 0.17 

8 G:A S:W T MP2/6-31G** 10.55 -17.39 -24.4 -0.03 1.74 3.28 

  HF/cc-pVDZ 11.35 -16 -19.5 -0.05 1.76 3.48 

  B3LYP/6-31G** 6.74 -18.4 -17.4 -0.07 1.82 3.32 

  PW91/DZP 4.05 -39.08 -34.67 0.01 2.24 2.81 

  AM1 59.36 8.72 -2.08 -0.86 2.49 3.35 

  AMBER -14.84 -19.73 -25.88 0.1 1.79 3.28 

  AMBER_WATER 8.9 -16.1 22.67 0.58 1.72 3.26 

  PM3 21.81 -17.95 -4.62 0 1.86 3.15 

  CRYSTAL_AVG 13.04 -13.6 0.27 -0.16 1.85 3.32 

  CRYSTAL_STDV 19 7.02 16.55 0.58 0.37 0.2 

9 A:A H:W T MP2/6-31G** -10.37 1.87 28.94 0.01 2.45 2.89 

  HF/cc-pVDZ -7.74 1.11 21.05 0.01 2.51 3.11 

  B3LYP/6-31G** -1.4 0.95 17.58 0 2.5 2.94 

  PW91/DZP -0.13 2.91 22.63 0.14 2.51 2.83 

  AM1 -10.41 5.65 31.66 -0.61 8.5 -2.3 

  AMBER 10.64 1.05 9.17 -0.07 2.55 2.94 

  AMBER_WATER 60.6 -7.48 59.44 -0.72 2.38 2.63 

  PM3 -2.3 0.32 0.68 0.44 2.73 2.72 

  CRYSTAL_AVG 1.84 5.7 -2.88 0.04 2.31 2.92 

  CRYSTAL_STDV 12.8 5.23 19.57 0.5 0.36 0.19 

10 A:U H:W C MP2/6-31G** -4.51 2.42 -1.76 0.04 -0.1 2.8 

  HF/cc-pVDZ 0.12 1.24 0.06 0 -0.06 2.96 

  B3LYP/6-31G** -0.24 2.23 -2.63 -0.01 -0.13 2.79 

  PW91/DZP 0.49 -0.17 -3.62 0 -0.11 2.79 

  AM1 12.59 -11.03 2.72 -0.02 -0.22 3.47 

  AMBER 2.47 -4.48 -3.77 -0.2 0.06 2.92 

  AMBER_WATER 117.8 -39.5 -7.38 0.97 0.69 3.23 

  PM3 -6.61 -2.96 -4.11 0.21 -0.24 2.78 

  CRYSTAL_AVG -3.59 2.93 -4.53 0.15 -0.22 2.8 

  CRYSTAL_STDV 18.1 6.78 12.38 0.6 0.43 0.16 

11 U:U W:W C MP2/6-31G** -1.5 -1.17 2.86 0 2.54 2.89 

  HF/cc-pVDZ -0.01 -0.22 0 0 2.74 2.95 

  B3LYP/6-31G** 2.27 -0.66 -6.57 0.03 2.55 2.85 
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  PW91/DZP 0.07 -0.57 -2.82 -0.02 2.48 2.82 

  AM1 0.95 1.47 -1.05 0.00 2.97 2.97 

  AMBER -2.55 -1.75 -0.95 0 -2.8 2.83 

  AMBER_WATER 2.77 -0.16 9.64 0.14 -2.89 2.82 

  PM3 -2.12 2.73 -4.3 0.09 2.6 2.74 

  CRYSTAL_AVG -10.1 -2.33 -12.6 -0.15 -2.36 2.86 

  CRYSTAL_STDV 8.56 5.29 8.02 0.4 0.37 0.16 

12 A:C H:W T MP2/6-31G** 2.39 -3.64 1.28 -0.23 2.33 2.92 

  HF/cc-pVDZ 0.01 -3.59 0 0 2.37 3.09 

  B3LYP/6-31G** -0.35 -2.73 0.09 0 2.41 2.93 

  PW91/DZP 15.61 -2.05 0.19 0 2.41 2.86 

  AM1 62.03 -30.34 13.82 0.73 2.35 3.67 

  AMBER 1.95 -3.35 3.53 0.02 2.25 2.92 

  AMBER_WATER 2.47 -7.19 -10.61 0.39 2.26 2.9 

  PM3 17.29 -0.69 -14.6 -0.03 2.61 2.74 

  CRYSTAL_AVG -1.26 -4.3 -5.68 0.18 2.37 2.91 

  CRYSTAL_STDV 20.5 6.37 15.61 0.48 0.36 0.18 

13 G:C W:W T MP2/6-31G** -164.44 5.65 -63.64 0.13 -0.97 2.87 

  HF/cc-pVDZ -30.58 68.21 -43.03 0.15 -3.56 3.19 

  B3LYP/6-31G** -17.61 13.42 -37.98 0.06 -2.54 3.02 

  PW91/DZP -16.06 10.64 -11.47 0.2 -2.65 3.02 

  AM1 -14.33 82.47 -25.94 -0.64 -4.05 2.74 

  AMBER -1.85 -16.16 -3.18 0.01 -3.24 2.90 

  AMBER_WATER -38.25 17.63 59.91 1.09 -1.35 2.64 

  PM3 16.6 1.37 16.07 -0.31 -2.59 2.79 

  CRYSTAL_AVG -4.35 7.34 -6.67 -0.09 -2.27 2.88 

  CRYSTAL_STDV 15.35 7.3 10.69 0.42 0.48 0.16 

14 A:A W:W T MP2/6-31G** 0.1 -0.02 0.22 0.33 2.33 2.98 

  HF/cc-pVDZ -0.84 0.03 1.24 0 2.34 3.16 

  B3LYP/6-31G** 4.4 0 -12.1 0 2.27 2.98 

  PW91/DZP -1.18 -0.18 0.07 -0.08 2.33 2.88 

  AM1 -0.23 0 0.35 -0.01 2.86 3.53 

  AMBER 12.35 0.17 8 0.02 2.33 2.96 

  AMBER_WATER 28.87 23.3 76.09 1.01 1.93 2.68 

  PM3 -0.75 -0.04 -0.02 -0.43 2.36 2.78 

  CRYSTAL_AVG 7.87 -7.58 -2.04 -0.53 2.19 2.87 

  CRYSTAL_STDV 11.3 7.53 30.17 0.49 0.47 0.23 

15 A:U W:W T MP2/6-31G** -5.73 -5.62 2.77 0.1 -0.1 2.83 

  HF/cc-pVDZ 0.28 -3.58 -0.3 -0.01 -0.13 2.99 

  B3LYP/6-31G** -0.67 -7.96 -0.57 0.03 -0.06 2.81 

  PW91/DZP -4.69 -3.74 2.62 0.04 -0.05 2.78 

  AM1 -0.75 -10.25 1.68 -0.01 -0.14 3.47 

  AMBER -4.74 -1.02 -1.37 0.03 -0.16 2.93 

  AMBER_WATER -23.8 -5.81 6.23 -0.07 -0.29 2.9 

  PM3 -6.16 3.85 7.75 0.22 -0.14 2.8 

  CRYSTAL_AVG 0.05 -1.9 0.13 0.03 -0.24 2.83 

  CRYSTAL_STDV 12.7 7.42 13.34 0.55 0.41 0.19 

16 G:G H:W C MP2/6-31G** -51.38 -86.65 -18.78 -0.75 -4.07 3.81 

   -49.34# 0.35# 25.86# 0.06# 1.88# 2.72# 

  HF/cc-pVDZ -14.52 -94.54 -8.67 -0.32 -4.25 4.18 

   -16.19# 0.04# 4.87# 0.01# 2.17# 2.87# 

  B3LYP/6-31G** -49.98 -15.60 -41.41 0.08 -2.44 2.98 

  PW91/DZP 13.27 -4.84 1.75 0.16 -2.99 3.06 

  AM1 64.95 6.80 35.59 0.21 -3.73 2.64 

  AMBER 7.54 -6.09 -0.59 -0.14 -3.81 2.90 
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  AMBER_WATER 41.76 1.43 7.79 0.85 3.55 2.73 

  PM3 22.52 0.11 32.7 0.08 -2.79 2.71 

  CRYSTAL_AVG 6.43 -3.86 -0.31 0.08 -2.94 2.88 

  CRYSTAL_STDV 12.62 6.2 12.13 0.61 0.41 0.18 

17 G:G H:W T MP2/6-31G** -10.94 -11.38 -5.16 -0.11 0.15 2.83 

  HF/cc-pVDZ 7.49 -10.4 4.94 0.08 0.14 2.96 

  B3LYP/6-31G** 10.26 -9.91 3.48 0.03 0.17 2.85 

  PW91/DZP 20.52 -7.64 2.86 -0.01 0.2 2.83 

  AM1 29.14 -10.73 -2.39 -0.78 -0.38 3.22 

  AMBER 28.84 -3.69 0.8 -0.54 0.08 2.87 

  AMBER_WATER -0.77 -32.2 -49.07 1.78 -2.21 2.52 

  PM3 -12.89 -1.76 -12.01 0.05 0.24 2.81 

  CRYSTAL_AVG 9.29 1.77 -0.64 -0.13 -0.02 2.89 

  CRYSTAL_STDV 12.9 6.59 8.36 0.28 0.65 0.17 

18 G:G S:S T MP2/6-31G** -11.51 -0.1 41.89 -0.02 1.05 3.45 

  HF/cc-pVDZ -7.71 0.09 40.71 0 1.09 3.67 

  B3LYP/6-31G** -13 0.08 30.85 0 1.17 3.53 

  PW91/DZP 0.96 -4.17 36.56 -0.43 1.19 3.43 

  AM1 -67.72 -18.84 -15.13 -0.66 1.92 3.63 

  AMBER 24.24 -0.8 53.1 -0.05 1.13 3.47 

  AMBER_WATER -123 18.67 2.05 2.25 2.55 2.36 

  PM3 -44.78 5.06 8.71 -0.63 1.28 1.28 

  CRYSTAL_AVG 4.64 -4.54 13.3 -0.66 1.27 3.46 

  CRYSTAL_STDV 22.1 3.6 18.48 0.46 0.29 0.24 

19 U:U W:W T MP2/6-31G** 0.31 -0.01 0.38 0 -2.6 2.93 

  HF/cc-pVDZ -0.31 0.14 -0.66 -0.01 -2.75 2.97 

  B3LYP/6-31G** -0.34 0.02 -0.89 0 -2.58 2.89 

  PW91/DZP -11.5 0.1 -6.55 0.02 -2.49 2.86 

  AM1 -0.29 -0.02 -0.07 0.00 -3.05 2.94 

  AMBER -11.02 -0.13 -8.5 0.02 -2.73 2.88 

  AMBER_WATER 16.27 1.81 20.85 0.26 -2.51 2.93 

  PM3 0.79 0.01 1.26 0.28 -2.69 2.67 

  CRYSTAL_AVG -6.22 -4.52 -4.36 0.11 -2.35 2.79 

  CRYSTAL_STDV 16 3.25 10.24 0.45 0.45 0.16 

20 A:G s:s T MP2/6-31G** 97.13 47.17 -61.45 -2.56 -0.1 1.64 

  HF/cc-pVDZ -9.47 19.51 -14.3 -0.55 1.6 3.46 

  B3LYP/6-31G** 1.52 23.45 -33.6 -0.9 1.38 3.2 

  PW91/DZP -10.6 24.27 -20.69 -0.56 1.55 3.15 

  AM1 -22.03 23.91 -2.91 -1.01 2.30 3.42 

  AMBER -102.7 49.3 80.69 2.75 -0.4 1.58 

  AMBER_WATER -7.42 -7.42 34.68 -0.13 1.2 3.42 

  PM3 -9.31 30.88 -2.52 -0.23 1.72 2.93 

  CRYSTAL_AVG -15.8 27.99 -7.44 0.22 1.71 3.02 

  CRYSTAL_STDV 26.9 7.23 13.6 0.88 0.29 0.21 

21 G:U s:h C MP2/6-31G** 3.12 7.74 27.12 0.48 0.63 3.27 

  HF/cc-pVDZ 4.18 0.19 26.19 0.46 0.74 3.65 

  B3LYP/6-31G** 3.61 4.6 25.57 0.47 0.63 3.39 

  PW91/DZP -5.65 6.24 -1.47 0.14 0.61 3.30 

  AM1 -151.35 12.53 83.67 5.50 -0.67 -0.33 

  AMBER -1.75 -0.73 0.09 -0.06 0.99 3.54 

  AMBER_WATER -19.4 -3.27 9.42 -0.76 0.96 3.47 

  PM3 -13.95 -0.67 -6.7 0.19 0.71 3.48 

  CRYSTAL_AVG -11.8 -1.22 0.15 -0.1 0.99 3.44 

  CRYSTAL_STDV 18.2 5.48 7.45 0.56 0.37 0.14 

22 A:A h:s T MP2/6-31G** -13.38 0.45 12.11 0.18 2.25 2.91 
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  HF/cc-pVDZ -9.97 -2.23 -2.79 0.28 2.39 3.09 

  B3LYP/6-31G** 4.32 -1.05 18.61 -0.44 2.29 2.92 

  PW91/DZP -6.49 -0.95 2.42 0.01 2.36 2.85 

  AM1 -19.09 -9.09 7.28 0.39 3.08 3.17 

  AMBER -99.06 -36.54 84.24 -2.59 0.78 1.33 

  AMBER_WATER 43.61 33.02 61.18 -0.15 1.7 3.62 

  PM3 -21.65 7.69 6.33 0.24 2.53 2.91 

  CRYSTAL_AVG -5.65 -1.39 1.66 -0.13 2.38 2.75 

  CRYSTAL_STDV 13.5 6.01 9.41 0.52 0.3 0.2 

23 A:G w:s C MP2/6-31G** 15.39 40.75 10.49 0.4 2.1 2.97 

  HF/cc-pVDZ 13.41 37.95 7.47 0.49 2.19 3.18 

  B3LYP/6-31G** -4.35 34.47 -16.4 0.04 2.23 3.07 

  PW91/DZP 12.78 45.91 -42.34 -0.73 1.84 2.81 

  AM1 -63.96 18.13 -2.31 1.04 -3.02 2.85 

  AMBER 89.19 46.9 -50.66 -2.23 0.59 2.02 

  AMBER_WATER 31.8 40.84 -22.56 -1.46 1.94 2.79 

  PM3 23.58 58.14 -16.57 0.78 2.32 2.8 

  CRYSTAL_AVG -19.3 45.49 -6.41 -0.1 2.07 2.84 

  CRYSTAL_STDV 28.9 12.6 24.19 0.92 0.43 0.25 

24 A:U s:w C MP2/6-31G** -14.57 -3.24 17.21 0.24 0.18 2.94 

  HF/cc-pVDZ -9.3 -3.84 11.43 0.17 0.21 3.12 

  B3LYP/6-31G** 2.34 -6.63 2.83 0.03 0.16 2.98 

  PW91/DZP -19.9 -4.37 9.29 0.22 0.14 2.9 

  AM1 6.60 -5.34 1.90 0.03 -0.33 3.05 

  AMBER -25 -1.85 -1.3 0.62 0.21 2.94 

  AMBER_WATER -11.6 -5.87 -65.02 -0.6 0.19 3.04 

  PM3 -8.6 1.69 23.38 -0.09 0.23 2.83 

  CRYSTAL_AVG -21.7 -3.7 11.6 0.14 0.15 2.95 

  CRYSTAL_STDV 10.6 4.23 12.27 0.32 0.26 0.17 

25 U:U w:h T MP2/6-31G** 0.72 7.7 -1.09 0.01 2.54 3.07 

  HF/cc-pVDZ 0.07 8.13 -0.07 0 2.74 3.16 

  B3LYP/6-31G** -2.05 9.07 2.52 0.01 2.7 3.04 

  PW91/DZP 3.9 8.77 1.01 0 2.54 3.01 

  AM1 0.56 3.99 1.38 0.01 2.67 3.18 

  AMBER 6.39 15.07 1.91 -0.14 3.03 3.09 

  AMBER_WATER -7.91 4.58 -15.64 1.37 2.9 2.74 

  PM3 -7.46 16.05 -10.77 0.09 2.63 3.15 

  CRYSTAL_AVG 15.73 13.61 -9 0.18 2.59 2.91 

  CRYSTAL_STDV 18.7 6.89 15.07 0.67 0.3 0.22 

26 A:C w:w C MP2/6-31G** 21.14 18.68 -6.29 -0.22 -2.4 2.66 

  HF/cc-pVDZ 18.18 18.57 -4.92 -0.09 -2.49 2.81 

  B3LYP/6-31G** 4.42 13.55 -4.84 0.01 -2.6 2.7 

  PW91/DZP 17.17 15.25 -8.41 -0.06 -2.44 2.63 

  AM1 71.17 1.69 6.98 -1.01 -3.38 2.54 

  AMBER 12.31 10.95 -5.11 0.18 -2.51 2.75 

  AMBER_WATER -16.1 -1.02 -31.03 -1.81 -2.45 2.73 

  PM3 13.99 5.78 -2.44 -0.35 -2.51 2.71 

  CRYSTAL_AVG 10.02 14.26 -8.08 0.05 -2.45 2.44 

  CRYSTAL_STDV 12.4 10.4 6.61 0.94 0.45 0.38 

27 A:A w:w C MP2/6-31G** 0.17 17.78 -11.53 0.15 2.61 2.64 

  HF/cc-pVDZ 2.21 17.69 -8.78 0.14 2.67 2.82 

  B3LYP/6-31G** 8.96 14.47 -0.22 0.09 2.5 2.75 

  PW91/DZP 6.63 15.95 -8.07 0.07 2.56 2.58 

  AM1 6.61 23.24 -12.85 0.42 3.20 2.89 

  AMBER -7.39 15.03 -24.01 -0.72 -2.53 2.66 
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  AMBER_WATER 30.68 6.1 -18.36 0.03 -2.86 2.9 

  PM3 -15.26 4.06 -1.01 -0.38 2.58 2.73 

  CRYSTAL_AVG -16.8 21.66 -15.4 -0.77 -2.14 2.48 

  CRYSTAL_STDV 15.7 13.2 12.76 0.21 0.91 0.19 

28 A:A W:S C MP2/6-31G** 36.53 -10.99 -3.97 -0.33 -2.60 3.21 

  HF/cc-pVDZ -13.34 -26.85 -46.15 0.00 -2.40 3.53 

  B3LYP/6-31G** -18.29 -26.14 -46.70 -0.21 -2.49 3.40 

  PW91/DZP 28.33 -19.49 -27.51 -0.24 -2.75 3.25 

  AM1 -85.49 -35.53 -44.98 -0.95 -2.98 3.50 

  AMBER -29.78 -19.76 34.35 -0.87 -2.35 3.01 

  AMBER_WATER -34.75 -37.75 41.92 -1.96 -2.02 2.57 

  PM3 19.74 -15.04 -5.63 -0.54 -2.88 3.01 

  CRYSTAL_AVG -4.49 -29.14 -12.72 -0.38 -2.51 3.52 

  CRYSTAL_STDV 13.85 10.12 12.24 0.40 0.46 0.26 

29 A:U w:s T MP2/6-31G** 74.76 -56.77 36.37 -2.97 2.9 2.14 

  HF/cc-pVDZ -22.88 -49.46 -22.95 -0.71 0.33 4.3 

  B3LYP/6-31G** 31.63 -34.6 2.77 -1.2 0.79 3.66 

  PW91/DZP 31.47 -36.06 -16.15 -1.1 0.26 3.66 

  AM1 13.26 -34.82 -13.83 -0.90 0.44 3.63 

  AMBER -11.21 -149.7 -105.9 3.57 0.37 -0.88 

  AMBER_WATER 21.71 -31.7 -28.68 -0.1 0.39 3.93 

  PM3 -65.03 -37.98 -28.52 -1.62 -0.58 3.75 

  CRYSTAL_AVG -1.57 -58.7 -18.6 -0.33 -0.4 4.06 

  CRYSTAL_STDV 21 12.1 14.55 0.88 0.51 0.31 

30 A:C W:S C MP2/6-31G** 46.82 -32.19 -16.43 -1.1 -0.9 4.15 

  HF/cc-pVDZ 26.99 -34.5 -19.8 -0.93 -0.9 4.35 

  B3LYP/6-31G** 42.14 -35.2 -13.1 -1.23 -0.76 4.21 

  PW91/DZP -19.5 -24.35 -25.65 -0.99 -0.36 3.83 

  AM1 47.39 -43.82 -8.24 -1.67 -1.52 4.20 

  AMBER 5.24 -28.33 -10.61 -0.69 -0.95 3.97 

  AMBER_WATER -54.7 -14.3 -43.43 -1.33 -0.2 3.42 

  PM3 37.64 -42.97 -7.5 -1.76 -0.73 4.16 

  CRYSTAL_AVG -4.44 -34.7 -21.3 -0.47 0.3 4.23 

  CRYSTAL_STDV 22.8 10.3 14.47 0.62 0.64 0.37 

31 A:G S:S C MP2/6-31G** -9.51 -3.2 -48.48 -0.65 -1.8 3.74 

  HF/cc-pVDZ -3.21 -9.3 -59.4 -0.02 -1.83 3.84 

  B3LYP/6-31G** -15.4 -8.22 -53.8 -0.2 -1.87 3.73 

  PW91/DZP 20.34 -1.13 -59.39 -0.62 -2.16 3.58 

  AM1 53.08 -2.15 -14.86 -1.06 -3.03 3.37 

  AMBER 107.02 20.68 -63.88 -0.87 -2.05 3.27 

  AMBER_WATER -48 -6.39 0.97 0.56 -2 3.67 

  PM3 34.06 0.63 -40.04 -0.28 -2.3 3.52 

  CRYSTAL_AVG -1.6 -15.8 -8.36 -0.13 -2.36 3.82 

  CRYSTAL_STDV 23.2 20.7 30.3 0.95 0.39 0.46 

32 A:U W:S C MP2/6-31G** -83.93 -35.11 -18.25 -0.77 -0.6 4.57 

  HF/cc-pVDZ -42.61 -29.2 -23.8 -1.01 0.8 4.3 

  B3LYP/6-31G** -45.45 -30.7 -20.7 -1.29 0.56 4.2 

  PW91/DZP 6.59 -24.65 -9.28 -0.74 0.54 3.98 

  AM1 71.92 -28.53 -25.99 -1.78 -0.52 4.25 

  AMBER 1.76 -13.47 20.28 0.68 0.84 3.42 

  AMBER_WATER -80.5 -1.48 -45.97 -2.99 1.18 2.59 

  PM3 -45.88 -32.03 -15.68 -2.2 0.4 3.78 

  CRYSTAL_AVG -17.6 -31.5 -1.47 -0.59 0.44 4.26 

  CRYSTAL_STDV 37.2 8.33 13.42 0.5 0.45 0.28 
#
 Represents the basepair parameters when it is in W:W T conformations. 
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Similar orientation of dangling ketone oxygen in G:C W:W T (system 13) 

basepair forces unusual optimized structure by some of the methods.  The MP2/6-31G** 

method, for example, gives a stacked geometry of this basepair.  The G:G H:W C 

basepair is an integral part of G-quartet in telomeric DNA and some untranslated regions 

of mRNA and is quite stable with K
+
 ion in the center of the quartet. More details on the 

quartet structures are given in chapter 1. We have therefore optimized the G-quartet 

structure (PDB ID:156D) using the popular ab initio quantum chemical methods.  

Basepairs of this quartet have comparatively large propeller values in cases of MP2/6-

31G** and B3LYP/6-31G** (Figure 3.2.5) optimized structures, while larger shear 

values for the HF/cc-pVDZ optimized structure.  This indicates that these basepair has a 

tendency to acquire non-planar geometry and may need an ion, some topological strain 

due to loop and bead formation or ligand for stabilization.  Optimizations of the quartet 

along with a K
+
 ion lead to more planar base quartet orientations (Table 3.2.9). Each 

guanine residue utilizes both N1 and N2 atoms of one face and O6 and N7 atoms of the 

other face to form hydrogen bonds with the other residues of the G-quartet. Therefore, the 

residues do not have much flexibility to alter orientation as compared to the isolated 

baepairs. However, the instability in the quadruplex comes from the arrangement of the 

guanine O6 carbonyl groups central to the G-quadruplex. This negatively charged 

cavities located between the G-quartet needs to be stabilized by the co-ordination of the 

cations. When the K
+
 ions are located centrally, this stabilizes the system by favorable 

electrostatic interaction, neutralizes partial negative charge of the O6 atoms. This 

indicates that the strong non-hydrogen bonded functional groups can be involved in 

molecular recognition and in the absence of the ligand the non-canonical basepairs can 
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adopt a different structure, thereby acting as a switch. This indicates that the non-

hydrogen bonded polar functional groups can be involved in molecular recognition and in 

the absence of the specific ligand the non-canonical basepairs can adopt a different 

structure, thereby acting as a conformational switch. The non-polar and sugar mediated 

basepairs also presumably play similar role in different biochemical processes, such as in 

A-minor motif (Nissen et al., 2001). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2.5. Represents structure of G-quadruplet optimized by B3LYP/6-31G** 

method, without ion 

 

 

Amount of pyramidalisation is found to be directly proportional to the value of 

propeller twist. The polar basepairs, e.g. A:G H:S T (system 4), A:G W:W C (system 6), 

A:A H:H T (system 7), G:C W:W T (system 13), etc. have highly pyramidal amino 

groups associated with large propeller, while the A:U W:W C, A:U H:W T (system 5), 

A:U H:W C (system 10) basepair systems have planar amino group and small propeller. 

This out of plane motion of the amino groups can give rise to tertiary interaction with the 

neighboring basepairs, by forming hydrogen bond between the amino group of the 
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guanine with the oxygen of the adjacent basepair, associated with comparably high 

stagger and propeller values (Sponer et al., 2003, Mokdad et al., 2006, Bandyopadhyay 

and Bhattacharyya, 2006) 

 

 

Table. 3.2.9.  The basepair parameters of the G- quadruplet structures optimized by 

different quantum chemical methods  in absence of ion and in presence of K
+
 ion (in 

parenthesis) 

 
        Method 

 

Base 

pair 

 

Buckle 

(O) 

 

Open 

(O) 

 

Propeller 

(O) 

 

Stagger 

(Å) 

Shear 

(Å) 

Stretch 

(Å) 

MP2/6-31G** 

G1-G2 23.73 

(-9.03) 

-9.45 

(-9.35) 

-26.08 

(6.36) 

-0.06 

(-0.27) 

2.70 

(-1.73) 

2.93 

(2.54) 

G3-G4 20.60 

(13.22) 

-10.27 

(2.58) 

-29.45 

(-38.97) 

-0.04 

(-0.75) 

2.69 

(-1.74) 

2.92 

  (2.54) 

G1-G4 0.79 

(-13.7) 

-7.28 

(-6.93) 

23.68 

(12.13) 

0.21 

(-1.00) 

-2.77 

(2.65) 

2.93 

(2.79) 

G2-G3 -4.34 
(-31.59) 

-7.92 
(-2.92) 

26.83 
(-8.39) 

0.15 
(0.08) 

2.78 
(-2.17) 

2.91 
(3.1) 

HF/cc-pVDZ 

G1-G2 7.30 -3.41 -15.19 -0.33 3.48 2.97 

G3-G4 -3.79 -6.40 5.48 0.02 3.26 3.06 

G1-G4 16.33 -6.79 1.40 0.01 -4.11 2.94 

G2-G3 4.08 -1.61 12.53 0.43 3.84 2.87 

B3LYP/6-31G** 

 

 

 

G1-G2 -0.41 

(15.08) 

-8.92 

    (-3.63) 

-25.09 

( -0.45) 

0.12 

(-0.09) 

3.01 

(-2.71) 

2.84 

(2.98) 

G3-G4 11.93 

(16.53) 

-6.09 

(-3.48) 

-16.05 

(2.14) 

-0.13 

(-0.07) 

2.90 

(-2.7) 

2.92 

(2.98) 

G1-G4 10.45 

(-12.88) 

-7.26 

(-3.59) 

28.20 

(5.55) 

0.06 

(-0.02) 

-2.83 

(2.69) 

2.86 

(2.98) 

G2-G3 -0.79 

(15.48) 

-5.62 

(-3.44) 

16.25 

(4.09) 

0.19 

(-0.02) 

2.95 

(-2.69) 

2.91 

(2.98) 

GGA:PW91/DZP 

G1-G2 0.37 

(3.09) 

-5.55 

(-4.53) 

-19.05 

(-3.68) 

-0.12 

(-0.16) 

2.83 

(-2.72) 

2.86 

(2.92) 

G3-G4 13.59 

(11.99) 

-4.86 

(-4.1) 

   -4.67 

  (-8.56) 

0.03 

(-0.22) 

2.90 

(-2.74) 

2.88 

(2.91) 

G1-G4 3.64 

(-11.17) 

-5.58 

(-4.99) 

15.72 

(10.14) 

0.06 

(-0.09) 

-2.83 

(2.72) 

2.86 

  (2.90) 

G2-G3 10.82 

(6.27) 

-5.40 

(-4.95) 

2.42 

(1.26) 

0.04 

(-0.11) 

2.83 

(-2.74) 

2.88 

(2.92) 

 

G1, G2, G3 and G4 represent the individual components of the guanine quadruplet. 
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3.2.4. Discussion  

In this section, I have analyzed frequently observed RNA basepairs from 

experimental data as well as computer simulation with different levels of rigor and 

accuracy. All the methods are known to be very reliable and accurate for predictions of 

structures, interactions, thermodynamics and other properties of bio-molecules and 

organic molecules. I observed that the results from these popular approximate methods 

are quite consistent with each other. These are indicative of important contribution of 

non-canonical basepairs in RNA structure, stability, flexibility and recognition. 

Considering ensemble of crystallographic structures of different RNA basepairs to be true 

representatives of experimental structures, especially in the absence of any better data, we 

have compared structures of different basepairs optimized by different methods with the 

crystallographic ensembles. I found that most of the ab initio quantum chemical methods 

optimize the structures in a similar manner. The structures of the non-polar or sugar 

mediated basepairs, optimized by the rigorous methods, however are sometimes quite 

different. Few polar basepairs, such as G:G H:W C and G:C W:W T also follow the 

above criteria.  In these cases, free carboxyl groups of guanine of the initial geometry 

sometimes involved itself in hydrogen bonding interaction in altered geometry. I believe 

that these base pairings depend on environment such as ion, water or protein mediated 

interactions.  Thus, in absence of the above ligands, the basepair remain in one form 

while in presence of the appropriate mediator as discussed above, the basepair adopts a 

different form.  Thus, these may be termed as conformational switch. Variation in the 

structures could best be characterized in terms of six basepair parameters using 

basepairing edge specific axis system. The variations in basepair structures are sometimes 
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not reflected in their interaction energies. As for example, MP2/6-31G** and B3LYP/6-

31G** energies of most of the polar basepairs are extremely similar but their structures 

are often significantly different. 
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Section 3.3 

RNA Non-Canonical Basepair Database: A Complete Analysis of 

the Energetic, Structural Features and Dynamics of the Possible 

Basepairs 
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3.3.1. Introduction 

Ribonucleic acids (RNA) play crucial role in gene expressions (Gesteland et al., 

2006, Leontis and Westhof, 2003, Hermann and Westhof, 1999). They are involved in 

several biological processes (chapter 1). In addition to the regular helical structure, RNA 

undertakes several secondary and tertiary modifications such as hairpin loop, conjunction 

loop, pseudoknots etc (Hendrix et al., 2005). Watson-Crick (WC) basepairing are the 

most common type of interaction observed in RNA, but analysis of available structure of 

RNA solved by x-ray crystallography reveals that in addition to WC base pairing, RNA 

has ample varieties of base contacts, such as non-Watson-Crick base pairing (non-WC), 

triplets (Broitman et al., 1987), quadruplets (Lipps and Rhodes, 2009), basepairing in 

protonated form, water or ion mediated basepairs etc. which play important roles in 

maintaining the three dimensional structures of RNA. Non-WC basepairs also act as 

recognition elements in RNA-RNA and RNA-protein interaction (Hermann and Westhof, 

1999). Interaction between double stranded helix and unpaired regions are always guided 

by non-WC basepairs. The Non-WC basepairs are also involved in specific interactions 

with proteins and ligands due to exposure of unusual atoms and groups in major and 

minor grooves for binding. It has been shown in the previous section (section 3.2) that 

some of the non-canonical basepairs, such as G:G H:W C and G:C W:W T basepairs 

have propensity to function as conformational switch as their optimized structures often 

depend on environment or the method used for optimization. 

Non-Watson Crick basepairs are also the key members for formation of DNA or 

RNA triple helices, where two strands are held together by WC basepairing, while the 

third strand is attached to the purine strand through non-WC basepairing scheme. Owing 
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to the enhanced stability of the triplex (Frank-Kamenetskii and Mirkin, 1995), which can 

affect activities such as gene expression, the DNA triple helix furthered new hopes in 

therapeutic applications (Jain et al., 2008). Triple helix in RNA also has many biological 

applications; it forms important components of riboswitches (Mandal and Breaker, 2004), 

which are the novel type of genetic control elements, controlling  gene expression.  

 Leontis and Westhof (Leontis and Westhof, 2001) derived 12 distinct base edge 

to edge interactions in RNA. These classifications demonstrate the basepairing edges, 

along with the associated glycosidic angles and local strand orientations. Among the 

observed RNA structures, 60% are held together by regular Watson-Crick type of 

basepairing, while rests are engaged in non-Watson-Crick through non-canonical way.  

There are some types of basepairs observed in RNA, where two electronegative atoms are 

quite close to each other, giving rise to possible electrostatic repulsion.  These repulsions 

can become strong attractive interactions if one of the electronegative atoms, such as 

imino nitrogen or carboxyl oxygen, becomes protonated. These kinds of basepairs are 

known as protonated basepairs (Leontis et al., 2002, Chawla et al., 2011, Das et al., 

2006). Analyzing the non-canonical basepairs in more detail may open up some new 

insights in understanding RNA folding and its three dimensional architecture. 

I have already discussed about different softwares for the detection and 

classifications of the canonical and non-canonical basepairs in section 3.2. I have carried 

out all the calculations using BPFIND (Das et al., 2006), which has been developed by 

our groups. It  detects a basepair when at least two hydrogen bonds are found between the 

residues, where the hydrogen bonding heavy atoms belong to the base moiety or sugar 

O2‘ atom. Apart from the regular edges of the bases, BPFIND also takes in account of the 
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protonated bases. Several basepairs between chemically modified bases can be detected 

by this algorithm; however they are replaced by their nearest counterpart.  

Different databases have been developed on classification of canonical and non-

canonical basepairs depending on the basepairing patterns, isostericity of the basepairs 

etc, however each of them use specific methods for defining the basepair patterns. NCIR 

(Nagaswamy et al., 2002) (A database of non-canonical interactions in known RNA 

structures), BPS (Xin and Olson, 2009) (A database of RNA base-pair structures) give us 

information about three dimensional structures of RNA. The JSCH-2005 and S22 

database (Jurečka et al., 2006) contain energies and geometry of 137 molecular 

complexes obtained by MP2 and CCSD(T) CBS calculations, which includes DNA and 

RNA basepairs, amino acid complexes, and model basepairs, for which hydrogen 

bonding and dispersion interactions play important roles. NCIR database gives the 

geometry of the basepairs, base triplets, and base quadruplets as found in the crystal 

structures along with detail literature survey. However, it does not give any quantitative 

information about the stability and dynamics of the basepairs, such as interaction energy, 

base pair geometrical parameters etc. The BPS database provides quantitative 

information about the basepairs, triplets, and higher order base interactions along with 

isosteric basepairs. It gives statistical analysis of the basepair parameters, their isosteric 

parameters, and hydrogen bonding patterns.  However BPS uses 3DNA package for 

basepair identification and contains many base-base contacts formed by single H-bond. A 

very recent study by Leontis and co-workers provides information about the possible base 

triplets.  They have classified the triplets in 68 families,  here the basepairs belonging to 
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the same triple family are found to be geometrically similar in nature, and they have their 

glycosidic bonds oriented in the same directions (Almakarem et al., 2012). 

Here, we are introducing a new database known as RNA non-canonical basepairs 

database (http://www.saha.ac.in/biop/www/rnabasepair.html), which provides both 

qualitative and quantitative information about the possible basepairs of RNA.  Structural 

and dynamical parameters of each of the basepair such as interaction energy, basepair 

orientational parameters, isosteric values along with types of triplets associated with each 

basepair can be obtained from the database. This present database is unique in the sense 

that all the quantitative parameters associated with each of the basepair have been derived 

from the optimized geometry. We also represent the statistical analysis of the basepair 

parameters taken from non-redundant set of RNA crystal structures in graphical 

representation.  

 

3.3.2. Description about Database 

 All the PDB files were collected from the non-redundant data set from HD-

RNAS database (Ray et al., 2012) as available in April 2010, which contains best 

representative structures from each type of functional classes obtained through best 

resolution, smallest R-factor and larger lengths of nucleotide chains (Ray et al., 2012). 

The dataset contains 109 PDB files solved by X-ray crystallography with 3.5 Å or better 

resolution and 30 nucleotides or larger length. By running BPFIND on all the PDB files, 

every possibility of different types of basepairing patterns in RNA was obtained. I find 

many basepairs in the database frequently, while some basepairs occur very rarely in the 

RNA crystal structures, few with zero frequency also, but PBFIND hypothesized them as 
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such basepairing types are possible. Since improvement of RNA synthesis, X-ray 

crystallography, and NMR spectroscopy resources lead to increase in high resolution 

crystal structures with each passing day, possibly in near future these rare basepairs will 

appear with high frequency and possibly with specific functional roles in biological 

processes.  

Theoretically, a total of 126 basepairing types are possible by RNA bases having 

two or more number of hydrogen bonds between the bases and sugars, whereas DNA 

molecules show generally two. However, the number of occurrences of these non-

Watson-Crick basepairs is limited in crystal structures database, thus also limiting our 

extent of study. Our group has developed a software NUCGEN v2.0 (Halder et al.), 

which  uses the basic principle as employed in its previous version (Bansal et al., 1995,  

Bhattacharyya  and Bansal , 1990). It is capable of generating non-canonical basepairs 

based on a user-given geometry in the form of a set of six basepair orientational 

parameters, such as buckle, open angle, propeller, stagger, shear, stretch. The  NUCGEN 

v2.0 (Halder et al.), uses a relation between local parameters  and helical parameters as 

derived earlier ( Bhattacharyya and Bansal, 1990) to obtain the parameters in helical 

sense.  

I have made use of NUCGEN v2.0 software to generate coordinates 

corresponding to the non-canonical basepairs, which are not found frequently. Our 

database includes all possible canonical, non-canonical, protonated and triplets stabilized 

by at least two hydrogen bonds, which includes the model hypothetical basepairs also. 

Our database includes a total of 126 types of basepairs, among them 46 are frequently 

observed for which proper representatives can be detected for further calculations. There are 
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64 are hypothetical which were proposed by BPFIND as two or more hydrogen bonds would 

have been possible in such orientations but these were not found in the crystal structures, and 

16 protonated basepairs (Table 3.3.1). I have optimized all the possible basepairs using 

B3LYP/6-31G (2d, 2p) method using Gaussian g09 (Frisch et al., 2009) and studied their 

structures and stability features in more details. The structural parameters of the 

optimized basepairs have been calculated by NUPARM  (Mukherjee et al., 2006, Bansal 

et al., 1995) using basepairing edge specific axis system. Such an axis system was found 

to be important for describing proper geometry of a non-canonical basepair  (Berman et 

al., 1992, Lu and Olson, 2008, Halder and Bhattacharyya, 2010) as the values of 

propeller, open angle, buckle, shear etc. calculated using standard axis system defined for 

Watson-Crick basepairs becomes huge, and ineffective for these non-canonical basepairs.  

The home page of the database (Figure 3.3.1) contains a symmetric matrix which 

gives us the possible types of pairing patterns, involving different edges (i) Watson-Crick 

edge (ii) Hoogsteen edge (iii) sugar edge of the two bases. Thus the matrix dimension is 

(12 ×12).  
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Table 3.3.1. The information about all possible 126 basepairs, their frequency in duplex 

and triplet, the numbers of types of base triplets, associated with each duplex are given. 

The hydrogen bond and angles, the BSSE corrected interaction energy of the DFT 

optimized structures are also reported.  

 

Sl No 

Basepair 

Frequency of 

occurrences in 

(duplex/triplets) 

Types 

of 

triplets 

H-bond 

atoms 

H-bond 

length 
Angle 

Int.Energy 

(kcal/mol) 

Polar basepair      

1 
G:C W:W C 

(6056/518) 
13 

N4-H4...O6 

N1-H1...N3 

N2-H2...O2 

1.73 

1.89 

1.91 

178.8 

177.3 

176.2 

-26.51 

2 
A:U W:W C 

(1822/110) 
13 

N6-H6...O4 

N3-H3...N1 

1.84 

1.81 

174.9 

177.7 
-14.43 

3 
G:U W:W C 

(847/39) 
6 

N1-H1...O2 

N2-H3...O6 

1.75 

1.89 

172.6 

172.2 
-14.68 

4 
A:G H: S T 

(531/78) 
8 

N6-H6...N3 

N2-H2...N7 

2.05 

1.96 

171.2 

177.6 
-9.50 

5 
A:U H:W T 

(417/65) 
10 

N6-H6...O2 

N3-H3...N7 

2.13 

1.75 

169.9 

169.2 
-13.31 

6 
A:A H:H T 

(110/9) 
3 

N6-H6...N7 
N6-H6...N7 

2.02 
2.02 

164.9 
164.9 

-9.76 

7 
A:G W:W C 

(151/0) 
 

N1-H1...N1 

N6-H6...O6 

1.91 

1.81 

177.1 

177.1 
-15.00 

8 
G:A S:W T 

(88/9) 
1 

N6-H6...N3 

N2-H2...N1 

1.98 

1.96 

175.6 

177.3 
-10.61 

9 
A:A H: W T 

(84/32) 
5 

N6-H6...N7 
N6-H6...N1 

2 
1.97 

167.2 
177.5 

-11.28 

10 
A:U H:W C 

(79/14) 
4 

N6-H6...O4 

N3-H3...N7 

1.98 

1.75 

171.1 

174.1 
-14.21 

11 
U:U W:W C 

(84/0) 
 

N3-H3...O4 

N3-H3...O2 

1.83 

1.83 

172.17 

172.18 
-9.64 

12 
A:C H:W T 

(78/9) 
3 

N4-H4...N7 

N6-H6...N3 

1.96 

1.94 

177.48 

168.02 
-12.71 

13 
G:C W:W T 

(64/5) 
2 

N2-H2…N3 

N1-H1…O2 

2.19 

1.92 

179.95 

168.95 
-11.83 

14 
A:A W:W T 

(61/39) 
5 

N6-H6...N1 
N6-H6...N1 

1.97 
1.97 

176.6 
176.6 

-12.10 

15 
A:U W:W T 

(62/8) 
4 

N3-H3...N1 

N6-H6...O2 

1.76 

2.07 

177.8 

172.1 
-12.71 

16 
G:G H:W C 

(51/3) 
1 

N1-H1…O6 

N2-H2…N7 

2.03 

2.04 

175.23 

165.68 
-11.33 
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17 
G:G H:W T 

(42/1) 
1 

N2-H2...O6 

N1-H1...N7 

2.17 

1.83 

164.3 

170.6 
-17.58 

18 
G:G S:S T 

(32/7) 
1 

N2-H2...N3 

N2-H2...N3 

1.98 

1.98 

178.3 

178.2 
-8.12 

19 
U:U W:W T 

(20/0) 
 

N3-H3...O2 

N3-H3...O2 

1.85 

1.85 

171.39 

171.31 
-9.00 

20 
G:C S:W T 

(16/0) 
 

N2-H2…N3 

N4-H4…N3 

1.87 

2.02 

179.35 

175.23 
-12.25 

21 
G:U S:W C 

(11/0) 
 

N2-H2…O4 

N3-H3…N3 

1.84 

2.02 

172.18 

173.01 
-10.27 

22 
C:U W:W C 

(22/0) 
 

N4-H4…O4 

N3-H3…N3 

1.822 

1.913 

176.27 

171.20 
-10.95 

23 
G:G W:W T 

(7/3) 
1 

N1-H1...O6 

N1-H1....O6 

1.72 

1.72 

172.50 

172.50 
-21.77 

24 
U:U W:W T 

(1/0) 
 

N3-H3...O4 

N3-H3...O4 

1.81 

1.81 

173.12 

173.05 
-10.2 

25 
G:U W:W T 

(4/0) 
 

N1-H1...O4 
N3-H3...O6 

1.75 
1.78 

174.00 
176.26 

-14.36 

26 
A:C W:W T 

(4/0) 
 

N6-H6...N3 

N4-H4....N1 

1.92 

1.93 

174.87 

178.43 
-12.87 

27 
C:C W:W T 

(2/0) 
 

N4-H4...N3 

N4-H4...N3 

1.89 

1.89 

174.50 

174.45 
-16.78 

28 
C:U W:W T 

(2/0) 
 

N4-H4...O2 

N3-H3...N3 

1.82 

2.02 

177.30 

169.88 
-8.27 

29 
G:U S:W T 

(4/0) 
 

N2-H2..O2 

N3-H3...N3 

1.87 

2.02 

172.76 

172.38 
-9.82 

30 
A:G H:W C 

(9/3) 
2 

N6-H6...O6 

N1-H1...N7 

1.86 

1.88 

168.75 

173.67 
-12.98 

31 
G:G W:S C 

(0/0) 
 

N6-H6...O6 

N1-H1...N3 

1.81 

1.93 

171.80 

175.17 
-11.98 

       

Non_polar basepair     

32 
A:G s:s T 

(289/38) 
5 

N2-H2...N3 

C2-H2...N3 

2.01 

2.74 

175.77 

127.81 
-5.71 

33 
G:U s:h C 

(57/3) 
1 

N2-H2...O4 

C5-H5...N3 

1.91 

2.45 

170.52 

158.27 
-6.01 

34 
A:A h:s T 

(51/2) 
1 

N6-H6...N3 

C2-H2...N7 

2.04 

2.51 

170.78 

144.10 
-4.01 

35 
A:G w:s C 

(48/6) 
1 

N2-H2...N1 
C2-H2...N3 

2.02 
2.55 

172.87 
147.3 

-6.02 

36 
A:U s:w C 

(19/2) 
2 

N3-H3...N3 

C2-H2...O4 

1.96 

2.26 

170.35 

146.86 
-9.43 

37 
U:U h:w T 

(17/0) 
 

N3-H3...O4 

C5-H5...O4 

1.84 

2.23 

178.05 

156.65 
-9.33 

38 
A:C  w:w C 

(14/0) 
 

N4-H4...N1 
C2-H2...N3 

1.97 
2.58 

178.13 
143.8 

-6.28 

39 
A:A w:w C 

(12/3) 
1 

N6-H6...N1 

C2-H2...N1 

2.04 

2.59 

174.3 

142.75 
-6.07 

40 
G:C h:h T 

(12/2) 
1 

N4-H4…N7 

C5-H5…O6 

2.12 

2.35 

170.66 

178.25 
-8.22 
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41 
A:G h:w T 

(0/0) 
 

N1-H1...N7 

C8-H8...O6 

1.83 

2.39 

172.92 

131.37 
-9.84 

42 
A:A s:w T 

(7/0) 
 

N6-H6...N3 

C2-H2...N1 

2.02 

2.51 

174.02 

145.27 
-4.38 

43 
A:C s:w T 

(0) 
 

N4-H4...N3 

C2-H2...N3 

2.01 

2.48 

174.00 

141.33 
-4.88 

44 
A:G w:w T 

(0) 
 

N1-H1...N1 

C2-H2...O6 

1.87 

2.54 

173.91 

137.40 
-7.94 

45 
G:U w:h T 

(8/0) 
 

N1-H1...O4 

C5-H5...O6 

1.88 

2.19 

162.05 

167.24 
-11.48 

46 
G:U h:w T 

(2/0) 
 

N3-H3...N7 

C8-H8...O4 

1.95 

2.22 

164.74 

134.65 
-6.81 

47 
C:C w:h T 

(8/1) 
1 

N4-H4...O2 
C5-H5...N3 

1.96 
2.61 

175.15 
154.23 

-9.01 

48 
A:U s:w T 

(9/2) 
1 

N3-H3...N3 

C2-H2...O2 

1.96 

2.36 

172.52 

145.43 
-7.28 

49 
A:A h:w C 

(0/0) 
 

C8-H8...N1 

N6-H6...N7 

2.37 

2.02 

142.21 

171.34 
-6.22 

50 
A:U w:h C 

(1/0) 
 

N6-H6...O4 

C5-H5...N1 

1.93 

2.35 

173.29 

165.00 
-6.82 

51 
A:A h:h C 

     (0) 
 

N6-H6...N7 

C8-H8...N7 

2.03 

2.35 

173.67 

145.45 
-5.75 

52 
A:C h:w C 

(0) 
 

N4-H4...N7 

C8-H8...N3 

2.04 

2.25 

169.13 

138.56 
-8.75 

53 
A:U h:h C 

(8/0) 
 

N6-H6...O4 

C5-H5...N7 

1.96 

2.33 

158.32 

170.20 
-6.09 

54 
G:G h:s C 

(0) 
 

N6-H6...N7 

C8-H8...N3 

1.92 

2.66 

174.10 

127.80 
-7.64 

55 
G:C h:h C 

(0) 
 

N4-H4...O6 

C5-H5...N7 

2.00 

2.51 

163.93 

175.51 
-8.17 

56 
G:U h:w C 

(9/1) 
1 

N3-H3...N7 

C8-H8...O2 

1.97 

2.25 

164.46 

132.61 
-5.88 

57 
C:C w:h C 

(5/0) 
 

N4-H4...N3 

C5-H5...O2 

2.09 

3.72 

148.84 

139.36 
-8.95 

58 
C:U w:h C 

(0) 
 

N4-H4...O4 
C5-H5...N3 

1.91 
2.23 

176.39 
161.12 

-9.25 

59 
U:U w:h C 

(7/0) 
 

N3-H3...O4 

C5-H5...O2 

1.89 

2.25 

179.95 

157.96 
-6.16 

60 
A:G s:w C 

(1/0) 
 

N1-H1...N3 

C2-H2...O6 

1.96 

2.45 

174.54 

138.97 
-5.41 

C-H…O mediated basepair     

61 
A:U h:h T 

(8/0) 
1 

C5-H5...N7 
C8-H8...O4 

2.41 
2.22 

159.18 
155.96 

-3.94 

62 
A:A s:s T 

(6/0) 
 

C2-H2...N3 

C2-H2...N3 

2.58 

2.58 

143.33 

143.33 
-0.72 

63 
A:U w:h T 

(0) 
 

C5-H5...N1 

C2-H2...O4 

2.40 

2.39 

161.81 

159.47 
-1.81 

64 
G:G h:h T 

(0) 
 

C8-H8...N7 

C8-H8...N7 

2.38 

2.38 

136.94 

136.96 
-5.6 

65 
G:U h:h T 

(0) 
 

C5-H5...N7 

C8-H8...O4 

2.31 

2.25 

159.45 

151.12 
-5.31 

66 
U:U h:h T 

(0) 
 

C5-H5...O4 

C5-H5...O4 

2.23 

2.23 

175.32 

175.32 
-4.5 

67 A:U s:h C  C2-H2...O4 2.39 158.36 -1.34 
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(2/0) C5-H5...N3 2.41 161.44 

68 
A:A s:w C 

(1/0) 
 

C2-H2...N1 

C2-H2...N3 

2.53 

2.64 

147.84 

144.25 
-0.79 

Sugar_mediated_polar basepair     

69 
A:A W:S C 

(86/0) 
0 

N6-H6…N3 

O2'-H2'…N1 

2.02 

1.76 

159.66 

171.88 
-14.76 

70 
A:C W:S C 

(62/2) 
2 

N6-H6...O2 

O2‘-H2‘...N1 

1.82 

1.76 

173.2 

165.8 

-10.00 

 

71 
A:G S:S C 

(35/5) 
2 

N2-H2...N3 

O2'-H2'...N3 

1.99 

1.81 

160.98 

170.92 
-7.78 

72 
A:U W:S C 

(18/0) 
0 

N6-H6...O2 

O2‘-H2‘...N1 

1.92 

1.76 

161.3 

168.8 
-14.55 

73 
A:A H:S C 

(23/0) 
 

N6-H6…N3 
O2‘-H2‘…N7 

2.17 
1.86 

152.50 
172.75 

-10.17 

74 
A:C S:W C 

(21/5) 
1 

N4-H4…N3 

O2‘-H2‘…N3 

2.10 

1.78 

153.24 

176.26 
-16.11 

75 
G:C S:S C 

(23/1) 
1 

N2-H2…O2 

O2‘-H2‘…N3 

1.86 

1.82 

155.54 

171.38 
-8.58 

76 
G:U S:S C 

(21/0) 
0 

N2-H2…O2 

O2‘-H2‘…N3 

1.96 

1.80 

150.91 

173.22 
-6.66 

77 
A:C H:S C 

(5/0) 
 

N6-H6…O2 

O2‘-H2‘…N7 

1.84 

1.81 

169.50 

159.84 
-8.17 

78 
A:U H:S C 

(0) 
 

N6-H6…O2 

O2‘-H2‘…N7 

2.03 

1.76 

152.55 

164.48 
-7.24 

79 
A:G S:W C 

(1/1) 
1 

N2-H2…O2‘ 

N1-H1…N3 

1.989 

2.217 

163.92 

161.85 
-9.26 

80 
G:C W:S C 

(6/0) 
 

N1-H1…O2 

N2-H2…O2‘ 

1.83 

2.25 

173.15 

152.44 
-1.45 

81 
G:U W:S C 

(8/0) 
 

N2-H2…O2‘ 

N1-H1…O2 

N3-H3…O6 

2.42 

1.734 

1.874 

160.09 

168.93 

161.29 

-12.96 

82 
G:G S:S C 

(6/0) 
 

N2-H2…N3 

O2‘-H2…N3 

2.13 

1.86 

149.98 

167.13 
-7.29 

83 
G:C S:W C 

(4/0) 
 

N4-H4…N3 

O2‘-H2‘…N3 

2.100 

1.859 

149.92 

167.41 
-10.91 

84 
C:U S:W C 

(5/0) 
 

N3-H3…O2 

O2‘-H2‘…O2 

1.76 

1.79 

166.70 

167.09 
-7.51 

85 
U:U W:S C 

(0) 
 

N3-H3…O4 

N3-H3…O2 

O2‘-H2‘…O2 

2.154 

1.704 

1.961 

148.25 

171.59 

165.88 

-5.35 

86 
G:G W:S T 

(0) 
 

N4-H4…N7 
O2‘-H2‘…O6 

2.257 
1.746 

158.74 
157.45 

-10.51 

87 
G:C W:S T 

(6/0) 
 

N2-H2…O2 

O2‘-H2‘…O2 

1.865 

1.723 

156.04 

160.68 
-7.96 

88 
G:U W:S T 

(5/0) 
 

N2-H2…O2 

O2‘-H2‘…O6 

O3‘-H3‘…O6 

1.987 

1.872 

2.070 

170.42 

145.33 

145.32 

-15.48 

89 
G:G H:S T 

(0) 
 

N2-H2…O6 

O2‘-H2‘…O6 

N2-H2…O3‘ 

2.110 

1.983 

2.155 

154.87 

146.80 

169.49 

-8.73 

90 
C:U S:W T 

(2/0) 
 

N3-H3…O2 

O2‘-H2‘…O4 

1.747 

1.763 

168.07 

165.52 
-8.62 

91 
U:U W:S T 

(0) 
 

N3-H3…O2 

O2‘-H2‘…O4 

1.718 

1.915 

170.89 

165.66 

-6.14 
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Sugar mediated nonpolar basepair 

92 
A:U w:s T 

(70/1) 
1 

C2-H2...O2 

O2'-H2'-N1 

2.54 

1.74 

153.86 

166.21 
-10.64 

93 
A:A s:s C 

(18/4) 
2 

C2-H2…N3 

O2‘-H2‘…N3 

2.637 

1.763 

143.11 

170.08 
-10.19 

94 
A:G s:s C 

(40/5) 
 

O2‘-H2‘…N3 

C2-H2…N3 

1.79 

2.71 

174.47 

112.33 
-8.71 

95 
A:C s:s C 

(137/0) 
 

C2-H2…O2 

O2‘-H2‘…N3 

2.192 

1.795 

153.24 

172.51 
-3.77 

96 
A:U s:s C 

(56/0) 
 

O2‘-H2…N3 

C2-H2…O2 

1.770 

2.35 

169.75 

151.72 
-10.00 

97 
A:G w:s T 

(85/0) 
 

O2‘-H2‘…N1 

N2-H2…N3 

1.79 

2.31 

154.07 

175.23 
-0.24 

98 
A:U h:s T 

(19/0) 
 N4-H4…O2‘ 2.03 165.56 -2.48 

99 
A:C s:h C 

(8/0) 
 

N4-H4…N3 

C5-H5…O2‘ 

2.11 

2.56 

160.22 

141.56 
-6.36 

100 
C:C h:s C 

(9/7) 
1 

N4-H4…O2 

C5-H5…O2‘ 

1.953 

2.741 

159.10 

125.82 
-1.00 

101 
C:U h:s C 

(3/0) 
 

N4-H4…O2 
C5-H5…O2‘ 

2.022 
2.565 

171.54 
152.86 

-4.63 

102 

 

A:C w:s T 

(3/0) 
 

N6-H6…O3‘ 

O2‘-H2‘…N1 

2.12 

1.76 

172.29 

165.79 
-4.31 

103 
A:C h:s T 

(0) 
 

C8-H8…O2 

O2‘-H2‘…N7 
N6-H6…O2‘ 

2.49 

1.76 
2.04 

119.97 

153.93 
154.88 

-1.81 

104 
A:C s:h T 

(0) 
 

N4-H4…O2‘ 

C5-H5…N3 

2.100 

2.506 

167.82 

158.74 
-5.97 

105 
A:U s:h T 

(2/2) 
1 

C5-H5…N3 

O2‘-H2‘…O4 

2.364 

1.841 

166.43 

171.86 
-3.13 

106 
G:C h:s T 

(0) 
 

O2‘-H2‘…N7 

C8-H8…O2 

1.775 

2.029 

171.85 

157.11 
-8.58 

107 
C:C h:s T 

(9/2) 
1 

O3‘-H3…O2 

N4-H4…O2‘ 

1.86 

2.03 

175.32 

153.12 
-8.74 

108 
C:U h:s T 

(6/0) 
 

N4-H4…O2‘ 

C5-H5…O2 

2.138 

2.366 

151.62 

160.27 
-4.60 

109 
C:U s:h T 

(0) 
 

C5-H5…O2 
O2‘-H2‘…O4 

2.66 
1.96 

119.47 
149.16 

-7.82 

110 
U:U h:s T 

(0) 
 

O2‘-H2‘…O4 
C5-H5…O2 

1.72 
2.23 

177.47 
145.57 

-7.12 

 
Protonated basepair      

111 A:G +:H C 
(4) 

 N6-H6…O6 
N1-H1..N7 

1.733 
1.837 

173.26 
172.10 

-40.90 

112 A:C +:W C 

(30) 

 N6-H6…N3 

N1-H1…O2 

2.017 

1.628 

177.00 

178.63 

-39.84 

 

113 A:C W :+ T 

(0) 

 N6-H6…O2 

N3-H3…N1 

2.034 

1.587 

164.56 

178.30 

-30.75 
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114 G:G H:z T 

(2) 

 N3-H3…O6 

N2-H2..N7 

1.683 

1.884 

159.58 

179.90 

-47.02 

115 G:C W:+ C 
(11) 

 N3-H3…O6 
N1-H1…O2 

1.453 
2.019 

168.51 
171.00 

-39.97 

116 G:C H:+ C 

(0) 

 N4-H4…O6 

N3-H3…N7 

1.725 

1.718 

168.15 

174.50 

-44.95 

117 G:C z:W C 

(16) 

 N2-H2…N3 

N3-H3…O2 

2.023 

1.595 

176.65 

177.27 

-43.78 

118 G:C H:+ T 

(4/2) 

2 N3-H3…O6 

N4-H4…N7 

1.677 

1.860 

173.52 

170.92 

-40.87 

119 C:C W:+ C 

(8) 

 N4-H4…N3 

N3-H3…O2 

1.995 

1.644 

177.35 

173.05 

-38.51 

120 C:C W:+ T 

(1) 

 

 N4-H4…O2 

N3-H3…N3 

N4-H4…O2 

1.646 

1.768 

1.960 

177.47 

179.09 

171.90 

-47.88 

121 
 

C:U +:W C 
(1) 

 N3-H3…O4 
N3-H3…O2 

1.549 
2.126 

166.70 
171.09 

-29.42 

122 C:U +:W T 

(0) 

 N3-H3…O2 

N3-H3…O2 

1.584 

2.122 

172.51 

165.63 

-26.68 

123 A:G z:h C 

(0) 

 

 N3-H3…N7 

C8-H8…O2‘ 

1.788 

2.257 

171.69 

156.10 

-34.79 

124 G:C S:+ T 

(0) 

 N2-H2…O2 

N3-H3…N3 

1.824 

2.003 

179.04 

171.67 

-10.33 

125 A:G z:h T 

(0) 

 N3-H3…O6 

C2-H2…N7 

2.015 

2.818 

164.89 

133.47 

-10.73 

126 C:U +:S T 
(0) 

 N3-H3…O2 
N3-H3…O2 

1.835 
1.793 

174.82 
170.92 

-3.46 
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Figure 3.3.1. RNA non-canonical basepair database home page 

 

The total numbers of geometries that can occur between two specific edges are hyper-

linked to details of these basepairs (Figure 3.3.2). Some of the matrix elements are blank 

as basepairing by the formation of two H-bonds are not possible between these edges. 

Each of these pages gives information about the type and orientation of the basepairs, 

their frequency in the duplex and base triplets, example of one of such kind of basepair, 

whose structural parameters are closest to their respective average values along with the 

residue number and PDB file name and the hydrogen boding schemes for the basepairs.  
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Figure 3.3.2. The hyperlinked page gives information about possible basepairing 

involving different edges of the basepairs along with the frequency (both in duplex and 

triplets), one example of such basepair along with PDB ID and residue number, and their 

hydrogen bonding precursors  

 

 

 

Each basepair type is hyper-linked to its optimized geometry along with hydrogen bond 

lengths, basepair parameters and BSSE corrected interaction energy (Panigrahi et al., 

2011b, Roy et al., 2008, Chawla et al., 2011). It also gives us information about the 

isosteric basepair parameters of the optimized structures, such as open angle, glycosidic 

angles, C1‘-C1‘ distances and C8-C6 distances (Figure 3.3.3).  
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Figure 3.3.3. Structure of the optimized geometry along with the basepair parameter 

values, isosteric parameters, interaction energy 

 

 

Frequency of the duplex (which has frequency greater than 30) is hyper-linked to the 

statistical analysis of the basepair parameters as calculated from the non-redundant 

crystal data set in the form of histogram plot (Figure 3.3.4). I have also given the 

histogram plot of the distribution of E-value of the basepair parameters following Das et. 

al (Das et al., 2006) using the following equation 

  j ji idE (2/1)0.3( 2 )
2
                      ………………….[3.3.1] 
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Where di is defined as the distance between the donor and acceptor atoms of a hydrogen 

bond between two bases under consideration, j are the pseudo angles in radian formed 

by the   precursor atoms of the bases. 

 

Figure 3.3.4. Distribution of basepair parameters for A:A H:W T basepair   (From    

Crystal database)             

 

Many of the observed basepairs are parts of base triplets.  Basepairs bonded through 

hydrogen bonding interaction through specific edges, expose their other edges to interact 

with other bases through hydrogen bonding interaction forming triplets (Figure 3.3.5).  I 

have calculated total number of base triplets associated with each basepair type. The total 

number of triplets is hyperlinked to crystallographic structures of representatives of each 
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type of base triplets associated with the basepair, along with the PDB ID and residue 

number from where it is taken. It also gives the information about frequency of 

occurrences of such types of triplets associated with the particular duplex. Our database 

also includes information about the protonated basepairs detected by BPFIND, where 

unusual protonation at some particular sites of the involved bases leads to strong 

hydrogen bonds between the basepairs with significant stabilization energy. 

 

       

      

        Figure 3.3.5.  Triplet representatives of A:A H:W T basepair 

 

 

3.3.3. Analysis 

All the possible 126 basepairs  (Table 3.3.1) can be classified in 5 categories 

depending on the nature of hydrogen bonding between them, basepairs stabilized by (i) 
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both N-H…O/N hydrogen bonds (polar basepairs), basepairs stabilized by one N-

H…O/N and another C-H…O/N hydrogen bonds (non-polar basepairs), (iii) basepairs 

stabilized by both C-H…O/N types of hydrogen bonds (CHO mediated basepairs) (iv) 

basepairs stabilized by  protonation of one of the bases (protonated basepairs) (v) 

basepairs stabilized by one hydrogen bond between the bases and another hydrogen bond 

involving 2‘-OH group of ribose sugar and another base. The frequencies of the 

occurrences of the basepairs are given in Table 3.3.1. I observed that in addition to the 

frequent Watson-Crick basepairs, several other non-canonical basepairs also occur 

frequently (the frequency of occurrences are given in parenthesis), among them G:U 

W:W C (847), A:G H:S T (531), A:U H:W T (417), A:A H:H T (110), and A:G W:W C 

(151) are  observed with frequency value greater than 100.  

The C-H...O mediated basepairs are generally very rare and I have modeled all of 

them, since it is difficult to get a proper representative. We had studied some C-H…O 

mediated basepairs in the earlier chapters. I observed that some of the non-polar sugar 

mediated basepairs also occur frequently, such as A:C s:s C (137), A:G :w s T (85), A:U 

w:s T (70) in  addition to the polar sugar mediated baseairs A:A W:S C (86), A:C W:S C 

(62),  A:G S:S C (35). For the protonated basepairs, I am presenting the data as calculated 

by Chawla et. al, however some of the basepairs which are found to be highly frequent  

by Chawla et. al, are found to be less frequent in the non-redundant dataset, however their 

database is found to be different from our non-redundant database. I have also modeled 

three protonated basepairs, G:C S:+ T, A:G z:h T and C:U +:S T and analyzed them, 

which were not considered earlier.  
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I observed the variation in bond lengths and angles of all the optimized basepairs.  

However, in this section, I have given more emphasis on the variation of C-H…O/N bond 

lengths in the non-polar and C-H…O mediated optimized basepairs due to availability of 

large number of theoretical data. The average and standard deviation of the C-H…O, C-

H…N, N-H…O and N-H…N bond lengths obtained from the optimized geometry are 

given in table 3.3.2 and their distributions are presented in Figure 3.3.6.   

 

Table 3.3.2. Average and standard deviations (SDV) of hydrogen bond lengths 

 

 

 

 

 

I observed C-H…O bond lengths  ranges  between 2.0 Å to 2.5 Å, except an 

outlier value 3.72 Å, which corresponds to bond length value for the C:C w:h C basepair, 

which is one of the model basepairs. The initial geometry of this basepairs have two H-

bonds between N4-H4…N3 and C5-H5…O2, with proper H-bond distances and angle. 

However, its optimization leads to a much distorted geometry, where amino group (–NH2) 

acts both as a donor and acceptor, with lengthening of the C-H…O bond. The C-H…N 

bond length varies widely from 2.0 Å to 2.8 Å.  I observed that N-H…O and N-H…N 

hydrogen bond lengths are generally smaller.  These bond lengths are anti-correlated to 

the hydrogen bonding strength as reported earlier (Section 3.2). The H-bonding energy 

for N-H…O hydrogen bond is strongest and such high energy brings the hydrogen atoms 

Nature of Hydrogen bond  (No. of  data) Average (SDV) 

C-H…O (26) 2.38 (0.31) 

C-H…N (32) 2.49 (0.14) 

N-H…O (73) 1.85 (0.14) 

N-H…N (76) 1.97 (0.12) 
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closest to the acceptor oxygen atoms. On the other hand C-H…N bond is the weakest and 

hence the hydrogen atoms remain far from the acceptor nitrogen atoms. 
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Figure 3.3.6. Histogram plot of distribution of bond lengths for all the 126 optimized 

basepairs 

 

 

 

Frequent basepairs, with N-H…O/N types H-bonds, are found to be very stable in 

terms of their interaction energy strengths (Panigrahi et al., 2011b).  Interaction energies 

of the polar and non-polar basepairs are given in table 3.3.1. The average interaction 

energy of the polar mediated basepairs is calculated as  -11.93 kcal/mol with standard 

deviation value as 3.68. From the Table 3.3.1, I observe that interaction energy of the 

G:G W:W T model basepair is found to be -21.77  kcal/mol  (Table 3.3.1) which is 

comparable to interaction energy of that of the most frequent G:C W:W C basepair. Its 

optimized structure has two most strong N-H…O bonds. The non-polar basepairs have 

(d) 
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average interaction energy as -6.81 kcal/mol with standard deviation value as 1.86. I 

observe that some of the C-H…O mediated model basepairs are very stable in terms of 

their interaction energy value (Table 3.3.1), for example the G:U w:h T basepair has -

11.98 kcal/mol interaction energy, which is comparable to the polar basepair, this 

basepair  is found to be stable with formation of two stable N1-H1…O4 and C5-H5…O6 

H-bonds, the basepair parameters values also signifies stable geometry.  Eight basepairs 

stabilized by two C-H…O/N mediated hydrogen bonds, have interaction energy much 

lower than the other two types of hydrogen bonded basepairs as discussed above as these 

bonds are very weak in nature with large bond lengths values as shown in Figure 3.3.6.  

Among the modeled C-H…O mediated basepairs, A:U h:h T, A:U w:h T, G:U h:h T 

optimized basepairs are associated with large open angle values. This indicated that the 

basepairs were not stable in the initial orientation and some other orientation was preferred. 

Their interaction energy lies within the range of -0.72 to 5.6 kcal/mol but the H-bonds 

retain in the optimized structures.  

In my previous section (section 3.2), I have discussed about 5 frequently observed 

sugar mediated basepairs, where in all the cases O2‘-H2‘ of the ribose sugar act as donor. 

The 2‘ hydroxyl group attached to the C2‘ of the sugar moiety can act as both H-bond 

donor and acceptor, and plays important role in stabilizing the tertiary structures of RNA.   

Many such examples were observed of the model basepairs, where O2‘ can act as an 

acceptor also. The interaction energy varies in wide range for the sugar mediated 

basepairs (Table 3.3.1). Greater values of interaction energy are obtained for the  G:U 

W:S C (Eint= -12.96 kcal/mol), A:U H:S C (Eint= -12.96 kcal/mol),  G:C S:W C (Eint= -

10.91 kcal/mol) and G:U W:S T (Eint= -15.48 kcal/mol) basepairs. Most of these 
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basepairs are associated with large amount of buckle and open angle values. It may be 

noted here that formation of these basepairs require specific sugar puckering and 

glycosidic torsion angle. It was earlier studied that some of these are between successive 

residues and are held together by sugar-phosphate backbone (Sharma et al., 2010a). 

Recent quantum chemical calculations by Sponer and co-workers have proved the 

importance of backbone conformations in enhancing the stability of the GPU 

dinucleotide platform, which is mediated by O2‘…O2P H-bond, in addition to H-bond 

between the bases (Mládek et al., 2012). As these models were always using typical C2‘-

endo sugar conformation and the optimization process could not convert the sugar pucker 

to the required form. This is presumably the reason behind non-planar structures of these 

basepairs with highly deformed geometry.  

Distributions of the basepair parameters from the crystal data base show that 

buckle, open angle, propeller, stagger and shear show normal distributions with mean 

zero, while stretch values shows normal distribution with mean value around 3.0 for the 

standard canonical basepairs such as G:C W:W C and A:U W:W C.  The crystal analysis 

of the G:U wobble basepair shows distribution of shear value around -2, unlike that of the 

usual canonical basepairs, which is in agreement with the value obtained from the 

optimized geometry. Among the non-WC basepairs, A:U H:W T, A:U W:W T, and G:G 

W:W T shows normal distribution of their basepair parameter values. Most of the sugar 

mediated basepairs show mean stretch value close to 4.  Optimization of most of the sugar 

mediated basepairs, either they have taken from the crystal structures or modeled 

basepairs results in unusual geometry. 
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I have also analyzed all the types of base triplets found with each base, involving 

its different edges. The numbers of triplets associated with each of basepair are given in 

the database. I observed the canonical basepairs G:C W:W C and A:U W:W C have 13 

such base triplet types, which signifies their greatest involvement in base triplets 

formation. Several non-canonical basepairs such as G:U W:W C, A:G H:S T, A:U H:W T 

have also associated with large number of triplet types. I observed significant frequencies 

of base triplets formed by A:A H:W T (frequency = 32) , A:U H:W C (frequency = 14) 

and A:A W:W T (frequency = 39)  basepairs as given in Table 3.3.1. I observed that 

some of the rare basepairs (frequencies in basepaired state given in parenthes) (Table 3.3.1) 

are also observed as part of base triplets.  Among the protonated basepairs, only G:C H:+ 

T is observed as part of triplets. I have also classified the total number triplets associated 

with each doublet in to different types depending on the basepairing edges of the third 

base, and the first base. Our database gives information of number of such variants and 

also we provide an initial representative of best representative in terms of E-value of each 

of variant type, along with its PDB and residue information. 

 

3.3.4. Discussion 

We have prepared a database of basepairs, including protonated basepairs, base 

triplets from crystal structure. The number of base triplets formation are found to be very 

large. From the database it is evident that the structures of base triplets can be very 

diverse and be used to build distinct RNA structural elements. Potential applications of 

triplets are however not properly understood yet. Optimization of the observed base 
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triplets may open some new insights in understanding the functions of riboswitch, 

ribozyme etc. and may help in designing new therapeutic applications. 
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Chapter 4 

Quantum Chemical Analysis of Citrate Capped Gold 

Nanoparticle-Quercetin Complex 
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4.1. Introduction 

Metallic nanoparticles have attracted fundamental interest in recent years because 

of their unique chemical and electronic properties and have practical interest for wide 

varieties of potential applications. As property of a material depends on its atomic 

arrangement and in nano meter size metal, local disorder in atomic arrangements results 

in unique electronic properties in the material (Petkov et al., 2005). In recent years, 

considerable attentions have been paid to the synthesis and characterization of nano 

particle-mediated therapeutic treatments. Gold nanoparticles (GNP) have received 

importance in wide areas like catalysis, biolabelling, nonlinear optical devices etc. These 

have applications in drug delivery process also, due to their unique physical and chemical 

properties (Daniel and Astruc, 2004). Gold, in the normal state is one of the most inert 

materials, as it does not cause any serious side effects in biological systems. Type I 

diabetes, commonly known as insulin dependent diabetes mellitus (IDDM) can be 

produced in animals by the action of chemicals or by immune attack on pancreatic beta 

cells. In both the cases, oxygen free radicals are produced and play crucial role in beta 

cell killing (Oberley, 1988). GNP can act as an anti-glycating agent. This anti-glycating 

properties of the gold nano particle has been proved in eye protein known as α-crystallin 

(Singha et al., 2009). Glycation in diabetic patient also results in damage of 

physiologically important proteins like albumin, collagen etc. So GNP-quercetin complex 

can serve as a therapeutic agent in nanomedicine, where GNP acts both as a carrier and 

anti-glycating agent. GNP has been reported to act as antioxidant (BarathManiKanth et 

al., 2010). Gold nanoparticles can be used to assay antioxidant activity of several 



 

186 

 

phenolic acids and several food samples (Wang et al., 2007). In several studies gold 

nanoparticles have been used for drug delivery (Wieder et al., 2006, El-Sayed et al., 

2006, Huang et al., 2008), and delivery of proteins, peptides, and oligonucleotides 

(Paciotti et al., 2006, Ghosh et al., 2008, Han et al., 2007a).  

Flavonoids are present in many plant based food items and beverages, and have 

been shown to possess important therapeutic activities. Quercetin is the most abundantly 

consumed bio-flavonoid and is present in high concentrations in tea, apple, and onion. 

The flavonoid exhibits antioxidant (Anjaneyulu and Chopra, 2004) and anti-inflammatory 

properties (Guardia et al., 2001), which helps protecting against heart diseases and 

cancer. They scavenge damaging particles in the body known as free radicals, which 

damage cell membranes, interacts with DNA, and sometimes cause cell death. It is also 

known to maintain the blood glucose and insulin level in diabetic condition (Oberley, 

1988, Vessal et al., 2003, Shetty et al., 2004). Wu and Yen (Wu and Yen, 2005) have 

reported the antiglycating property of the flavonoid. Therefore, it is expected that GNP-

quercetin complex can serve as a better therapeutic agent in nanomedicine.   

There have been several theoretical studies on the interaction of gold nano 

clusters with different nucleobases (Shukla et al., 2009, Kryachko and Remacle, 2005, 

Sharma et al., 2007). Electronic properties of gold nano cluster have been studied 

extensively using density functional theory (DFT) by different groups (Deka and Deka, 

2008, Wang et al., 2002, Sankaran and Viswanathan, 2006). Different physical and 

cemical methods are available for preparation of gold nanoparticles. It has been well 

established that due to decrease in the size of the nanoparticles, two additional effects, 
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namely (i) quantum confinement and (ii) increase in the fraction of surface atoms relative 

to the total number of atoms in the nanoparticles, become important factors. Due to the 

above properties, the naked nanoparticles tend to nucleate and aggregate, so they are 

often capped with molecular species to prevent such aggregation (Murray et al., 1993). 

The nature of capping mostly depends on the method of synthesis of GNP. The reduction 

procedures for preparation of GNP generally give rise to capped molecules. They are 

usually capped with thiol, citrate groups, aminoacids etc. (Jadzinsky et al., 2007, Pal and 

Chakraborti, 2010, Selvakannan et al., 2003, Ding et al., 2008). However, the proper 

modelling of the capping of GNPs have not been done to reproduce the actual 

experimental findings. Besides these methods, other relatively cheap and environmentally 

friendly methods are also available for preparation of GNP, such as  arc discharge and 

spark discharge methods (Lung et al., 2007, Tseng et al., 2008). Both the methods require 

water medium for production of GNP, where water molecules or hydroxyl groups 

possibly act as capping agents. Although GNP micelles are formed in water medium in 

both these methods, proper molecular structure of the complex has not been proposed.  

It was shown that formation of stable quercetin-gold nanoparticle complex 

(GNPQ) is possible by sodium citrate reduction method (Pal and Chakraborti, 2010). This 

finding has prompted us to investigate the interaction of GNP with quercetin in more 

detail. To mimic the experimental findings, a miniature model of gold nanoparticle along 

with the citrate capping has been taken as the initial geometry to study its interaction with 

the quercetin molecule. To my knowledge, this is the first trial to theoretically represent 
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the proper geometry of the gold-citrate capped complex. Density functional theory (DFT) 

has been employed to understand the properties of GNP and GNPQ. 

4.2. Methods 

Synthesis and characterization of the gold nano particle quercetin complex 

(GNPQ) has been carried out and in vivo analysis of the GNPQ has been also done by my 

experimental collaborators (Pal et al.).  

4.2.1. In Silico Studies 

 Modeling of the molecular systems has been done with the help of MOLDEN 

(Schaftenaar and Noordik, 2000) and Accelrys  Discovery studio 2.5 software (Studio, 

2007) maintaining the standard bond lengths and angles between the atoms involved. The 

initial geometry optimizations were carried out by density functional theory (DFT) using 

the plane-wave pseudo-potential approach within the generalized gradient approximation 

(GGA) (Perdew, 1986, Perdew and Yue, 1986, Perdew and Wang, 1992) as implemented 

in the Amsterdam Density Functional package (ADF) (Te Velde et al., 2001, Fonseca 

Guerra et al., 1998). All the quantum chemical calculations were carried out with 

Perdew−Wang exchange and correlation functional (PW91) (Perdew et al., 1996, Perdew 

et al., 1992). Valence triple  Slater basis set with polarization functions (TZP) has been 

used for all atoms. As gold has 79 protons, the electron around the heavy nucleus moves 

very fast with a velocity close to the speed of the light. This causes increase in its mass as 

elaborated in section 2.15. Hence, we have used DFT with relativistic corrections. The 

same GGA/PW91 approach has been applied for the relativistic approach also, but this 
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time with valence triple  and doubly polarized basis sets (TZ2P), along with the zeroth 

order regular approximation Hamiltonian (ZORA) (van Lenthe et al., 1993, van Lenthe et 

al., 1994), which is an approximate method for solving Dirac equation (Dirac, 1928) as 

on increasing the size of atom, relativistic effect becomes more important. 

To correlate the results obtained from of the ADF software, Gaussian g09 

package (Frisch et al., 2009) has been used for all the electronic structure calculation. 

Full geometry optimization of the 3gold-3citrate capped system (without any constrain) 

has been carried out with the most widely accepted B3LYP (Becke, 1993, Lee et al., 

1988) (Becke three parameters hybrid functional with Lee-Yang-Parr) functional using  

6-31G** basis set  along with effective core potential LANL2DZ (Ehlers et al., 1993) for 

the gold atoms  to take in account of the relativistic effect. The DFT calculation along 

with the LANL2DZ basis set is a commonly used method for gold cluster (Sankaran and 

Viswanathan, 2006). The harmonic frequencies were calculated using the same level of 

theory used for the optimization process.  

4.3. Results and Discussions 

4.3.1. Structural Analysis 

As quantum chemical calculations for many electron atoms are possible for small 

molecules only, in this present investigation, a triangular gold cluster (Au3) has been 

considered as starting geometry for quantum chemical calculations. Such approximation 

could be made as it has been observed by various groups that the gold reactivity increases 

with the presence of highly non or low co-ordinate gold atoms (Wells, 2004, Wells Jr et 

al., 2002, Tang et al., 1998). In the initial geometry the Au-Au bond lengths are assumed 
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to be 2.70 Å and Au-Au-Au bond angles are kept at 60
o 

(Jadzinsky et al., 2007). 

Optimization of the triangular Au3 has been carried out using GGA:PW91/TZ2P method 

as it contains only the heavy gold atoms, the optimization leads to similar stable 

geometry with the bond lengths reduced to 2.66 Å (Figure 4.1a) (Jadzinsky et al., 2007). 

However, the process of preparation of gold nano-particle by citrate reduction indicates 

presence of capping radicals associated with Au atoms. It may be mentioned here that the 

arc discharge process also is likely to give some capping (possibly –OH groups) to gold 

nano-particles as the dangling bonds would readily be neutralized by the environment. 

Thus, I have tried to study gold-nano particle with different capping groups. Taking in 

account of the previous theory, preliminary Au3 structure has been capped with -OH 

groups (Figure 4.1b,c) and bond lengths and energy of the final optimized geometry are 

presented in Table 4.1.   

                  

(a)                                      (b)                                         (c) 

Figure 4.1. Optimized Structure of (a) triangular Au3 (Relativistic) (b) Au3  capped with 

hydroxyl (-OH)  groups (Non-relativistic) (c) Au3  capped with hydroxyl    (-OH)  groups 

(Relativistic) 
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         (a)                                                     (b)                                 

 

Figure 4.2. Optimized geometry of the Au3 capped with one citrate group by                          

(a) non-relativistic approach (b) relativistic approach  

 

 

I have further attempted to study gold clusters capped with two hydroxyl –OH 

groups and one citrate radical, assuming the experimental procedure of preparation of 

gold nano particles may keep some citrate groups. This structure almost dissociates 

during optimization by non-relativistic approach (Figure 4.2a). However optimization 

through relativistic approach using GGA:PW91/TZ2P method leads to stable geometry 

with intact Au-Au bonds, although with larger bond lengths (Figure 4.2b).  

This was attributed to the limitations of the DFT method in approximating 

electron i.e. configuration of the heavy elements. ZORA has been incorporated with the 

ADF package especially for heavy atoms, where relativistic approach plays a crucial role 

in stabilizing the systems. As in case of relativistic approach of an atom, the effective 
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Bohr radius decreases for the inner electrons, the core electrons move with large average 

speed. This result in energy stabilization and relative radial contraction of the s and p 

orbital those lie closer to the nucleus, while d and f orbital (Chemical configuration of 

gold is [Xe] 4f
14

 5d
10

 6s
1
) are destabilized and tend to expand radially and outwardly. 

However the higher s-shells also suffer similar contraction, as they are orthogonal to the 

lower ones. So according to this theory the outer 6s orbitals of gold also suffer similar 

contraction, and even larger than the 1s orbital. This contraction gives a stabilization of 

the 6s shell in gold atom, which leads to an increase in the affinity of the gold atom 

(Pyykko, 1988).  

       

 

(a)                                                 (b) 

Figure 4.3. Optimized geometry of the Au3 capped with three citrate groups by (a) non-

relativistic (b) relativistic approach 
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This signifies that symmetry plays a very crucial role in stabilizing the systems. So I 

approached to design the system with a better symmetry and have put three-citrate caps 

near the three gold atoms of the triangular cluster maintaining proper symmetry.  The 

optimized geometries obtained through non-relativistic and relativistic approach are 

shown in Figure 4.3.  

Table 4.1.  Bond lengths and energy of the optimized geometry 

System 

no 

System 

Type 

Methods Bond lengths 

(Au-Au) in Å 

Energy in           

eV 

1 Au3 Relativistic 2.66 -4.07 

  Non-relativistic 2.70 -3.92 

2 Au3-3OH Relativistic 2.58 -35.66 

  Non-relativistic 2.92 -32.20 

3 
Au3-2OH- 

1citrate cap 
Relativistic 

2.58 

2.73 

3.00 

-148.11 

  Non-relativistic 
3.21 

5.28 

3.61 

-152.00 

4 
Au3-3citrate 

cap 
Relativistic 

3.12 

3.08 

3.10 

-373.99 

  Non-relativistic 

3.51 

3.52 

3.51 

-370.98 

5 
Au3-3citrate 

cap+ quercetin 
Relativistic 

3.09 

3.05 

3.05 

-593.59 
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Optimization using relativistic effect leads to symmetrical geometry (Figure 4.3b), with 

oxygen of citrates attached to the gold atoms in a similar geometrical fashion in terms of 

their bond lengths (Table 4.1).  All the energy and the bond-lengths of the optimized 

geometries of all the systems studied and as obtained by relativistic and non-relativistic 

approaches are given in Table 4.1.  

Following Variational principle of quantum mechanics, the relativistic 

Hamiltonian always gives more stable energy than that of the non-relativistic 

Hamiltonian. The bond lengths with ZORA are smaller, indicating higher binding energy 

between the Au atoms. I have also carried out Mullikan charge analysis of the 3gold-

3citrate capped system.  A representative Au3 cluster with one citrate group along with 

the nomenclature for the constituent‘s carbon, oxygen, and hydrogen atoms of the citrate 

group has been given in a schematic diagram (Figure 4.4).  

The average of the Mulliken charges of the similar kinds of atoms for all the three 

citrate groups (Following the nomenclature of Figure 4.4) has been calculated and 

presented in Table 4.2. The standard deviation values of the charges in all the cases are 

found to be close to zero. From the table 4.2, I observed a symmetrical distribution of 

charges in the citrate groups, which lies towards the surface of the system. I observed that 

accumulation of electropositive charges is more prominent in case of H6 and H3 of OH6-

H6 and O3-H3 bonds, which are the hydrogen bond donor groups. There are also 

numbers of hydrogen bond acceptors, those are present in the citrate groups, such as O6, 

O11, O12, O51, O52, O6 atoms and I observed they acquired more amounts of 

electronegative charges. 
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Figure 4.4. Schematic diagram of Au3-1citrate complex along with the atom type 

 

  The oxygen atoms forming bonds with Au, namely O11, O12, and O51 always 

are more negatively charged. These hydrogen bond donor and acceptor groups of the 

citrate molecule may interact with quercetin by forming strong hydrogen bonds. The 

oxygen atoms, which lie outwardly  interact with quercetin  leading  to decrease in 

surface potential, which is evident from the zeta potential analysis as explained by Pal 
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and Chakraborti  (Pal and Chakraborti, 2010), leading to formation of stable gold-

quercetin complex. 

 

Table 4.2. Geometry and the Mullikan charges of the 3gold-3citrate capped system 

 

 

4.3.2. Observed Interactions between the GNP – Quercetin Complex 

As the three gold and three citrate capped complex system appears to be a 

reasonable miniature model for the theoretical calculation, I have attempted to study the 

effect of quercetin on the gold clusters. The final optimized geometry of the 3Au-3citrate 

capped structure (obtained by relativistic approach) has been taken and a single quercetin 

molecule was modeled near one of the citrate group, in such a way that H-bonding 

Distance 

(Au…Au) 

in Å 

Distance 

(Au…O) 

in Å 

Angle 

<O-C-O> 

in (
o
) 

Average 

Mullikan 

charges on the 

carbon atoms 

of citrate 

group 

Average 

Mullikan 

charges on the 

oxygen  atoms 

of citrate group 

Average 

Mullikan 

charges on the 

hydrogen  

atoms of citrate 

group 

3.07 

3.06 

3.05 

2.07 

2.08 

2.08 

2.07 

2.07 

2.08 

122.627 

122.614 

122.627 

C1 (0.71) 

C2 (-0.28) 

    C3 (0.23) 

C4 (-0.29) 

C5 (0.63) 

C6 (0.54) 

 

O11 (-0.46) 

O12 (-0.46) 

    O3 (-0.54) 

    O51(-0.45) 

O52 (-0.34) 

O6 (-0.39) 

  OH6 (-0.48) 

H21(0.20) 

H22(0.21) 

H41(0.15) 

H42(0.18) 

    H6(0.36) 

    H3(0.34) 
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interactions may occur and which may lead to a stabilized geometry. Optimization of this 

complex geometry has been carried out with GGA:PW91/TZ2P approach with ZORA 

Hamiltonian. The optimized structure shows a very stable geometry with formation of 

two stable O-H…O hydrogen bonds of bond lengths 1.57 Å and 1.76 Å between the 

citrate group and the quercetin molecule (Figure 4.5).  The Au-Au bond lengths are 

obtained as around 3.05 Å, which is comparable with the bond lengths obtained from the 

crystal structure (Jadzinsky et al., 2007). These bond lengths are also found to be slightly 

smaller than that of the Au-Au bond lengths of symmetric Au3-3citrate cap complex 

(Table 4.1),  indicating that a single quercetin does not destabilize the capped cluster and 

perhaps make it stronger. This is also supported by the experimental finding that GNPQ 

is more stable than the GNP as found by TGA analysis (Pal et al.). 

                          

1.76

1.57

 

Figure 4.5. Optimized geometry of the citrate capped gold nano-particle along             

 with quercetin with the hydrogen bond lengths are given in Å 
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With increase in the size of the gold clusters, the interaction of the quercetin with 

the citrate caps will become more effective and the number of hydrogen bond formation 

will also increase and the system will become more stable. The schematic diagram in the 

Figure 4.6 mimics the above type of complex system. The considered miniature model of 

GNPQ has only one quercetin molecule, but in nanometer size systems, there can be 

additional interactions between a quercetin molecule with multiple citrate groups. 

Moreover, the quercetin molecules also can stack with each other or form hydrogen 

bonds between themselves. This could give additional stability to the GNPQ, as found by 

the TGA analysis by my experimental collaborators. 

 

 

 

 

 

                  

  

 

Figure 4.6. Schematic diagram showing the citrate capped gold nanoparticle interacting 

with the quercetin through hydrogen bonded interaction; the gold-nano particles are 

represented as the core Au 
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Among all the types of interactions observed in nature, hydrogen bonding 

interaction is dependent on the hydrogen ion concentration of the system, in other words 

on the pH value of the system. When the hydrogen-bonded system is kept at low pH, 

more number of hydrogen ions (H
+
) is available in the system. This results in protonation 

of some of the hydrogen bond acceptor sites, so restricting the formation of some of the 

required hydrogen bond. Whereas if the system is kept at high pH, then the desired 

interactions will be restricted by relatively less concentration of the hydrogen, and in this 

case some of the important protonated group may become deprotonated. So in both the 

cases, i.e at both at high and low pH, the formation of desirable hydrogen bonds gets 

hindered. Experimental analysis also suggests  that the interaction of the gold-citrate 

capped complex with quercetin is pH dependent, with optimum at around pH 6.2, which, 

in turn, proves that GNPQ formation is mediated through mostly hydrogen bonding 

interactions, whereas electrostatic and van der Waals interactions rarely play any role. 

 

4.3.3. Elemental Analysis of the Complex Systems 

Elemental analysis of the gold–citrate capped complex (GNP) and gold-citrate 

with quercetin complex (GNPQ) models have been carried out separately and presented 

in Table 4.3. In the gold-citrate capped complex, the percentage of mass of carbon is 

27.8%, and that of hydrogen, gold and oxygen are calculated as 2.3%, 28.9%, 41 % 

respectively out of the total mass. However when it forms complex with quercetin, the 

percentage of mass of the carbon, hydrogen, gold and oxygen change to 35.2%, 2.6%, 
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21.0% and 41.2%.  The increase in the mass of carbons and oxygen are due to binding of 

the GNP with the quercetin. Present theoretical calculation also correlates with the EDX 

spectra analysis performed by my experimental collaborators as given in Table 4.3 (Pal et 

al.). 

Moreover theoretical study has several limitations (i) the theoretical system 

contains only three gold atoms, however in experiment, there are thousands of gold atoms 

form the nano particles and (ii) Experimentally EDX analysis scans the surface of the 

system; therefore it will not encounter gold atoms, as they always appear as capped with 

citrate groups, and therefore the gold percentage is found to be almost negligible in the 

GNPQ complex experimentally. So my theoretical results may not exactly match with the 

experimental data, however trends are similar as obtained experimentally. 

 

Table 4.3. Elemental analysis of the GNP and GNPQ complex obtained by both 

experimental and theoretical calculation 

 

 

 

Elements 
Experimental EDAX Analysis 

(Wt %)  
Theoretical Analysis (Mass %) 

 GNP GNPQ GNP GNPQ 

C 9.69 66.02 27.8 35.17 

H   2.32 2.58 

Au 75.85 0.25 28.9 21.05 

O 7.14 25.74 40.98 41.21 
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  4.3.4. Analysis of theoretical Infra-red (IR) spectrum  

 The theoretically calculated IR spectra of the quercetin and 3gold-3citrate capped 

system has been analyzed and is shown in Figure 4.7.  The DetectMode program (Sen et 

al., 2006), which has been developed by our group was used to characterize the vibration 

patterns of  both the systems. The frequency of the GNPQ complex could not be 

analyzed, since it required memory and scratch files of size larger than our computers 

capacity.  

  The peaks at frequency 3828 cm
-1

, 3820 cm
-1

, 3807 cm
-1

, 3786 cm
-1

, 3454 cm
-1

 

correspond to –OH bond stretching vibration of the quercetin (Figure 4.7a). Among 

these,  higher intensity (181.53 KM/mol) has been observed for the frequency 3454 cm
-1

, 

which corresponds to coupled stretching vibrations of the some of the  –OH groups of the 

quercetin. The band at around 1689 cm
-1 

represents the aromatic carbonyl C=O 

stretching, which corresponds to the highest peak with intensity 331.88 KM/mol.  The 

band at around 1328 cm
-1

 is mainly due to C-O stretching of the phenolic –OH group of 

the quercetin. At lower frequency region the peaks observed are due to the coupled 

vibrations of the C=C stretching of the aromatic rings, associated with angle bending of 

the C-C-C, C-C-O, C-C-H bonds.  

I have also analyzed the IR spectra of the gold citrate capped complex (GNP) 

(Figure 4.7b). The peaks around 3753 cm
-1

, 3752 cm
-1

, 3784 cm
-1 

correspond to –OH 

stretching of the citrate groups. Intensity is found to be very high (213.87 KM/mol) for 

the 3753 cm
-1 

peak, which corresponds to simultaneous stretching of the –OH bonds of 
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the citrate groups. From frequency region 3140 cm
-1

 to 3077 cm
-1

, I observed C-H 

vibrations with low intensities.  The carbonyl groups present in the gold-citrate complex 

can be categorized into three types, (i) those  bind directly to the gold atoms (ii) C=O 

group with free oxygen  (closer to gold atoms but do not form any bond with gold atoms)  

(iii) those which lies towards the outer surface of the system (can interact with the 

quercetin).  The symmetrical and asymmetrical stretching of the carbonyl groups 

connected to Au atoms is observed at 1451 cm
-1

, 1550 cm
-1

 and 1551 cm
-1

 respectively. 

The carbonyl stretching for the free oxygens are observed at 1703 cm
-1

 and 1704 cm
-1

.  

Stretching and bending of the carbonyl groups of the citrate groups those lies towards the 

outer surface is observed at 1858 cm
-1

 and 1859 cm
-1

. The highest peak is observed for 

the frequency around 1161 cm
-1

 with intensity 1003 KM/mol which corresponds to C-O 

stretching of the phenolic –OH group of the citrate molecules. At low frequencies 795 

cm
-1

, 621 cm
-1

 out of plane torsions, angle bending were observed, which are 

characterized by coupled movements of all the atoms in the molecules. The out of plane 

torsions also show wagging of hydrogen atoms of the –CH2 groups. The IR spectra of the 

isolated citrate group has also been analyzed, and I observed that C=O stretching 

vibration of the carbonyl group is observed at 1902 cm
-1

, 1866 cm
-1

 and 1861 cm
-1

, which 

got reduced upon complexation with triangular gold clusters. 

The theoretical findings follow the similar trend as observed by experimental FT-

IR spectra (Pal et al.) .  I observed systematic increase in the frequency values obtained 

by theoretical method than those by experimental method. Since it is a general practice to 

scale the theoretical values by some factor, while comparison with experimental data is 
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required (Pliego Jr et al., 1999). However in my case I could not compare the systems 

fully with the experiments due to difference in size of the systems. However I can 

correlate certain intense peaks which corresponds to vibration due to stretching, angle 

bending, out of plane torsion due to specific groups. I have not observed any peak 

corresponding to the Au-Au vibrations, which is perhaps expected due to larger mass of 

Au. So on the basis of the present theoretical investigation, it can be concluded that gold 

atoms are not present as isolated atom or bare clusters; they always come with citrate cap, 

therefore vibration of the associated atoms of the citrate groups are well observed by 

theoretical IR spectra analysis. The vibration of the –OH stretching of the quercetin is 

found to decrease in the experimental FT-IR spectra, this is due to involvement of the –

OH groups in forming hydrogen bonds with the citrate groups of the GNP complex. I 

could expect similar trend in case of theoretical approach also (Figure 4.5), where 

quercetin form stable hydrogen bonds with the GNP complex. 
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Figure 4.7. IR spectra of (a) Quercetin (Inset: structure of quercetin)  

                                         (b) GNP (Citrate capped gold nano particle) 

 

 

4.4. Discussion 

  Present theoretical findings suggest stable formulation of gold nanoparticle-

quercetin complex, which is confirmed by experimental techniques carried out by my 

collaborators.  The triangular nanocluster considered for the theoretical analysis is 

considered as the best model for  theoretical calculations (Mohan et al., 2006). There are 

(a) 

(b) 
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several reports on computational studies of the gold nano particle with nucleic acids like 

DNA, RNA (Sharma et al., 2007, Mohan et al., 2006), where they have neglected the 

inclusion of capping in the gold complexes. However, from the present theoretical 

investigation, using very systematic approaches, I can propose that capping is necessary 

for stabilizing the gold nano particles, which in turn favor its interaction with other 

molecules, such as ligands, drugs etc.  The theoretical IR frequency of gold citrate 

complex does not show any characteristic peak corresponding to the Au-Au vibrations, 

which gives us a clear idea of gold atoms not being in the free state any longer, rather 

being capped with citrate. Recent study by Ray and groups (Lu et al., 2010a) proved the 

importance of capping in nanoparticle based drug formulation. Taking all these into 

accounts, we can presume that the GNP (triangular nano cluster with the citrate capping) 

complex could be considered as the best theoretical model, and can be used to study its 

interaction with other molecules, such as drugs, ligands etc. Quercetin is tagged with 

citrate capped gold nanoparticle through hydrogen bonding. Size and other associated 

properties of GNPQ are compatible with penetration through the cell membranes, and 

will be worth trying to study its therapeutic efficiency in biological systems.  
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Chapter 5 

Wetting Property of the Edges of Monoatomic Step on Graphite:  

ab initio Quantum Chemical Studies  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

207 

 

5.1. Introduction 

 Rapid development of nanotechnology opens up many potential applications in 

nano electronics, composite materials, energy search and biomedicine. Graphene 

represents a new class of novel nano materials, which are one atom thick, made of carbon 

atoms in sp
2
 hybridization, and arranged in a hexagonal lattice form. These graphene 

sheets can be transformed into various dimensional carbon materials by self-assembly 

which depends on their growth conditions. The  2D graphene sheets can be periodically 

stacked to form 3D graphite, can be rolled to form 1D nanotubes and  can be wrapped 

into 0D fullerenes (buckyballs), nanocones etc. Graphene with its unique physical and 

chemical properties has attracted tremendous attention in different areas. Graphene 

possesses unique electronic properties, can act as field effect transistors (FET) 

(Novoselov et al., 2005). It is an excellent conductor, while its conducting property can 

be changed under certain conditions (Banerjee et al., 2005, Banerjee et al., 2006). It has 

been observed that single layer graphene is found to be more reactive than the higher 

layers, with the edges of the graphene showing more reactivity than its surface. Graphene 

possesses  two distinct edges, arm-chair (Cis edge) and zig-zag edge (Trans edge), as 

evident from the schematic diagram shown in Figure 5.1, if one of the edges is arm-chair,  

(A), then the other 30
o
 bend cut will be zig-zag (Z) or vice versa (Kobayashi et al., 2005, 

Banerjee et al., 2005, Banerjee et al., 2006). A partial zig-zag- arm-chair (Z,A) edge can 

be obtained if the cut bends to 60
o
 angle (Kobayashi et al., 2006). 

 
Intuitively one may 

expect similar electron accumulation at both the edges. However, it was reported earlier 

that there exist distinct electronic properties at these edges (Fujita et al., 1996a, Nakada et 
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al., 1996, Wakabayashi et al., 1999, Stein and Brown, 1987, Hosoya et al., 1993, Tanaka 

et al., 1987, Fujita et al., 1996b, Ryu and Hatsugai, 2004, Wakabayashi, 2001, Elstner et 

al., 1998, Kobayashi et al., 2005, Dedkov et al., 2001, Niimi et al., 2005, Geim and 

Novoselov, 2007).  It has been observed that specific electronic states are localized only 

at the zig-zag edge of the graphene, which is not found in the armchair edge. It was noted 

that the zig-zag edge of graphene layer, which can be part of the top most layer on the 

pyrolytic graphite, accumulates more electron density as compared to the arm-chair edge 

(Sarkar et al., 2010, Banerjee et al., 2005, Banerjee et al., 2006). Previous theoretical 

calculations based on density functional theory also demonstrated zig-zag edge to be 

more electron rich (Banerjee and Bhattacharyya, 2008) as compared to that of the arm-

chair edge. However, differential wetting properties associated with different edges of 

graphene have never been studied before. 

Since understanding the wetting property of solid surfaces has been of 

fundamental interest for long time from the point of basic science and numerous 

technological applications (Herminghaus et al., 2008, Bonn et al., 2009, Sarkar et al., 

2010), in this present chapter, I  have tried to explain the wetting property of zig-zag 

(trans) and arm-chair (cis) edges of the graphene sheet, 
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                      Figure 5.1. Schematic diagram of an arbitrary cut graphene 

 

Macromolecular recognitions in cellular environment are mostly governed by 

hydrophobic and hydrogen bonding (hydrophilic) interactions. These are the major 

driving forces which stabilize native structures of proteins, nucleic acids as well as other 

biomolecules (Jiang and Lai, 2002, Scheiner et al., 2001).  The origin of the hydrophobic 

interaction is known to arise from entropy gained by the release of bound water 

molecules.  Additional contribution to this stability often comes from van der Waals 

interaction, which is non-directional in nature.  The hydrogen bond, on the other hand, is 

sensitive to geometry and type of atoms involved in such interaction.  Traditionally polar 

groups were known to form hydrogen bond, where an electronegative atom acts as 

acceptor (A) while another electronegative atom acts as the proton donor (D) with A...H-

D in a linear, or near linear arrangement, where A and D may be nitrogen, oxygen or 

other electronegative atoms. It is often stated that the hydrogen bond interaction is mostly 
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electrostatic in nature. In addition, it is also described as overlapping of orbitals of donor, 

acceptor and hydrogen atoms and the charge transfer through the hydrogen bond. 

Numerous studies (Desiraju, 2011)
 
also indicate that in some cases carbon atoms, which 

are otherwise known as non-polar type, can also act as the proton donor and/or proton 

acceptor (Desiraju and Steiner, 2001, Cho et al., 2006). It has been shown that such non-

polar hydrogen bonds are often important in DNA and RNA structures (Ghosh and 

Bansal, 1999, Roy et al., 2008) and protein-protein interface (Jiang and Lai, 2002, 

Scheiner et al., 2001). Strength and stability of the non-polar hydrogen bonds also depend 

on the acidity of the C-H group involved, but its direct quantification is not available in 

the literature.  Hydrogen bond donor capacity of carbon atoms in C-H group depends on 

the state of hybridization of bonding orbitals on carbon. An increase in the s-character of 

the bonding orbital makes the carbon atom more acidic with accumulation of more 

negative charge on it. Such carbon atoms behave as better proton donors than those 

having less acidity and lower negative charges. 

As discussed earlier (Banerjee and Bhattacharyya, 2008) carbon atoms at different 

edges of graphene molecule accumulate different amount of electronic charge, which 

probably indicates differential hydrogen bonding capacity of these associated C-H bonds. 

Water molecule, often involved in hydrogen bond interaction, can act both as donor and 

acceptor. In this case I have chosen oxygen atom of water molecule as an acceptor 

species to test the strength of hydrogen bonds exerted by C-H groups from different 

graphene edges. I have carried out detailed quantum chemical calculations to characterize 

hydrogen-bonding interaction between water and the different edges of graphene. 
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Supporting experimental studies carried out by my collaborators using frictional force 

microscopy on a pyrolytic graphite surface also indicate differential interaction between 

water and the two edges of graphene, showing the possibility of the existence of weak 

attractive C-H...O interactions for some of the C-H groups. Interaction between graphene, 

as an extension of benzene with water using quantum chemical methods has been 

reported recently (Rubeš et al ., 2009), however, they considered very small systems, 

inadequate to provide terminal properties.  The real graphene structures are sometimes 

characterized by the existence of the dangling electrons, which are highly reactive 

(Koskinen et al., 2008). Hence I assume that the model systems taken for calculations in 

this study mimic at least approximately the real stable structures of graphene at stationary 

state. Recently it was experimentally shown (Banerjee et al., 2005, Banerjee et al., 2006) 

that these edges of monoatomic step on graphite have two distinct electronic states 

corresponding to two different edge structures (zig-zag and arm-chair). Later, 

theoretically I have also shown that similar electronic property is observed in nano 

graphene (Banerjee and Bhattacharyya, 2008).  

My experimental collaborators observed presence of two different frictional 

properties along the edges of a graphene sheet. They observed that with increase in the 

relative humidity, the water molecules condense at one particular edge (Panigrahi et al., 

2011a) of the graphene. To complement the experimental findings, I have carried out 

quantum chemical analysis on model graphene-water complexes to explain the 

differential wetting properties of the edges. 
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5.2. Theories and Computation 

 A representative nano-graphene associated with both the arm-chair and zig-zag 

edges has been modeled by MOLDEN (Schaftenaar and Noordik, 2000) software 

maintaining the standard C-C bond lengths as 1.421 Ǻ. The edges were terminated with 

hydrogen atoms so as to neutralize the valencies of the carbon atoms. Although there are 

several reports of theoretical studies of graphene without such capping, I feel the 

molecules with dangling electrons would behave like radicals and soon be reduced by 

ambient proton (Koskinen et al., 2008). The C-H bond lengths are maintained at 1.009 Ǻ 

and all the angles are fixed to 120
o
.  Three graphene-water complex systems have been 

modeled maintaining the above geometry criteria and a single water molecule was placed 

near the graphene (i) at the arm-chair edge (ii) at the zig-zag edge and (iii) at the top of 

the graphene.  In the initial models of the arm-chair and zig-zag edge systems, the oxygen 

of the water molecule points towards one of the hydrogen of the terminal C-H bond of 

graphene edge. In the top-graphene system one of the hydrogen atoms of water molecule 

was oriented towards the center of a hexagonal ring of graphene.  All the three systems 

have been geometry optimized with GAMESS-US (Schmidt et al., 1993) employing 

Dunning Correlation Consistent basis set (Dunning Jr, 1989, Kendall et al., 1992, 

Peterson et al., 1993)
 
(HF/cc-pVDZ) constraining covalent bonds of graphene by IFREEZ 

option. 

 I observed two hydrogen bond like interactions between C-H of graphene and 

oxygen atom of water molecule in both arm-chair and zig-zag edges after optimization 
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(Figure 5.2). In both the cases, the water molecule remains in the plane of the graphene, 

the optimized geometries have the C-H…O hydrogen bonding distances (H…O) of 

around 2.4 Å and angles subtended by donor-H-acceptor <D-H-A> are also close to 180
o
. 

In the case of arm-chair-graphene, one of those two H-bond distances is comparatively 

larger while in case of zig-zag-graphene, I found two C-H…O types of hydrogen bonds 

of similar magnitudes (Table 5.1).  From these data one can presume that graphene can 

form weak hydrogen bond interactions with water oxygen atoms through C-H…O 

contacts (Cho et al., 2006, Rubeš et al ., 2009).  Apart from the arm-chair- and zig-zag-

graphene systems, top-graphene complex was also optimized. The initial model had the 

water molecule placed at top of graphene, about 2.88 Å angstroms vertically above the 

center of the graphene. One of the two H-atoms of water faced towards the center of the 

hexagonal ring. The oxygen atom was placed in such an orientation that the ring-

center…HO angle is close to 180
o
, suitable for an O-H…π type of hydrogen bonding 

(Grabowski, 2007).  After optimization the free water molecule moves from the center of 

graphene towards the zig-zag edge but remain vertically above the graphene plane, 

forming slightly elongated H-bond.  Here C…HO type of interaction is observed with 

H...C distance of about 2.6 Å while O-H...C angle is smaller than 150
o 

(Table 5.1). Since 

the H…C distance is close to the corresponding sum of van der Waals radii one can 

expect that the O-H…C interaction could not be classified as hydrogen bonding but 

rather as van der Waals type. Considering recent understanding (Jain et al., 2009) that 

lone pair of the oxygen can also interact attractively with π-electron clouds, I have also 

optimized a graphene-water complex from an initial geometry where one of lone-pair 
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electrons of the water oxygen was facing towards the central hexagonal ring of the 

graphene.  The optimized geometry shows feature similar to the other top-graphene 

system – the water molecule moves in such a way that the hydrogen atoms come closest 

to carbons near the zig-zag edge. These two observations indicate that a free water 

molecule prefers to bind to graphene through its zig-zag edge as compared to all other 

edges. Moreover the hydrophobic surface of graphene cannot trap any water molecule to 

form a hydrated layer (Yang et al., 2007, Biswas and Drzal, 2008, Leenaerts et al., 2009). 

 

 

 

 

Figure 5.2.  Structures of the optimized graphene water complexes in three orientations 

for water interacting through (a) arm-chair edge (b) zig-zag edge (c) top, along with 

electrostatic potential.  The electrostatic potential values are color coded with red 

indicating less than -0.10 H, yellow indicating –0.05 H, green indicating 0.00, light blue 

indicating +0.05 H and dark blue indicating greater than 0.10 H. 

 

Structures of the optimized complexes are shown in Figure 5.2. along with their 

electrostatic potential. These electrostatic potentials were calculated by MOLDEN using 

multipole derived method from the orbital electron density of the optimized structures. 

Contour value of 0.02 is used for these calculations. These figures indicate that most of 

the C-H bonds near arm-chair edge are neutral (green in color) while the C-H bonds at 

the zig-zag edge have large dipole moment.  The near triangular graphene considered in 

(a)
(b)

(c)

(a)
(b)

(c)
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the theoretical study (Figure 5.2) has arm-chair edge at one side and zig-zag edges at the 

two other sides with arm-chair edges also at the corners.  The nature of potential of the 

two zig-zag edges are both polar but different in nature – (i) in one edge the hydrogen 

atoms are more electropositive (blue) and (ii) in the other edge the carbons are more 

electronegative (red), both leading to large dipole moments. These electrostatic potentials 

qualitatively indicate that the zig-zag edge have stronger dipoles, as compared to the arm-

chair edges (neutral, green), and may interact strongly with water. 

Table 5.1. Hydrogen bond length, angle and interaction energy of the optimized 

structures obtained through different method 

  

 

a
 Interaction energy calculated by HF/cc-pVDZ method and  

b
 Interaction energy calculated by MP2/6-31G** method  

Atoms in molecules (AIM) approach is evolving as a very important theoretical 

technique for characterization of hydrogen bonds (Bader, 1991), which is very 

elaborately discussed  in  chapter 2.  I have carried out the AIM calculations for all three 

System 
Optimization   

Method 
H-Bond 

Bond 

Length 

(H...A) 

in Å 

Bond 

Angle 

<D-H...A> 

Energy
a
 

(kcal/mol) 

Energy
b
  

(kcal/mol) 

Arm-

chair 
HF/cc-pVDZ 

Cs1-Hs1…O 

Cs4-Hs4…O 

 2.62 

      2.40 

  179.2
o 

  169.2
o -2.41 -2.59 

Zig-zag HF/cc-pVDZ 
Ct2-Ht2…O 

Ct4-Ht4…O 

      2.45 

      2.45 

  150.7
o 

  150.2
o -4.47 -3.33 

Top-

edge 
HF/cc-pVDZ 

CT2…H1-O 

CT4…H2-O 

      2.67 

      2.88 

  144.3
o 

  124.0
o -------- -------- 
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types of graphene systems discussed above using AIM2000 program (Biegler-König, 

1990).   

 I have calculated the ρc, 
2
ρc, Hc, Gc, Vc for all interactions, mainly hydrogen 

bonds, observed in the arm-chair, zig-zag and top-graphene systems (Table 5.2).  One can 

see that the values of 
2
ρc and Hc are positive in all types of graphene systems signifying 

formation of weak hydrogen bonds.  Since there exist a correlation between hydrogen 

bond length and 
2
ρc, I observe two C-H…O interactions for arm-chair-graphene, both 

are weak but they differ in the strength (Table 5.1).  The 
2
ρc values also show the 

similar trend. However in case of zig-zag-graphene system I notice two C-H…O 

hydrogen bonds of similar strength as suggested by similar values of Laplacian and 

charge density. In case of the top-graphene system I observe very small values of 
2
ρc at 

the BCP, which signifies very weak and almost negligible interaction between the water 

and graphene, as it was mentioned before it may be classified as weak van der Waals 

interaction. This is also in agreement with previous experiments (Yang et al., 2007, 

Leenaerts et al., 2009).  So I have not considered the top-graphene system in further 

analysis. 
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Table 5.2. Topological parameters of BCPs (in a.u), corresponding to C-H…O distance 

for all the three types of graphene system 

 

System  ρc 
2
ρc GC VC HC 

Arm-chair Cs1-Hs1…O 0.007 0.024 0.006 -0.005 0.0003 

 Cs4-Hs4…O 0.010 0.036 0.008 -0.008 0.0003 

Zig-zag Ct2-Ht2…O 0.009 0.032 0.008 -0.007 0.0004 

 Ct4-Ht4…O 0.010 0.032 0.008 -0.007 0.0003 

Top O-H....C 0.006 0.020 0.004 -0.003 0.0007 

 O-H.....C 0.006 0.020 0.005 -0.004 0.0005 

 

Interaction energy and basis set superposition error were calculated from the 

optimized structures with HF/cc-pVDZ level and also with MP2/631G** (Møller and 

Plesset, 1934), a higher level of approximation method. Both these methods include 

electron correlation and electron exchange functions in their Hamiltonian, justify 

pursuing these methods to study orbital overlapping and electron exchange due to the 

hydrogen bond formation in water-graphene complexes. I have employed Morokuma 

method (Kitaura and Morokuma, 1976) of GAMESS-US and Boys-Bernardi function 

counterpoise method (Boys and Bernardi, 1970) of Gaussian03 (Frisch et al., 2003) for 

the calculation of BSSE, which has been discussed in chapter 2. The BSSE corrected 

interaction energy of the systems is calculated as follows 

       Eint = E(graphene+water)opt - E(graphne alone)opt - E (water alone)opt + BSSE …[5.1] 

The interaction energies are calculated for the geometry-optimized arm-chair- and 

zig-zag-graphene water–complexes (Table 5.1). The interaction energy obtained from 
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HF/cc-pVDZ in zig-zag-graphene system indicates it to be stronger by around 2 kcal/mol 

as compared to that of the arm-chair-graphene. Similar trend is found for the interaction 

energy calculated by more accurate MP2/6-31G** method. The general conclusion is 

thus, water prefers to bind to the zig-zag edge more strongly as compared to the arm-

chair edge of graphene but the energy differs by few kBT at room temperature (Table 

5.1).   

Charge transfer due to hydrogen bond formation for the optimized structures of 

the arm-chair- and zig-zag- systems were also analyzed by natural bond orbital (NBO) 

(Carpenter and Weinhold, 1988, Reed et al., 1985, Reed et al., 1988) approach using 

Gaussian03, which is discussed in chapter 2.  Electronic properties, such as occupancy of 

the natural orbitals, stabilization energy, natural charges for the relevant atoms and bonds 

of graphene, which are closest to the water molecule, are reported in Table 5.3.  

 It indicates that charge transfer takes place, in both arm-chair- and zig-zag-

graphene, from the lone pair of oxygen to the anti-bonding orbital of the closest C-H 

groups of the graphene ring. The significant change in natural charges of the carbon, 

hydrogen and oxygen of the complex and components in zig-zag-graphene, particularly 

for O, Ct1 and Ct2 atoms (Figure 5.3a) implies that zig-zag-graphene has more polarity 

than that of the arm-chair-graphene.  I have also compared alterations in the NBO 

charges of all the atoms of graphene and water upon complex formation (Figure 5.3b).  

This clearly indicates that larger charge modifications take place for few carbon atoms 

when water comes close to the zig-zag edge. 
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Table 5.3. Results from Natural bond orbital analysis characterizing hydrogen bond 

formation between water oxygen atom and C-H moiety of graphene molecule in different 

orientations 

 

  It may also be noted that large charge-transfer takes place for some carbon atoms 

situated very far from the water molecule, particularly in zig-zag edge.  Largest 

differences are seen for Ct1 and Ct2 (they are closest to the water molecule) and also for 

CF1, CT2 and CT4, which are far away from the binding site. The large change in NBO 

charges for CT2 and CT4, in zig-zag edge complex, is presumably due to electron 

delocalization within graphene, the transferred charge is pushed away. Similar trend, but 

of very small magnitude, of alteration of NBO charges on these sites are also observed in 

arm-chair edge complex.  This presumably indicates that arm-chair edges are more 

System 

Donor 

NBO 
(LP/BD) 

Occupancy 

Accept

or 

NBO 
C-H 

(BD*) 

Occupancy 
NσE(N-σ*) 

(kcal/mol) 
qO qH qC 

Arm-

chair 

O(LP1) 
 

 

O(LP2) 

1.996 
(1.997) 

 

1.989 

(1.996) 

Cs1-
Hs1 

 

Cs4-

Hs4 

1.9793 
(1.9799) 

 

1.9788 

(1.9800) 

LP1…Cs4-

Hs4:0.56 

 
LP2…Cs1-

Hs1:1.46 

 

LP2…Cs4-

Hs4:2.72 

-0.918 
(-0.908) 

 

-0.918 

(-0.908) 

0.225 
(0.216) 

 

0.224 

(0.199) 

 -0.165 

(-0.164) 
 

-0.286 

(-0.290) 

 

Zig-

zag 

O(LP1) 

 

 

O(LP2) 

1.995 

(1.997) 

 

1.991 

(1.996) 

Ct1-

Ht1 

 

Ct2-

Ht2 

1.9827 

(1.9831) 

 

1.9813 

(1.9820) 

LP1…Ct1-

Ht1:0.38 

 

LP1…Ct2-

Ht2:0.87 

 

LP2…Ct1-
Ht1:2.04 

LP2…Ct2-

Ht2:1.59 

-0.921 

(-0.909) 

 

-0.921 

(-0.909) 
 

0.240 

(0.217) 

 

0.234 

(0.211) 

-0.153 

(-0.247) 

 

-0.299 

(-0.342) 
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hydrophobic and the water molecule close to the arm-chair edge does not perturb the 

graphene molecule.  The zig-zag edge, on the other hand, is polar and attracts water 

molecules strongly.  Furthermore binding of a water molecule at the zig-zag edge 

enhances further water binding at the zig-zag edges. 

 

 

 

 

 

 

 

Figure 5.3. NBO charge donors and acceptors at the arm-chair and zig-zag edges 

involved in C-H…O interaction with the water molecules are shown in (a) and (b) 

denotes the change in Natural charges in the atoms of graphene and water before and 

after the complex formation in arm-chair edge (blue lines) and zig-zag edge (red lines) 

orientations (As obtained from NBO analysis), the black vertical line distinguishes the 

carbon and hydrogen atoms, whereas the black vertical broken line distinguishes the 

hydrogen and the water molecules 

  

So from this analysis it is confirmed that electron delocalization in the graphene system is 

more significant due to the presence of the water molecule at the zig-zag edge than that of 

the arm-chair edge. This in turn proves that water molecule is bound to the zig-zag edge 

more strongly than that of the arm-chair-edge. 
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5.3. Discussion 

I observed two distinct electronic properties at the two edges of the graphene, 

upon interacting with water molecule.  My present theoretical calculations enabled me to 

find out exact mechanism of interaction of water with the two different types of edges of 

the graphene. The interaction energies and NBO charge transfer analysis suggest that the 

zig-zag edge of graphene has stronger binding capacity with water molecule.  The NBO 

analysis also clearly reveals that water binding enhances further water-binding capacity 

to the other zig-zag edges of the nano-graphene sheet through a cooperative mode.  I have 

also observed that water does not remain on graphite surface and hence exhibits 

hydrophobic nature of graphene/graphite surface. My theoretically analysis well 

correlates the experimental findings carried out by my collaborators.  
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Chapter 6 

Quantum Chemical Studies of Interaction of Nucleobases and 

Nucleosides with Graphene and Carbon Nanotube 
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Section 6.1 

Binding of Nucleobases with Wrinkled Graphene Surface:  

Analyzed through Dispersion Corrected DFT Approach 
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6.1.1. Introduction 

 Graphene, one of the allotropes of carbon, has inspired many theoretical and 

experimental applications due to its unique chemical and electrical properties (Rosas et 

al., 2011, Novoselov et al., 2006). it is a mono-layered sp
2
-bonded carbon sheet, 

possesses excellent thermal conductivity and mechanical strengths (Balandin et al., 2008, 

Lee et al., 2008). Similar to the surface of the graphite, graphene can adsorb various 

small molecules or atoms on its surface, thus can be used in biosensors (Yang et al., 

2010b, Shao et al., 2010) and chemical sensors (Fowler et al., 2009). It can also be used 

as transparent conductors (Wassei and Kaner, 2010), and has many biological 

applications (Sun et al., 2008). A numbers of reports have shown the potential of 

graphene for different biomedical applications (Yang et al., 2010a, Feng and Liu, 2011). 

Along with its unique physical, chemical, and electronic properties, its interesting shape 

and size make it a promising nano material in many biological sensing. Graphene surface 

with delocalized π electrons can be utilized for effective loading of aromatic anticancer 

drugs. Graphene can also be used as a drug delivery carrier (Liu et al., 2008, Liu et al., 

2011). Recently, in vivo cancer treatment with graphene has been realized in animal 

experiments with graphene sheet used as a vehicle for carrying drugs (Yang et al., 

2010a). As nano graphene has limited hydrophobicity, the edges being slightly polar and 

the faces are highly hydrophobic (Yang et al., 2007, Panigrahi et al., 2011a, Banerjee et 

al., 2005, Banerjee and Bhattacharyya, 2008), it has the capability to pass through 

biological membranes. Graphene-nucleobase complexes are even more amphiphilic as 

the nucleobases can favorably interact with the lipid head-groups while the graphene 

components would tend to be stabilized towards the central hydrophobic part of the 
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bilayer membrane. These interactions together can permit the complex to pass through 

the cell membrane.  The above characteristics allow graphene to act as a drug-delivery 

vehicle, which has been discussed by various groups (Sun et al., 2008, Liu et al., 2008, 

Yang et al., 2010a). 

Among the several interactions of nature, non-covalent interactions have crucial 

importance in chemical, catalytic, in biological systems and nanoengineering. The main 

contributions to the non-covalent interactions come from electrostatics, hydrogen 

bonding, stacking, and van der Waals interactions.  Among these contributions, 

dispersion interaction, a component of van der Waals interaction, acts as a major 

attractive interaction between nonpolar molecules. Dispersion interaction is an attractive 

interaction arises due to electrostatic interactions of the fluctuating distributions, 

instantaneous dipoles and higher multipoles. Interactions of graphene with different host 

molecules such as many organic small molecules, nucleobases, drugs etc., are also guided 

by non-covalent interactions. However, dispersion interaction including π-π stacking 

plays crucial role in stabilizing such kind of systems. It has been observed that dispersion 

interaction between stacked amino acids and stacked DNA or RNA basepairs can be 

sufficiently large and sometimes comparable to the strengths of the hydrogen bonding 

interactions also (Černý and Hobza, 2007). Many DNA sensors have been developed 

taking in advantage of the π-π stacking of single strand DNA on graphene (Brett and 

Chiorcea, 2003, Akca et al., 2011).  Different aromatic drugs, which are used in cancer 

therapy, can be loaded on the graphene sheet through π-π stacking for intracellular drug 

delivery. Recently, additional studies in drug loading and delivery via graphene have 

been reported by several groups (Yang et al., 2008, Yang et al., 2010c). A very important 
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characteristic of graphene sheet is its high surface area, where maximum number of 

atoms can get exposed to the surface, thereby making it a very important therapeutic 

agent for drug delivery (Geim and Novoselov, 2007).
 
Many studies by different groups 

have been carried out to analyze the interactions between the graphene sheet with 

different biomolecules like amino acids, nucleobases, and different organic compounds 

(Rajesh et al., 2009, Varghese et al., 2009, Antony and Grimme, 2008, Gowtham et al., 

2007, Umadevi and Sastry, 2011). However, different groups adopt different assumptions 

to optimize these structures. Gowtham et. al
 
(Gowtham et al., 2007) used density 

functional theory (DFT) formalism with plane-wave pseudopotential considering periodic 

lattice of graphene-nucleobase complexes. Varghese et. al
 
(Varghese et al., 2009) 

optimized structures of graphene–nucleobase complexes using Hartree-Fock method. 

Sastry and coworkers (Umadevi and Sastry, 2011) recently studied interaction of 

graphene and nanotubes of different radius with the nucleobases using dispersion-

corrected DFT based approach and observed that the binding energy depends on 

curvature of the molecule. However, they did not study any effect of non-planarity of 

graphene in their hybrid quantum mechanical-molecular mechanics (QM/MM) approach. 

 All the above studies assume perfectly planar graphene sheets and mostly of 

infinite dimensions in X and Y directions.  However, it is well known that two-

dimensional crystals are never stable (Hohenberg, 1967, Mermin and Wagner, 1966) and 

have a tendency to curl towards the edges (Pereira et al., 2010, Gil et al., 2010).
 
 Also 

many reports by different groups confirmed that bending in the graphene can be due to 

topological lattice defects, impurities, tensions etc. (Banerjee and Bhattacharyya, 2008, 

Thompson-Flagg et al., 2009, Guinea et al., 2009).   Recent electron microscopy and 
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atomic force microscopy studies also show evidences of such curvature at the edges, but 

the wavelengths measured by different groups vary significantly (Meyer et al., 2007, Bao 

et al., 2009).
 

 I have carried out ab initio quantum chemical calculations using density 

functional theory with different DFT functionals on free hydrogen terminated nano 

graphene as well as graphene-nucleobases complexes to understand the structure and 

interactions of graphene. Supportive experiments have been also carried out by my 

collaborators to understand its natural curvature (Panigrahi et al., 2012). All of these 

indicate that significantly larger graphene sheet is curved in general and these curvatures 

may give additional stability to nucleobase binding.  

 

6.1.2.   Modeling and Computation 

 I have considered square graphene sheets of different dimensions, by varying the 

number of benzene rings such as 4-ring (4×4), 5-ring (5×5), 6-ring (6×6), 7-ring (7×7) 

and 8-ring (8×8) for theoretical quantum chemical calculations. All the graphene sheets 

considered here are terminated with hydrogen atoms in their cis (arm-chair) and trans 

(zig-zag) edges.  The molecular models were constructed with the help of MOLDEN 

software (Schaftenaar and Noordik, 2000) using standard C-C and C-H bond lengths as 

1.421 Å and 1.009 Å, respectively and all bond angles were fixed to 120
o
. I have 

optimized all the graphene sheets of different dimensions by the standard B3LYP/6-

31G** and dispersion corrected density functional theory (DFT-D) based approach with 

ωB97XD/6-31G** (Chai and Head-Gordon, 2008) basis set
 
using Gaussian 09 (Frisch et 
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al., 2009).  Considering their overall properties and to correlate theoretical data with the 

experimental findings, I have considered (8×8) graphene sheet as a standard miniature 

model for carrying out further calculations. 

 I have modeled the constituent bases of DNA and RNA, namely adenine, guanine, 

cytosine, thymine and uracil using their standard bond lengths and angles. The N9 

position of the purines (adenine and guanine) and the N1 position of pyrimidines 

(cytosine, thymine, and uracil) have been terminated with methyl groups instead of 

hydrogen.  This removes the artificial dipole moment due to the N-H bonds and also 

gives some steric effect, though smaller than the sugar moiety of nucleic acids. Initially 

the bases were kept parallel to the 8-ring graphene sheet at around 4.0 Å vertically above 

the center of the hexagonal carbon rings of the planar graphene sheet (modeling is done 

with the help of Discovery Studio software (Studio, 2007)). During the optimization 

process, all the atoms of the graphene sheet and nucleobases were allowed to relax freely 

without any constrain.  Equation of plane was fitted to the coordinates of the carbon 

atoms of the optimized graphene by least squares fit method and root mean square 

deviation (rmsd) of the carbon atomic positions from the best-fit plane was calculated. 

Interaction energy between graphene and the nucleobases were calculated 

considering Basis Set Superposition Error (BSSE) and deformation correction using the 

following equation.             

 Eint = E(complex) - EXo(isolated graphene) - EYo(isolated nucleobase) + BSSE …. [6.1.1] 

Boys-Bernardi function counterpoise method
 

(Boys and Bernardi, 1970) has been 

employed for calculation of the BSSE contribution. I have also analyzed the 

pyramidalization of the amino groups of the nucleobases following earlier publications 
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(Mukherjee et al., 2005).  As electronic structure of the graphene sheet is highly sensitive 

to the environment, I have carried out Natural Bond Orbital (NBO) (Carpenter and 

Weinhold, 1988, Reed et al., 1985, Reed et al., 1988) analysis to evaluate the charge 

transfer and charge distribution of the bases and the graphene sheet before and after 

complex formation, which in turn affects it‘s conducting properties also.   

6.1.3. Results 

      6.1.3.1. Structure of Nano Graphene 

 Optimized structures of most of the graphene models of various dimensions show 

near planar geometry. The root mean square deviations (rmsd) of the carbon atomic 

positions from the best-fit planes were calculated to estimate planarity of the optimized 

models and are tabulated for the B3LYP/6-31G** and ωB97XD/6-31G** methods in 

Table 6.1.1. The smaller models show similar and small rmsd values by both standard 

DFT and DFT-D quantum chemical methods. The model having 8-rings optimized by 

DFT-D method shows a significant curvature as reflected by the high rmsd value (Figure 

6.1.1). The central region of the graphene sheet remains invariant, whereas the corners 

tend to role, which is in agreement with the study by Meyer et. al. (Meyer et al., 2007). 

The difference in DFT and DFT-D methods arises from inclusion of long-range 

dispersion interaction in the DFT-D functional, which plays significant role in making a 

larger graphene sheet non-planar.  I have also optimized the curved model with 8-rings, 

as obtained from DFT-D optimization, by the standard B3LYP/6-31G** method and 

observed that absence of dispersion correction makes the structure planar (rmsd value 

drops from 3.7 Å to 0.06 Å as denoted by DFT-D_B3LYP in Table 6.1.1). This clearly 
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indicates that the curvature in the 8-ring graphene (2.4 nm × 2.4 nm dimensions) by DFT-

D is not an artifact and it arises due to dispersion interaction.  

Table 6.1.1.  RMSD values for different dimensions of graphene sheets obtained from 

plane fit method  

System B3LYP_RMSD ωB97XD_RMSD 

4-ring 0.0019 Å 0.0052 Å 

5-ring 0.0023 Å 0.0049 Å 

6-ring 0.0053 Å 0.0076 Å 

7-ring 0.0062 Å 0.0027 Å 

8-ring 0.04 Å 3.70 Å 

8-ring (DFT-

D_B3LYP) 
0.06 Å  

     

On the basis of these results, I can hypothesize that larger graphene sheets would 

have stronger dispersion interactions and would be more curved.  It has been discussed 

by Bao et. al. (Bao et al., 2009) that the free standing graphene sheet may have much 

smaller wavelength ripples and as the thickness of graphene sheet increases (few layers 

of graphene bound together), the wavelength will increase. As dimension of the models 

considered for my theoretical calculations are an order of magnitude smaller than the 

measured wavelengths, it is difficult to estimate the degree of bending to compare 

accurately with experiments. My experimental collaborators also observed distinct 

electronic properties of the carbons at the bends (Panigrahi et al., 2012). Using the 

conducting tip atomic force microscopy technique around the folded region of the 

graphene underlying on the highly oriented pyrolytic graphite surface, they proposed that 

the appearance of curvature is presumably due to adoption of partial sp
3
 character by 

some of the carbon atoms present towards the edges, owing to unusual edge property. 
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   6.1.3.2. Interaction of Graphene with Nucleobases 

Each of the complex systems (graphene sheet with nucleobase), upon 

optimization by ωB97XD/6-31G** method results in stacked geometry with the (88) 

dimension graphene sheet as shown in Figure 6.1.2. The bases remain parallel to the 

graphene sheet in AB stacking configuration, with distances around 3.5 Å vertically 

above the central hexagonal carbon rings, which are the characteristics of π-π stacking 

interaction.  

Figure 6.1.1. Isolated graphene optimized by (a) DFT-D formalism with ωB97XD/6-

31G** (b) B3LYP/6-31G** functional 

 

 

However, guanine moved slightly from the center towards the trans edge unlike 

the other bases. An analysis of dipole moment of individual bases reveals that guanine 

has maximum dipole moment (6.96 D) as compared to the other bases (2.48, 6.13, 4.44 

and 4.65 D for adenine, cytosine, thymine and uracil, respectively). As trans edge is more 

polar than the cis edge, (Panigrahi et al., 2011a, Banerjee and Bhattacharyya, 2008) 

guanine shows a tendency to move towards it. The associated graphene sheets of the 

graphene-nucleobase complexes also show similar amount of wrinkles as observed in 

case of free graphene sheet (Figure 6.1.1).  

 

(a)

(b)

3.70 Å

(a)

(b)

3.70 Å
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Figure 6.1.2.  Optimized geometry of stacked complexes of graphene with (a) Guanine 

(b) Adenine (c) Cytosine (d) Thymine (e) Uracil 

 

The rmsd values of the curved graphene sheets in the complexes lie in between 3.5 Å to 

4.5 Å (Figure 6.1.3), indicating nucleobase binding does not further enhance the non-

planarity of the graphene sheets. The values of interaction energy, as given in Table 

6.1.2, indicate its trend follows the order of G > A > C > T > U.  These results are well 

correlated with the theoretical and experimental observations by various groups 

(Gowtham et al., 2007, Varghese et al., 2009, Umadevi and Sastry, 2011).
 
 Guanine has 

more stabilization energy presumably due to presence of both the amino (–NH2) and 

carbonyl (=O6) groups, which can interact with the π electron cloud of the graphene 

sheet.  Such groups are known to interact with -center to form a weak hydrogen bond 

like interactions in two ways: N-H… as well as lone-pair electron… types of 

interactions (Jeffrey, 1997).
 
The cytosine base also possesses amino and carbonyl groups, 

but its interaction energy is significantly smaller than that of guanine. This difference 

possibly arises due to stacking component that depends on the overlapping area and 

 

(b) (c)

(e)(d)

(a) (b) (c)

(e)(d)

(a)
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number of atoms involved. It may be mentioned here that the guanine, adenine, and 

cytosine bases have amino groups, which can form N-H… hydrogen bond while the 

uracil and thymine bases possess only carbonyl oxygen atoms, capable to form lone-

pair… interactions. Among these, the N-H... is perhaps stronger than the lone-pair… 

interaction, which is reflected in the above interaction energy pattern. The strong 

interaction of N-H… over the weak C=O… interaction in different aromatic 

compounds have been studied both experimentally and theoretically by various groups 

(Ottiger et al., 2009, Egli and Sarkhel, 2007, Jain et al., 2009).
 
 Thus, in addition to 

hydrophobic stacking interaction, there are also some electrostatic interactions present in 

the complexes. 

 

(a) (b)

(c) (d)

(e)

 

Figure 6.1.3. Optimized structure of the graphene from complex with (a) Adenine        

(b) Guanine (c) Cytosine (d) Thymine (e) Uracil 

 

It has been observed by various groups that amino groups have the tendency to be 

pyramidal and the value of pyramidalisation changes when it is involved in any kind of 
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interactions, mostly when it is involved in hydrogen bonding. I observed that guanine 

shows maximum pyramidalization (37.77
o
) in the isolated environment (Table 6.1.2), and 

its value decreases by 10
o
 when it forms complex with graphene sheet, while in case of 

adenine and cytosine, value of pyramidalization increases upon complex formation. This 

indicates a strong possibility of guanine interacting through N-H…π type of hydrogen 

bonding. 

Table 6.1.2. Interaction energy and amino group geometry of the stacked graphene-

nucleobases 

System 

Interaction 

Energy 

(kcal/mol) 

Pyramidalization 

of amino groups 

in Complex 

Pyramidalization 

of amino groups 

in Component 

Graphene+ 

Guanine 
-22.49 27.02

 o
 37.77

 o
 

Graphene+ 

Adenine 
-20.31 23.10

 o
 5.2

 o
 

Graphene+ 

Cytosine 
-18.94 26.21

 o
 17.68

 o
 

Graphene+ 

Thymine 
-18.40   

Graphene+ 

Uracil 
-16.34   

 

As the graphene surfaces are hydrophobic in nature, partial charges on the inner 

carbon atoms are close to zero in isolation. Their values can change in presence of 

charged groups, such as amino or carbonyl groups, which can be best characterized by 

NBO analysis. I observed noticeable change in the natural charges of the methyl groups 

in the complex and in the isolated geometry. The differences in natural charges of the 

amino groups and carbonyl groups of the nucleobases before and after complex formation 

are given in Table 6.1.3, all the other atoms show negligible amount of charge transfer.  
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           It is observed that NBO charges of HN21, HN22 and O6 of guanine change 

significantly after complex formation as compared to functional groups of the other 

bases, which is probably indicative of weak hydrogen bond formation. I have also picked 

the carbon atoms of the graphene sheet, those lie within 4.0 Å to the amino groups and 

carbonyl groups of the nucleobases, and compared their charges as average and standard 

deviation (Table 6.1.4).  

 

Table 6.1.3. NBO analysis of nucleobases of the graphene-nucleobases complexes 

 

In case of isolated graphene, the average NBO charges are generally zero with 

very small variations.  The average charges of the carbon atoms present close to amino 

hydrogen atoms (having weak hydrogen bonding distance) become negative with wide 

fluctuations as observed from its large standard deviation values.   

System Atoms 

 

Natural charge of 

complex (Qc) 

Natural charge of 

component (Qo) 

Difference 

(Qc-Qo) 

Graphene+guanine O6 -0.617 -0.604 -0.013 

 HN21 0.445 0.437 0.008 

 HN22 0.426 0.419 0.007 

Graphene+ adenine HN61 0.433 0.438 -0.005 

 HN62 0.437 0.435 0.002 

Graphene+ cytosine O2 -0.655 -0.644 -0.011 

 HN41 0.436 0.437 -0.002 

 HN42 0.424 0.421 0.002 

Graphene+ thymine O2 -0.646 -0.642 -0.004 

 O4 -0.618 -0.610 -0.008 

Graphene + uracil O2 -0.639 -0.637 -0.003 

 O4 -0.613 -0.602 -0.011 
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Table 6.1.4. NBO charge analysis of carbon atoms of the graphene-nucleobase 

complexes along with closest approaching distance from the nucleobases. 

 

 

Similar wide fluctuations are also observed for the NBO charges of the carbon 

atoms close to the carbonyl oxygen atoms. This can well explain why the graphene-

guanine complex has more attractive interaction energy as compared to others. 

6.1.4. Discussion 

 
From the computational approach, I observed that ripple formation is the inherent 

nature of the larger graphene sheet, which provides structural stability to graphene sheet. 

Interaction of graphene with the nucleobases proved that electrostatic interaction is not 

the major driving forces for stabilizing such systems and greatest contributions for the 

binding energy often come from the dispersion interaction, which is isotropic in nature. 

System 

Atoms of 

the 

Nucleobases 

Distance 

D-H…A 

No. of atoms of 

the graphene sheet 

close to the atoms 

indicated in 

column 2 

Average NBO 

charge and 

Std. in 

parenthesis 

Gua+graphene HN21 3.22 Å 7 -0.006 (0.021) 

 HN22 3.44 Å 5 0.000 (0.019) 

 O6 3.30 Å 6 0.009 (0.011) 

Ade+graphene HN61 2.98 Å 9 -0.002(0.022) 

 HN62 3.03 Å 9 0.000(0.017) 

Cyt+graphene HN41 3.01 Å 9 0.001 (0.017) 

 HN42 2.94 Å 9 -0.008 (0.016) 

 O2 3.36 Å 6 0.011 (0.015) 

Thy+graphene O2 3.37 Å 6 0.005 (0.016) 

 O4 3.34 Å 6 0.006 (0.014) 

Ura+graphene O2 3.43 Å 6 0.004 (0.016) 

 O4 3.32 Å 6 0.007 (0.014) 

Isolated 

graphene 
Single ring  6 0.000 (0.004) 

Isolated 

graphene 
Fused ring  10 0.003 (0.008) 
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Among the nucleobases, guanine shows maximum charge transfer with the graphene 

sheet, associated with maximum interaction energy and pyramidalization values, which in 

turn demonstrate that N-H…interaction in addition to lone pair…contacts play crucial 

role in stabilizing such kind of systems. My theoretical observations also prove the 

reliability of dispersion corrected density functional theory (DFT-D) for optimizing the 

stacked complex systems. My theoretical studies were well supported by the 

experimental analysis carried out by my collaborators, where ripple formation in 

graphene is associated with unique electronic properties of the carbons at the bends.  

 This investigation opens up a new area of research to understand the mode of 

interaction between graphene with other biomolecules. One can expect that amphipathic 

compounds like small interfering RNA, which are generally unstructured, have their 

hydrophobic base faces as well as hydrophilic sugar-phosphate groups exposed to solvent 

environment.  Such molecules may bind to graphene more strongly through  stacking 

as well as hydrogen bonding interaction involving their 2′-hydroxyl groups, which are 

discussed in the next section.  
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Section 6.2 

siRNA Unzipping on Graphene : Quantum Chemical Approach  
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6.2.1. Introduction  

Exploring of new classes of RNA, popularly known as non-coding RNA (nc-

RNA) reveals several fascinating features of small RNA (Carrington and Ambros, 2003). 

These RNAs in general control gene expression by repressing the translation of the target 

genes, by binding to the 3‘ untranslated region of the m-RNA targets. Such small RNAs 

in animal, plant and fungi are collectively termed as RNA interference (RNAi). RNA 

interface refers to inhibition of gene expressions by small double stranded RNA 

molecule, typically known as siRNA (Couzin, 2002). The siRNA is emerging as widely 

accepted tools for down regulating gene expressions. Producing endogenous siRNA is 

regulated by three enzymes, (i) RNA dependent RNA polymerase which converts single 

stranded RNA into double RNA, (ii) DNA dependent RNA polymerase produce siRNA 

by transcribing inverted DNA repeats and (iii) dicer that cut the large RNA fragments 

into smaller siRNA. RNA induced silencing complex (RISC) is formed when argonaute 

protein binds to the siRNA, which promoted gene silencing. The base-pairing of siRNA 

with messenger RNA (mRNA) sequence silences the encoded protein. The mechanism of 

RNAi interference involves RISC (RNA-induced silencing complex) loading complex 

comprising of Dicer, Argonaute2 and siRNA binding protein that induces unzipping of 

siRNA into two single strand RNAs (Zamore et al., 2000, Tomari et al., 2004). One of 

these two strands acts as a guiding strand to specifically base-pair with mRNA. The 

siRNA controls the gene expression in two ways, it may bind to the messenger RNA, and 

inhibits the translation process, or it may direct binds to the chromatin (Plasterk, 2002) 

(Zamore, 2002) and modify the chromatin structures. SiRNA can be synthetic, they can 

be designed specifically to target specific genes, thus have important therapeutic 



 

 

240 

 

applications. RNAi technology can be used in the treatment of cancer, HIV-AIDS, viral 

infections (Li et al., 2002) . Efforts are being made for the efficient and safe siRNA 

delivery systems to achieve the desired RNAi effect. Dendrimers (Tsubouchi et al., 2002, 

Huang et al., 2003) and carbon nanotubes (Liu et al., 2007, Liu et al., 2009), cell 

penetrating peptides (Morris et al., 1997, Simeoni et al., 2003) etc.  are good carriers of 

siRNA into disease infected cell. Graphene are molecular structures having exceptional 

electronic, thermal, and mechanical properties (Han et al., 2007b, Lee et al., 2008). These 

properties along with applications oriented characteristics such as high surface area, 

diverse capabilities of chemical modifications and functionalization, made them a 

promising material in wide varieties of applications. Numbers of reports have exploded 

the potential for graphene for different biomedicine applications (Feng and Liu, 2011, 

Yang et al., 2008). In recent years graphene has been envisaged to be very efficient 

delivery materials for siRNA as well as various oligonucelotides (Zhang et al., 2011).  

Different groups have attempted to study the properties of nucleic acid interaction with 

graphene (Varghese et al., 2009, Umadevi and Sastry, 2011, Mohanty and Berry, 2008). 

However the interaction between graphene and siRNA/DNA has not been studied well.     

 In this section, I have tried to understand the structure and thermodynamics of the 

siRNA-graphene complex by dispersion corrected density functional theory (DFT-D) 

based approach, since dispersion force including  stacking serves as the major 

attractive interactions between the non-polar molecules (Brett and Chiorcea, 2003).  My 

quantum chemical results are well supported by the molecular dynamics studied carried 

out by my collaborators (Santosh et al.). It was found from molecular dynamics 

simulation of graphene-siRNA and graphene-dsDNA complexes, for same sequence, that 
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the siRNA has a tendency to unzip and binding to graphene more strongly. On the other 

hand the dsDNA remains in stable double helical form and probably has weaker 

interactions with graphene.   

 

6.2.2. Modeling and Computation  

 I have carried out quantum chemical analysis to understand the interaction of the 

planar nano graphene with the nucleosides of RNA and DNA. For the present 

investigation, I have taken a graphene sheet of (6×6) dimension with alternate arm chair 

edge and zig-zag edges with C-C bond lengths as 1.42 Å, C-H length as 1.09 Å while all 

the angles are kept at 120
o
. The edges are terminated with hydrogen atoms to avoid any 

unwanted terminal effect (Koskinen et al., 2008). I have modeled adenine, guanine, 

cytosine, thymine and uracil with pentose sugar connected to the respective bases by the 

β-glycosidic bond.  Since the structural features that distinguishes RNA from DNA are 

present of uracil base and 2‘ hydroxyl –OH group in the constituted ribose sugar in RNA. 

So I have modeled thymine with the deoxy-ribose sugar, and all other bases are modeled 

with ribose sugar. Now these two structures act as proper miniature models of RNA and 

DNA to understand the interaction with the planar graphene molecule by quantum 

chemical calculations. Initially the nucleosides are placed vertically above, around 4 Å 

from the center of the planar hexagonal ring of the graphene molecule parallel to the 

graphene sheet. All the modeling was done with the help of Accelrys Discovery studio 

(Studio, 2007) and Molden (Schaftenaar and Noordik, 2000) software.  

Dispersion force serves as the major attractive interactions between the non-polar 

molecules (Paton and Goodman, 2009).  Dispersion forces in stacked bases are 
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sometimes very large and contribute a significant amount of the stabilization energy, 

sometimes comparable to hydrogen bond energy also. Graphene has amphiphilic nature, 

the surface is hydrophobic, while the terminal edges carry some amount of  hydrophilic 

property with varying strengths (Panigrahi et al., 2011a). These differential nature of 

nano graphene make it a promising carrier in nanomedicine (Sun et al., 2008). The 

surface of nucleobases is also hydrophobic in nature. So these nucleobases may interact 

with the graphene with the non-covalent dispersion interaction. I have optimized all the 

complex systems (graphene + nucleosides) to get the energy minimized configuration, as 

different physical and chemical properties of a system can be best studied in its 

minimized configuration only. For all the quantum chemical calculations, I have 

employed dispersion corrected density functional approach using ωb97xd/6-31G** (Chai 

and Head-Gordon, 2008) method, which has been incorporated in Gaussian g09 (Frisch et 

al., 2009) to take in account of the dispersion interaction specially.  Equation of plane 

was fitted to the coordinates of the carbon atoms of the optimized graphene by least 

squares fit method and root mean square deviation (rmsd) of the carbon atomic positions 

from the best-fit plane was calculated for all the systems. 

The total interaction energy of each system have been calculated using the 

following equation 

Eint = E(complex)- Exo(isolated graphene)- EYo(isolated nucleobase) + BSSE ……  [6.2.1] 

 

The  Basis set superposition error (BSSE) has been calculated using Boys and Bernardi 

function counter poise method (Boys and Bernardi, 1970). I have also carried out 

frequency calculation on the optimized geometry, using the same method and basis set 

that was used for optimizing the systems, to calculate different thermodynamic 
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parameters such as entropy, enthalpy, and free energy of the systems. To analyze the 

degree of binding, I have also carried out the charge transfer analysis of the nucleosides 

and graphene sheet using the Natural Bond Orbital (NBO) approach (Carpenter and 

Weinhold, 1988, Reed et al., 1988) 

 

The enthalpy of the reaction is calculated as 

     reacantscorrproductscorr HHH )()( 00                   ……………………   [6.2.2] 

and Gibbs free energy of reaction is calculated as  

  reacantscorrproductscorr GGG )()( 00                       ………………………[6.2.3] 

0  is the electronic energy of the system,  Etotal  and  Stotal denote total internal energy and 

total entropy of the system, having contributions from translational, rotational, vibrational 

and electronic motion given as 

evrttotal EEEEE                    ……………………….  [6.2.4] 

evrttotal SSSSS            …………………………[6.2.5] 

All of the term includes zero-point energy. 

Hcorr is the corrections to the enthalpy due to internal energy defined as 

                             Hcorr = Etotal + KBT                               …………………………   [6.2.6] 

Gcorr is the corrections to the Gibb‘s free energy due to internal energy defined as   

                             Gcorr = Hcorr -TStotal                                     ………………………………………….  [6.2.7] 

  

6.2.3. Results  

Upon optimization, the nucleosides are found to be stacked on the planar nano 

graphene sheet (Figure 6.2.1). I have calculated the rmsd for the optimized isolated 
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graphene as well as graphene nucleoside complexes (Table 6.2.1). I observed that the 

isolated (6×6) graphene remain in the planar conformation after optimization through 

DFT-D method with rmsd value 0.008 Å, however I found deviations from the planar 

structure of graphene in all the optimized structures of the graphene nucleoside 

complexes, as noted from its rmsd values, which range from 1.63 Å to 3.35 Å. The 

deviation from the planar graphene follow the order A > G > U > C > T.  I focus mainly 

on the thymine and uracil complex systems since these are the principal bases, which can 

differentiate between DNA and RNA. On analyzing the optimized geometry of the 

complex systems graphene + uridine (Graphene + Uracil sugar) and Graphene + 

Thymidine)  (graphene + thymine sugar), I find that in both the cases O3‘-H3‘ of the 

constituents sugar points towards the planar graphene sheet with close approach forming 

O-H...π contacts.  

  

 

 

 

 

 

 

 

 

 

Figure 6.2.1. Optimized geometry of stacked complexes of graphene with (a) Adenosine 

(b) Guanosine (c) Thymidine (d) Cytidine (e) Uridine 
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(d)

(e)

(c)

(b)(a)
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(e)

(c)
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In case of thymine nucleoside, the closest O3‘-H3‘…C is found to be around 2.54 Å, and 

the angle <O3‘-H3‘…C> is obtained as 129.35
o
. These distances and angles corresponds 

to weak O-H… π types of hydrogen bonds.  While in case of uracil nucleoside, the O3‘-

H3‘…C bond distances are found to be 2.34 Å, and the <O3‘-H3‘…C> be obtained as 

165.32
o
, indicating strong hydrogen bonds between the graphene and uracil sugar, 

comparable to that of thymine sugar complex (Panigrahi et al., 2011b). The O2 and O4 

groups of the thymine and uracil also interact with the graphene sheet, but the magnitudes 

of interaction seems to be  very low as comparable to that of O-H… π types of contact.  

The BSSE corrected interaction energy has been calculated for all the complex 

systems and they follows the trends G > A > U > T > C. Interaction energy of the 

graphene-uracil nucleoside is found to be -22.26 kcal/mol, while that of graphene-

thymine nucleoside is found to be -20.30 kcal/mol.  One can get the conclusion about the 

stability of the system from the interaction energy data. So I can infer that uracil 

nucleoside interacts with the graphene more strongly than that of the thymine nucleoside.  

These interaction energy values also well correlate the O-H… type H-bond lengths and 

angles values obtained in both the cases.   

Once a stationary point has been reached by geometry optimization, it is 

necessary to carry out the frequency calculation to check whether this point is a 

minimum/maximum or a hilltop.  The nature of stationary point can be checked by 

calculating the frequency and observing how many imaginary frequencies are present. A 

stationary point is said to be minimum if it does not have any imaginary frequency 

(Jensen, 2007). 
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Table 6.2.1.  Interaction energy, rmsd and thermochemistry of the graphene-basesugar   

complexes 

 

 

Frequency studies of the entire complex as well as isolated systems give no 

imaginary frequency indicating all have attained their minima. Thermodynamic 

parameters for binding can be calculated from these frequencies.  All the calculations are 

carried out at 298.15 K and 1 atm. pressure. I have calculated the change in enthalpy and 

free energy of all the complex systems (Table 6.2.1). The ∆H of Graphene + Uridine is 

found to be -26.39  kcal/mol, where as that of ∆H of Graphene + Thymidine is calculated 

to be -23.80 kcal/mol. Similarly the ∆G of graphene+ uridine and graphene + thymidine 

are found to be -11.95 kcal/mol and -10.22 kcal/mol respectively. As it is well known that 

the system is more favorable with increase in the negative value of ∆G. The ∆G, ∆H, ∆S 

for all the complex graphene nucleoside complexes follow the trend G > A > U > T > U.  

All these values indicated formation of stable graphene-uracil nucleoside complex and 

           

System 

RMSD plane 

fit in Å 

∆E 

(kcal/mol) 

BSSE 

corrected  

∆H      

(kcal/mol) 

∆G 

(kcal/mol) 

∆S 

(Cal/Mol-     

Kelvin) 

Graphene+ 

Adenosine 
3.35 -26.84 -30.84 -15.92 -50.13 

Graphene+ 

Guanosine 
2.82 -28.85 -33.41 -16.66 -56.15 

Graphene+ 

Thymidine 
1.63 -21.66 -23.80 -10.22 -45.54 

Graphene+ 

Cytidine 
2.03 -15.94 -20.13 -5.92 -48.00 

Graphene+ 

Uridine 
2.73 -22.26 -26.39 -11.95 -48.44 

Graphene 

isolated  

  (6 x 6) 

0.008     
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this may affect subsequent unzipping of the si-RNA structure as observed by my 

counterpart MD simulation studies conducted by my collaborators (Santosh et al.). 

 I have also calculated the NBO charges of the adenosine, guanosine, thymidine, 

cytidine, and uridine in complex systems and compared them with that of the isolated 

nucleosides. The differences in NBO charges of the major hydrogen bond donor atoms of 

the nucleosides which interact with the graphene sheet are given in Table 6.2.2. In case of 

adenosine, the O3‘-H3‘ and hydrogens of the –NH2 groups come closer to the graphene 

sheet, with distances of closest approach as 2.30 Å, 2.84 Å and 2.95 Å respectively. The 

difference in NBO charges are calculated as 0.009, 0.002, and 0.002 in case of the H3‘, 

hydrogens of the –NH2 group respectively after complexation with the graphene sheet. In 

case of guanosine, the closest interaction is observed in between the O2‘-H2‘ (2.73 Å), 

hydrogens of -NH2 group (3.21 Å and 2.93 Å) and O6 (3.08 Å) groups and graphene 

sheet. The differences in NBO charges are obtained as -0.025 for O6, 0.010 for hydrogen 

of O2‘-H2‘ and 0.003 and 0.005 for the –NH2 group. These can be well correlated with 

the interaction energy of the graphene nucleosides complexes. I observed that charge 

transfer is more significant for the O3‘-H3‘ and O4 atoms for uridine molecule with 

graphene, since they interacts strongly with the graphene sheet (Table 6.2.2). The O2 of 

thymine shows negligible amount of charge transfer with the graphene sheet. So from this 

analysis, I can clearly observed that uridine interacts with the graphene sheet more 

strongly than that of the thymidine, which is well correlated with the hydrogen bond 

strengths, interaction energy, and  thermochemical analysis of the systems.  
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Table 6.2.2. Difference in NBO charges of major hydrogen bond donors of Nucleosides  

         with graphene sheet 

 

 

 

 

 

6.2.4. Discussion 

From the present investigation using dispersion corrected density functional 

theory, I demonstrate that uracil residues make strongest contacts with the graphene sheet 

through van der Waals and specific H-bonding interaction involving 3‘-OH group of the 

ribose sugar. The 2‘-OH also has some contribution, but its contribution is comparatively 

less. These interactions can be the dragging force for the double helical siRNA to unzip, 

which are stabilized subsequently by several such O-H...π interaction. Subsequent 

molecular dynamics study by my collaborators also shows complete siRNA unzipping on 

graphene substrate where the equivalent double stranded DNA remains stable throughout 

the simulation time. This may be due to absence of –OH group in DNA and presence 

bulky methyl group in thymine, leading to less interaction energy of the 

graphene+thymidine complex. I have also observed deformation on the plane of the 

graphene upon complexation with nucleosides. This signifies that inclusion of 

nucleosides also effect the structural features of the graphene. These unusual phenomena 

of these findings may have very important implications while designing graphene based 

delivery platform for siRNA delivery. 

 

Atom No. Graphene + Thymidine Graphene + Uridine 

 Difference in NBO 

charge 

Difference in NBO 

charge 

O3‘-H3‘ 0.005 0.007 

O2 0.002 0.000 

O4 -0.007 -0.014 



 

 

249 

 

 

 

 

 

Section 6.3 

 

Interaction of Small Interfering RNA (siRNA) with Single 

Walled Carbon Nanotube: Quatum Chemical Approach 
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 6.3.1. Introduction 
 

 The discovery of reagents to inhibit RNA synthesis, translation has been attracted 

researchers to study the biological processes. These tools include small interfering RNA 

(si-RNA), small hairpin loops and ribozymes. Small interfering RNA is also commonly 

known as silencing RNA, typically 21 to 23 nucleotides in length are actively being 

studied due to their potential influence on cell functionality and applications in medicine 

(Fire et al., 1998, Novina et al., 2002, Medarova et al., 2007). The potential role of the 

siRNA has already been discussed more elaborately in section 6.2. A number of groups 

have shown that single-walled carbon nanotubes (SWNTs) and multiwalled carbon 

nanotubes (MWNTs) can be used to deliver therapeutic and diagnostic small molecules 

and macromolecules to cells (Kostarelos et al., 2007, Heller et al., 2005).  CNTs can act 

as suitable candidates for loading biomolecules and drugs on its surface for drug delivery 

and medical imaging (Liu et al., 2009) due to their high surface area, which  can 

potentially act as a template for loading  molecules such as peptides, proteins, nucleic 

acids, and drugs through  stacking interaction. The cellular uptake of free peptides 

and oligonucleotides is very poor; therefore these molecules are conjugated onto CNT for 

improvements in the delivery of such biologically important molecules (Kostarelos et al., 

2007, Pantarotto et al., 2003). Chemical modifications or proper functionalization of the 

surface of the CNT can improve the biocompatibility and reduce toxicity to cells. CNTs 

that are functionalized with polymers such as Polyethylene glycol (PEG), CONH-

(CH2)(6)-NH3+Cl- or single stranded DNA (ssDNA) are efficient transporters of siRNA 

into human T cells and primary cells (Liu et al., 2007, Liu et al., 2009, Kam et al., 2006). 

Recently, CNTs have also been conjugated with siRNA that help in siRNA-mediated 
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gene silencing.  However, the mechanism underlying this effect has not been clearly 

elucidated. The delivery of siRNA by CNTs will certainly become more widespread and 

it is expected that therapeutic applications will also diversify. With this knowledge, we 

have studied the mode of binding of the siRNA with nucleobases and nucleosides, and try 

to analyze several other properties such as charge transfer, hydrogen bonding interaction 

through ab initio quantum chemical approach. My computational findings are well 

supported by the all atom molecular dynamics (MD) simulations of siRNA-CNT 

complex carried out by my collaborator (Santosh et al., 2012).  

   

6.3.2. Methods 
 

I have carried out quantum chemical analysis to understand the interactions of the 

CNT with the DNA and RNA. The valencies of the Carbon atoms at the ends of the (6, 6) 

CNT were satisfied by adding necessary hydrogen atoms. The structural features that 

distinguish RNA from DNA are the presence of uracil base and 2‘-OH groups of the 

ribose sugars. So I have modeled four miniature systems, which carry the features of the 

bigger system. My considered systems are as follows (i) CNT with one uracil nucleobase, 

(ii) CNT with one thymine nucleobase, (iii) CNT with one uridine nucleoside (uracil 

attached with C3‘-endo ribose sugar) and (iv) CNT with thymidine nucleoside (thymine 

nucleobase attached with C2‘-endo deoxyribose sugar) as shown in Figure 6.3.1. These 

initial structures were built using MOLDEN (Schaftenaar and Noordik, 2000) software. 

Initially the bases were placed parallel to the CNT. Free geometry optimization of all the 

four systems discussed above, were carried out without any constraints using density 

functional theory with ωB97XD/6-31G(d,p) basis set (Chai and Head-Gordon, 2008), 
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which includes dispersion correction to density functional theory, giving rise to energy 

EXY, by Gaussian09 (Frisch et al., 2009).  I have also optimized the isolated CNT, giving 

rise to energies EX0, the two nucleobases and the two nucleosides in un-complexed 

isolated from having energy EY0. Basis set superposition error (BSSE)  has been 

corrected by Boys-Bernardi function counterpoise method (Boys and Bernardi, 1970). 

The BSSE corrected interaction energies (Eint) of each system were calculated using the 

following equation, 

Eint. = EXY - EX0 - EY0 + BSSE                          …………………[6.3.1] 

 

where EXY represents potential energy of the whole system (CNT + nucleobase or 

nucleoside), and EX0 and EY0 represent energy of the isolated CNT and optimized 

nucleoside/nucleobase residues. The deformation energy which signifies the energy 

required to deform the isolated monomers in forming the complex system is calculated as 

follows. 

E( Deformation)= (EX - EX0) + (EY - EY0)     ………………………   [6.3.2] 

 

 

The deformation energies and the corrected interaction energies obtained from all 

the four systems are compared.  I have also carried out the Mullikan charge analysis of 

the optimized systems which involved the sugar ring in its configurations as presence of 

hydroxyl -OH group of the sugar may have some effect in the CNT system. 

 All molecular dynamics simulations were carried out by my experimental 

collaborators (Santosh et al., 2012). 
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6.3.3. Results  
     

I observed that upon optimization all the nucleobases and nucleosides remain 

stacked on the CNT wall through π-π stacking interaction (Figure 6.3.1). I find 

interaction energy of the CNT-uracil nucleobase complex is -9.64 kcal/mol whereas that 

of the CNT-thymine nucleobase complex is about -12.25 kcal/mol. Interaction energy 

between thymine and CNT was calculated earlier using Hartree-Fock and related 

methods giving significant attraction between the two (Varghese et al., 2009).  

 

 

 

 

 

 

 

 

 

 

Figure 6.3.1. Optimized geometries of the four complex systems studied: CNT with (i) 

uracil (ii) thymine (iii) uracil-sugar and (iv) thymine-sugar. The yellow colored atoms 

represent the terminal carbon atoms of the CNT those are in close approach to the 

base/nucleoside (Edge-1), whereas the violet colored atoms represent the terminal carbon 

atoms, those remain far away from the base/nucleotide (Edge-2) 

 

 

Although I have optimized the systems and calculated the energies using more 

robust density functional theory which includes dispersion correction (DFT-D), the value 
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of interaction energy of thymine obtained in this method is quite similar to that of the 

previous estimate (-11.3 kcal/mol), without dispersion and electron correlation effects. 

The difference in energy between thymine and uracil bases obtained in this method may 

arise due to the stronger non-polar interaction between the methyl groups of thymine and 

the carbons of CNT. Since sugar backbone plays a crucial role in maintaining the 

structure and stability of RNA or DNA, I have also optimized the CNT-uridine and CNT-

thymidine complexes including sugars attached to the nucleobases. This now represents 

the true model of CNT-siRNA complex in miniature form. The interaction energy values 

shown in Table 6.3.1 indicate that CNT with uridine has stronger binding (-18.72 

kcal/mol), than that of the CNT with thymidine (-16.25 kcal/mol). This is due to 

possibility of weak hydrogen bond formation between the three -OH groups of uridine 

molecule with carbon atoms of CNT.  

 

Table 6.3.1. Interaction energy values of the optimized systems 

 

 

 The deformation energy data of the former system also follow the same trend, 

with CNT with uracil-sugar is found to be comparatively more deformed.  This signifies 

that CNT with uracil-sugar complex is found to be more stable than that of thymine-sugar 

complex, in other words the CNT is found to be more reactive towards the uracil-sugar 

complex, which is in agreement with MD simulation data (Santosh et al., 2012). From the 

System System name BSSE 

(kcal/mol) 

Deformation energy 

(kcal/mol) 

EInt. 

(kcal/mol) 

Figure 6.3.1(i) CNT+Uracil 3.27 1.49 -9.64 

Figure 6.3.1(ii) CNT+Thymine 3.68 0.77 -12.65 

Figure 6.3.1 (iii) CNT+Uridine 5.36 1.79 -18.72 

Figure 6.3.1 (iv) CNT+Thymidine 5.94 1.00 -16.25 
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interaction energy values, I can also conclude that presence of ribose sugar added a good 

amount of stability to the CNT.  I believe this favors the siRNA unzipping and 

subsequent wrapping on CNT whereas only adsorption of dsDNA on CNT is observed. 

The uridine molecule forms two hydrogen bonds involving O5‘-H5‘ of ribose sugar with 

two carbon atoms at edge-1 (Figure 6.3.1)  of CNT with hydrogen bond distances of 2.62 

Å and 2.52 Å and associated O-H...C angles of 150.81
o
 and 166.16

o
, respectively. 

Another hydrogen bond is found between the O3‘-H3‘ of the ribose sugar ring with one 

of the carbon atom that lies towards the middle of the CNT with hydrogen bond distance 

and angle of 2.50 Å and 154.39
o
, respectively. So uridine is able to form three good 

hydrogen bonds with the CNT and stabilize the system provided the carbon atoms have 

sufficient negative charges. 

 

 

 

 

 

Figure 6.3.2. Schematic diagram of terminal Carbon atoms, C-C bond Carbon atoms are 

circled in red dotted lines, whereas the C-H bond Carbon atoms are circled in violet 

dotted line  

 

Generally hydrogen bonds take place between polar moieties and the carbons of 

CNT are supposed to be rather neutral, questioning its participation as hydrogen bond 

acceptor. I have therefore analyzed partial charge of all the atoms of CNT calculated by 

Mulliken population analysis. As expected the terminal C-H groups are slightly polar, the 

carbons not bonded to hydrogen are neutral (Carbons of C-C group, those lies inwardly at 

the terminal edges, Figure 6.3.2) and the central Carbons present at the middle region of 
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the CNT have nearly zero charge. Moreover all the charges at the two edges are 

symmetrically distributed with zero standard deviations when it is not complexed with 

any nucleobase/nucleoside. In presence of thymine or uracil bases, the properties of the 

CNT remain nearly unchanged. Presence of nucleoside residues, particularly the uridine 

nucleoside, breaks the symmetry of the CNT significantly (shown in Table 6.3.2), as 

detected from the larger standard deviations of the charges of different groups of atoms. I 

have classified the CNT atoms into the following types (Figure 6.3.2)  (i) carbon atoms at 

the edges which are not bonded to any hydrogen C-C carbons, (ii) carbon atoms of C-H 

group and iii) carbon atoms which lie in the central region of CNT. The terminal atoms 

can be further classified into edge-1 and edge-2, depending on proximity to the binding 

nucleoside. When uridine binds to CNT, partial charges of the C-C Carbon atoms at the 

edge-1 change significantly. In this case, the average charge of the carbon atom decreases 

and the standard deviation increases, which signifies delocalization of the charges. In 

presence of the polar uridine, the electrons of the CNT move significantly through the 

extended conjugation and accumulate near the uridine. The thymidine also alters charges 

of these Carbon atoms in CNT but to a lesser extent. I notice that the atoms, which are far 

away from the nucleoside (those of the edge-2), do not undergo any noticeable changes in 

both the cases. The partial charges of the central Carbon atoms also alter significantly, 

particularly in case of uridine, which is reflected in larger standard deviations (partial 

charge of Carbon changes from 0.002 to –0.060 for acting as hydrogen bond acceptor). 

The other carbon atoms of CNT that are forming hydrogen bonds with the O-H groups of 

uridine acquire Mulliken charges of -0.063 and -0.154 from 0.020 and -0.149, 

respectively. This signifies that the uridine can polarize CNT and has strong binding 
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affinity with CNT than that of the thymidine, which is correlated with its interaction 

energy data also. 

  

 

Table 6.3.2. Average values of Mulliken charges of the seven types of atoms presented in 

CNT. Values given in parentheses are standard deviations. 

 

 

 

Supportive MD simulation studies also confirm that siRNA undergoes unzipping 

and wrapping around the CNT, which I do not observe in case of dsDNA. This can be 

explained  due to the relatively strong A-T base-pair interaction energy compared A-U 

base-pair interaction energy (Sponer et al., 2004) that is present in siRNA. The van der 

Waals attraction, binding energy and the number of close contacts of dsDNA to CNT 

remain less compared to siRNA. 

 

6.3.4. Discussion 

I have demonstrated the interactions of the uracil and thymine nucleobases and 

nucleosides with the CNT through dispersion corrected density functional (DFT-D) 

approach. I observed that uracil nucleoside form more stable complex with the graphene, 

than that of the thymine nucleoside. The Mullikan charge analysis also confirms that 

charge transfer taking place between the CNT and uracil nucleoside is significant.  From 

Systems Edge-1 of 

C of C-C 

group 

Edge-1 C of 

C-H group 

edge-1 

H 

edge-2 

C of  C-

C group 

edge-2 C of 

C-H group 

edge-2 

H 

Middle 

carbons 

Isolated 

CNT 

0.020 

(0.000) 

-0.150 

(0.000) 

0.124 

(0.000) 

0.020 

(0.000) 

-0.150 

(0.000) 

0.124 

(0.000) 

0.002 

(0.003) 

CNT + 

uridine 

0.012 

(0.027) 

-0.149 

(0.003) 

0.128 

(0.002) 

0.020 

(0.002) 

-0.149 

(0.001) 

0.126 

(0.001) 

0.0005 

(0.024) 

CNT + 

thymidine 

0.018 

(0.011) 

-0.150 

(0.002) 

0.125 

(0.00) 

0.021 

(0.005) 

-0.150 

(0.000) 

0.124 

(0.001) 

0.003 

(0.008) 
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this present theoretical investigation, I can conclude that siRNA has strong binding 

capacity with the CNT, than that of the dsDNA. The subsequent molecular dynamics 

simulation carried out by my collaborators also confirms QM finding (Santosh et al., 

2012). The adsorbed siRNA can be delivered to virus infected cell via endocytosis to 

reduce the expression of specific unwanted genes.  

Further functionalization of the CNT may increase the efficiency of the drug 

delivery capacity, may open up several new research on CNT bases drug delivery system. 
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  Chapter 7 

                    Summary and Future Prospective 
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7.1.  Summary  

Throughout my research work, I have provided detail descriptions of different 

types of basepairing patterns observed and possible in RNA. I have studied the structures, 

stability and dynamics of these basepairs using Density Functional Theory (DFT), with 

popular hybrid functionals.  Taking all these into accounts, I have also prepared a 

database, named as RNA non-canonical basepair database, which provides a complete 

description of the possible RNA basepairs, including protonated basepairs and model 

basepairs.  The database provides complete qualitative and quantitative analysis of the 

basepairs, which includes geometry of the optimized basepairs, interaction energy, 

isosteric parameters, basepair orientation parameters.  Since the basepairs can be part of 

the triplets also, so I have also provided the information about the triplets associated with 

each basepair type. These study and classification is expected to be helpful in 

understanding tertiary structure of RNA, RNA folding etc.  

 I have also provided an in-depth description of understanding some of the specific 

properties of the nanomaterials such as gold nano cluster, graphene, and carbon nanotube 

through quantum chemical studies, and I have also enough evidences from experimental 

and molecular dynamics study to correlate the quantum chemical data. I have studied 

proper mechanism of interaction of capping agent such as citrate group with gold nano 

cluster. My study confirmed importance of capping agent in stabilizing the gold nano 

cluster and how this capping enhances its interaction with quercetin, which is one of the 

most widely used antioxidant.  I have analyzed the wetting properties associated with the 

graphene. From my quantum chemical study, I observed that zig-zag edge of the 

graphene is found to be more hydrophilic to water than that of the arm-chair edge, while 
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surface of the graphene is found to be hydrophobic in nature. I have also analyzed that 

the wrinkling of the larger graphene sheet as its inherent property through dispersion 

corrected DFT theory. The interaction of nucleobases with the graphene sheet have been 

studied, and the binding energy is found to be follow the trends G > A > C > T > U.  My 

collaborators through their molecular dynamics study observed that siRNA unzips on 

graphene and carbon nanotube, while dsDNA does not. I have studied these properties 

quantum mechanically. My subsequent charge analysis, hydrogen bonding interactions 

also prove that uridine has stronger interaction with graphene and CNT than that of the 

thymidine. These may further enhance unzipping of siRNA.   

 

7.2. Future Prospective 

In such a dynamic scientific world, where in each moment we are exposed to new 

scientific thoughts, it is really difficult to conclude any research work. I always remember 

the lines from my thesis supervisor, which says that finding of one paper or one research 

topic should open up several doors to carry out new research.  In my thesis, I have 

presented the detail analysis of the RNA basepairs, however triplets are emerging as new 

variants of RNA. Analysis of the triplets in more detail will be helpful in understanding 

its importance in various biological processes. Throughout my work, I have used 

quantum chemical calculations to study the biological molecules, however in reality 

water and environment are known to play crucial role in the functions of proteins. So the 

systems can be studied in more realistic approach using Car-Parrinello molecular 

dynamics (CPMD) (Car and Parrinello, 1985), since the biological systems are 

intrinsically dynamic in nature.  
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Through experimental and theoretical approach, we proved the importance of 

citrate capping in stabilizing the gold nano particles. However, there are several other 

capping agents are there such as thio group, peptides etc. Study of detail mechanism of 

these capping agents with gold nano cluster will be helpful.   

I have studied graphene and CNT without any functionalization, but 

functionalization are important to manipulate the physical and chemical properties and to 

study its interactions with environments. Functionalization can be included by oxidation 

or hydrogenation process.  They can be included through covalent or non-covalent 

interactions. Functionalization of graphene and CNT can be useful to study its 

interactions with different biological macromolecules, and identifications of new 

therapeutic targets in foreseeable futures. 
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