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Chapter 8

Conclusion and Open Problems

In this thesis we studied two generalizations (variants) of classical problems in the Graph

Algorithms and Parameterized Complexity. In the first part of the thesis, we introduced

and studied conflict-free variant of some of the classical problems, and in the second part,

we extended the FVS problem to Hypergraphs. We explored both the variants in the realm

of Parameterized complexity and obtained various algorithmic and hardness results.

Our work on conflict-free variant of classical problems opens up a whole new area of

research in obtaining dichotomy results. For every property Π, where CF-Π-VD is W[1]-

hard, it is a natural question to ask for which families of graphs G,H does the problem

becomes FPT. In particular, for which graph classes G ,H , the problem (G ,H )-CF-Q

admit FPT algorithms and polynomial kernels, where Q could be any classical problem in

Graph Algorithms and Parameterized Complexity. Two most interesting questions that still

remain open for CF-FVS and CF-OCT form our work are following: (a) does CF-FVS

admit uniform polynomial kernel on graphs of bounded expansion; and (b) does CF-OCT

admit a polynomial kernel when H is disjoint union of paths of length at most 2. For

properties Π with finite forbidden characterization one direction of research is to obtain

faster running time algorithms. Another interesting question is to obtain (parameterized)

dichotomy results for CF-MM and CF-SP, based on the families of graphs where the

203



input graphs belong to. Another direction could be studying kernelization complexity for

different families of graphs, and also to see what all FPT problems remain FPT with the

conflicting constraints.

FVS on Hypergraphs: In the second part of the thesis, we initiated the study of

FEEDBACK VERTEX SET problem on hypergraphs. We showed that the problem is W[2]-

hard on general hypergraphs and admits FPT algorithms when the input is restricted to

d-hypergraphs, and linear hypergraphs. We believe that this opens up a new direction in the

study of parameterized algorithms. That is, extending the study of other graph problems,

in the realm of Parameterized Complexity, to hypergraphs. Designing substantially faster

algorithms for HFVS on linear hypergraphs and designing polynomial kernels remain

interesting questions for the future.
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Summary

The thesis is divided into two parts. In the first part of the thesis we introduce a new

variant for some of the classical problems in Graph Algorithms, we call it conflict-free

version. We study them from the viewpoint of classical and Parameterized Complexity. In

the second part of the thesis we extend the FEEDBACK VERTEX SET (FVS) problem to

hypergraphs and study from the view point of Parameterized Complexity.

We begin by studying conflict-free versions of vertex deletion problems. Let Π be a

family of graphs (or property) – such as edgeless graphs, forests, cluster graphs, chordal

graphs, interval graphs, bipartite graphs, split graphs or planar graphs. In the vertex

deletion problem corresponding to Π (Π-VD), given a graph G, and a non-negative

integer k, the goal is to delete a set S of at most k vertices such that G− S is in Π. In

the conflict-free version of vertex deletion problem corresponding to Π CF-Π-VD, we

are given a conflict graph H together with the graph G and integer k, and the goal is

to find a set S ⊆ V (G) of size at most k, such that S is a solution to (G,k) of Π-VD

and S is an independent set in H. We study the complexity of CF-Π-VD based on

the forbidden set characterization of the property Π. For graph properties with finite

forbidden characterization, we show that CF-Π-VD is FPT and admits a polynomial

kernel. For graph properties without finite forbidden characterization, we show that if

Π is characterized by a “well-behaved” infinite family of forbidden induced subgraphs,

then CF-Π-VD is W[1]-hard. In particular, we show that conflict-free version of FVS

(CF-FVS) is W[1]-hard even when G is disjoint union of cycles. A similar result holds
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for conflict-free version of ODD CYCLE TRANSVERSAL (CF-OCT), CHORDAL VERTEX

DELETION (CF-CVD) and INTERVAL VERTEX DELETION (CF-IVD). We also show

that, CF-FVS, CF-OCT, CF-CVD, and CF-IVD are FPT, when H belongs to the family

of d-degenerate graphs or nowhere dense graphs. For this purpose we use the notion of “k-

independence covering family” introduced in [81]. We obtain a complete dichotomy result

on the Parameterized Complexity of the problem H -CF-FVS, where the conflict-free

graph H belongs to graph class H (for hereditary H ), in terms of the INDEPENDENT

SET problem. We show that H -CF-FVS is in FPT if and only if H +CLUSTER IS is

in FPT, where H +CLUSTER IS is the INDEPENDENT SET problem on the edge union

graph of a cluster graph and a graph in H .

We obtain a polynomial kernel for CF-FVS and show that CF-OCT does not admit

a polynomial kernel, when H belongs to the family of d-degenerate graphs. We also

study conflict-free (parameterized) versions of the MAXIMUM MATCHING (CF-MM)

and SHORTEST PATH (CF-SP) problems. We show that both CF-MM and CF-SP are

W[1]-hard, when parameterized by the solution size. For the CF-MM problem, we give

an FPT algorithm, when the conflict graph belongs to the family of chordal graphs. For

conflict graphs being d-degenerate and nowhere dense graphs, we obtain FPT algorithms

for both CF-MM and CF-SP. We study a variant of CF-MM and CF-SP, where instead

of conflicting conditions being imposed by independent sets in a conflict graph, they are

imposed by independence constraints in a (representable) matroid. We give FPT algorithms

for the above variant of both CF-MM and CF-SP.

Finally, we extend our study from problems on graphs to hypergraphs. In particular,

we study the FEEDBACK VERTEX SET problem on hypergraphs. We show that FVS on

hypergraphs is W[2]-hard, when parameterized by the solution size. We obtain FPT algo-

rithms for FVS on hypergraphs, when the input hypergraph is restricted to d-hypergraphs

and linear hypergraphs.
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Chapter 1

Introduction

Graphs are mathematical structure that model pairwise relations between various objects.

Vertices of a graph represents objects and edges represents relations between vertices.

Graph theory is the field that study graphs and their properties. It came into light long

back in the early seventeenth century. In 1736 Leonhard Euler wrote a paper on, the

historically remarkable problem, Seven Bridges of Königsberg [12], which is considered

to be the first paper in Graph Theory. On the other hand, the class of algorithms that study

computational complexity of problem arising in Graph Theory is Graph Algorithms. A

major sub-field in Graph Algorithms are graph-modification problems, where the goal is

to delete a set of vertices, or a set of edges, or add a set of edges of minimum or maximum

size such that the resulting graph satisfies certain properties or becomes a member of some

well-understood graph class. However, most of these problems are NP-complete [111, 76].

Apart from these NP-hard problem there are also many polynomial time solvable problems

that are of major importance and have been extensively studied in Graph Algorithms. Some

examples are MINIMUM CUT, MAXIMUM MATCHING and SHORTEST PATH. To cope

with NP-completeness [54, 84, 51], it is a common practice to find efficient algorithms for

restricted classes of inputs, or find approximation algorithms, or explore Parameterized

Complexity of the problem. In this thesis we introduce a new variant and generalization of
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some of the above mentioned classical problems. We call it conflict-free version, where

together with the input of the classical problem, we are also given pairs which are in

conflicts (impossible pairs), that is, a pair cannot go into a solution together if they are

in conflict. We present the conflict constraints using graphs or matroids. We study the

classical and Parameterized Complexity of these problems. When we are not interested in

the exact value of the polynomial factor in the running time, then we use the O? -notation,

which suppresses factors polynomial in the input size.

One of the graph modification problem that is studied more extensively than others in

the thesis is FEEDBACK VERTEX SET. In the parameterized FEEDBACK VERTEX SET

(FVS) problem, given a graph G, and an integer k, the goal is to find a set S ⊆V (G) of

size at most k such that S hits all the cycles in G, that is, after deleting the set S from

G, the remaining graph G− S is a forest (acyclic). The optimization version of FVS

is one of the Karp’s 21 NP-complete problems and it is NP-hard even on the graphs

with maximum degree at most four. It remains NP-complete on directed graphs (edges

have orientation). We refer to the problem in directed graphs as DIRECTED FEEDBACK

VERTEX SET. In the parameterized DIRECTED FEEDBACK VERTEX SET problem,

given a directed graph D, and an integer k, the goal is to find a set S ⊆ V (G) of size

at most most k such that S hits all the directed cycles in D, that is, after deleting the

set S from D, the remaining graph D− S is a directed acyclic graph. FVS is a central

problem in the ream of Parameterized Complexity [29, 23, 26, 31, 59, 70, 77]. This

problem is known to be in FPT, and the fastest known (randomized) algorithm for it

runs in time O?(2.7k) for undirected graphs [77]. For directed graphs Chen et al. gave a

O(4kk!k4nm) running time algorithm [26] and Lokshtanov et al gave a O(4kk!k5(n+m))

time algorithm [83], which are currenlty the fastest known algorithms. Several variant

and generalizations of FEEDBACK VERTEX SET and DIRECTED FEEDBACK VERTEX

SET such as WEIGHTED FEEDBACK VERTEX SET [3, 26], INDEPENDENT FEEDBACK

VERTEX SET [2, 90], CONNECTED FEEDBACK VERTEX SET [91], SIMULTANEOUS

FEEDBACK VERTEX SET [4, 20], and DIRECTED SUBSET FEEDBACK VERTEX SET [28]
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have been studied from the viewpoint of Parameterized Complexity. FVS and DIRECTED

FEEDBACK VERTEX SET on restricted classes of inputs have also been vastly studied

in literature. In the first part of the thesis we study conflict-free variants of FVS and

DIRECTED FEEDBACK VERTEX SET. We also study them on some restricted classes of

inputs such as graphs of bounded degeneracy, nowhere dense graphs, and tournaments. In

the second part of the thesis we study a generalization of FVS in hypergraphs and also

study it on some restricted classes of hypergraphs.

A parameterized problem Π is a subset of Σ∗×N, where Σ is a finite alphabet set.

An instance of a parameterized problem is a tuple (x,k), where x is a classical problem

instance and k is an integer, called the parameter. A central notion in Parameterized

Complexity is fixed-parameter tractability (or in FPT) which means, for a given instance

(x,k), decidability in time f (k) ·poly(|x|), where f (·) is an arbitrary computable function

and poly(·) is a polynomial function. To prove that a problem is FPT, it is possible to

give an explicit algorithm, called a parameterized algorithm, which solves it in time

f (k) · poly(|x|). On the other hand, to show that a problem is unlikely to be in FPT,

it is possible to use FPT time reductions analogous to the polynomial time reductions

employed in classical complexity. Here, the concept of W[t]-hardness replaces the concept

of NP-hardness, and we need not only construct an equivalent instance in FPT time, but

also ensure that the size of the parameter in the new instance depends only on the size

of the parameter in the original instance. For more details on Parameterized Complexity,

we refer the reader to the books of Downey and Fellows [44], Flum and Grohe [49],

Niedermeier [96], and the recent book by Cygan et al. [29].

Reducing the input data, in polynomial time, without altering the answer is one of the

popular ways in dealing with intractable problems in practice. While such polynomial

time heuristics cannot solve NP-hard problems exactly, they work well on input instances

arising in real-life. It is a challenging task to assess the effectiveness of such heuristics

theoretically. Parameterized Complexity, via kernelization, provides a natural way to
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quantify the performance of such algorithms. A parameterized problem is said to admit a

polynomial kernel if there is a polynomial time algorithm, called a kernelization algorithm,

that reduces the input instance down to an instance with size bounded by a polynomial

p(k) in k, while preserving the answer. The reduced instance is called a p(k) kernel for the

problem.

1.1 Conflict-Free Problems

In the past, the conflict-free versions of some classical problems have been studied, e.g.

for SHORTEST PATH [66], MAXIMUM FLOW [98, 99], KNAPSACK [100], BIN PACKING

[45], SCHEDULING [46], MAXIMUM MATCHING and MINIMUM WEIGHT SPANNING

TREE [36, 35]. It is interesting to note that some of these problems are NP-hard even

when their non-conflicting version is polynomial time solvable. The study of conflict-free

problems has also been recently initiated in computational geometry motivated by various

applications (see [5, 6, 7]).

Motivated by these works, we studied the conflict-free versions of several classical

problems in Graph Theory and Parameterized Complexity. In any classical problem Q,

given an input I, the goal is to output a set S which satisfy certain properties specific to

the problem Q. In the conflict-free version of Q, namely CONFLICT-FREE Q (CF-Q, in

short), together with the input I, we are also given a conflict graph H, and we require that

the output set S satisfy two constraints. First, S is a solution to Q, and second, S is an

independent set in the graph H.

We initiated the study of the conflict-free versions of several well studied vertex deletion

problems in Parameterized Complexity. A typical parameterized vertex deletion problem

on graphs is of the following form. Let Π be a family of graphs (or property) – such as

edgeless graphs, forests, cluster graphs, chordal graphs, interval graphs, bipartite graphs,

split graphs or planar graphs. The vertex deletion problem corresponding to Π is formally
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stated as follows.

Π-VERTEX DELETION Parameter: k

Input: An undirected graph G and a non-negative integer k.

Question: Does there exist S⊆V (G), such that |S| ≤ k and G−S is in Π?

That is, given a graph G, can we delete at most k vertices such that the resulting graph

belongs to Π? The set S is called a Π-deletion set. The conflict-free vertex deletion

problem corresponding to Π is formally stated as follows.

CONFLICT-FREE Π-VERTEX DELETION (CF-Π-VD) Parameter: k

Input: An undirected graph G, a conflict graph H on vertex set V (G) and a non-

negative integer k.

Question: Does there exist a set S⊆V (G), such that |S| ≤ k, G−S is in Π and S is an

independent set in H?

We define CF-Π-VD, when both the graphs G,H are directed graphs (hypergraphs),

appropriately. Where, the notion of independent set in directed graph is similar to that

of undirected graphs. In hypergraphs, a set S of vertices in a hypergraph G is called

independent if no two vertices in S are contained in an edge in G. Observe that when

H is the edgeless graph, CF-Π-VD is the same as Π-VERTEX DELETION and thus it

generalizes the non-conflict-free version of the problem. Furthermore, when H is the

same as G it corresponds to independent version of these problems which are also well

studied, such as INDEPENDENT FEEDBACK VERTEX SET [90, 81]. Thus, CF-Π-VD is a

generalization of well studied problems in algorithms and complexity.

A graph property Π is a set of graphs, and a graph in Π is called a Π-graph. We say

that Π is hereditary if for any graph G in Π, every induced subgraph of G is also in Π. A

graph property Π has a forbidden set characterization if there is a set F of graphs such

that a graph is a Π-graph if and only if it does not contain any graph in F as an induced

subgraph, and further, it has a finite forbidden characterization if F is a finite set. We study

the complexity of CF-Π-VD based on the forbidden set characterization of the property
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Π.

1.1.1 Properties With Finite Forbidden Characterization

The problem CF-Π-VD is FPT whenever Π has a finite forbidden set characterization.

Indeed, this problem admits an algorithm with running time O?(αk), where α is the size of

a largest graph in the finite forbidden subgraphs in Π and k is the parameter. Furthermore,

it also admits a polynomial vertex kernel. See Chapter 3 for these results. For several

well-studied cases of Π-VERTEX DELETION, where Π is characterized by the finite

family of forbidden induced subgraphs we can obtained algorithms with improved running

time than the generic result stated above. We studied conflict-free versions of VERTEX

COVER, d-HITTING SET, SPLIT VERTEX DELETION and FEEDBACK VERTEX SET IN

TOURNAMENTS problems and obtained improved results.

1.1.1.1 VERTEX COVER

When Π is the family of edgeless graphs, then the Π-VERTEX DELETION is known as

VERTEX COVER (VC). It is one of the Karp’s 21 NP-complete problems and is a very

well studied problem in Parameterized Complexity [27]. The fastest known algorithm for

VC runs in time O?(1.2738k) [27]. We studied its conflict-free version namely CONFLICT

FREE VERTEX COVER (CF-VC), where given two graphs G,H and an integer k, the goal

is to find a set S ⊆ V (G) such that G− S is edgeless and S is an independent set in H.

While VC is polynomial time solvable on graphs of degree at most 2, the CF-VC problem

is NP-complete even when the graph G is of degree at most 2. This holds even when

G is the disjoint union of P3s (P̀ denotes the path on ` vertices). CF-VC is polynomial

time solvable when G has degree at most one, or when both G and H have a perfect

matching. Analogous to VC, the CF-VC problem admits a 2k-vertex kernel, a factor

2-approximation algorithm and an O?(1.1996n) exact algorithm. It is easy to obtain a

O?(2k) FPT algorithm for CF-VC as the forbidden subgraph is an edge. However, CF-VC
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admits a faster FPT algorithm of running time O?(1.2738k). These results can be found in

Chapter 3.

1.1.1.2 d-HITTING SET

HITTING SET problem can be viewed as VC in hypergraphs. In HITTING SET, given

a universe U and a family F of subsets of U as input, the aim is to find a set S ⊆U of

size at most k such that S intersects with every set in F . When the size of each set in

F is bounded by d then the problem is known as d-HITTING SET. It is well known that

the HITTING SET problem is W[2]-complete, when parameterized by solution size, while

the d-HITTING SET problem is FPT parameterized by the solution size and d [1, 49].

The fastest running algorithm known for d-HITTING SET to the best of our knowledge

runs in time O?((d−0.7262)k) [107]. In this thesis we study the conflict-free version of

d-HITTING SET, namely CONFLICT FREE d-HITTING SET (d-CF-HS). It is easy to see

that by exploiting the forbidden subgraph characterization of d-CF-HS, we immediately

get a O?(dk) FPT algorithm for d-CF-HS. We use the algorithm in [107] as subroutine

and obtain a faster algorithm for d-CF-HS running in O?(((d−1)+0.2738)k) =O?((d−

0.7262)k) time. These results can be found in Chapter 3.

1.1.1.3 SPLIT VERTEX DELETION

An undirected graph is split graph if its vertex set can be partitioned into two sets, where

one set induces a complete graph as a subgraph and the other set induces an independent

set (edgless graph) as subgraph. The forbidden induced subgraph for split graphs are

a cycle on four vertices (C4) , a cycle on five vertices (C5), and a pair of disjoint edges

(2K2) [50]. The problem deletion to split graph is known as SPLIT VERTEX DELETION

(SVD) and the fastest known algorithm for SVD to the best of our knowledge runs in

time O?(1.2738kkO(logk)) [32]. In this thesis, we study the conflict-free version of SVD,

namely CONFLICT FREE SPLIT VERTEX DELETION (CF-SVD). It is easy to see that
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by exploiting the forbidden subgraph characterization of CF-SVD, we immediately get a

O?(5k) time FPT algorithm for CF-SVD. We use approach similar to [32] and obtain a

faster algorithm for CF-SVD running in O?(1.2738kkO(logk)) time and polynomial space.

These results can be found in Chapter 3.

1.1.1.4 FEEDBACK VERTEX SET IN TOURNAMENTS

A directed graph is tournamnet if every pair of vertices is connencted by a directed

edge.CONFLICT FREE DIRECTED FEEDBACK VERTEX SET on tournaments is very well

studied in the ream of Parameterized Complexity [42, 74]. The problem is refereed as

FEEDBACK VERTEX SET IN TOURNAMENTS (FVST). The forbidden induced subgraph

for tournaments is a directed cycle on three vertices (triangle). The fastest known algorithm

for FVST to the best of our knowledge runs in time O?(1.618k) [74]. In this thesis, we

study the conflict-free version of FVST, namely CONFLICT FREE FEEDBACK VERTEX

SET IN TOURNAMENTS (CF-FVST). It is easy to see that by exploiting the forbidden

subgraph characterization of CF-FVST, we immediately get a O?(3k) time FPT algorithm

for CF-FVST. We obtain a faster algorithm for CONFLICT FREE FEEDBACK VERTEX

SET IN TOURNAMENTS running in O?(2k) time using iterative compression technique.

These results can be found in Chapter 3.

1.1.2 Properties Without finite Forbidden Characterization

For graph properties that are not characterized by a finite family of forbidden induced sub-

graphs and if Π is characterized by a “well-behaved” infinite family of forbidden induced

subgraphs, then CF-Π-VD is W[1]-hard. This motivates to restrict input graph classes. In

this thesis we consider conflict-free variants of FEEDBACK VERTEX SET, ODD CYCLE

TRANSVERSAL, CHORDAL VERTEX DELETION and INTERVAL VERTEX DELETION

problems. Note that all these problems do not admit finite forbidden characterization.

We explore their Parameterized Complexity for some restricted input graphs. Mainly
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we study classes of bounded degeneracy graphs and nowhere dense graphs. We use the

computation of an independence covering family, a notion which was recently introduced

by Lokshtanov et al. [81] to design FPT algorithms for these classes (See Chapter 3). It

is worth noting that these classes include trees, graphs of bounded degree, planar graphs,

graphs that exclude a fixed graph as a minor (or a topological minor) and graphs of bounded

expansion.

1.1.2.1 FEEDBACK VERTEX SET

We refer to the conflict-free variant of FVS as CF-FVS. We studied CF-FVS when the

conflict graph is restricted to a graph class F . We call it as F -CF-FEEDBACK VERTEX

SET (F -CF-FVS, for short). In contrast to FVS, F -CF-FVS is W[1]-hard on general

graphs and admits an FPT algorithm if F is the family of graphs of bounded degeneracy

or nowhere dense graphs. See Chapter 3 for these results. F -CF-FVS admits polynomial

kernel when F is the family of graphs of bounded degeneracy. The main tool that we use to

obtain polynomial kernel is a combinatorial tool of k-independence preserver. Informally,

given a graph G, a set X ⊆V (G), and an integer k, it is a set of important vertices that is

enough to capture the independent set property in G. We show that for d-degenerate graph

independence preserver of size kO(d) exists, and can be used in designing polynomial

kernel. We believe that the tool can be useful for several other combinatorial problems. See

Chapter 5 for these result. The problem F -CF-FVS can be related to the INDEPENDENT

SET problem on special classes of graphs, which gives a complete dichotomy result on

the Parameterized Complexity of the problem F -CF-FVS, when F is a hereditary graph

family. In particular, F -CF-FVS is FPT parameterized by the solution size if and only if

F+CLUSTER IS is FPT parameterized by the solution size. Here, F+CLUSTER IS is

the INDEPENDENT SET problem in the (edge) union of a graph G ∈F and a cluster graph

H (G and H are explicitly given). The problem F+CLUSTER IS is FPT when F is the

family of Ki, j-free graphs. For the family of bipartite graph B, B-CF-FVS is W[1]-hard,

when parameterized by the solution size. For the family of graphs Fε , which comprise of
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graphs G such that |E(G)| ≤ |V (G)|2−ε , for each 0 < ε < 1, Fε -CF-FVS is W[1]-hard,

when parameterized by the solution size, for every 0 < ε < 1. These results can be found

in Chapter 4.

1.1.2.2 ODD CYCLE TRANSVERSAL and s-t CUT

In the ODD CYCLE TRANSVERSAL problem, given a graph G and an integer k, the aim

is to find a subset S of vertices of G of size at most k such that S hits every cycle of odd

length in G, that is, the graph G−S is bipartite. The paramaterized complexity of ODD

CYCLE TRANSVERSAL was a major open problem for a long time, until Reed et. al gave

an FPT algorithm in 2003 [102] and later faster algorithms were designed [68, 80, 62, 63].

Kratsch and Wahlström [71] gave a randomized polynomial kernel for ODD CYCLE

TRANSVERSAL using matroid theory. In contrast to ODD CYCLE TRANSVERSAL, the

directed variant (DIRECTED ODD CYCLE TRANSVERSAL) is W[1]-hard parameterized by

solution size. In this thesis we study conflict-free variant of ODD CYCLE TRANSVERSAL,

namely CONFLICT FREE ODD CYCLE TRANSVERSAL (CF-OCT). Unlike, ODD CYCLE

TRANSVERSAL, the problem CONFLICT FREE ODD CYCLE TRANSVERSAL is W[1]-hard

on general graphs. It admits an FPT algorithm when the conflict graph belongs to the

family of graphs of bounded degeneracy or nowhere dense graphs. See Chapter 3 for

these results. CF-OCT does not admit polynomial kernel even when the conflict graph

belongs to the class of disjoint union of paths of length at most three and at most two star

graphs. To study kernelization complexity of CF-OCT, we study conflict-free variant

of the s-t-CUT problem, namely CF-s-t-CUT. In the s-t-CUT problem, given a graph G

and two vertices s, t, the aim is to find a set S of minimum size such that S hits every s

to t path in G, that is, s, t are not reachable from each other in the graph G−S. It can be

solved in polynomial time [34, 40]. In contrast to the classical version, the CF-s-t-CUT

problem is NP-hard even when the conflict graph belongs to the class of disjoint union of

paths of length at most three. To show no polynomail kernel for CONFLICT FREE ODD

CYCLE TRANSVERSAL, we use the technique of cross-composition using CF-s-t-CUT.
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See Chapter 5 for these results.

1.1.2.3 CHORDAL VERTEX DELETION and INTERVAL VERTEX DELETION

A graph is chordal if it does not contain any induced cycle on at least 4 vertices, that is,

every cycle of length four or more vertices have a chord. The class of interval graphs

is a proper subset of chordal graphs. A graph is interval graph if it is chordal and does

not contain any asteroidal triple (a set of three vertices such that each pair of them is

connected by a path which avoids the neighbors of the third one). In the CHORDAL

VERTEX DELETION (INTERVAL VERTEX DELETION) problem, given a graph G, the

aim is to find a subset S of vertices of G of size at most k such that the graph G− S is

chordal (interval). The problem CHORDAL VERTEX DELETION and INTERVAL VERTEX

DELETION are known to be in FPT [25, 21]. In this thesis we study their conflict-free

variants. In contrast to their classical versions the conflict-free variants of CHORDAL

VERTEX DELETION and INTERVAL VERTEX DELETION are W[1]-hard on general graphs.

They admit FPT algorithms when the conflict graph belongs to the family of graphs of

bounded degeneracy or nowhere dense graphs. These results can be found in Chapter 3.

1.1.3 SHORTEST PATH and MAXIMUM MATCHING

MAXIMUM MATCHING and SHORTEST PATH are among the classical graph problems

which are extensively studied for theoretical and practical purposes in Graph Theory. In the

MAXIMUM MATCHING problem, give a graph G, the goal is to compute a maximum sized

subset X of edges such that no two edges in X have a common vertex. This problem is

known to be solvable in polynomial time [47, 88]. In the SHORTEST PATH problem, given

a graph G and two vertices s, t, the goal is to compute a path of minimum length (minimum

number of vertices) between s and t. The SHORTEST PATH problem, together with its

variants such as all-pair shortest path, single-source shortest path, weighted shortest path,

etc. are known to be solvable in polynomial time [41, 9].
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Darmann et al. [36] (among other problems) studied the conflict-free variants of

MAXIMUM MATCHING and SHORTEST PATH and showed that the conflict-free variant

of MAXIMUM MATCHING is NP-hard even when the conflict graph is a disjoint union

of edges (matching). Moreover, for the conflict-free variant of SHORTEST PATH, they

showed that the problem is APX-hard, even when the conflict graph belongs to the family

of 2-ladders. In this thesis we study the conflict-free variants of MAXIMUM MATCHING

and SHORTEST PATH, called as CF-MM and CF-SP, respectively, from the view point of

paramterized complexity. We show that both CF-MM and CF-SP are W[1]-hard, when

parameterized by the solution size. CF-MM is W[1]-hard even when the graph where

we want to compute a matching is itself a matching and CF-SP is W[1]-hard even when

the conflict graph belongs to the class of unit interval graphs. Both the problems are FPT

when the conflict graph belongs to the class of bounded degeneracy graphs and nowhere

dense graphs. While CF-MM admit FPT algorithm, when the conflict graph belongs

to the family of chordal graphs, CF-SP problem is W[1]-hard even when the conflict

graph belongs to the class of unit-interval graphs. We also study CF-MM and CF-SP,

when instead of conflicting conditions being imposed by independent sets in a conflict

graph, they are imposed by independence constraints in a (representable) matroid. Both

the problems admit FPT algorithms for the above variant. These results can be found in

Chapter 6.

1.2 Feedback Vertex Set on Hypergraphs

Hypergraphs are a generalization of graphs, where an edge can connect more than two

vertices. While in graphs each edge contains exactly two vertices, in hypergrapgs each

edge is a subset of vertices. Hypergraphs are essentially a set family H: we have a universe

V (H) and a family of hyperedges E(H), where each hyperedge (or an edge) is a subset of

V (H). When every hyperedge in E(H) is of size at most d, it is known as a d-hypergraph.

Extension of concepts and ideas from Graph Theory to Hypergraph Theory is widely been
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studied in recent decades [17, 108]. In fact it is a folklore that the theory of hypergraphs

was invented for generalizing Graph Theory. The problem VERTEX COVER is extended

as HITTING SET in Gypergraph Theory and for d-hypergraphs the problems is known as

d-HITTING SET, which are extensively studied [107]. However, there is almost no study

of FVS on hypergraphs. The only known result is a factor d approximation for FVS on

d-hypergraphs [55]. To fill this gap, in this thesis we study hypergraph variant of the FVS

problem from the view point of Parameterized Complexity

One of the main reasons for the lack of study of FVS on hypergraphs is that it is not

quite as natural to define the generalization of FVS in hypergraphs, as it is for the case of

VC (generalizing to HITTING SET and d-HITTING SET) in hypergraphs. To generalize the

notion of FVS to hypergraphs, we need to have notions of cycles and forests in hypergraphs.

For cycles, we use the same notion as that in Graph Theory [39]: a cycle in a hypergraph

H is a sequence (v0,e0,v1, . . . ,v`,e`,v0) such that v0, . . . ,v` are distinct vertices, e0, . . . ,e`

are distinct hyperedges, `≥ 1 and vi,v(i+1) mod (`+1) ∈ ei for any i ∈ {0, . . . , `}. Given the

above definition of cycle, a subset S of vertices in a hypergraph H is called a feedback

vertex set, if there does not exist a cycle in the hypergraph obtained after deleting vertices

in S. The next natural question is what do we mean by deletion of a vertex in a hypergraph.

Again, there are two natural ways to define the vertex deletion operation in hypergraphs:

1. One way to define the operation of deletion of a vertex v is to delete the vertex v

and all the hyperedges containing the vertex v – this is termed as strong deletion or

simply deletion.

2. Other way is to delete only the vertex v, without deleting the hyperedges that contain

v; this is termed as weak deletion. That is, the hypergraph H ′ obtained after weak

deletion of a vertex v from H has vertex set V (H) and edge set {e ∈ E(H) : v /∈

e}∪{e\{v} : e ∈ E(H),v ∈ e, |e|> 2}.

Observe that both the notions of cycles and deletion of vertices naturally generalize similar

notions from graphs. For a hypergraph H we use the notation H−S to denote the graph
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obtained after (strong) deletion of the vertices in S. Consequently, there are two ways one

may define the FVS problem – WEAK FVS and STRONG FVS. The idea of studying

STRONG FVS on hypergraphs is our main conceptual contribution.

Given a hypergraph H, the incidence bipartite graph G corresponding to H is a bipartite

graph with bipartition V (G) = A]B where A =V (H) and B = E(H), and for any v∈V (H)

and e ∈ E(H), ve is an edge in G if v ∈ e in H. Observe that WEAK FVS corresponds to

finding a fvs S of size at most k, such that S ⊆ A and G− S is a forest. Thus, using the

best known algorithm for WEIGHTED FVS we can solve WEAK FVS by transforming the

problem to WEIGHTED FVS. To transform WEAK FVS to WEIGHTED FVS we assign

every vertex in B a weight of k+1, every vertex in A a weight of 1. Now the problem of

finding an fvs of weight at most k will be equivalent to solving WEAK FVS for the original

hypergraph. We consider FVS on hypergraphs with respect to strong deletion. FVS on

general hypergraphs is W[2]-hard when parameterized by k, which is not surprising as

HITTING SET is W[2]-hard. We study the problem for the cases when the input is restricted

to d-hypergraphs and linear hypergraphs. A hypergraph H is linear if |e∩ e′| ≤ 1 for any

two distinct hyperedges e,e′ ∈ E(H). For both these families FVS admits FPT algorithms.

Our main result is a randomized algorithm for the case when the input hypergraph is linear,

and the size of the hyperedges is not bounded. These results can be found in Chapter 7.
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Chapter 2

Preliminaries

2.1 Graphs and sets:

Throughout the thesis, we use the following notions. For the notations related to graphs

that are not explicitly stated here, we refer to the book [40].

Sets: We denote the set of natural numbers, real numbers and integers by N, R and Z,

respectively. For t ∈ N, by [t] and [0, t], we denote the sets {1,2, · · · , t} and {0,1,2, · · · , t},

respectively. For two sets X and Y , by X \Y we mean the set {v|v ∈ X ,v /∈ Y}.

Graphs: For a (directed) graph G, we use V (G) to denote the vertex set and E(G) to

denote the (arc) edge set of the (directed) graph G. When the graph is clear from the context,

we use n and m to denote the number of vertices and edges in the graph, respectively. Let G

and H be graphs, V (H)⊆V (G) and E(H)⊆ E(G), then we say that H is a subgraph of G.

For a graph G and a set X ⊆V (G), by G[X ] we mean the graph G induced on X , that is, the

subgraph of G with vertex set X and edge set {uv ∈ E(G) | u,v ∈ X}. Moreover, by G−X

we mean the graph G[V (G)\X ], that is, the graph with the vertex set V (G) and the edge

set E(G)\X . Let E ′ be a subset of edges of the graph G, by G[E ′] we mean the graph with
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vertex set V (G) and edge set E ′. For a graph G and a subset of vertices U ⊆V (G), NG(U)

and NG[U ] denote the open neighborhood and closed neighborhood of U , respectively.

That is, NG(U) = {v ∈ V (G) : u ∈ U and uv ∈ E(G)} \U and NG[U ] = NG(U)∪U . If

U = {u}, then we write NG(u) = NG(U) and NG[u] = NG[U ]. In particular, for u ∈V (G),

NG(u) denotes the set of vertices which have at least one edge incident on u in G. Let Y

be a set of edges on vertex set V (G), then G∪Y is graph with the vertex set V (G) and the

edge set E(G)∪Y . Degree of a vertex v in graph G is denoted by degG(v), that is, degG(v)

denotes the size of NG(v). The subscript from the notations are ommited when it is clear

from the context.

For v1,v` ∈V (G), a v1v`-path P = (v1,v2, · · · ,v`−1,v`) in G is a sequence of (distinct)

vertices, such that the set of vertices in P (V (P)) is a subset of V (G) and for each i∈ [`−1],

we have vivi+1 ∈ E(G). Moreover, the edges in E(P) = {vivi+1 | i ∈ [`−1]} are called set

of edges in P and v1,vn are endpoints of P. The length of a path is the number of edges in it.

A shortest uv-path is a uv-path with minimum number of edges. A cycle C = (v1, . . . ,vn)

is a path with the edge v1vn. Consider graphs G and H. We say that G is an H-free graph

if no subgraph of G is isomorphic to H. We define a degree two induced path in G or a

degree two path as an induced path of maximal length such that all vertices in path are of

degree exactly two in G. An isolated cycle in graph G is defined as an induced cycle whose

all the vertices are of degree exactly two in G.

Let G be a graph. An independent set in G is a set X ⊆ V (G) such that for every

u,v ∈ X , uv /∈ E(G). A matching in G is a set Y ⊆ E(G) such that no two distinct edges in

Y have a common vertex. A matching M in G is a maximum matching if for any matching

Y in G, |M| ≥ |Y |. A matching M in G saturates a set X ⊆V (G), if every vertex in X is an

end point of an edge in M.

A triangle is a cycle consisting of exactly 3 edges. A chordal graph is a graph with

no induced cycles of length at least four. An interval graph is an intersection graph of

line segments (intervals) on the real line, that is, its vertex set is a set of intervals, and two

18



vertices are adjacent if and only if their corresponding intervals intersect. A unit-interval

graph is an intersection graph of intervals of unit length on the real line. A clique K in

G is an (induced) subgraph, such that for any two distinct vertices u,v ∈ V (K) we have

uv ∈ E(G). A vertex set S ⊆ V (G) is a clique in G if G[S] is a clique. A connected

component of an undirected graph is a (vertex) maximal induced subgraph in which every

two vertices are connected by a path. If a graph has only one connected component

then it is called a connected graph. A graph is a cluster graph if each of its connected

components are cliques. For k ∈ N, a k-cluster graph is cluster graph with exactly k

connected components. A complete graph is an undirected simple graph in which every

pair of vertices is connected by an edge. A graph G is a complete bipartite graph if

its vertex set can be partitioned into two disjoint (independent) sets X and Y , such that

E(G) = {xy | x ∈ X ,y ∈ Y}. For x,y ∈ N, by Kxy we denote the complete bipartite graph

on x+ y vertices which admits a vertex bipartition into sets X and Y of sizes x and y,

respectively, such that E(Kxy) = {xy | x ∈ X ,y ∈ Y}. A tournament is a directed graph

obtained by assigning a direction to each edge of a complete graph.

2.2 Parameterized Complexity

We define common notion in Parameterized Complexity here. For the notations that are

not explicitly stated here, we refer to the books [29, 53].

NP-hard problems are considered computationally hard problems for which we do not

expect to get algorithms faster than exponential in the input. The paradigm of Parameterized

Complexity is a way to cope with NP-hard problems. In Parameterized Complexity each

problem is accompanied by a parameter together with the classical input of the problem.

The key idea is to select a parameter (or combination of parameters) which is typically

small on input instances in some application and find efficient algorithms where the

combinatorial explosion is restricted to the parameter(s). A parameterized problem is
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formally defined as follows.

Definition 1 (Definition 1.1, [29]). A parameterized problem is a language L⊆ Σ∗×N,

where Σ is finite alphabet. For an instance (x,k) ∈ Σ∗×N, k is called the parameter.

The size of an instance (x,k) of a parameterized problem is defined as |x|+ k.

Fixed Parameter Tractability: A central notion in this field is of the fixed-parameter

tractability (FPT). It is formally defined as follows.

Definition 2 (Definition 1.2,[29]). A parameterized problem L ⊆ Σ∗×N is called fixed

parameterized tractable (FPT) if there exists an algorithm A (called a fixed parameter

algorithm), a (non decreasing) computable function f : N→ N, and a constant c such that,

given (x,k) ∈ Σ∗×N as input, the algorithm A correctly outputs whether (x,k) ∈ L. The

algorithm A runs in time bounded by f (k) · |(x,k)|c.

The complexity class containing all fixed-parameter tractable problems is called FPT.

Analogous to the notion of NP-hardness and polynomial time reductions in classical com-

plexity, there exists a notion of hardness and reductions in the framework of Parameterized

Complexity. Let us first recall the notion of polynomial time reductions that is used in the

proofs of NP-hardness. A polynomial time many-one reduction from a problem A⊆ Σ∗

to a problem A ⊆ Σ∗ is an algorithm that, given an instance x of A, runs in polynomial

and outputs an instance x′ of B such that x is a yes-instance of A if and only if x′ is a

yes-instance of B. If there exists such a reduction from a problem A to a problem B,

then if B is polynomial time solvable then A is also polynomial time solvable. As the

polynomial time many one reduction algorithm can be composed with the algorithm of

B and a polynomial time algorithm for A can be obtained. In the following, we define an

analogous notion for parameterized problems to transfer fixed parameterized tractability,

Definition 3 (Definition 13.1, [29]). Let A,B⊆ Σ∗×N be two parameterized problems.

A parameterized reduction from A to B is an algorithm that, given an instance (x,k) of A,

outputs an instance (x′,k′) of B such that:
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• (x,k) is a yes-instance of A if and only if (x′,k′) is a yes-instance of B)

• k′ ≤ g(k) for some (non-decreasing) computable function g, and

• the running time is f (k) · |x|O(1) for some (non-decreasing) computable function f .

If there is a parameterized reduction from A to B, and B is FPT, then A is also FPT

(Theorem 13.2, [29]).

W-hardness: To classify parameterized problems according to their hardness, Downey

and Fellows [44] introduced the notion of W-hierarchy. It is not required to introduce

formal definitions of these classes. For our purposes in the thesis it is sufficient to say that

we have the following hierarchy: FPT ⊆W[1] ⊆W[2] ⊆ ·· · . Similar to the NP-hardness,

if there is a parameterized reduction from a W[t]-hard problem A to a parameterized

problem B, then B is W[t]-hard. Under the assumption that FPT 6= W[1], we can conclude

that a W[1]-hard problem is not FPT. We refer the reader to [29, Chapter 13] for more

details on W-hardness theory.

Kernelization: Other commonly used notion in paramterized complexity is kernelization.

It is a polynomial time data reduction algorithm. Two instances of a parameterized problem

L are called equivalent if (x,k) ∈ L if and only if (x′,k′) ∈ L. A Reduction Rule for a

parameterized problem L is a polynomial time algorithm which takes an instance (x,k) of

L and returns an instance (x′,k′) of L. If (x,k) and (x′,k′) are equivalent then we say that

reduction rule is safe or correct. The notion of kernelization (kernel) is defined formally as

follows.

Definition 4 (Definition 2.1, [29]). Let L ⊆ Σ∗×N be a parameterized problem. A

kernelization algorithm, or simply kernel for L is an algorithm that given an instance (x,k)

as an input, runs in time polynomial in |x|+ k and returns another instance (x′,k′) such

that:
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• |x′|+ k′ ≤ g(k) for some computable function g→ N×N, and

• The instances (x,k) and (x′,k′) are equivalent.

If the upper bound g(·) is a polynomial function of the parameter, then we say that L

admits a polynomial kernel.

If we have a kernelization algorithm for a problem, then clearly the problem is FPT.

However, the converse is also true.

Proposition 1. [Lemma 2.2, [29]] A parameterized problem L is FPT if and only if it

admits a kernelization algorithm.

Kernel lower bound: Every problem in FPT need not admit a polynomial kernel. Next,

we define the notion of polynomial compression, which is a generalization of kernels and

is useful to show non existence of polynomial kernels.

Definition 5 (Definition 15.8,[29]). A polynomial compression of a parameterized language

Q⊆ Σ∗×N into a language R⊆ Σ∗ is an algorithm that takes as input an instance (x,k) ∈

Σ∗×N, runs in time polynomial in |x|+ k, and returns a string y such that:

• |y| ≤ p(k) for some polynomial p(·), and

• y ∈ R if and only if (x,k) ∈ Q.

If |Σ|= 2, the polynomial p(·) is called the bit-size of the compression.

Observe that a polynomial kernel is also a polynomial compression by treating the

output kernel as an unparamterized version of A. To show kernel lower bounds, there exists

a notion of polynomial parameter transformation. It is formally defined as follows.

Definition 6 (Definition 15.14,[29]). Let A,B⊆ Σ∗×N be two parameterized problems.

An algorithm A is called a polynomial parameter transformation from A to B if given an
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instance (x,k) of A, A works in polynomial time and outputs an equivalent instance (x′,k′)

of B, that is, (x,k) ∈ A if and only if (x′,k′) ∈ B, such that |k′| ≤ p(k) for some polynomial

p(·).

The following theorem formalizes the notation of transfer of hardness.

Theorem 2.2.1 (Theorem 15.15,[29]). Let A,B⊆ Σ∗×N be two parameterized problems

and assume that there exits a polynomial parameter transformation from A to B. Then, if A

does not admit a polynomial compression, neither does B.

2.3 Tools and Techniques

In this section we give some commonly used tools and techniques in the thesis.

2.3.1 k-Independence Covering Family

Definition 7 (k-independence covering family). For a graph G and an integer k, a k-

independence covering family, denoted by F (G,k), is a family of independent sets of the

graph G such that for any independent set X in G of size at most k there exists a set Y in

F (G,k) such that X ⊆ Y .

In the following, we give algorithms to construct a k-independence covering family for

a d-degenerate graph and nowhere dense graph.

d-degenerate graph: A graph G has degeneracy d if every subgraph of G has a vertex of

degree at most d. An ordering of vertices σ : V (G)→{1, · · · ,n} is is called a d-degeneracy

sequence of graph G, if every vertex v has at most d neighbors u with σ(u) > σ(v). A

graph G is d-degenerate if and only if it has a d-degeneracy sequence. For a vertex v in

d-degenerate graph G, the neighbors of v which comes after (before) v in d-degeneracy
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sequence are called forward (backward) neighbors of v in the graph G. Given a d-

degenerate graph, we can find d-degeneracy sequence in linear time [87].

The following propositions give algorithms to construct a k-independence covering

family for a d-degenerate graph.

Proposition 2. [Lemma 1.1,[81]] There exists a linear time randomized algorithm, that

given as input a d-degenerate graph H? and k ∈ N, outputs an independent set Y , such

that for every independent set X in H? of size at most k the probability that X is a subset of

Y is at least (
(k(d+1)

k

)
k(d +1))−1.

Proposition 3. [Lemmas 3.2 and 3.3, [81]] There are two deterministic algorithms,

that given a d-degenerate graph H? and k ∈ N, outputs independence covering

families F1(H?,k) of size at most
(k(d+1)

k

)
2o(k(d+1)) logn and F2(H?,k) of size

at most
(k2(d+1)2

k

)
(k(d + 1))O(1) logn, respectively. These algorithms run in time

O(|F1(H?,k)|(n+m)) and O(|F2(H?,k)|(n+m)), respectively.

Nowhere dense graph: Towards defining the class of nowhere dense graphs, firstly we

need to define the following.

Definition 8 (Shallow minor). A graph M is an r-shallow minor of a graph G, where r is

an integer, if there exists a set of disjoint subsets V1, . . . ,V|V (M)| of V (G) such that

1. each graph G[Vi] is connected and has radius at most r, and

2. there is a bijection ψ : V (M)→{V1, . . . ,V|V (M)|} such that for every edge uv∈ E(M)

there is an edge in G with one endpoint in ψ(u) and other endpoint in ψ(v).

The set of all r-shallow minors of a graph G is denoted by GOr. Similarly, the set of all

r-shallow minors of all the members of a graph class G is denoted by G Or =
⋃

G∈G (GOr).

Next, we introduce the definition of a nowhere dense graph class; let ω(G) denote the

size of the largest clique in G and ω(G ) = supG∈G ω(G).
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Definition 9 (Nowhere dense). A graph class G is nowhere dense if there exists a function

fω : N→ N such that for all r we have that ω(G Or)≤ fω(r).

We will mostly rely on the low treedepth colorings of nowhere dense graph classes.

Towards that, we first define the notion of treedepth.

Definition 10 (Treedepth of a graph). A treedepth decomposition of a graph G is a rooted

forest F on the vertex set V (G), that is, V (F) =V (G), such that for every edge uv ∈ E(G),

the endpoints u and v are in ancestor-descendant relation. The height of the rooted forest

F , denoted by height(F), is the maximum number of vertices on a simple path from the

root of F to a leaf in F . The treedepth of G, denoted td(G), is the least d ∈ N such that

there exists a treedepth decomposition F of G with height(F) = d.

Next, we define the notion of treedepth colorings and state a result that shows that

nowhere dense graph classes admit low treedepth colorings.

Definition 11 (Treedepth coloring). An r-treedepth colouring of G is a colouring such that

any r′ ≤ r color classes induce a subgraph with treedepth at most r′+1. The minimum

number of colors of such a coloring of G is denoted by tdcolrr(G).

Proposition 4. [Theorem 5.6,[94]] Let G be a nowhere dense graph class. Then there is

a function f (r,ε) such that tdcolrr(G)≤ f (r,ε) ·nε for every integer r ≥ 0, G ∈ G , and

real ε > 0. Furthermore, a f (r,ε) ·nε -treedepth colouring of G can be obtained in time

O( f (r,ε) ·n1+o(1)).

We refer the reader to the book by Nesetril and Ossona de Mendez [95] for a detailed

exposition on nowhere dense classes of graphs, their alternate characterization and several

interesting properties.

The following proposition give algorithms to construct a k independence covering

family for a nowhere dense graph.
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Proposition 5. [Lemmas 3.2 and 3.3, [81]]

Let H be a graph such that H ∈N , where N is a class of nowhere dense graphs. For

any k ∈ N, there are two deterministic algorithms that run in time

O

(
f (k,

1
k
) ·n1+o(1)+g(k)

(
k(1+d)

k

)
2o(k(1+d))n(n+m) logn

)

and

O

(
f (k,

1
k
)n1+o(1)+g(k)

(
k2(1+d)2

k

)
(k(1+d))O(1)n(n+m) logn

)
,

and output a k-independence covering family for (H,k) of size

O(g(k)
(k(1+d)

k

)
2o(k(1+d))n logn) and O(g(k)

(k2(1+d)2

k

)
(k(1+d))O(1)n logn), respec-

tively, where f is a function defined in Proposition 4 and g(k) = ( f (k, 1
k ))

k
.

2.3.2 Branching

Branching (or Bounded search tree) is one of the most commonly used technique in

Parameterized Complexity which use the idea of backtracking. A typical branching

scheme works as follows. In each branch step, algorithm identifies a small (constant size

or bounded by a function of parameter) set S of eligible candidates of solution. Then the

algorithm builds a partial solutions by selecting elements from S and branching into |S|

many subproblems with respect to each element in S. In each such step, the algorithm

investigates some bounded possibilities of decisions and branches into subproblems. It

can also be viewed as a search tree, which the algorithm traverses. In order to show the

correctness of the algorithm it is enough to show that if the given input is a yes-instance,

then a feasible solution to the problem can be discovered at one of the leaves. If the size of

the search tree is bounded by a function of parameter and each branching step takes time

polynomial in the input size, then the given problem is FPT.

More precisely, a branching algorithm works as follows. Let L⊆ Σ∗×N be a parame-
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terized problem and (I,k) be an instance of L. Firstly we assign an appropriate measure

µ(I,k) with (I,k), which should be bounded by a function of k. In each step the algorithm

takes polynomial time and branches into simpler instances, say (I1,k1), . . . ,(I`,k`) of L

such that (`≥ 2), ` is bounded by µ(I,k), (I,k) is a yes-instance of L if and only if one

of the instance (I1,k1), . . . ,(I`,k`) is a yes-instance of L, and each branch measure strictly

decreases, that is, for all j ∈ ` µ(I j,k j)≤ µ(I,k)− c, for some constant c > 0. The algo-

rithm recursively apply branching steps to instances (I1,k1), . . . ,(I`,k`) and stops when

each instance can be trivially solved. The correctness follows from the fact that if the input

instance is a yes-instance then one of the branch generates a yes-instance. Since µ(I,k) is

bounded by a function of k and in each branch µ strictly decreases which bounds the size

of the search tree by a function of k and hence the algorithm runs in FPT time. For more

details on branching technique we refer the reader to Chapter 3 of [29].

2.3.3 Iterative Compression

The iterative compression technique was invented by Reed, Smith and Vetta in 2004

[102]. The method was invented in order to design an FPT algorithm for the ODD CYCLE

TRANSVERSAL problem. Later it became a commonly used technique in Parameterized

Complexity to design FPT algorithms. The center of the iterative compression method is

the compression routine. A compression routine is an algorithm, which takes an instance

together with a solution of the parameterized problem as an input and either returns

a solution of smaller size or return that there does not exist a solution of smaller size

than the given solution. The technique iteratively builds up the input structure and find

a solution at each iteration in FPT time. Then compresses the current solution using

the compression routine. Generally the main goal is to use the given solution which

carries some important information about the structure of the instance and design an FPT

algorithm for compression routine. For more details on iterative compression technique

we refer the reader to Chapter 4 of [29].
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Part II

Conflict-Free Problems
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Chapter 3

Conflict-free Version of Covering

Problems on Graphs

Graph-modification by either deleting vertices, or deleting edges, or adding edges such

that the resulting graph satisfies certain properties or becomes a member of some well-

understood graph class is one of the basic problems in Graph Theory and computer science.

However, most of these problems are NP-complete [111, 76], and therefore they have

been extensively studied in various algorithmic paradigms that are meant to cope with NP-

completeness [54, 84, 51], such as restricted classes of inputs, approximation algorithms

and Parameterized Complexity. In this chapter we introduce the conflict-free variant of

these classical problems and study them from the viewpoint of classical and Parameterized

Complexity.

In the past, the conflict-free version of some classical problems have been studied, e.g.

for SHORTEST PATH [66], MAXIMUM FLOW [98, 99], KNAPSACK [100], BIN PACKING

[45], SCHEDULING [46], MAXIMUM MATCHING and MINIMUM WEIGHT SPANNING

TREE [36, 35]. It is interesting to note that some of these problems are NP-hard even

when their non-conflicting version is polynomial time solvable. The study of conflict-free

problems has also been recently initiated in computational geometry motivated by various
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applications (see [5, 6, 7]). Motivated by these works, we initiate the study of the conflict-

free versions of several well studied vertex deletion problems in Parameterized Complexity.

This is our main conceptual contribution in this chapter.

In the following we recall the definitions of a parameterized vertex deletion problem

on graphs and their conflict-free variant. Let Π be a family of graphs (or property) – such

as edgeless graphs, forests, cluster graphs, chordal graphs, interval graphs, bipartite graphs,

split graphs or planar graphs. The vertex deletion problem corresponding to Π is formally

stated as follows.

Π-VERTEX DELETION Parameter: k

Input: An undirected graph G and a non-negative integer k.

Question: Does there exist S⊆V (G), such that |S| ≤ k and G−S is in Π?

That is, given a graph G, can we delete at most k vertices such that the resulting graph

belongs to Π? The set S is called a Π-deletion set. The study of parameterized graph

deletion problems together with their various restrictions and generalizations have been an

active area of research recently.

To formulate the conflict-free version of these classical problems, let us begin with an

example. Consider SET COVER, that has the following conflict-free version. We are given

a universe U and a family S of subsets of U , a positive integer k and a graph H (with

V (H) = S ). The objective is to check whether there exists a S ′ ⊆S of size at most k

whose union is U and H[S ′] is edgeless. Now, we may similarly combine the classical

vertex deletion problems on graphs, with the conflict-free model described in [5, 6, 7] and

arrive at the following generic conflict-free problem. Let Π be a family of graphs. The

conflict-free vertex deletion problem corresponding to Π is formally stated as follows.
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CONFLICT-FREE Π-VERTEX DELETION (CF-Π-VD) Parameter: k

Input: An undirected graph G, a conflict graph H on vertex set V (G) and a non-

negative integer k.

Question: Does there exist a set S⊆V (G), such that |S| ≤ k, G−S is in Π and S is an

independent set in H?

We define CF-Π-VD, when both the graphs G,H are directed graphs (hypergraphs),

appropriately. Where, the notion of independent set in directed graph is similar to that

of undirected graphs. In hypergraphs, a set S of vertices in a hypergraph G is called

independent if no two vertices in S are contained in an edge in G. In this chapter, we focus

on CF-Π-VD problems corresponding to several well studied problems in Parameterized

Complexity, namely VERTEX COVER, d-HITTING SET, SPLIT VERTEX DELETION,

FEEDBACK VERTEX SET IN TOURNAMENTS (FVST) and FEEDBACK VERTEX SET

(FVS). Observe that when H is the edgeless graph, CF-Π-VD is the same as Π-VERTEX

DELETION and thus it generalizes the non-conflict-free version of the problem. Further-

more, when H is the same as G it corresponds to independent version of these problems

which are also well studied, such as INDEPENDENT FEEDBACK VERTEX SET [90, 81].

Thus, CF-Π-VD is a generalization of well studied problems in algorithms and complexity.

Apart from introducing an interesting family of problems, we obtain the following

results in the realm of parameterized and classical complexity. We note that several of

these results are in sharp contrast to the non-conflict version of the same problem.

A graph property Π is a set of graphs, and a graph in Π is called a Π-graph. We say

that Π is hereditary if for any graph G in Π, every induced subgraph of G is also in Π. A

graph property Π has a forbidden set characterization if there is a set F of graphs such

that a graph is a Π-graph if and only if it does not contain any graph in F as an induced

subgraph, and further, it has a finite forbidden characterization if F is a finite set. We

study the complexity of CF-Π-VD based on the forbidden set of the property Π.
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Graph properties with finite forbidden characterization. The starting point of our results

is a generic result by Cai [19] about graph properties which have a finite forbidden

characterization. We show an analogous result for CF-Π-VD. In particular we show that

CF-Π-VD is FPT whenever Π has a finite forbidden set characterization. Indeed, we

show that this problem admits an algorithm with running time O(αk ·n ·T (m,n)), where

T (m,n) is time to recognize a graph in Π and α is the size of largest graph in the finite

forbidden set F . Furthermore, it also admits a kernel with O(α2α!kα) vertices.

Next, we study the conflict-free version of several well-studied cases of Π-VERTEX

DELETION, where Π is characterized by the finite family of forbidden induced subgraphs.

For a problem Q, we call its conflict-free version as CONFLICT-FREE Q (CF-Q, in short).

These results improve upon the generic result stated above.

1. CONFLICT FREE VERTEX COVER (CF-VC) admits a 2k-vertex kernel, a factor

2-approximation algorithm, an O?(1.2738k) FPT algorithm1 and an O?(1.1996n)

exact algorithm. Furthermore, CF-VC is NP-complete even when graph G is of

degree at most 2. This holds even when G is disjoint union of P3 (P̀ denotes the path

on ` vertices). Furthermore, CF-VC is polynomial time solvable when G has degree

at most one, or when both G and H have a perfect matching.

2. The CONFLICT FREE d-HITTING SET (d-CF-HS) problem can be solved in

O?(((d−1)+0.2738)k) = O?((d−0.7262)k) time.

3. CONFLICT FREE SPLIT VERTEX DELETION (CF-SVD) can be solved in

O?(1.2738kkO(logk)) time and polynomial space.

4. CONFLICT FREE FEEDBACK VERTEX SET IN TOURNAMENTS (CF-FVST) can be

solved in O?(2k) time.

Let us note that given the graphs G,H, we can test whether there exists a conflict-free

vertex cover (of any size) of the pair (G,H) in polynomial time by a reduction to the
1O? suppresses the polynomial factor in the running time.
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2-SAT problem (Lemma 11). However, one can show that testing whether there exists a

conflict-free feedback vertex set (of any size) is NP-complete.

Graph properties without finite forbidden characterization. Next, we consider those graph

properties that are not characterized by a finite family of forbidden induced subgraphs. We

show that if Π is characterized by a “well-behaved” infinite family of forbidden induced

subgraphs, then CF-Π-VD is W[1]-hard. In particular, we show that CONFLICT FREE

FEEDBACK VERTEX SET (CF-FVS) is W[1]-hard even when G is disjoint union of

cycles. A similar result holds for CONFLICT FREE ODD CYCLE TRANSVERSAL (CF-

OCT), CONFLICT FREE CHORDAL VERTEX DELETION (CF-CVD) and CONFLICT

FREE INTERVAL VERTEX DELETION (CF-IVD).

This motivates us to consider some special cases of (G ,H )-Π-VD. Here, (G ,H )

denotes that the graph G belongs to the graph class G and the graph H belongs to the

graph class H . We will use ? to denote that the graph is arbitrary. We show that, (?,H )-

CF-FVS (H -CF-FVS), H -CF-OCT, H -CF-CVD, H -CF-IVD are FPT, when H

belongs to the family of d-degenerate graphs (Dd), or nowhere dense graphs (N ). It is

worth noting that the families of d-degenerate graphs and nowhere dense graphs include

trees, graphs of bounded degree, planar graphs, graphs that exclude a fixed graph H as a

minor (or a topological minor) and graphs of bounded expansion. These algorithms are

based on the notion of “k-independence covering family” introduced in [81].

3.1 Preliminaries

Throughout this chapter, we use the following notions. For a (directed) graph G, we

use V (G) to denote the vertex set and E(G) to denote the (arc) edge set of the (directed)

graph G. A conflict graph of a graph G is a graph H, where the vertex sets of G and H

are same but edge sets may be different. For two sets X and Y , by X \Y we mean the

set {v|v ∈ X ,v /∈ Y}. For a graph G and a set X ⊆ V (G), by G[X ] we mean the graph G
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induced on X and by G−X we mean the graph G[V (G)\X ]. Let E ′ be a subset of edges

of the graph G, by G[E ′] we mean the graph with vertex set V (G) and edge set E ′. For a

graph G and a vertex v ∈V (G), by NG(v) we denote the neighborhood of v in G, that is,

the set of vertices which have at least one edge incident on v in G. By NG[v] we denote the

set NG(v)∪{v}. The subscript from the notations are ommited when it is clear from the

context. Throughout the chapter given a graph G, n and m denote the number of vertices

and the edges of G, respectively.

A graph is chordal if every cycle of length greater than 3 has a chord (an edge connecting

two vertices of cycle but not part of the cycle). A complete graph is an undirected simple

graph in which every pair of vertices is connected by an edge. A tournament is a directed

graph obtained by assigning a direction to each edge of a complete graph.

3.2 Conflict-free Version of Properties with Forbidden Set

Characterizations

3.2.1 Properties with Finite Forbidden Set Characterizations

In this subsection, we study the CF-FINITE Π-VD problem when Π is hereditary and

admits a finite forbidden set characterization.

FPT Algorithm for CF-FINITE Π-VD. Let F be the finite forbidden set corresponding to

the property Π. Cai [19] showed that the FINITE Π-VD is FPT. That is, given a graph G,

testing whether there exists a set S⊆V (G) of size at most k such that G−S is a Π-graph

is FPT. The algorithm works as follows. It starts by finding a forbidden vertex set X in G;

among which we know that at least one vertex must go in the solution set S. Therefore, we

branch on this collection of vertices, and for each vertex v ∈ X , we recursively apply the

algorithm to solve the instance (G−v,k−1). If one of these branches returns a Π-deletion
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set S, then clearly S∪{v} is of size at most k and it is a Π-deletion set in G. Else, we

return that the given instance is a no-instance. At every recursive call we decrease the

parameter by 1, and thus, the height of the search tree does not exceed k. At every step,

we branch in at most α subproblems; where α is the size of largest graph in F . Hence,

the number of nodes in the search tree does not exceed αk. Observe that, the algorithm

actually enumerates all the minimal Π-deletion sets of size at most k. Thus, for CF-FINITE

Π-VD, all we need to do in addition, is to check whether H[S] is edgeless or not. We will

also need the following result for the above algorithm.

Proposition 6. [Theorem 1,[19]] For any hereditary property Π, if Π is recognizable in

time T (m,n), then for any graph G that is not a Π-graph, a minimal forbidden induced

subgraph of Π in G can be found in O(n ·T (m,n)) time.

With the above theorem in hand, we obtain the following theorem.

Theorem 3.2.1. CF-FINITE Π-VD is FPT and admits an algorithm with running time

O(αk ·n ·T (m,n)), where T (m,n) is the time to recognize a graph in Π and α is the size

of largest graph in the finite forbidden set F .

3.2.2 A Polynomial Kernel for CF-FINITE Π-VD

In this section, we design a polynomial kernel for CF-FINITE Π-VD. Towards that, we

define following reduction rules. The first reduction rule is based on a simple observation

that the vertices that do not participate in any forbidden induced subgraph of G can be

deleted.

Reduction Rule 1. Let (G,H,k) be an instance of CF-FINITE Π-VD. If G contains a

vertex v, which is not part of any forbidden induced subgraph in G, delete v from G and H.

The new instance is (G− v,H− v,k).

Safeness of Reduction Rule 1 follows from the fact that G and G− v have the same

family of forbidden sets that needs to be hit. Also, we can test whether a vertex v is part
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of any forbidden induced subgraph or not by enumerating all subsets X of size α−1 and

testing whether G[X ∪{v}] is a forbidden set or not. This implies that we can apply this

reduction rule in polynomial time. Next reduction rule is based on the classical Sunflower

Lemma. A sunflower with k petals and a core Y is collection of k disjoint sets S1, · · · ,Sk

such that Si 6= S j for all i 6= j, and they intersect exactly at Y . The sets Si \Y are called

petals and are non empty. The set Y is called the core.

Lemma 1. [29, Theorem 2.25] Let A be the family of sets of size exactly d over a universe

U . If |A |> d!(k−1)d , then A contains a sunflower with k petals, and such a sunflower

can be computed in time polynomial in |A |, |U | and k.

Given a graph G and a set of finite forbidden graphs F = {F1, . . . ,Fq}, we first

enumerate all forbidden induced subgraphs of G in polynomial time. Let A be the family

of vertex sets of induced forbidden subgraphs of G and η denotes the size of maximum

sized set in A . We start with the following simple but useful observation.

Observation 3.2.2. (G,H,k) is a yes-instance of CF-FINITE Π-VD if and only if there

exists a vertex subset S ⊆V (G) of size at most k such that S intersects all the sets in A

and H[S] is edgeless.

For a family A ∗ of subsets of sets of V (G), by U(A ∗), we denote the union of set of

vertices in all sets in A ∗.

Observation 3.2.3. Suppose that, A contains a sunflower S1, . . . ,Sk+2 with k+2 petals

and a core Y . Let A ′ =A \{Sk+2} and H ′ = H[U(A ′)]. Then, there exists a vertex subset

S⊆U(A ) of size at most k such that S intersects all the sets in A and H[S] is edgeless if

and only if there exists a vertex subset S′ ⊆V (A ′) of size at most k such that S′ intersects

all the sets in A ′ and H ′[S′] is edgeless.

Proof. In the forward direction, assume that there exists a vertex subset S⊆U(A ) of size

at most k such that S intersects all the sets in A and S is an independent set in H. Let
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S′ = S∩U(A ′). The only vertices that appears in S but do not appear in S′ are those which

are present in Sk+2 but do not appear in any other set of A . This implies that S′ intersects

all the sets in A ′. Furthermore, since S′ ⊆ S, we have that H ′[S′] is edgeless.

In the reverse direction, assume that there exists a vertex subset S′ ⊆U(A ′) of size at

most k such that S′ intersects all the sets in A ′ and S′ is an independent set in H ′. We will

show that S′ itself intersects all the sets in A . Suppose not then S′ does not hit Sk+2 ∈A .

Since A ′ contains sunflower S1, . . . ,Sk+1, S′ must contain a vertex from Y , otherwise S′

contains a vertex from each Si \Y , i ∈ [k+ 1] which is a contradiction to the size of S′.

However, a vertex from Y hits Sk+2 in A . Hence, S′ intersects all the sets in A . Observe

that, since H ′ is an induced subgraph of H, we have that H[S′] is edgeless. This completes

the proof.

Next, we apply the following procedure to reduce the family A . If A contains a

sunflower S1, . . . ,Sk+2 with k+2 petals and a core Y , then delete Sk+2 from A and repeat

on A = A \Sk+2. Otherwise, return A . Let A ′ be the resultant family. Using Lemma 1,

the above procedure can be applied in polynomial time.

Reduction Rule 2. Let v be a vertex in G such that v is not in V (A ′), then delete v from

G and H. The new instance is (G− v,H− v,k).

Lemma 2. Reduction Rule 2 is safe.

Proof. The proof follows from Observations 3.2.2,3.2.3 and the construction of the family

A ′.

Theorem 3.2.4. CF-FINITE Π-VD admits a kernel with at most O(η2η!kη) vertices,

where η is the size of largest graph in the finite forbidden set F corresponding to Π.

Proof. Given an instance (G,H,k) of CF-FINITE Π-VD, the kernelization algorithm

works as follows. Firstly, the algorithm applies Reduction Rule 1 exhaustively. Next, the

algorithm constructs a family A of vertex sets of induced forbidden subgraphs of G and
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applies Reduction Rule 2 exhaustively and get the reduced family A ′. Let V ′ denotes

the set of vertices present in any forbidden set in A ′. Let (G′ = G[V ′],H ′ = H[V ′],k) be

the reduced instance. By safeness of Reduction Rule 1, Observations 3.2.2,3.2.3, and

Lemma 2 it follows that, (G,H,k) is a yes-instance of CF-FINITE Π-VD if and only

if (G′,H ′,k) is a yes-instance of CF-FINITE Π-VD. Since V (G′) is same as the set of

vertices present in any set in A ′, it is sufficient to bound size of family A ′ to bound the

size of the graph G′. If for some η ′ ∈ {1, . . . ,η}, the number of sets in A ′ of size exactly

η ′ is more than η ′!(k+1)η ′ , then by Lemma 1, we can find a sunflower with k+2 petals

and apply Reduction Rule 2. Since, each set can be of size at most η in A ′, therefore

|V (G′)| ≤ η2η!(k+1)η . This completes the proof of theorem.

3.2.3 Properties that do not admit finite forbidden characterization

It is well know that a property Π is hereditary if and only if Π admits a forbidden set

characterization [19]. Let F denote the forbidden set corresponding to Π. Following the

previous section, a natural question that arises is what happens when F is infinite. We

call the corresponding vertex deletion problem as CONFLICT FREE INFINITE Π-VERTEX

DELETION (CF-INFINITE Π-VD). For example, suppose that Π is a family of forests, or

chordal graphs, or interval graphs, or bipartite graphs. Then, the corresponding classical

problems of Π-VERTEX DELETION (Π-VD) problems are known as FEEDBACK VERTEX

SET (FVS), CHORDAL VERTEX DELETION (CVD), INTERVAL VERTEX DELETION

(IVD) and ODD CYCLE TRANSVERSAL (OCT) and these problems are known to be

FPT [24, 70, 86, 102]. However, we will show now that conflict-free version of these

problems is W[1]-hard. Indeed, CONFLICT FREE FEEDBACK VERTEX SET (CF-FVS) is

W[1]-hard, when parameterized by solution size, even when the graph G belongs to the

class of graphs of disjoint union of cycles (C ).

Towards this, we give a parameter preserving reduction from MULTICOLORED IN-

DEPENDENT SET (MCIS) problem to (C ,?)-CF-FVS (C -CF-FVS). It is well known
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that the MCIS problem is W[1]-hard. See [29] for further details on the notion of W[1]-

hardness and for the fact that MCIS is W[1]-hard. The MCIS problem is formally defined

as follows.

MULTICOLORED INDEPENDENT SET (MCIS) Parameter: k

Input: A graph G, an integer k, and a partition of V (G) into k sets V1, . . . ,Vk.

Question: Does there exist a set X ⊆V (G), such that X ∩Vi = 1, ∀i ∈ [k] and G[X ] is

edgeless?

Given an instance (G,(V1, . . . ,Vk),k) of MCIS, we construct an instance (G′,H,k)

of CF-FVS as follows. We let H = G. Next, we construct the graph G′. Vertices in

V (G′) = V (H) = V (G). For each set Vi, i ∈ [k], we construct a cycle C|Vi| (Cl denotes

cycle on l vertices) on vertex set Vi in G′. Clearly, this construction can be carried out in

polynomial time, and graph G ∈ C .

Lemma 3. (G,(V1, . . . ,Vk),k) is a yes-instance of MCIS if and only if (G′,H,k) is a

yes-instance of C -CF-FVS.

Proof. In the forward direction, let (G,(V1, . . . ,Vk),k) is a yes-instance of MCIS and let

S be its solution of size at most k. We claim that, S is also a solution to (G′,H,k) of

C -CF-FVS. Observe that, S∩Vi = 1 for each i ∈ [k]. By our construction, the graph G′ is

disjoint union of cycles C|Vi| on vertex set Vi, for each i ∈ [k]. This implies that, S hits all

cycles in G′. On the other hand, since H is isomorphic to the graph G and G[S] is edgeless,

we have that H[S] is also edgeless.

Conversely, let (G′,H,k) is a yes-instance of C -CF-FVS and let S′ be its solution

of size at most k. We claim that, S′ is also a solution to (G,(V1, . . . ,Vk),k) of MCIS. By

the construction of G′, there exist k disjoint cycles in G′ on each set Vi, i ∈ [k]. Hence,

S′∩Vi = 1. Also, H[S′] is edgeless and graph G is isomorphic to graph H, therefore G[S′]

is also edgeless. This completes the proof.

We obtain the following theorem using construction, Lemma 3 and W[1]-hardness of
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MCIS.

Theorem 3.2.5. C -CF-FVS is W[1]-hard, when parameterized by the solution size, where

C is the family of graphs which are disjoint union of cycles.

The proof of Theorem 3.2.5 requires nothing specific about C -CF-FVS, except that

G is a disjoint union of forbidden sets where each forbidden set is identified with a color

class Vi. If F is infinite and well behaved in the following sense: given an integer n we

can output a forbidden set F of size polynomial in n (in fact, size f (k) · nO(1) will also

work for our purpose) in time τ(k) ·nO(1), then we can mimic the proof of Theorem 3.2.5

and show that the corresponding CF-Π-VD is W[1]-hard. Let us note that in certain cases,

e.g. for bipartite graphs where the family of forbidden subgraphs are odd cycles, we may

need to augment a color class Vi with additional vertices to obtain a forbidden set in F

in the graph G. This is easily handled by making the additional vertices adjacent to all

vertices in the conflict graph H, which ensures that they cannot be selected in any solution

of cardinality greater than one. In particular, this holds for Π being the family of chordal

graphs, or interval graphs, or bipartite graphs. Here, f and τ are computable functions.

3.2.4 Results on properties without finite forbidden characterization

In Section 3.2.3, we have shown that if F is infinite, CF-Π-VD is W[1]-hard in general,

even though the corresponding classical problem is FPT, e.g. CF-FVS, CF-OCT, CF-

CVD etc. In light of this, a natural question that arises is what happens if H is restricted to

certain graph classes. In this section, we show that CF-INFINITE Π-VD is FPT when H is

restricted to the class of d-degenerate graphs or no-where dense graphs. We refer to these

restricted variants of problem as Dd -CF-Π-VD and N -CF-Π-VD, respectively.

The degeneracy of an n-vertex graph G? is defined as the minimum integer d such

that there exists an ordering σ : V (G?)→ {1 , · · · , n} where every vertex v has at most d

neighbors u for which σ(u)> σ(v). Such an ordering σ is called a d-degeneracy sequence
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of the graph G?. We fix one such sequence, and then for any vertex v ∈V (G?), we define

its forward and backward neighbors in G? with respect to this ordering. Our algorithm

is based on the construction of a k-independence covering family of a graph, using the

Independence Covering Lemma of [81]. We recall the notion of k-independence covering

family and Independence Covering Lemma here. For a graph H? and an integer k, a

k-independence covering family, denoted by F (H?,k), is a family of independent sets of

the graph H? such that for any independent set X in H? of size at most k there exists a

set Y in F (H?,k) such that X ⊆ Y . We will use the following propositions to construct a

k-independence covering family for H.

Proposition 7. [Lemma 1.1,[81]] There exists a linear time randomized algorithm, that

given as input a d-degenerate graph H? and k ∈ N, outputs an independent set Y , such

that for every independent set X in H? of size at most k the probability that X is a subset of

Y is at least (
(k(d+1)

k

)
k(d +1))−1.

Proposition 8. [Lemmas 3.2 and 3.3,[81]] There are two deterministic algorithms,

that given a d-degenerate graph H? and k ∈ N, outputs independence covering

families F1(H?,k) of size at most
(k(d+1)

k

)
2o(k(d+1)) logn and F2(H?,k) of size

at most
(k2(d+1)2

k

)
(k(d + 1))O(1) logn, respectively. These algorithms run in time

O(|F1(H?,k)|(n+m)) and O(|F2(H?,k)|(n+m)), respectively.

In the following, we present an FPT algorithm for Dd -CF-Π-VD problems. The

algorithm is based on the observation that, given an independence covering family of

conflict graph, the conflict-free solution of the problem lies inside one of the sets in this

family. By construction, each set in this family is an independent set in H, and therefore

the problem of finding a solution to the given instance of Dd -CF-Π-VD boils down to

finding a solution of Π-VD in the graph G that also lies in a chosen set in the family. In

particular, it reduces to solving the following annotated version of Π-VD.
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ANNOTATED-Π-VD (A-Π-VD) Parameter: k

Input: A graph G, Y ⊆V (G) and an integer k.

Question: Does there exist S⊆ Y of size at most k such that G−S is in Π?

Theorem 3.2.6. Let Π be a property such that A-Π-VD admits an algorithm with run-

ning time τ(k)nO(1). Then, Dd -CF-Π-VD admits a randomized algorithm with run-

ning time
(k(d+1)

k

)
k(d + 1)τ(k)nO(1), and a deterministic algorithm with running time

min
{(k(d+1)

k

)
2o(k(d+1)) logn,

(k2(d+1)2

k

)
(k(d +1))O(1) logn

}
τ(k)nO(1).

Proof. First, we give the randomized algorithm. Given an instance (G,H,k) of Dd -CF-Π-

VD we do as follows. Run the following two step procedure (
(k(1+d)

k

)
k(d +1)) times.

1. Run the algorithm in Proposition 7 on (H,k), and obtain the set Y .

2. Solve A-Π-VD on the instance (G,Y,k), using the algorithm running in time

τ(k)nO(1).

The algorithm outputs yes, if Step 2 returns yes at least once, else algorithm returns

no. Now we prove the correctness of algorithm. Since in Step 1, the output set Y is an

independent set in the conflict graph H, if the algorithm returns yes, then the input instance

is a yes-instance. Now suppose that the input instance is a yes-instance, and X be its

solution. By Proposition 7, probability that X ⊆ Y is at least p = (
(k(d+1)

k

)
k(d + 1))−1.

We repeat the procedure 1/p times, so the probability that in all executions X * Y is at

most (1− p)1/p ≤ 1/e. Therefore, algorithm returns yes with probability at least 1−1/e.

Running time follows from Proposition 7, and the assumed running time of the algorithm

for A-Π-VD.

Next, we give the deterministic algorithm. Given an instance (G,H,k) of Dd -CF-Π-

VD, the algorithm works as follows. Algorithm first constructs k-independence covering

family F (H,k) of the conflict graph H, using Proposition 8. Then, for all sets Y ∈F (H,k),

algorithm solves A-Π-VD on instance (G,Y,k), using the algorithm assumed in the
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statement of the theorem. The algorithm outputs yes if for some set Y ∈F (H,k), the

A-Π-VD returns yes, otherwise returns no. The correctness of the algorithm follows

from the definition of k-independence covering family. The running time follows from

Proposition 8, and the assumed running time of the algorithm for A-Π-VD. This completes

the proof.

The above theorem naturally leads to the question of when can A-Π-VD be FPT. We

give an affirmative answer for several cases when the integer weighted version (W-Π-VD)

of the corresponding Π-VD is FPT. For a graph G, a weight function w : V (G)→ N, and

a set S⊆V (G), we define the weight of S as ∑v∈S w(v). The W-Π-VD problem is defined

formally as follows.

WEIGHTED Π-VD (W-Π-VD) Parameter: k

Input: A graph G, a weight function w : V (G)→ N, and an integer k.

Question: Does there exist S⊆V (G) of weight at most k, such that G−S is in Π?

We give a polynomial time reduction from A-Π-VD to W-Π-VD. Towards this, given

an instance (G,Y,k) of A-Π-VD, we construct an instance (G′,w,k) of W-Π-VD as

follows. We take the graph G′ identical to the graph G. The weight function w is defined

as follows. We assign w(v) = k+1 if v ∈V (G)\Y , otherwise w(v) = 1.

Lemma 4. (G,Y,k) is a yes-instance of A-Π-VD if and only if (G′,w,k) is a yes-instance

of W-Π-VD.

Proof. In the forward direction, let (G,Y,k) is a yes-instance of A-Π-VD, and let S be

its minimal solution of size at most k. We claim that, S is also a solution to (G′,w,k) of

W-Π-VD. Since S⊆ Y , we have that w(v) = 1, for every v ∈ S. Therefore, the weight of S

is at most k. Since G′ is isomorphic to G, G′−S is also a Π-graph.

Conversely, let (G′,w,k) is a yes-instance of W-Π-VD, and let S′ be its solution of

weight at most k. We claim that, S′ is also a solution to (G,Y,k) for A-Π-VD. Observe
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that, all the vertices in V (G′)\Y have weight k+1, therefore, S′ ⊆ Y . Since, every vertex

in S′ has weight 1, |S′| ≤ k. Furthermore, since the graph G is isomorphic to the graph G′,

we have that G−S′ is in Π. This completes the proof.

Using construction and Lemma 4, we obtain the following lemma.

Lemma 5. Let Π be a property such that W-Π-VD admits an algorithm with running time

γ(k)nO(1). Then, A-Π-VD also admits an algorithm with running time γ(k)nO(1).

It is known that WEIGHTED FEEDBACK VERTEX SET (WFVS) can be solved in time

O(3.618knO(1)) [26] and thus, by Lemma 5, we have that A-FVS can be solved in time

O(3.618knO(1)). By applying Theorem 3.2.6, we obtain the following corollary.

Corollary 1. Dd -CF-FVS either admits a randomized algorithm with running

time
(k(d+1)

k

)
k(d + 1)τ(k)nO(1), or a deterministic algorithm with running time

min
{(k(d+1)

k

)
2o(k(d+1)) logn,

(k2(d+1)2

k

)
(k(d + 1))O(1) logn

}
τ(k)nO(1). Here, τ(k) =

3.618k.

3.2.5 CONFLICT FREE ODD CYCLE TRANSVERSAL

Let Π be the family of bipartite graphs. Then, the corresponding CF-Π-VD is a conflict-

free version of OCT, namely, CONFLICT FREE ODD CYCLE TRANSVERSAL (CF-OCT).

In the following, we design an FPT algorithm for Dd -CF-OCT. Towards this, we use the

result for ANNOTATED-OCT (A-OCT) problem. It is known that A-OCT can be solved

in time O(4kk6(n+m)) [81]. Thus, by applying Theorem 3.2.6, we obtain the following

corollary.

Corollary 2. Dd -CF-OCT either admits a randomized algorithm with running

time
(k(d+1)

k

)
k(d + 1))τ(k)nO(1), or a deterministic algorithm with running time

min
{(k(d+1)

k

)
2o(k(d+1)) logn,

(k2(d+1)2

k

)
(k(d +1))O(1) logn

}
τ(k)nO(1). Here, τ(k) =

4kk6.
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3.2.6 CONFLICT FREE CHORDAL VERTEX DELETION

Let Π be the family of chordal graphs. Then, the corresponding CF-Π-VD is a conflict-free

version of CVD, namely, CONFLICT FREE CHORDAL VERTEX DELETION (CF-CVD).

In the following, we design an FPT algorithm for Dd -CF-CVD. Towards this, we give a

polynomial time parameter preserving reduction from ANNOTATED-CVD (A-CVD) to

the CVD problem. Given an instance (G,Y,k) of A-CVD, in the following, we give a

construction to generate an instance (G′,k) of CVD.

Construction 1. To construct the graph G′, we replace each vertex v ∈V (G)\Y with a

k+1 sized vertex set Xv = {v1, . . . ,vk+1}. The vertex set of G′ is ∪v∈V (G)\Y Xv∪Y . If uv is

an edge in G such that u,v ∈ Y , then we add uv to G′. Next, for each vertex v ∈V (G)\Y ,

we introduce edges viv j, for all vi,v j ∈ Xv, i 6= j. Furthermore, for each edge vu ∈ E(G)

such that u ∈ Y , we introduce edges viu in G′ for all vi ∈ Xv, and when u ∈V (G)\Y , we

introduce edges viu j in G′ such that vi ∈ Xv,u j ∈ Xu,1≤ i, j ≤ k+1. Observe that, for a

vertex v ∈ V (G) \Y , G′[Xv] is a clique of size k+ 1 in G′. Let Su be the set of vertices

added in G′ corresponding to a vertex u in G. Observe that, for an edge uv ∈ E(G), we

make a complete bipartite graph between vertices of sets Su,Sv in G′.

Lemma 6. (G,Y,k) is a yes-instance of A-CVD if and only if (G′,k) is a yes-instance of

CVD.

Proof. In the forward direction, let (G,Y,k) is a yes-instance of A-CVD, and let S be its

solution of size at most k. We claim that S is also a solution to (G′,k) for CVD. For a

contradiction, assume that there exists a chordless induced cycle C in G′−S of length at

least 4. Observe that, C can contain at most one vertex from a set Sv. Indeed, since C has

at least 4 vertices, if two vertices, say vi,v j ∈ Sv are present in C, and let uvi is an edge in

C then, by construction of G′, we have that edges viv j,uv j ∈ E(G′) and it contradicts the

assumption that C is an induced cycle of length at least 4. This implies that, we can now

replace a vertex vi in C by the corresponding vertex v in G and get a chordless cycle in
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G−S. This contradicts that G−S is a chordal graph.

Conversely, let (G′,k) is a yes-instance of CVD and let S′ be its solution of size at most

k. We claim that S′ is also a solution of A-CVD in (G,Y,k). Observe that, for a vertex

v ∈ V (G)\Y , the neighborhood of vertices in the set Sv is same in G′. Thus, if a vertex

vi ∈ Sv participates into a chordless induced cycle C, then replacing vi by a different vertex

v j ∈ Sv, we get another chordless induced cycle C′. Therefore, if a minimal solution S′

contains a vertex vi ∈ Sv, it must contain all the vertices in Sv, which would contradict the

size of S′. Therefore, S′ does not contain any vertex from Sv, v ∈V (G)\Y . Thus, S′ ⊆ Y

and is of size at most k. Also, observe that, G is an induced subgraph of G′ and chordal

graphs are closed under induced subgraphs. This implies that, G− S is also a chordal

graph.

Lemma 6 implies that, it is sufficient to solve CVD on (G′,k) to solve A-CVD on

(G,Y,k). It is well known that CVD can be solved in time O(2O(k logk)nO(1)) [25]. Hence,

we obtain the following result.

Lemma 7. A-CVD can be solved in time O(2O(k logk)nO(1)).

Combining Theorem 3.2.6 and Lemma 7, we obtain the following corollary.

Corollary 3. Dd -CF-CVD either admits a randomized algorithm with running

time
(k(d+1)

k

)
k(d + 1))τ(k)nO(1), or a deterministic algorithm with running time

min
{(k(d+1)

k

)
2o(k(d+1)) logn,

(k2(d+1)2

k

)
(k(d +1))O(1) logn

}
τ(k)nO(1). Here, τ(k) =

2O(k logk).

3.2.7 CONFLICT FREE INTERVAL VERTEX DELETION

Let Π be the family of interval graphs. Then, the corresponding CF-Π-VD is a conflict-

free version of IVD, namely, CONFLICT FREE INTERVAL VERTEX DELETION (CF-IVD).

In the following, we design an FPT algorithm for Dd -CF-IVD. Towards this, we give a
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polynomial time parameter preserving reduction from ANNOTATED-IVD (A-IVD) to the

IVD problem.

We use the characterization that a graph is an interval graph if and only if it is chordal

and AT-free. Three vertices form an asteroidal triple in a graph G, if every two of them are

connected by a path avoiding the neighborhood of the third. A graph is AT-free if it has no

asteroidal triple. Given an instance (G,Y,k) of A-IVD, we construct an instance (G′,k) of

IVD, using Construction 1 described in Section 3.2.6.

Lemma 8. (G,Y,k) is a yes-instance of A-IVD if and only if (G′,k) is a yes-instance of

IVD.

Proof. In the forward direction, let (G,Y,k) is a yes-instance of A-IVD, and let S be its

solution of size at most k. We claim that S is also a solution to (G′,k) of IVD. Observe

that, G′−S is chordal using arguments similar to the proof of Lemma 7. Now it is only

remaining to prove that G′− S is also AT-free. For a contradiction, assume that there

exists an asteroidal triple A = {u,v,w} in G′−S. Observe that for a vertex, say u in A, if

u∈V (G)\Y then v,w cannot belong to the set Su. For contradiction, assume that v belongs

to Su. Since neighbours of u and v are same, all paths from u to w passes through neighbour

of v, which is contradiction to the fact that A is an asteroidal triple. Therefore, all three

vertices in A correspond to different vertices in G. Observe that, a minimal path P between

any two vertices, say between u and v, that avoids neighborhood of the third vertex w,

cannot contain a vertex from Sw if w ∈V (G)\Y , since w is adjacent to all the vertices in

Sw. If u or v belongs to V (G)\Y , then since P is a minimal path it cannot contain any other

vertices from Su or Sv apart from u and v, since the neighborhood of all the vertices in Su

and Sv are same. Therefore, we can replace vertices in P with corresponding vertices in G,

and we get an asteroidal triple corresponding to {u,v,w} in G, which is a contradiction to

the fact that S is a solution to (G,Y,k) of A-IVD.

Conversely, let (G′,k) is a yes-instance of IVD, and let S′ be its minimal solution

of size at most k. We claim that S′ is also a solution to (G,Y,k) of A-IVD. Observe
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that, G− S is chordal using arguments similar to proof of Lemma 7. Now it is only

remaining to prove that G−S is also AT-free. Observe that, to delete an asteroidal triple

either we have to delete a vertex from asteroidal triple or we have to delete all paths

between at least two vertices of asteroidal triple that does not passes through third vertex

or neighborhood of third vertex. We claim that, S′ does not contain any vertex from Sv,

v ∈ V (G) \Y . For contradiction, assume that there exist a vertex vi corresponding to a

vertex v ∈V (G)\Y in S′ and participates into an asteroidal triple {vi,u,w} then replacing

vi by a vertex v j ∈ Sv, i 6= j we get another asteroidal triple {v j,u,w}. Therefore, if S′

contains a vertex vi ∈ Sv, it will contain all vertices in Sv, which would contradict that S′

is of size at most k. Now consider the case when the vertex vi does not participate in any

asteroidal triple, then vi is in S′ to delete a path between vertices of an asteroidal triple but

then replacing vi by a vertex v j ∈ Sv, i 6= j, we get another path and there will be k+1 such

paths. Therefore, taking vi in S′ contradicts that S′ is minimal. This implies that S′ ⊆ Y

and is of size at most k. Also, observe that, G is an induced subgraph of G′ and interval

graphs are closed under induced subgraph. Therefore, G−S is also an interval graph. This

completes the proof.

Lemma 8 implies that, it is sufficient to solve IVD on (G′,k) to solve A-IVD on

(G,Y,k). It is known that IVD can be solved in time O(8k(n+m)) [21]. Hence, we obtain

the following result.

Lemma 9. A-IVD can be solved in time O(8kk2(n+m)).

Combining Theorem 3.2.6 and Lemma 9, we obtain the following corollary.

Corollary 4. Dd -CF-IVD either admits a randomized algorithm with running

time
(k(d+1)

k

)
k(d + 1))τ(k)nO(1), or a deterministic algorithm with running time

min
{(k(d+1)

k

)
2o(k(d+1)) logn,

(k2(d+1)2

k

)
(k(d +1))O(1) logn

}
τ(k)nO(1). Here, τ(k) = 8k.
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3.2.8 Nowhere Dense Graphs

In this section, we present an FPT algorithm for CF-INFINITE Π-VD when H belongs to

nowhere dense class of graphs (N -CF-Π-VD). This class of graphs is a generalization

of bounded tree-depth classes, bounded local tree-width classes, planar graphs, bounded

genus, excluded minors, excluded topological minor and bounded local expansion classes

[95]. The algorithms is again based on the fact that these classes of graphs also admit

independence covering family. See Section 2.3.1 for the definition of the class of nowhere

dense graphs. We recall the following result to find a k-independence covering family for

nowhere dense graphs.

Proposition 9. [Lemmas 3.2 and 3.3,[81]] Let H be a graph such that H ∈N , where N

is a class of nowhere dense graphs. For any k ∈ N, there are two deterministic algorithms

that run in time

O

(
f (k,

1
k
) ·n1+o(1)+g(k)

(
k(1+d)

k

)
2o(k(1+d))n(n+m) logn

)

and

O

(
f (k,

1
k
)n1+o(1)+g(k)

(
k2(1+d)2

k

)
(k(1+d))O(1)n(n+m) logn

)
,

and output a k-independence covering family for (H,k) of size

O(g(k)
(k(1+d)

k

)
2o(k(1+d))n logn) and O(g(k)

(k2(1+d)2

k

)
(k(1+d))O(1)n logn), respec-

tively, where f is a function defined in Proposition 4 and g(k) = ( f (k, 1
k ))

k
.

Then, analogous to Theorem 3.2.6, we can obtain Theorem 3.2.7 and it’s corollaries.

Theorem 3.2.7. Let Π be a property such that A-Π-VD admits an algo-

rithm with running time τ(k)nO(1). Then, N -CF-Π-VD admit deterministic

algorithms with running time O
((

f (k, 1
k )+g(k)

(k(1+d)
k

)
2o(k(1+d))

)
τ(k)nO(1)

)
and

O
((

f (k, 1
k )+g(k)

(k2(1+d)2

k

)
(k(1+d))O(1)

)
τ(k)nO(1)

)
. Here, f is a function defined

in Proposition 4 and g(k) = ( f (k, 1
k ))

k
.
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Corollary 5. N -CF-FVS, N -CF-OCT, N -CF-CVD and N -CF-IVD admit FPT

algorithms.

3.3 Well Studied Special Cases of CF-FINITE Π-VD

We can obtain improved algorithms for the conflict-free version of several well-studied

cases of Π-VERTEX DELETION whenever Π is characterized by the finite family of

forbidden induced subgraphs. In this section, we give improved algorithms for CONFLICT

FREE VERTEX COVER, CONFLICT FREE d-HITTING SET, CONFLICT FREE SPLIT

VERTEX DELETION and CONFLICT FREE FEEDBACK VERTEX SET IN TOURNAMENTS.

3.3.1 CONFLICT FREE VERTEX COVER

In this section, we study the conflict-free version of the classical VERTEX COVER, namely

CONFLICT FREE VERTEX COVER (CF-VC). In particular, we study the following prob-

lem.

CONFLICT FREE VERTEX COVER (CF-VC) Parameter: k

Input: A graph G = (V,E), a conflict graph H, and an integer k.

Question: Does there exist X ⊆V (G) of size at most k, such that X is a vertex cover

of G, and an independent set of H ?

We call the set X as a conflict-free vertex cover. Next, we show that CF-VC can

be solved as fast as the classical VERTEX COVER problem. Towards this, we present

a polynomial time reduction from CF-VC to MIN ONES 2-SAT which preserves both

the parameter k and the number of variables n. For a 2-CNF formula Φ and a satisfying

assignment τ of Φ, if τ sets ` variables in Φ to 1, then we say that weight of τ is `. The

MIN ONES 2-SAT problem is defined formally as follows.
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MIN ONES 2-SAT

Input: A 2-CNF formula Φ and an integer k.

Question: Does there exist a satisfying assignment τ of Φ where at most k variables

are set to 1?

Construction 2. Given a 2-CNF formula Φ, let V (Φ) and C(Φ) denote the set of variables

and clauses of Φ, respectively. Given an instance (G,H,k) of CF-VC, we construct an

instance (Φ,k) of MIN ONES 2-SAT as follows. For every edge uv ∈ E(G), introduce

a clause (u∨ v) and for every edge uv ∈ E(H), introduce a clause (ū∨ v̄) in Φ. More

precisely, given the graphs G and H, the CF-VC is formulated as the following instance

of MIN ONES 2-SAT.

Φ = (
∧

uv∈E(G)

(u∨ v))
∧
(
∧

uv∈E(H)

(ū∨ v̄)).

Lemma 10. (G,H,k) is a yes-instance of CF-VC if and only if (Φ,k) is a yes-instance of

MIN ONES 2-SAT. Furthermore, |V (Φ)|= |V (G)|= |V (H)|.

Proof. For the forward direction, let (G,H,k) be a yes-instance of CF-VC and let X be its

solution of size at most k. We construct a truth assignment τ of Φ as follows. If x ∈ X then

τ(x) = 1, otherwise it is 0. Clearly, this satisfies the formula Φ and it is of weight at most

k. Conversely, let τ be a satisfying assignment of Φ of weight at most k. We construct a set

X as follows. If τ(u) = 1, add the vertex u to X . For the clause (u∨ v), at least one of τ(u)

or τ(v) is 1. This ensures that every edge of G is incident to some vertex u ∈ X . For the

clause (ū∨ v̄), at least one of τ(u) or τ(v) is 0. This ensures that H[X ] is edgeless. Clearly,

the size of X is at most k. This completes the proof.

Using Lemma 10, we obtain the following lemma.

Lemma 11. Let G be a graph and H be a conflict graph of G. Then, in polynomial time

we can test whether there exists a conflict-free vertex cover of the pair (G,H).
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Proof. We construct a 2-SAT formula, Φ using Construction 2. Similar, to the arguments

of the proof of Lemma 10, we can show that (G,H) has a conflict-free vertex cover (of

any size) if and only if Φ has a satisfying assignment. We know that 2-SAT is polynomial

time solvable [73]. This implies that, testing whether the pair (G,H) has a conflict-free

vertex cover can be done in polynomial time.

Misra et al. [89] have shown that MIN ONES 2-SAT is equivalent to VERTEX COVER

in both the parameterized and optimization settings. In Lemma 10, we have shown that

CF-VC is equivalent to MIN ONES 2-SAT. In our reduction from CF-VC to MIN ONES

2-SAT we preserve the parameter and the number of vertices in the graphs in CF-VC is

equal to the number of variables in the formula in MIN ONES 2-SAT. This implies that the

best known algorithms for VERTEX COVER can be employed to CF-VC incurring only an

additional polynomial cost. Using results from [27, 60, 110], we obtain the following.

Theorem 3.3.1. CF-VC admits a 2k-vertex kernel, a factor 2-approximation algorithm,

an O?(1.2738k) FPT algorithm, and a O?(1.1996n) exact algorithm.

It is well known that VERTEX COVER is NP-complete in general and polynomial time

solvable for graphs with maximum degree at most two. In the following, we prove that,

(P3,?)-CF-VC is NP-complete, where P3 denotes the class of disjoint union of P3s

(P̀ denotes path on ` vertices). Towards this, we present a polynomial time reduction

from the MIN ONES 2-SAT problem to (P3,?)-CF-VC. Let (Φ,k) be an instance of

MIN ONES 2-SAT and let V (Φ) and C(Φ) denote the set of variables and clauses of Φ,

respectively. Given an instance (Φ,k) of MIN ONES 2-SAT, we construct an instance

(G,H,k′) of (P3,?)-CF-VC as follows. For each variable x ∈ V (Φ), introduce three

vertices x1, x2 and x3 in G and H such that x1 and x2 corresponds to the positive literal

and x3 corresponds to the negative literal of x. Add edges x1x3 and x2x3 in both G and H.

Note that G is collection of P3’s and there is a P3, (x1,x3,x2) in G corresponding to each

variable x ∈V (Φ). For each clause (l1∨ l2) ∈C(Φ), where l1, l2 are literals of the variable

x1,x2, respectively, add edges between the vertices corresponding to l̄1 literal of x1 and the
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vertices corresponding to l̄2 literal of x2 in H. Let |V (Φ)|= n. Set k′ = n+ k. Clearly, this

construction can be carried out in polynomial time.

Lemma 12. (Φ,k) is a yes-instance of MIN ONES 2-SAT if and only if (G,H,k′ = n+ k)

is a yes-instance of (P3,?)-CF-VC.

Proof. In the forward direction, let (Φ,k) be a yes-instance of MIN ONES 2-SAT and let τ

be a satisfying assignment of Φ of weight at most k. We construct a set X corresponding to

the truth assignment τ as follows. If τ(x) = 1, add vertices x1,x2 to X otherwise add x3 to

X . Clearly X is a vertex cover of G. We will now prove that H[X ] is edgeless. Suppose for

a contradiction that H[X ] is not edgeless and suppose there exists an edge uv in H[X ]. By

the construction of H, either u and v corresponds to the positive and the negative literal of

a variable x in V (Φ), respectively, or there exists a clause ū∨ v̄ in C(Φ), which contradicts

the fact that τ is a truth assignment of Φ. Since weight of τ is at most k, at least n− k

variables are set to 0. This implies that |X | ≤ 2k+n− k = n+ k.

Conversely, let (G,H,k′ = n+ k) be a yes-instance of (P3,?)-CF-VC and let X be its

minimal solution of size at most n+ k. We assign a truth assignment τ to Φ corresponding

to the conflict-free vertex cover X as follows. If for a P3 corresponding to a variable x

both the endpoints are in X , set τ(x) = 1, otherwise 0. We now show that τ is a satisfying

assignment of Φ. Suppose for a contradiction there exists a clause (x∨ y) ∈C(Φ) that

is not satisfied by τ . This implies that τ(x̄) = τ(ȳ) = 1. By the construction of H, there

exists an edge uv in H[X ] where u and v corresponds to x̄ and ȳ, respectively, which is a

contradiction to the assumption that X is conflict-free vertex cover. Since X is minimal,

for each P3 either both the endpoints or the central vertex is in X . Therefore, from at most

k number of P3’s both the endpoints are selected in X . This implies that the weight of τ is

at most k.

Using construction and Lemma 12 we obtain the following result.

Theorem 3.3.2. (P3,?)-CF-VC is NP-complete.
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However, certain special cases of CF-VC are polynomial time solvable.

Theorem 3.3.3. (G≤1,?)-CF-VC is polynomial time solvable, where G≤1 is class of

graphs with degree at most one.

Proof. Let G be a graph in the graph class G≤1 and H be a conflict graph. We construct a

2-SAT formula, Φ as described in Construction 2. We will prove that using a satisfying

assignment of Φ, it is possible to obtain an optimal conflict-free vertex cover, X , of (G,H).

We know that 2-SAT is polynomial time solvable [73]. If Φ is not satisfiable then we

return that the pair (G,H) has no conflict-free vertex cover. So, now we assume that

Φ is satisfiable. Let τ be a truth assignment of Φ. We construct a set X as follows. If

τ(x) = 1, add x to X . Clearly, in the satisfying assignment of Φ, for each edge uv ∈ E(G)

at least one of τ(u) or τ(v) is 1 and for each edge uv ∈ H at least one of τ(u) or τ(v)

is 0. In this manner, X is a conflict-free vertex cover. Now the aim is to minimize the

size of resulting X . Trivially, if for any edge uv ∈ E(G) both the endpoints of it belong

to X , then we can safely delete one of them. Since, we need to pick at least one vertex

from each edge, we have that the resulting X ′ is of the minimum size. Since it is a subset

of a conflict-free vertex cover, we have that X ′ is also a conflict-free vertex cover. This

concludes the proof.

Theorem 3.3.4. (M ,M )-CF-VC is polynomial time solvable, where M is class of

graphs with perfect matching.

Proof. Let G, H (conflict graph) be the graphs in the graph class M . We construct a 2-sat

formula, Φ as described in Construction 2. If Φ is not satisfiable, then we return that the

pair (G,H) has no conflict vertex cover. So, now we assume that Φ is satisfiable. Let

τ be a truth assignment of Φ. We construct a set X as follows. If τ(x) = 1, add x to X .

Clearly, in the satisfying assignment of Φ, for each edge uv ∈ E(G) at least one of τ(u) or

τ(v) is 1 and for each edge uv ∈ H at least one of τ(u) or τ(v) is 0. In this manner, X is a

conflict-free vertex cover. Since G has a perfect matching, at least n/2 variables are set to
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true and since H also has a perfect matching at least n/2 variables are set to false. This

implies that, exactly n/2 variables are set to true. Hence, the corresponding conflict-free

vertex cover is of size n/2. This shows that, if there exists a satisfying assignment τ of Φ,

then the resulting X is optimal.

3.3.2 CONFLICT FREE d-HITTING SET

The HITTING SET (HS) problem is a generalization of VERTEX COVER. In HS, given

a family of sets, S , over a ground set U of n elements and an integer k, the objective is

to check whether there exists a subset of U of size at most k which intersects (or hits)

every set of the family. In d-HITTING SET (d-HS), every set in the family has at most

d elements. By
( U
≤d

)
, we denote the set of all the subsets of U of size at most d. The

conflict-free version of d-HS, namely CONFLICT FREE d-HITTING SET (d-CF-HS), is

defined as follows.

CONFLICT FREE d-HITTING SET (d-CF-HS) Parameter: k

Input: A family (U,S ), S ⊆
( U
≤d

)
, a conflict graph H with V (H) =U , and an integer

k.

Question: Does there exist a subset X ⊆U of size at most k, such that Si∩X 6= φ for

all Si ∈S and H[X ] is edgeless?

We call the set X as a conflict-free hitting set. Observe that, CF-FINITE Π-VD is

a special case of d-CF-HS and thus, a faster algorithm for d-CF-HS implies a faster

algorithm for CF-FINITE Π-VD. In the following, we give an O?((d−0.7262)k) FPT

algorithm for d-CF-HS using iterative compression and the algorithm for CF-VC given

in Theorem 3.3.1.

Firstly, we propose an algorithm for 3-CF-HS, later we generalize it for d-CF-HS.

Given an instance (S ,U,k) of 3-CF-HS, the algorithm first checks whether there exists a

hitting set of (S ,U,k) of size at most k using FPT algorithm for 3-HS in O?(2.0755k)
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time [107]. If it returns no, then (S ,U,H,k) does not have a conflict-free hitting set of

size at most k and the algorithm returns no. Otherwise, it returns a hitting set, Y , of size

at most k. The algorithm now passes (S ,U,H,Y,k) to a search routine, described below,

which either finds a conflict-free hitting set, X , of size at most k or returns no.

Next, we describe the search routine. The search routine iterates over all the choices

of the set W = Y ∩X , where 0≤ |W | ≤ k. In an iteration, if H[W ] is not edgeless then the

routine proceeds to the next choice of W . Otherwise, let N = Y \W and C ⊆S be the set

of all the sets which are hit by W . Let S ′ = S \C and U ′ = ∪S∈S ′S. The aim is to find a

conflict-free hitting set, Z ⊆ (U ′ \N) of (S ′,U ′,H,k′) of size at most k′ = k−|W | such

that H[Z∪W ] is edgeless. Towards this, the algorithm first marks all the vertices in S ∈S ′

which are either in N or neighbors of W in H, to signify that these vertices cannot be

picked in the solution. Since, the marked vertices cannot be part of any solution, if a set in

S ′ contains all marked vertices, then the algorithm returns no and stop. Otherwise, deletes

all the marked vertices from each S ∈S ′. It is to be noted here that the problem is reduced

to 2-CF-HS and thus to CF-VC which can be solved in O?(1.2738k) time. Let us analyze

the running time of this algorithm. For a given choice of the set W ; |W |= i, 0≤ i≤ k, the

search routine takes O?(1.2738k−i) time to find the solution. The running time of search

routine taken over all choices of the set W is thus ∑
k
i=0
(k

i

)
(1.2738)k−i = O?(2.2738k).

One can easily extend this algorithm to an algorithm for d-CF-HS, by using an algorithm

for d-HS, which runs in time O?((d−0.7262)k) [107] and by using (d−1)-CF-HS, as a

subroutine. Hence, we obtain the following result.

Theorem 3.3.5. The d-CF-HS problem can be solved in O?(((d−1)+0.2738)k) =

O?((d−0.7262)k) time.

3.3.3 CONFLICT FREE SPLIT VERTEX DELETION

In this section, we give a faster FPT algorithm for conflict-free version of SPLIT VERTEX

DELETION(SVD) problem, namely CONFLICT FREE SPLIT VERTEX DELETION (CF-
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SVD). A split graph is a graph whose vertices can be partitioned into a clique and an

independent set. The problem CF-SVD is defined formally as follows.

CONFLICT FREE SPLIT VERTEX DELETION (CF-SVD) Parameter: k

Input: A graph G, a conflict graph H, and an integer k.

Question: Does there exist a subset S ⊆V (G) of size at most k, such that G−S is a

split graph and H[S] is an independent set?

A family of split graphs has 2K2,C4,C5 as finite forbidden induced subgraph [50] and

thus by Theorem 3.2.1, CF-SVD admits O?(5k) algorithm. In the following, we describe

a faster algorithm for CF-SVD. We first state the following result, that will be used later.

Proposition 10. [Theorem 1.3,[32]] For any graph G on n-vertices, there exists a family

P of partitions (VC,VI) of the vertex set V (G), of size at most 4(2n)2blognc, such that for

any set X ⊆V (G), G[X ] is a split graph, and any partition (XC,XI) of X such that G[XC]

is a clique and G[XI] is an independent set, there exists a partition (VC,VI) ∈P such

that XC ⊆VC and XI ⊆VI . Such a family can be generated in time O∗(nO(logn)) time and

polynomial space.

Next, we prove the following result using Proposition 10.

Theorem 3.3.6. If CF-VC on n vertex graph, parameterized by the solution size k can be

solved in time T (k,n), then the CF-SVD problem can be solved in time O?(T (k,n)kO(logk)).

Proof. Let (G,H,k) be an instance of CF-SVD. We first apply the polynomial time ker-

nelization algorithm given in Theorem 3.2.4 to find a O(k5) vertex kernel. Let (G′,H ′,k′)

be the reduced instance. Next, we use the partitioning algorithm given by Proposition 10 to

find a family of partitions (VC,VI) for the reduced graph G′. Since, number of vertices are

bounded by O(k5), by Proposition 10, enumerating the family of such partitions will take

O∗(kO(logk)) time and polynomial space. For a partition (VC,VI) of V (G′), the goal is to

find a set X ⊆V (G′) such that G′[VC∩X ] is a clique and G′[VI ∩X ] is an independent set,

and if S =V (G′)\X , then |S| ≤ k and H ′[S] is edgeless. Observe that, if there are vertices
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u,v ∈ VC which are not adjacent, then we have to either delete u or v to make G′[VC] a

clique. Similarly, if there are vertices u,v ∈VI which are adjacent, then we have to either

delete u or v to make G′[VI] an independent set. Also, the deleted vertices should form an

independent set in the graph H ′. Let EC be the edges in complement graph of G′[VC] and

EI be the edges in graph G′[VI]. Our problem now reduces to an instance of CF-VC in

the graph with vertex set V (G′) and the edge set EC∪EI , with the conflict graph H ′ and

parameter k. Therefore, for a fixed partition the problem can be solved in the same time as

the CF-VC problem. This concludes the proof.

We obtain the following corollary using Theorems 3.3.1 and 3.3.6.

Corollary 6. CF-SVD can be solved in O?(1.2738kkO(logk)) time and polynomial space.

3.3.4 CONFLICT FREE FEEDBACK VERTEX SET IN TOURNAMENTS

In this section, we give a faster FPT algorithm for conflict-free version of FEEDBACK

VERTEX SET IN TOURNAMENTS (FVST), namely CONFLICT FREE FEEDBACK VERTEX

SET IN TOURNAMENTS (CF-FVST). Our FPT algorithm uses iterative compression

technique. A simple algorithm for FVST is based on the following well known result.

Lemma 13. [29] Let G be a tournament. G has a directed cycle if and only if G has a

directed triangle. Otherwise, G is acyclic and it has a unique topological ordering.

This lemma will be useful to prove further results in this section. CF-FVST is defined

formally as follows.

CONFLICT FREE FEEDBACK VERTEX SET IN TOURNAMENTS (CF-FVST)

Input: A tournament G, a conflict graph H, and an integer k.

Parameter: k

Question: Does there exist a subset X ⊆ V (G) such that |X | ≤ k, G−X is directed

acyclic graph (dag) and X is an independent set in H?
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A set X is called as a conflict-free fvst. Next, we describe our algorithm. The algorithm

first checks whether there exists a feedback vertex set of G of size at most k using FPT

algorithm for FVST in O?(1.618k) time [74]. If it returns no, then, (G,H,k) cannot have

conflict-free fvst of size at most k and the algorithm returns no. Otherwise, it returns a

feedback vertex set, F of size at most k. The algorithm now passes (G,H,F,k) to a search

routine, described below, which either finds conflict-free fvst, X of (G,H,k) of size at most

k or returns no.

Next, we describe the search routine. It iterates over all choices of the set Y ⊆ F where

0≤ |F | ≤ k. Let N = F \Y and W =V (G)\F . The routine rejects Y if either H[Y ] is not

edgeless or G[N] is not acyclic. Now, the objective is to find a subset Z ⊆W such that

G[(W ∪N)\Z] is acyclic and H[Y ∪Z] is edgeless. The algorithm marks all the neighbors

of Y in W in the graph H to signify that they cannot be picked into a solution. Let R be the

set of marked vertices. In the following, we state some reduction rules.

Reduction Rule 3. If G[W ∪N] has a directed triangle (x,y,z) such that x,y,z ∈ (N∪R),

return no.

Reduction Rule 4. If G[W ∪N] has a directed triangle (x,y,z) with exactly one vertex

from W \R, say x, delete x and reduce parameter k by 1.

It is easy to see that Reduction rules 3 and 4 are safe. The algorithm first applies

Reduction Rules 3 and 4 exhaustively. Since G[N] and G[W ] are acyclic, by Lemma 13,

both have unique topological ordering. Nect, we define an ordering π of vertices of G[W ].

Let σ and ρ be the topological orderings of G[N] and G[W ], respectively. Since Reduction

Rule 4 is no longer applicable, G[N ∪{v}] is acyclic for all v ∈W . This implies that,

G[N∪{v}] has a unique topological ordering σ ′, by Lemma 13. Observe that, σ ′ preserves

σ , that is, σ ′ restricted to N is same as the ordering σ . Let σ = {u1, . . . ,uq}. Then, there

exists a unique integer p(v) such that for all i < p(v), there is an arc (ui,v) in G and for all

i≥ p(v), there is an arc (v,ui) in G. Observe that, p(v) is uniquely defined for all v ∈W

and p(v) ∈ [q+1]. Next, we construct an ordering π of W as follows: for all u,v ∈W , the
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position of u is before v in π iff p(u)< p(v), or p(u) = p(v) and the position of u is before

v in ρ . Clearly, there is a cycle in G[N ∪W ] iff there exists an arc uv in G[W ] such that

ρ(u)≺ ρ(v) and π(u)� π(v). This observation leads to following lemma.

Lemma 14 ([42], Lemma 4.1). Consider that, B⊆W. G[B∪N] is acyclic iff the vertices

of B form a common subsequence of ρ and π .

Next, given a set U and two sequences S1,S2 of U , where every element of U occurs

exactly once in S1 and S2, we present an algorithm to find all maximal subsequences

in S1,S2. We assign a pair (τu,γu) to each element u ∈U , where τu and γu denote po-

sition of u in S1 and S2, respectively. Next, we construct a digraph D = (V,A), where

V (D) = {(τu,γu),∀u∈U}. We add an arc ((τu,γu),(τv,γv)) if τu < τv and γu < γv. Clearly,

D is directed acyclic graph. Next, we run the well known depth-first search (DFS) al-

gorithm on the digraph D starting from the smallest vertex in lexicographic ordering

of vertices. In DFS, we will always visit the smallest vertex first according to lexico-

graphic ordering. DFS returns all maximal paths in D in polynomial time. Suppose

that, ((τu,γu),(τv,γv), · · · ,(τw,γw)) is a maximal path in D then u,v, · · · ,w is a maximal

subsequence in S1 and S2. Next, we prove a lemma which formalizes this statement.

Lemma 15. There exists a maximal common subsequence u,v, · · · ,w of S1 and S2 if and

only if ((τu,γu),(τv,γv), · · · ,(τw,γw)) is a maximal path in D.

Proof. Suppose that, there exists a common subsequence u,v, · · · ,w of S1 and S2. This

implies that, τu ≺ τv ≺ ·· · ≺ τw and γu ≺ γv ≺ ·· · ≺ γw. By the construction of D, there

is a path between ((τu,γu),(τv,γv), · · · ,(τw,γw)) in D. Conversely, let there exists a maxi-

mal path between ((τu,γu),(τv,γv), · · · ,(τw,γw)) in D then similar to argument as above

u,v, · · · ,w is a common subsequence of S1 and S2.

For sequences of W with respect to the orderings ρ and π , we find a longest subsequence

Z among all maximal subsequences such that G[(N ∪Z)] is directed acyclic graph and

H[Y ∪ (W \Z)] is edgeless. Using Lemmas 14 and 15, we obtain the following result.

62



Theorem 3.3.7. CF-FVST can be solved in O?(2k) time.

3.4 Conclusion

In this chapter, we introduced a new variant, called the conflict-free version, of classical

vertex deletion problems that are studied in graph algorithms. We studied these problems

in the realm of Parameterized Complexity and obtained several results that classify the

complexity of these problems in various graph classes. Our work opens up a whole new

area of research in obtaining dichotomy results. For every property Π, where CONFLICT

FREE Π-VERTEX DELETION is W[1]-hard, it is a natural question to ask for which family

of graphs H does the problem becomes FPT. As a concrete question in this direction, for

which graph classes G ,H , the problems (G ,H )-CF-FVS and (G ,H )-CF-OCT admit

FPT algorithms and polynomial kernels.
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Chapter 4

Conflict-Free Feedback Vertex Set: A

Parameterized Dichotomy

4.1 Introduction

FEEDBACK VERTEX SET (FVS) is one of the classical NP-hard problems that has been

subjected to intensive study in algorithmic paradigms that are meant for coping with

NP-hard problems, and particularly in the realm of Parameterized Complexity. Recall

that, in this problem, given a graph G and an integer k, the objective is to decide if there

is S ⊆ V (G) of size at most k, such that G− S is a forest. FVS has received a lot of

attention in the realm of Parameterized Complexity. This problem is known to be in

FPT, and the best known algorithm for it runs in time O?(2.7k) [77]. Several variant and

generalizations of FEEDBACK VERTEX SET such as WEIGHTED FEEDBACK VERTEX

SET [3, 26], INDEPENDENT FEEDBACK VERTEX SET [2, 90], CONNECTED FEEDBACK

VERTEX SET [91], and SIMULTANEOUS FEEDBACK VERTEX SET [4, 20] have been

studied from the viewpoint of Parameterized Complexity.

In Chapter 3 we defined a generalization of well-studied vertex deletion problems
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– in particular for FVS. Recall that, the CF-FEEDBACK VERTEX SET (CF-FVS, for

short) problem takes as input graphs G and H, and an integer k, and the objective is to

decide if there is a set S ⊆ V (G) of size at most k, such that G− S is a forest and S is

an independent set in H. The graph H is also called a conflict graph. Observe that the

CF-FVS problem generalizes classical graph problems, FEEDBACK VERTEX SET and

INDEPENDENT FEEDBACK VERTEX SET. In Chapter 3 we defined CF-FVS by fixing a

family F from which the conflict graph H is allowed to belong. Thus, for every fixed F

we get a new CF-FVS problem. We recall the definition here.

F -CF-FEEDBACK VERTEX SET (F -CF-FVS) Parameter: k

Input: A graph G, a graph H ∈F (where V (G) =V (H)), and an integer k.

Question: Is there a set S⊆V (G) of size at most k, such that G−S is a forest and S is

an independent set in H?

In Chapter 3, we showed that F -CF-FVS is W[1]-hard when F is a family of

all graphs and admits FPT algorithm when the input graph H is from the family of d-

degenerate graphs and the family of nowhere dense graphs. The most natural question that

arises here is the following.

Question 1: For which graph families F , F -CF-FVS is FPT?

In this chapter we start by exploring Question 1. We obtain a complete dichotomy

result on the Parameterized Complexity of the problem F -CF-FVS (for hereditary F )

in terms of another well-studied problem, namely, the INDEPENDENT SET problem – the

wall of intractability. Towards stating our results in the chapter, we start by defining the

problem F+CLUSTER IS, which is of independent interest. A cluster graph is a graph

formed from the disjoint union of complete graphs (or cliques).
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F+CLUSTER INDEPENDENT SET (F+CLUSTER IS) Parameter: k

Input: A graph G ∈F , a cluster graph H (where V (G) = V (H)), and an integer k,

such that H has exactly k connected components.

Question: Is there a set S⊆V (G) of size k, such that S is an independent set in both G

and in H?

We note that F+CLUSTER IS is the INDEPENDENT SET problem on the edge union

of two graphs, where one of the graphs is from the family of graphs F and the other one is

a cluster graph. Here, additionally we know the partition of edges into two sets, E1 and E2

such that the graph induced on E1 is in F and the graph induced on E2 is a cluster graph.

We note that F+CLUSTER IS has been studied in the literature for F being the family

of interval graphs (with no restriction on the number of clusters) [106]. They showed the

problem to be FPT. Recently, Bentert et al. [10] generalized the result from interval graphs

to chordal graphs. This problem arises naturally in the study of scheduling problems. We

refer the readers to [106, 10] for more details on the application of F+CLUSTER IS.

In this chapter, we show that F -CF-FVS is in FPT if and only if F+CLUSTER IS is

in FPT, where F is a family of hereditary graphs. We obtain a complete characterization

of when the F -CF-FVS problem is in FPT, for hereditary graph families. To prove the

forward direction, that is, showing that F+CLUSTER IS is in FPT implies F -CF-FVS is

in FPT, we design a branching based algorithm, which at the base case generates instances

of F+CLUSTER IS, which is solved using the assumed FPT algorithm for F+CLUSTER

IS. Thus, we give “fpt-turing-reduction” from F -CF-FVS to F+CLUSTER IS. It is worth

to note that there are very few known reductions of this nature. To show that F -CF-FVS

is in FPT implies that F+CLUSTER IS is in FPT, we give an appropriate reduction from

F+CLUSTER IS to F -CF-FVS, which proves the statement. We note that our result

that F -CF-FVS is in FPT implies F+CLUSTER IS is in FPT, holds for all families of

graphs.

Next, we consider two families of graphs. We first design FPT algorithm for the
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corresponding F+CLUSTER IS problem. For the second class we give a hardness

result. First, we consider the problem Ki, j-free+CLUSTER IS, which is the F+CLUSTER

IS problem for the family of Ki, j-free graphs. We design an FPT algorithm for Ki, j-

free+CLUSTER IS based on branching together with solving the base cases using a greedy

approach. This adds another family of graphs, apart from interval and chordal graphs, such

that F+CLUSTER IS is FPT.

We note that Ki, j-free graphs have at most n2−ε edges, where n is the number of

vertices in the input graph and ε = ε(i, j)> 0 [103, 56]. We complement our FPT result

on Ki, j-free+CLUSTER IS with the W[1]-hardness result of the F+CLUSTER IS problem

when F is the family of graphs with at most n2−ε edges. This result is obtained by giving

an appropriate reduction from the problem MULTICOLORED BICLIQUE, which is known

to be W[1]-hard [29, 48]. We also show that the F+CLUSTER IS problem is W[1]-hard

when F is the family of bipartite graphs. Again, this result is obtained via a reduction

from MULTICOLORED BICLIQUE.

4.2 Preliminaries

In this section, we state some basic definitions and terminologies from Graph Theory

that are used in this chapter. For the graph related terminologies which are not explicitly

defined here, we refer the reader to the book of Diestel [40].

Graphs Consider a graph G. By V (G) and E(G) we denote the set of vertices and edges

in G, respectively. When the graph is clear from the context, we use n and m to denote the

number of vertices and edges in the graph, respectively. For X ⊆V (G), by G[X ] we denote

the subgraph of G with vertex set X and edge set {uv ∈ E(G) | u,v ∈ X}. Moreover, by

G−X we denote graph G[V (G)\X ]. For v∈V (G), NG(v) denotes the set {u | uv∈ E(G)},

and NG[v] denotes the set NG(v)∪{v}. By degG(v) we denote the size of NG(v). A path
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P = (v1, . . . ,vn) is an ordered collection of vertices, with endpoints v1 and vn, such that

there is an edge between every pair of consecutive vertices in P. A cycle C = (v1, . . . ,vn)

is a path with the edge v1vn. Consider graphs G and H. We say that G is an H-free graph

if no subgraph of G is isomorphic to H. For u,v ∈V (G)∩V (H), we say that u and v are

in conflict in G with respect to H if uv ∈ E(H).

A clique is a subgraph of an undirected graph such that every two distinct vertices

in it are adjacent. A connected component of an undirected graph is a (vertex) maximal

induced subgraph in which every two vertices are connected by a path. If a graph has only

one connected component then it is called a connected graph. A graph is a cluster graph

if each of its connected components are cliques. For k ∈ N, a k-cluster graph is cluster

graph with exactly k connected components. Let C be the set of connected components in

cluster graph. We define vertex set of C as follows: V (C ) = ∪C∈C ′V (C). A graph G is a

complete bipartite graph if its vertex set can be partitioned into two disjoint (independent)

sets X and Y , such that E(G) = {xy | x ∈ X ,y ∈ Y}. For x,y ∈ N, by Kxy we denote the

complete bipartite graph on x+ y vertices which admits a vertex bipartition into sets X and

Y of sizes x and y, respectively, such that E(Kxy) = {xy | x ∈ X ,y ∈ Y}.

Sets We denote the set of natural numbers and real numbers by N and R, respectively.

For k ∈ N, by [k] we denote the set {1,2, . . . ,k}. For a,b ∈ R, a half open interval denoted

by (a,b] is the set of all real numbers x, such that a < x≤ b. For a set X , by 2X we denote

the power set of X , that is, the set comprising of all subsets of X .

4.3 W-hardness of F -CF-FVS Problems

This section is devoted to showing W-hardness results for F -CF-FVS problems for certain

graph classes, F . In Section 4.3.1, we show one direction of our dichotomy result. That is,

if for a family of graphs F , F+CLUSTER IS is not in FPT when parameterized by the size
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of solution then F -CF-FVS is also not in FPT when parameterized by the size of solution.

This result is obtained by giving a parameterized reduction from F+CLUSTER IS to F -

CF-FVS. Next, we show that the problem F -CF-FVS is W[1]-hard, when parameterized

by the size of solution, where F is the family of bipartite graphs (Section 4.3.2) or the

family of graphs with sub-quadratic number of edges (Section 4.3.3). These results are

obtained by giving an appropriate reduction from the problem MULTICOLORED BICLIQUE,

which is known to be W[1]-hard [29, 48].

4.3.1 F+CLUSTER IS to F -CF-FVS

In this section, we show that, for a family of graphs F , if F+CLUSTER IS is not in FPT,

then F -CF-FVS is also not in FPT (where the parameters are the solution sizes). To prove

this result, we give a parameterized reduction from F+CLUSTER IS to F -CF-FVS.

Let (G,H,k) be an instance of F+CLUSTER IS. We construct an instance (G′,H ′,k′)

of F -CF-FVS as follows. We have H ′ = G, k′ = k, and V (G′) =V (H). Let C be the set

of connected components in H. Recall that we have |C |= k. For each C ∈ C , we add a

cycle (in an arbitrarily chosen order) induced on vertices in V (C) in G′. This completes the

description of the reduction. Next, we show the equivalence between the instance (G,H,k)

of F+CLUSTER IS and the instance (G′,H ′,k′) of F -CF-FVS.

Lemma 16. (G,H,k) is a yes-instance of F+CLUSTER IS if and only if (G′,H ′, k′) is a

yes-instance of F -CF-FVS.

Proof. In the forward direction, let (G,H,k) be a yes-instance of F+CLUSTER IS, and

S be one of its solution. Since H ′ = G, we have that S is an independent set in H ′. Let

C be the set of connected components in H. As S is a solution, it must contain exactly

one vertex from each C ∈ C . Moreover, G′ comprises of vertex disjoint cycles for each

C ∈ C . Thus S intersects every cycle in G′. Therefore, S is a solution to F -CF-FVS in

(G′,H ′,k′).
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In the reverse direction, let (G′,H ′,k′) be a yes-instance of F -CF-FVS, and S be one

of its solution. Recall that G′ comprises of k vertex disjoint cycles, each corresponding

to a connected component C ∈ C , where C is the set of connected components in H.

Therefore, S contains exactly one vertex from each C ∈ C . Also, H ′ = G, and therefore,

S is an independent set in G. This implies that S is a solution to F+CLUSTER IS in

(G,H,k).

Now we are ready to state the main theorem of this section.

Theorem 4.3.1. For a family of graphs F , if F+CLUSTER IS is not in FPT when param-

eterized by the solution size, then F -CF-FVS is also not in FPT when parameterized by

the solution size.

Proof. Follows from the construction of instance (G′,H ′,k′) of F -CF-FVS from the

given instance (G,H,k) of F+CLUSTER IS with H ′ = G and Lemma 16.

4.3.2 W[1]-hardness on Bipartite Graphs

In this section, we show that for the family of bipartite graphs, B, the B-CF-FVS

problem is W[1]-hard, when parameterized by the solution size. Throughout this section,

B will denote the family of bipartite graphs. To prove our result, we give a parameterized

reduction from the problem MULTICOLORED BICLIQUE to B-CF-FVS. In the following,

we formally define the problem MULTICOLORED BICLIQUE.

MULTICOLORED BICLIQUE (MBC) Parameter: k

Input: A bipartite graph G, a partition of A into k sets A1,A2, · · · ,Ak, and a partition of

B into k sets B1,B2, · · · ,Bk, where A and B is a vertex bipartition of G.

Question: Is there a set S⊆V (G) such that for each i ∈ [k] we have |S∩Ai|= 1 and

|S∩Bi|= 1, and G[S] is isomorphic to Kk,k?
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Let (G,A1, · · · ,Ak,B1, · · · ,Bk) be an instance of MULTICOLORED BICLIQUE. We

construct an instance (G′,H ′,k′) of B-CF-FVS as follows. We have V (G′) =V (H ′) =

V (G), and E(H ′) = {uv | u ∈ ∪i∈[k]Ai,v ∈ ∪i∈[k]Bi, and uv /∈ E(G)}. Next, for each i ∈ [k],

we add a cycle (in an arbitrary order) induced on vertices in Ai in G′. Similarly, we add for

each i ∈ [k], a cycle induced on vertices in Bi in G′. Notice that G′ comprises of 2k vertex

disjoint cycles, and H ′ is a bipartite graph. Finally, we set k′ = 2k. This completes the

description of the reduction.

Lemma 17. (G,A1, · · · ,Ak,B1, · · · ,Bk) is a yes-instance of MULTICOLORED BICLIQUE

if and only if (G′,H ′,k′) is a yes-instance of B-CF-FVS.

Proof. In the forward direction, let (G,A1, · · · ,Ak,B1, · · · ,Bk) be a yes-instance of MUL-

TICOLORED BICLIQUE, and S be one of its solution. We will show that S is a solution

to B-CF-FVS in (G′,H ′,k′). Since S is a solution to MULTICOLORED BICLIQUE in

(G,A1, · · · ,Ak,B1, · · · ,Bk), for each i ∈ [k], |S∩Ai| = 1 and |S∩Bi| = 1. Since G′ com-

prises of vertex disjoint cycles corresponding to sets in Ai and Bi, S intersects every cycle in

G′. By the construction of H ′, it follows that S is an independent set in H ′. This concludes

the proof of forward direction.

In the reverse direction, let (G′,H ′,k′) be a yes-instance of B-CF-FVS, and S be one of

its solution. By the construction of G′, for each i ∈ [k] we have |S∩Ai|= 1 and |S∩Bi|= 1

and by the construction of H ′, we have that S is isomorphic to Kk,k in G. Therefore, S is a

solution to MULTICOLORED BICLIQUE in (G,A1, · · · ,Ak,B1, · · · ,Bk).

Now we are ready to state the main theorem of this section.

Theorem 4.3.2. B-CF-FVS parameterized by the solution size is W[1]-hard, where B is

the family of bipartite graphs.

Proof. Follows from the construction of instance (G′,H ′,k′) of B-CF-FVS from the

given instance (G,A1, · · · ,Ak,B1, · · · ,Bk) of MULTICOLORED BICLIQUE, Lemma 17, and
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W[1]-hardness of MULTICOLORED BICLIQUE [29, 48].

4.3.3 W[1]-hardness on Graphs with Sub-quadratic Edges

In this section, we show that F -CF-FVS is W[1]-hard, when parameterized by the solution

size, where F is the family of graphs with sub-quadratic edges. To formalize the family of

graphs with subquadratic edges, we define the following. Recall that for 0 < ε < 1, Fε is

the family comprising of graphs G, such that |E(G)| ≤ |V (G)|2−ε . We show that for every

0 < ε < 1, the Fε -CF-FVS problem is W[1]-hard, when parameterized by the solution

size. Towards this, for each (fixed) 0 < ε < 1, we give a parameterized reduction from

MULTICOLORED BICLIQUE to Fε -CF-FVS.

Let (G,A1, · · · ,Ak,B1, · · · ,Bk) be an instance of MULTICOLORED BICLIQUE. We

construct an instance (G′,H ′,k′) of Fε -CF-FVS as follows. Let n = |V (G)|, m = |E(G)|,

and X be a set comprising of n
2

2−ε − n (new) vertices. The vertex set of G′ and H ′ is

X ∪V (G). For each i ∈ [k], we add a cycle (in arbitrary order) induced on vertices in Ai

in G′. Similarly, we add for each i ∈ [k], a cycle induced on vertices in Bi in G′. Also,

we add a cycle induced on vertices in X to G′. We have E(H ′) = {uv | u ∈ ∪i∈[k]Ai,v ∈

∪i∈[k]Bi, and uv /∈ E(G)}. Finally, we set k′ = 2k+1. Notice that since |V (H ′)| = n
2

2−ε ,

and |E(H ′)|< n2, it follows that H ∈Fε .

Lemma 18. (G,A1, · · · ,Ak,B1, · · · ,Bk) is a yes-instance of MULTICOLORED BICLIQUE

if and only if (G′,H ′,k′) is a yes-instance of Fε -CF-FVS.

Proof. In the forward direction, let (G,A1, · · · ,Ak,B1, · · · ,Bk) be a yes-instance of MULTI-

COLORED BICLIQUE, and S be one of its solution. Let x∈ X be an arbitrarily chosen vertex

from X . We will show that S∪{x} is a solution to Fε -CF-FVS in (G′,H ′,k′). Since S is

a solution to MULTICOLORED BICLIQUE in (G,A1, · · · ,Ak,B1, · · · ,Bk), for each i ∈ [k],

|S∩Ai|= 1 and |S∩Bi|= 1. Since G′ comprises of vertex disjoint cycles corresponding

to sets in Ai and Bi, and a cycle induced on vertices in X , we have that S∪{x} intersects
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every cycle in G′. By the construction of H ′ it follows that S∪{x} is an independent set in

H ′. This concludes the proof of forward direction.

In the reverse direction, let (G′,H ′,k′) be a yes-instance of Fε -CF-FVS, and S be one

of its solution. Let S′ = S\X . By construction of G′, for each i ∈ [k] we have |S′∩Ai|= 1

and |S′∩Bi| = 1, and by construction of H ′, we have that S′ is isomorphic to Kk,k in G.

Therefore, S′ is a solution to MULTICOLORED BICLIQUE in (G,A1, · · · ,Ak,B1, · · · ,Bk).

Now we are ready to state the main theorem of this section.

Theorem 4.3.3. For 0 < ε < 1, Fε -CF-FVS parameterized by the solution size is W[1]-

hard.

Proof. Follows from the construction of instance (G′,H ′,k′) of Fε -CF-FVS from the

given instance (G,A1, · · · ,Ak,B1, · · · ,Bk) of MULTICOLORED BICLIQUE, Lemma 18, and

W[1]-hardness of MULTICOLORED BICLIQUE [29, 48].

4.4 FPT algorithms for F -CF-FVS for Restricted Conflict

Graphs

For a hereditary (closed under taking induced subgraphs) family of graphs F , we show that

if F+CLUSTER IS is FPT, then F -CF-FVS is FPT. Throughout this section, whenever

we refer to a family of graphs, it will refer to a hereditary family of graphs. To prove our

result, for a family of graphs F , for which F+CLUSTER IS is FPT, we will design an

FPT algorithm for F -CF-FVS, using the (assumed) FPT algorithm for F+CLUSTER

IS. We note that this gives us a Turing parameterized reduction from F -CF-FVS to

F+CLUSTER IS. Our algorithm will use the technique of compression together with

branching. We note that the method of iterative compression was first introduced by Reed,
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Smith, and Vetta [102], and in our algorithm, we (roughly) use only the compression

procedure from it.

In the following, we let F to be a (fixed hereditary) family of graphs, for which

F+CLUSTER IS is in FPT. Towards designing an algorithm for F -CF-FVS, we define

another problem, which we call F -DISJOINT CONFLICT FREE FEEDBACK VERTEX SET

(to be defined shortly). Firstly, we design an FPT algorithm for F -CF-FVS using an

assumed FPT algorithm for F -DISJOINT CONFLICT FREE FEEDBACK VERTEX SET.

Secondly, we give an FPT algorithm for F -DISJOINT CONFLICT FREE FEEDBACK

VERTEX SET using the assumed algorithm for F+CLUSTER IS. In the following, we

formally define the problem F -DISJOINT CONFLICT FREE FEEDBACK VERTEX SET

(F -DCF-FVS, for short)

F -DISJOINT CONFLICT FREE FEEDBACK VERTEX SET (F -DCF-FVS)

Input: A graph G, a graph H ∈F , an integer k, a set W ⊆V (G), a set R⊆V (H)\W ,

and a set C , such that the following conditions are satisfied: 1) V (G) ⊆ V (H), 2)

G−W is a forest, 3) the number of connected components in G[W ] is at most k, and 4)

C is a set of vertex disjoint subsets of V (H).

Parameter: k

Question: Is there a set S ⊆ V (H) \ (W ∪R) of size at most k, such that G− S is a

forest, S is an independent set in H, and for each C ∈ C , we have S∩C 6= /0?

We note that in the definition of F -DCF-FVS, there are three additional inputs (that

is, W,R and C). The purpose and need for these sets will become clear when we describe

the algorithm for F -DCF-FVS. In Section 4.4.1, we will prove the following theorem.

Theorem 4.4.1. Let F be a hereditary family of graphs for which there is an FPT

algorithm for F+CLUSTER IS running in time f (k)nO(1), where n is the number of

vertices in the input graph. Then, there is an FPT algorithm for F -DCF-FVS running in

time 16k f (k)nO(1), where n is the (total) number of vertices in the input graphs.

In the rest of the section, we show how we can use the FPT algorithm for F -DCF-FVS

75



to obtain an FPT algorithm for F -CF-FVS.

An Algorithm for F -CF-FVS using the algorithm for F -DCF-FVS: Let I = (G,H,k)

be an instance of F -CF-FVS. We start by checking whether or not G has a feedback vertex

set of size at most k, that is, a set Z of size at most k, such that G−Z is a forest. For this

we employ the algorithm for FEEDBACK VERTEX SET running in time O(3.619knO(1)) of

Kociumaka and Pilipczuk [70]. Here, n is the number of vertices in the input graph. Notice

that if G does not have a feedback vertex set of size at most k, then (G,H,k) is a no-instance

of F -CF-FVS, and we can output a trivial no-instance of F -DCF-FVS. Therefore, we

assume that (G,k) is a yes-instance of FEEDBACK VERTEX SET, and let Z be one of its

solution. We note that such a set Z can be computed using the algorithm presented in [70].

We generate an instance IY of F -DCF-FVS, for each Y ⊆ Z, where Y is the guessed

(exact) intersection of the set Z with an assumed (hypothetical) solution to F -CF-FVS

in I. We now formally describe the construction of IY . Consider a set Y ⊆ Z, such that

Y is an independent set in H. Let GY = G−Y , HY = H−Y , kY = k−|Y |, WY = Z \Y ,

RY = (NH(Y )\WY )∩V (HY ), and CY = /0. Furthermore, let IY = (GY ,HY ,kY ,WY ,RY ,CY ),

and notice that IY is a (valid) instance of F -DCF-FVS. Now we resolve IY using the

(assumed) FPT algorithm for F -DCF-FVS, for each Y ⊆ Z, where Y is an independent

set in H. It is easy to see that I is a yes-instance of F -CF-FVS if and only if there is

an independent set Y ⊆ Z in H, such that IY is a yes-instance of F -DCF-FVS. From the

above discussions, we obtain the following lemma.

Lemma 19. Let F be a family of graphs for which F -DCF-FVS admits an FPT algorithm

running in time f (k)cknO(1), where n is the (total) number of vertices in the input graph.

Then F -CF-FVS admits an FPT algorithm running in time f (k)(1+ c)knO(1), where n is

the number of vertices in the input graphs.

Using Theorem 4.4.1 and Lemma 19, we obtain the main theorem of this section.

Theorem 4.4.2. Let F be a hereditary family of graphs for which there is an FPT

algorithm for F+CLUSTER IS running in time f (k)nO(1), where n is the number of
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vertices in the input graph. Then, there is an FPT algorithm for F -CF-FVS running in

time 17k f (k)nO(1), where n is the number of vertices in the input graphs of F -CF-FVS.

4.4.1 FPT Algorithm for F -DCF-FVS

The goal of this section is to prove Theorem 4.4.1. Let F be a (fixed) hereditary family of

graphs, for which F+CLUSTER IS admits an FPT algorithm. We design a branching based

FPT algorithm for F -DCF-FVS, using the (assumed) FPT algorithm for F+CLUSTER

IS.

Let I = (G,H,k,W,R,C ) be an instance of F -DCF-FVS. In the following we describe

some reduction rules, which the algorithm applies exhaustively, in the order in which they

are stated.

Reduction Rule 5. Return that (G,H,k,W,R,C ) is a no-instance of F -DCF-FVS if one

of the following conditions are satisfied:

1. k < 0,

2. k = 0 and G has a cycle,

3. k = 0 and C 6= /0,

4. G[W ] has a cycle,

5. |C |> k, or

6. there is C ∈ C , such that C ⊆ R.

Reduction Rule 6. If k = 0, G is acyclic, and C = /0, then return that (G,H,k,W,R,C ) is

a yes-instance of F -DCF-FVS.

In the following, we state a lemma, which is useful in resolving those instances where

the graph G has no vertices.
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Lemma 20. Let (G,H,k,W,R,C ) be an instance of F -DCF-FVS, where Reduction

Rules 5 is not applicable and G−W has no vertices. Then, in polynomial time, we can

generate an instance (G′,H ′,k′) of F+CLUSTER IS, such that (G,H,k,W,R,C ) is a

yes-instance of F -DCF-FVS if and only if (G′,H ′,k′) is a yes-instance of F+CLUSTER

IS.

Proof. Let VC = (∪C∈CC) \R. We have V (G′) = V (H ′) = VC . For each C ∈ C , we

make C \R a clique in H ′. We set G′ = H[VC ], and k′ = |C |. In the following we show

that (G,H,k,W,R,C ) is a yes-instance of F -DCF-FVS if and only if (G′,H ′,k′) is a

yes-instance of F+CLUSTER IS.

In the forward direction, let (G,H,k,W,R,C ) be a yes-instance of F -DCF-FVS, and

let S be one of its solution. By construction, S is an independent set in G′ and H ′ of size C .

In the reverse direction, let (G′,H ′,k′) be a yes-instance of F+CLUSTER IS, and S be

one of its solution. Since Reduction Rule 5 (item 4) is not applicable on (G,H,k,W,R,C ),

we have |C | ≤ k. Therefore, S is of size at most k. By non-applicability of item 6 of

Reduction Rule 5, we have S∩R = /0. By construction, |S∩C|= 1, for each C ∈ C , and

S is an independent set in H. From the above discussions, together with the fact that

G = G[W ] is acyclic, implies that S is a solution to F -DCF-FVS in (G,H,k,W,R,C ).

This concludes the proof.

Lemma 20 leads us to the following reduction rule.

Reduction Rule 7. If G−W has no vertices, then return the output of algorithm for

F+CLUSTER IS with the instance generated by Lemma 20.

It is easy to see that Reduction Rules 5, 6, and 7 are safe.

Reduction Rule 8. If there is a vertex v ∈V (G) of degree at most one in G, then return

(G−{v},H,k,W \{v},R,C ).
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The safeness of Reduction Rule 8 follows from the fact that a vertex of degree at most

one does not participate in any cycle.

Reduction Rule 9. Let uv ∈ E(G) be an edge of multiplicity greater than 2 in G, and G′

be the graph obtained from G by reducing the multiplicity of uv in G to 2. Then, return

(G′,H,k,W,R,C ).

The safeness of Reduction Rule 9 follows from the fact that for an edge, multiplicity of

2 is enough to capture multiplicities of size larger than 2.

Reduction Rule 10. Let v ∈ R be a degree 2 vertex in G with u and w being its neighbors

in G. Furthermore, let G′ be the graph obtained from G by deleting v and adding the

(multi) edge uw. Then, return (G′,H−{v},k,W,R\{v},C ).

The safeness of Reduction Rule 10 follows from the fact that a vertex in R cannot be

part of any solution and any cycle (in G) containing v must contain both u and w.

Reduction Rule 11. If there is v ∈ (V (G)∩R), such that v has at least two neighbors in

the same connected component of W, then return that (G,H,k,W,R,C ) is a no-instance

of F -DCF-FVS.

Reduction Rule 12. If there is v ∈V (G)\ (W ∪R), such that v has at least two neighbors

in the same connected component of W, then return (G−{v},H −{v},k− 1,W,R∪

NH(v),C ).

Reduction Rule 13. Let v∈V (G)∩R, such that NG(v)∩W 6= /0. Then, return (G,H,k,W ∪

{v},R\{v},C ).

It is easy to see that Reduction Rules 11, 12, and 13 are safe.

Let η be the number of connected components in G[W ]. In the following, we define

the measure we use to compute the running time of our algorithm.
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µ(I) = µ((G,H,k,W,R,C )) = k+η−|C |

Observe that none of the reduction rules that we described increases the measure, and

a reduction rule can be applied only polynomially many time. When none of the reduction

rules are applicable, the degree of each vertex in G is at least two, multiplicity of each

edge in G is at most two, degree two vertices in G do not belong to the set R, and G[W ]

and G−W are forests. Furthermore, for each v ∈V (G)\W , v has at most one neighbor

(in G) in a connected component of G[W ].

In the following, we state the branching rules used by the algorithm. We assume that

none of the reduction rules are applicable, and the branching rules are applied in the order

in which they are stated. The algorithm will branch on vertices in V (G)\W .

Case 1. If there is v ∈V (G)\W that has at least two neighbors (in G), say w1,w2 ∈W.

Since Reduction Rule 11 and 12 are not applicable, w1 and w2 belong to different connected

components of G[W ]. Also, since Reduction Rule 13 is not applicable, we have v /∈ R. In

this case, we branch as follows.

(i) v belongs to the solution. In this branch, we return (G−{v},H−{v},k−1,W,R∪

NH(v),C ).

(ii) v does not belongs to the solution. In this branch, we return (G,H,k,W ∪{v},R,C ).

In one branch when v belongs to the solution, k decreases by 1, and η and |C | do not

change. Hence, µ decreases by 1. In other branch when v is moved to W , number of

components in η decreases by at least one, and k and |C | do not change. Therefore, µ

decreases by at least 1. The resulting branching vector for the above branching rule is

(1,1).

If Branching Rule 1 is not applicable, then each v ∈V (G)\W has at most one neighbor
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(in G) in the set W . Moreover, since Reduction Rule 8 is not applicable, each leaf in G−W

has a neighbor in W .

In the following, we introduce some notations, which will be used in the description of

our branching rules. Recall that G−W is a forest. Consider a connected component T in

G−W . A path Puv from a vertex u to a vertex v in T is nice if u and v are of degree at least

2 in G, all internal vertices (if they exist) of Puv are of degree exactly 2 in G, and v is a leaf

in T . In the following, we state an easy proposition, which will be used in the branching

rules that we design.

Proposition 11. Let (G,H,k,W,R,C ) be an instance of F -DCF-FVS, where none of

Reduction Rule 5 to 13 or Branching Rule 1 apply. Then, there are vertices u,v∈V (G)\W,

such that the unique path Puv in G−W is a nice path.

Consider u,v∈V (G)\W , for which there is a nice path Puv in T , where T is a connected

component of G−W . Since Reduction Rule 8 is not applicable, either u has a neighbor in

W , or u has degree at least 2 in T . From the above discussions, together with Proposition 11,

we design the remaining branching rules used by the algorithm. We note that the branching

rules that we describe next is similar to the one given in [4].

Case 2. Let v ∈ V (G) \W be a leaf in G−W for which the following holds. There is

u ∈V (G)\W, such that NG(u)∩W 6= /0 and there is a nice path Puv from u to v in G−W.

Let C = V (Puv) \ {u}, u′ and v′ be the neighbors (in G) of u and v in W, respectively.

Observe that since Reduction Rule 13 is not applicable, we have u,v /∈ R. We further

consider the following cases, based on whether or not u′ and v′ are in the same connected

component of G[W ].

Case 2.A. u′ and v′ are in the same connected component of G[W ]. In this case,

G[V (Puv)∪W ] contains exactly one cycle, and this cycle contains all vertices of V (Puv)

(consecutively). Since vertices in W cannot be part of any solution, either u belongs to the

solution or a vertex from C belongs to the solution. Moreover, any cycle in G containing v
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must contain all vertices in V (Puv), consecutively. This leads to the following branching

rule.

(i) u belongs to the solution. In this branch, we return (G−{u},H−{u},k−1,W,R∪

NH(u),C ).

(ii) u does not belong to the solution. In this branch, we return (G−C,H,k,W,R,C ∪

{C}).

In the first branch k decreases by one, and η and |C | do not change. Therefore, µ decreases

by 1. On the second branch |C | increases by 1, and k and η do not change, and therefore,

µ decreases by 1. The resulting branching vector for the above branching rule is (1,1).

Case 2.B. u′ and v′ are in different connected component of G[W ]. In this case, we

branch as follows.

(i) u belongs to the solution. In this branch, we return (G−{u},H−{u},W,k−1,R∪

NH(u),C ).

(ii) A vertex from C is in the solution. In this branch, we return (G−C,H,k,W,R,C ∪

{C}).

(iii) No vertex in {u}∪C is in the solution. In this branch, we add all vertices in {u}∪C

to W. That is, we return (G,H,k,W ∪ ({u}∪C),R\ ({u}∪C),C ).

In the first branch k decreases by one, and η and |C | do not change. Therefore, µ decreases

by 1. On the second branch |C | increases by 1, and k and η do not change, and therefore,

µ decreases by 1. In the third branch, η decreases by one, and k and |C | do not change.

The resulting branching vector for the above branching rule is (1,1,1).

Case 3. There is u ∈V (G)\W which has (at least) two nice paths, say Puv1 and Puv2 to

leaves v1 and v2 (in G−W). Let C1 =V (Puv1)\{u} and C2 =V (Puv2)\{u}. We further
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Figure 4.1: The cases handled by Branching Rule 2, (a) T is a connected component in
G[W ], similarly in (b) T1,T2 are connected components in G[W ].

consider the following cases depending on whether or not v1 and v2 have neighbors (in G)

in the same connected component of G[W ] and u ∈ R.

Case 3.A. v1 and v2 have neighbors (in G) in the same connected component of G[W ]

and u ∈ R. In this case, G[W ∪{u}∪C1∪C2] contains (at least) one cycle, and u cannot

belong to any solution. Therefore, we branch as follows.

(i) A vertex from C1 belongs to the solution. In this branch, we return (G−C1,H,k,W,R,C ∪

{C1}).

(ii) A vertex from C2 belongs to the solution. In this branch, we return (G−C2,H,k,W,R,C ∪

{C2}).

Notice that in both the branches µ decreases by 1, and therefore, the resulting branching

vector is (1,1).

Case 3.B. v1 and v2 have neighbors (in G) in the same connected component of G[W ]

and u /∈ R. In this case, G[W ∪{u}∪C1∪C2] contains (at least) one cycle. We branch as

follows.

(i) u belongs to the solution. In this branch, we return (G−{u},H−{u},k−1,W,R∪

NH(u),C ).
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(ii) A vertex from C1 belongs to the solution. In this branch, we return (G−C1,H,k,W,R,C ∪

{C1}).

(iii) A vertex from C2 belongs to the solution. In this branch, we return (G−C2,H,k,W,R,C ∪

{C2}).

Notice that in all the three branches µ decreases by 1, and therefore, the resulting branching

vector is (1,1,1).

Case 3.C. If v1 and v2 have neighbors in different connected components of G[W ] and

u ∈ R. In this case, we branch as follows.

(i) A vertex from C1 belongs to the solution. In this branch, we return (G−C1,H,k,W,R,C ∪

{C1}).

(ii) A vertex from C2 belongs to the solution. In this branch, we return (G−C2,H,k,W,R,C ∪

{C2}).

(iii) No vertex from C1 ∪C2 belongs to the solution. In this case, we add all vertices

in {u}∪C1 ∪C2 to W. That is, the resulting instance is (G,H,k,W ∪ ({u}∪C1 ∪

C2),R\ ({u}∪C1∪C2),C ).

Notice that in all the three branches µ decreases by 1, and therefore, the resulting branching

vector is (1,1,1).

Case 3.D. If v1 and v2 have neighbors in different connected components of G[W ] and

u /∈ R. In this case, we branch as follows.

(i) u belongs to the solution. In this branch, we return (G−{u},H−{u},k−1,W,R∪

NH(u),C ).

(ii) A vertex from C1 belongs to the solution. In this branch, we return (G−C1,H,k,W,R,C ∪

{C1}).
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(iii) A vertex from C2 belongs to the solution. In this branch, we return (G−C2,H,k,W,R,C ∪

{C2}).

(iv) No vertex from {u}∪C1∪C2 belongs to the solution. In this case, we add all vertices

in {u}∪C1 ∪C2 to W. That is, the resulting instance is (G,H,k,W ∪ ({u}∪C1 ∪

C2),R\ ({u}∪C1∪C2),C ).

Notice that in all the four branches µ decreases by 1, and therefore, the resulting branching

vector is (1,1,1,1).

u1

w′ w

u2

v

u1

w′ w

u2

v

N T

W

NT1 T2

W

(a) (b)

Figure 4.2: The cases handled by Branching Rule 3, In (a) T is a connected component in
G[W ], similarly in (b) T1,T2 are connected components in G[W ].

This completes the description of the algorithm. We are now ready to prove Theo-

rem 4.4.1.

Proof of Theorem 4.4.1. Let I = (G,H,k,W,R,C ) be an instance of F -DCF-FVS, and n

be the (total) number of vertices in G and H. We prove the correctness of our algorithm by

induction on µ .

When µ ≤ 0, then Reduction Rule 5 or Reduction Rule 6, correctly resolve the given

instance of F -DCF-FVS. This forms the base case of our induction. For the induction

hypothesis, we assume that for some δ ∈ N, for each µ ≤ δ , the algorithm can correctly

resolve the instance. The algorithm either applies one of Reduction Rule 5 to 13 or one of

Branching Rule 1 to 3. Proposition 20 implies that either one of Reduction Rule 5 to 13
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or Branching Rule 1 is applicable, or one of Branching Rule 2 to 3 is applicable. Each

of the reduction rules are safe, they do not increase the measure, and can be applied only

polynomially many times. Each of our branching rules are exhaustive, and in each of the

branches, the measure strictly decreases. If we apply the reduction rules (exhaustively),

either we completely resolve the instance correctly, or eventually apply a branching rule

(in polynomial number of application of reduction rules). If one of the branching rules

apply, then the measure strictly decreases, and then the induction hypothesis implies the

correctness of the algorithm. This concludes the proof of correctness of the algorithm.

In the following, we prove the claimed running time bound for the algorithm for F -

DCF-FVS. We note that the worst case branching vector is (1,1,1,1) (Branching Rule

3.D). And, whenever the measure drops below zero, we immediately resolve the instance

using one of our reduction rules in time bounded by f (k) · nO(1). The time required to

execute any of the reduction rules is bounded by f (k) ·nO(1). From the above discussions,

the running time of our algorithm is bounded by the following expression.

T (µ,n)≤ 4T (µ−1,n)+ f (µ)nO(1)

From the above expression, we obtain that the running time of our algorithm is bounded

by O(4k f (k) ·nO(1)). This concludes the proof.

4.5 FPT Algorithm for Ki, j-free+CLUSTER IS

In this section, we give an FPT algorithm for Ki, j-free+CLUSTER IS, which is the

F+CLUSTER IS where F is family of Ki, j-free graphs. Here, i, j ∈ N, 1≤ i≤ j. In the

following we consider a (fixed) family of Ki, j-free graphs. To design an FPT algorithm for

F+CLUSTER IS, we define another problem called LARGE Ki, j-free+CLUSTER IS. The

problem LARGE Ki, j-free+CLUSTER IS is formally defined below.
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LARGE Ki, j-free+CLUSTER IS Parameter: k

Input: A Ki, j-free graph G, a cluster graph H (G and H are on the same vertex set),

and an integer k, such that the following conditions are satisfied: 1) H has exactly k

connected components, and 2) each connected component of H has at least kk vertices.

Question: Is there a set S⊆V (G) of size k such that S is an independent set in both G

and in H?

In Section 4.5.1, we design a polynomial time algorithm for the problem LARGE

Ki, j-free+CLUSTER IS. In the rest of this section, we show how to use the polynomial

time algorithm for LARGE Ki, j-free+CLUSTER IS to obtain an FPT algorithm for Ki, j-

free+CLUSTER IS.

Theorem 4.5.1. Ki, j-free+CLUSTER IS admits an FPT algorithm running in time O(kk2

nO(1)), where n is the number of vertices in the input graph.

Proof. Let (G,H,k) be an instance of Ki, j-free+CLUSTER IS, and let C = {C1,C2, · · · ,Ck}

be the set of connected components in H. If k ≤ 0, we can correctly resolve the instance in

polynomial time (by appropriately outputting yes or no answer). Therefore, we assume

k≥ 1. If for each C ∈ C , we have |V (C)| ≥ kk, then (G,H,k) is also an instance of LARGE

Ki, j-free+CLUSTER IS, and therefore we resolve it in polynomial time using the algorithm

for LARGE Ki, j-free+CLUSTER IS (Section 4.5.1). Otherwise, there is C ∈ C , such that

|V (C)|< kk. Any solution to Ki, j-free+CLUSTER IS in (G,H,k) must contain exactly one

vertex from C. Moreover, if a vertex v ∈V (C) is in the solution, then none of its neighbors

in G and in H can belong to the solution. Therefore, we branch on vertices in C as follows.

For each v∈V (C), create an instance Iv(G−(NH(v)∪NG(v)),H−(NH(v)∪NG(v)),k−1)

of Ki, j-free+CLUSTER IS. If number of connected components in H−N[C] is less than

k−1, then we call such an instance Iv as invalid instance, otherwise the instance is a valid

instance. Notice that for v ∈V (C), if Iv is an invalid instance, then v cannot belong to any

solution. Thus, we branch on valid instances of Iv, for v ∈V (C). Observe that (G,H,k)

is a yes-instance of Ki, j-free+CLUSTER IS if and only if there is a valid instance Iv, for
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v ∈V (C), which is a yes-instance of Ki, j-free+CLUSTER IS. Therefore, we output the OR

of results obtained by resolving valid instances Iv, for v ∈V (C).

In the above we have designed a recursive algorithm for the problem Ki, j-free+CLUSTER

IS. In the following, we prove the correctness and claimed running time bound of the

algorithm. We show this by induction on the measure µ = k. For µ ≤ 0, the algorithm

correctly resolve the instance in polynomial time. This forms the base case of our induction

hypothesis. We assume that the algorithm correctly resolve the instance for each µ ≤ δ ,

for some δ ∈ N. Next, we show that the correctness of the algorithm for µ = δ +1. We

assume that k > 0, otherwise, the algorithm correctly outputs the answer. The algorithm

either correctly resolves the instance in polynomial time using the algorithm for LARGE

Ki, j-free+CLUSTER IS, or applies the branching step. When the algorithm resolves the

instance in polynomial time using the algorithm for LARGE Ki, j-free+CLUSTER IS, then

the correctness of the algorithm follows from the correctness of the algorithm for LARGE

Ki, j-free+CLUSTER IS. Otherwise, the algorithm applies the branching step. The branch-

ing is exhaustive, and the measure strictly decreases in each of the branches. Therefore,

the correctness of the algorithm follows form the induction hypothesis. This completes the

proof of correctness of the algorithm.

For the proof of claimed running time notice that the the worst case branching vector is

is given by the kk vector of all 1s, and at the leaves we resolve the instances in polynomial

time. Thus, the claimed bound on the running time of the algorithm follows.

4.5.1 Polynomial Time Algorithm for LARGE Ki, j-free+CLUSTER IS

Consider a (fixed) family of Ki, j-free graphs, where 1≤ i≤ j. The goal of this section is

to design a polynomial time algorithm for LARGE Ki, j-free+CLUSTER IS. Let (G,H,k)

be an instance of LARGE Ki, j-free+CLUSTER IS, where G is a Ki, j-free graph and H is a

cluster graph with k connected components. We assume that k > i+ j+2, as otherwise, we
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can resolve the instance in polynomial time (using brute-force). Let C = {C1,C2, · · · ,Ck}

be the set of connected components in H, such that |V (C1)| ≥ |V (C2)| ≥ · · · ≥ |V (Ck)|.

We start by stating/proving some lemmata, which will be helpful in designing the

algorithm.

Lemma 21. [16] The number of edges in a Ki, j-free graph are bounded by n2−ε , where

ε = ε(i, j) ∈ (0,1].

Lemma 22. Let (G,H,k) be an instance of LARGE Ki, j-free+CLUSTER IS. There exists

v ∈V (C1), such that for each C ∈ C \{C1}, we have |NG(v)∩C| ≤ 2 j|C|
k .

Proof. Consider a connected component C ∈ C \ {C1}, and let x = |C1| and y = |C|.

Furthermore, let E(C1,C) = {uv ∈ E(G) | u ∈C1,v ∈V (C)}. In the following, we prove

some claims which will be used to obtain the proof of the lemma.

Claim 1. |E(C1,C)| ≤ jyi + jx.

Proof. Consider the partition of V (C1) in two parts, namely, C1
h and C1

` , where C1
h = {v ∈

V (C1) | |NG(v)∩V (C)| ≥ i} and C1
` =V (C1)\C1

h .

|E(C1,C)|= ∑
v∈C1

|NG(v)∩V (C)|

= ∑
v∈C1

h

|NG(v)∩V (C)|+ ∑
v∈C1

l

|NG(v)∩V (C)|.

By construction of C1
` , we have ∑v∈C1

`
|NG(v)∩V (C)| < ix. In the following, we bound

∑v∈C1
h
|NG(v)∩V (C)|. Since G is a Ki, j-free graph, therefore, any set of i vertices in V (C)

can have at most j−1 common neighbors (in G) from V (C1), and in particular from C1
h .

Moreover, every v∈C1
h has at least i neighbors in NG(v)∩V (C). Therefore, ∑v∈C1

h
|NG(v)∩

V (C)| ≤ i( j−1)
(y

i

)
. Hence, |E(C1,C)| ≤ i( j−1)

(y
i

)
+ ix≤ i( j−1)yi

i! + ix≤ jyi+ jx.

Let Adeg(C1,C) denote average degree of vertices in set C1 in G[E(C1,C)]. That is,

Adeg(C1,C) = |E(C1,C)|
|C1| . In the following claim, we give a bound on Adeg(C1,C).

89



Claim 2. Adeg(C1,C)≤ 2 jy
k2 .

Proof. From Claim 1, we have |E(C1,C)| ≤ jyi + jx. Therefore, Adeg(C1,C) ≤ j+ jyi

x .

Using Lemma 21, we have Adeg(C1,C)≤ (x+y)2−ε

x ≤ 4x1−ε . To prove the claim, us consider

the following cases:

Case 1. x ≥ k2yi−1. In this case, using the inequality Adeg(C1,C) ≤ j + jyi

x , we have

Adeg(C1,C)≤ j+ jy
k2 . Since y > k2 (and k > 5), we have Adeg(C1,C)≤ 2 jy

k2 .

Case 2. x < k2yi−1. In this case, we use the inequality Adeg(C1,C) ≤ 4x1−ε , to obtain

Adeg(C1,C)< 4k2(1−ε)y(i−1)(1−ε) < 4k2y
y(2−i)+ε(i−1) . Since y≥ kk, we have y(2−i)+ε(i−1) > 2k4

j .

Therefore, we have Adeg(C1,C)< 2 jy
k2 .

In the following, we will give a probabilistic argument on the existence of a vertex with

the desired properties in the lemma statement. For v ∈V (C1), let deg(v,C) denote the size

of |NG(v)∩V (C)|. From Claim 2, we have Adeg(C1,C)≤ 2 jy
k2 . Using Markov’s inequality,

the upper bound on the probability that deg(v,C)≥ 2 jy
k is P(deg(v,C)≥ 2 jy

k )≤ 1
k . Using

Boole’s inequality (the union bound), the probability that deg(v,C) is greater than or equal

to 2 j|C|
k for at least one C ∈ C \ {C1} is bounded by P(∪C∈C \{C1}deg(v,C) ≥ 2 j|C|

k ) ≤
1
k .(k−1)< 1. This implies that probability that deg(v,C)≤ 2 j|C|

k , for each C ∈ C \{C1}

is greater than 0. This completes the proof.

We are now ready to describe our algorithm, which is given in Algorithm 1.

Lemma 23. Algorithm 1 for LARGE Ki, j-free+CLUSTER IS is correct and runs in polyno-

mial time.

Proof. We first prove the correctness of the algorithm using induction on, t. The base case

is when 1≤ t ≤ 2 j. The algorithm correctly resolve the instance using brute force. For

the induction hypothesis, we assume that the algorithm is correct for each t ≤ d−1. Next,

we show that the algorithm is correct for t = d. Let C1, · · · ,Cd be the set of connected
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Algorithm 1 (G,H,k) : Greedy algorithm for LARGE Ki, j-free+CLUSTER IS

1: t = k and S = /0;
2: while t > 2 j do
3: Let C1, · · · ,Ct be the connected components of H, sorted in decreasing order of

their sizes;
4: Let v ∈V (C1) be a vertex which satisfies the condition of Lemma 22;
5: Add v to S;
6: Decrease t by 1;
7: G = G− (NG(v)∪NH [v]) and H = H− (NG(v)∪NH [v]);
8: end while
9: Solve (G,H, t) by a brute force algorithm, as t ≤ 2 j;

components in H, sorted in decreasing order of their sizes. By Lemma 22, there is v ∈C1,

such that for each C ∈ C \{C1}, we have deg(v,C)≤ 2 j|C|
d .

We delete all vertices in NH [v]∪NG(v) from G and H. Observe that from each C ∈

C \ {C1}, we have deleted at most 2 j|C|
d vertices, which are neighbors of v in G. Let

C′ =C \ (NH [v]∪NG(v)) =C \NG(v). It is enough to show that |C′| ≥ (d−1)(d−1). Note

that |C′| ≥ |C|− 2 j|C|
d . As base case is not applicable, we can assume that d > 2 j. Hence,

|C′| ≥ |C|(1− 2 j
d )≥ dd(1− 2 j

d )≥ dd−1(d−2 j)≥ (d−1)(d−1).

This concludes the proof of correctness of the algorithm. At each step we either sort

the components on the basis of their size or find a vertex of lower degree which can be

carried out in polynomial time, or solve the instance using brute force approach, where

the solution size we are seeking for is bounded by a constant (at most 2 j). Moreover, the

algorithm terminates after at most k iterations. Thus, the running time of the algorithm is

bounded by a polynomial in the size of the input.

Using Lemma 23, we obtain the following theorem.

Theorem 4.5.2. The problem LARGE Ki, j-free+CLUSTER IS admits a polynomial time

algorithm.
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4.6 Conclusion

In this chapter we studied the F -CF-FVS problem, which is a conflict-free variant of

FVS where H belongs the class F . We obtained a complete dichotomy result on the

Parameterized Complexity of the problem F -CF-FVS, when F is a hereditary graph

family by relating F -CF-FVS to the INDEPENDENT SET problem on special classes of

graphs. In particular, we showed that F -CF-FVS is FPT parameterized by the solution

size if and only if F+CLUSTER IS is FPT parameterized by the solution size. Here,

F+CLUSTER IS is the INDEPENDENT SET problem in the (edge) union of a graph

G ∈F and a cluster graph H (G and H are explicitly given). Next, we exploited this

characterization to obtain new FPT results as well as intractability results for F -CF-FVS.

We gave an FPT algorithm for F+CLUSTER IS when F is the family of Ki, j-free graphs.

We showed that for the family of bipartite graph B, B-CF-FVS is W[1]-hard, when

parameterized by the solution size. Finally, we considered, for each 0 < ε < 1, the family

of graphs Fε , which comprise of graphs G such that |E(G)| ≤ |V (G)|2−ε , and showed that

Fε -CF-FVS is W[1]-hard, when parameterized by the solution size, for every 0 < ε < 1.
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Chapter 5

Exploring the Kernelization Borders for

Hitting Cycles

5.1 Introduction

The quest for designing polynomial kernels for “hitting cycles” in undirected graphs

has played significant role in advancing the field of polynomial time pre-processing –

kernelization. Hitting all cycles, odd cycles and even cycles correspond to well studied

problems of FEEDBACK VERTEX SET (FVS), ODD CYCLE TRANSVERSAL (OCT) and

EVEN CYCLE TRANSVERSAL (ECT), respectively. Alternatively, FVS, OCT and ECT

correspond to deleting vertices such that the resulting graph is a forest, a bipartite graph

and an odd cactus graph, respectively. All these problems, FVS, OCT, and ECT, have

been extensively studied in parameterized algorithms and kernelization.

The earliest known FPT algorithms for FVS go back to the late 80’s and the early

90’s [13, 43] and used the seminal Graph Minor Theory of Robertson and Seymour. On the

other hand the Parameterized Complexity of OCT was open for long time. Only, in 2003,

Reed et al. [102] gave a 3knO(1) time algorithm for OCT. This is also the paper which
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introduced the method of iterative compression to the field of Parameterized Complexity.

However, the existence of polynomial kernel, for FVS and OCT were open questions

for long time. For FVS, Burrage et al. [18] resolved the question in the affirmative

by designing a kernel of size O(k11). Later, Bodlaender [14] reduced the kernel size

to O(k3), and finally Thomassé [105] designed a kernel of size O(k2). The kernel of

Thomassé [105] is best possible under a well known complexity theory hypothesis. It is

important to emphasize that [105] popularized the method of expansion lemma, one of

the most prominent approach in designing polynomial kernels. While, the kernelization

complexity of FVS was settled in 2006, it took another 6 years and a completely new

methodology to design polynomial kernel for OCT. Kratsch and Wahlström [71] resolved

the question of existence of polynomial kernel for OCT by designing a randomized kernel

of size O(k4.5) using matroid theory.1 As a counterpart to OCT, Misra et al. [92] studied

ECT and designed an O(k3) kernel.

Fruitful and productive research on FVS and OCT have led to the study of several

variants and generalizations of FVS and OCT. Some of these admit polynomial kernels

and for some one can show that none can exist, unless some unlikely collapse happens in

complexity theory. In this chapter we study the kernelization complexity of the conflict-free

generalization of FVS, and OCT, which we defined in previous chapters. We recall the

problems here.

CONFLICT FREE FEEDBACK VERTEX SET (CF-FVS) Parameter: k

Input: An undirected graph G, a conflict graph H on vertex set V (G) and a non-

negative integer k.

Question: Does there exist S⊆V (G), such that |S| ≤ k, G−S is a forest and H[S] is

edgeless?

One can similarly define CONFLICT FREE ODD CYCLE TRANSVERSAL (CF-OCT).

In previous chapters we observed that, if one wants to model “independent” version of

1This foundational paper has been awarded the Nerode Prize for 2018.
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these problems (where the solution is suppose to be an independent set), then one takes

conflict graph to be same as the input graph. We also observed that these problems are

W[1]-hard on general graphs, a simple reduction from MULTICOLOR INDEPENDENT SET

with each color class being modeled as cycle and the conflict graph being the input graph.

Next, we studied the question that: when does the problem become FPT? To state the

question formally, we let G and H be two families of graphs. Then, (G ,H )-CF-FVS is

same problem as CF-FVS, but the input graph G and the conflict graph H are restricted to

belong to G and H , respectively. It immediately brings several questions: (a) for which

pairs of families the problem is FPT; (b) can we obtain some kind of dichotomy results; and

(c) what could we say about the kernelization complexity of the problem. We believe that

answering these questions for basic problems such as FVS, OCT, and DOMINATING SET

will extend both the tractability as well as intractability tools in Parameterized Complexity

and lead to some fruitful and rewarding research.

A graph G is called d-degenerate if every subgraph of G has a vertex of degree at most

d. For a fixed positive integer d, let Dd denote the set of graphs of degeneracy at most

d. In this chapter we study the (?,Dd)-CF-FVS (Dd-CF-FVS) problem. The symbol

? denotes that the input graph G is arbitrary. One can similarly define Dd-CF-OCT. In

fact, we study, CF-OCT for a very restricted family of conflict graphs, a family of disjoint

union of paths of length at most three and at most two star graphs. We denote this family

as P??
≤3 and this variant of CF-OCT as P??

≤3-CF-OCT.

In the previos chapters we studied conflict-free graph modification problems in the

realm of Parameterized Complexity. We also gave FPT algorithms for Dd-CF-FVS,

Dd-CF-OCT and Dd-CF-ECT using the independence covering families [81]. We also

gave FPT algorithms for these problems when the conflict graph belongs to nowhere dense

graphs. In this chapter we focus on the kernelization complexity of Dd-CF-FVS, and

P??
≤3-CF-OCT obtain the following results.

1. Dd-CF-FVS admits a O(kO(d)) kernel.
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2. P??
≤3-CF-OCT does not admit polynomial kernel, unless NP⊆ coNP

poly .

Note that D0 denotes edgeless graphs and hence D0-CF-FVS, and D0-CF-OCT are

essentially FVS, and OCT, respectively. Thus, any polynomial kernel for Dd-CF-FVS,

and P??
≤3-CF-OCT, must generalize the known kernels for these problems. We remark

that the above result imply that CF-FVS admits polynomial kernels, when the conflict

graph belong to several well studied graph families, such as planar graphs, graphs of

bounded degree, graphs of bounded treewidth, graphs excluding some fixed graph as a

minor, a topological minor and graphs of bounded expansion etc. (all these graphs classes

have bounded degeneracy).

Strategy for CF-FVS. Our kernelization algorithm for CF-FVS consists of the following

two steps. The first step of our kernelization algorithm is a structural decomposition of the

input graph G. This does not depend on the conflict graph H. In this phase of the algorithm,

given an instance (G,H,k) of CF-FVS we obtain an equivalent instance (G′,H ′,k′) of

CF-FVS such that:

• The minimum degree of G′ is at least 2.

• The number of vertices of degree at least 3 in G′ is upper bounded by O(k3). Let

V≥3 denote the set of vertices of degree at least 3 in G′.

• The number of maximal degree 2 paths in G′ is upper bounded by O(k3). That is,

G′−V≥3 consists of O(k3) connected components where each component is a path.

We obtain this structural decomposition using reduction rules inspired by the quadratic

kernel for FVS [105]. As stated earlier, this step can be performed for any graph H. Thus

the problem reduces to designing reduction rules that bound the number of vertices of

degree 2 in the reduced graph. Note that we cannot do this for any arbitrary graph H as

the problem is W[1]-hard. Once the decomposition is obtained we cannot use the known

reduction rules for FVS. This is for a simple reason that in G′ the only vertices that are
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not bounded have degree exactly 2 in G′. On the other hand for FVS we can do simple

“short-circuit” of degree 2 vertices (remove the vertex and add an edge between its two

neighbors) and assume that there is no vertices of degree two in the graph. So our actual

contributions start here. The second step of our kernelization algorithm bounds the degree

two vertices in the graph G′. Here we must use the properties of the graph H. We propose

new reduction rules for bounding degree two vertices, when H belongs to the family of

d-degenerate graphs. Towards this we use the notion of d-degeneracy sequence, which is

an ordering of the vertices in H such that any vertex can have at most d forward neighbors.

This is used in designing a marking scheme for the degree two vertices. Broadly speaking

our marking scheme associates a set with every vertex v. Here, set consists of “ paths and

cycles of G′ on which the forward neighbors of v are”. Two vertices are called similar if

their associated sets are same. We show that if some vertex is not marked, then we can

safely contract this vertex to one of its neighbors. We then upper bound the degree two

vertices by O(kO(d)dO(d)), and thus obtain a kernel of this size for Dd-CF-FVS.

At the heart of our kernelization algorithm is a combinatorial tool of “k-independence

preserver”. Informally, it is a set of “important” vertices for a given subset X ⊆V (H), that

is enough to capture the independent set property in H. We show that for d-degenerate

graph independence preserver of size kO(d) exists, and can be used in designing polynomial

kernel. This is our main conceptual contribution.

Strategy for CF-OCT. The kernelization lower bound is obtained by the method of cross-

composition [15]. We first define a conflict version of the s-t-CUT problem, where H

belongs to P??
≤3. Then, we show that the problem is NP-hard and cross composes to itself.

Finally, we give a parameter preserving reduction from the problem to P??
≤3-CF-OCT,

and obtain the desired kernel lower bound.
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5.2 Preliminaries

Throughout the chapter, we follow the following notions. Let G be a graph, V (G) and

E(G) denote the vertex set and the edge set of graph G, respectively. Let n and m denote

the number of vertices and the number of edges of G, respectively. Let G be a graph and

X ⊆V (G), then G[X ] is the graph induced on X and G−X is graph G induced on V (G)\X .

Let ∆ denotes the maximum degree of graph G. We use NG(v) to denote the neighborhood

of v in G and NG[v] to denote NG(v)∪{v}. Let E ′ be subset of edges of graph G, by G[E ′]

we mean the graph with the vertex set V (G) and the edge set E ′. Let X ⊆ E(G), then G−X

is a graph with the vertex set V (G) and the edge set E(G)\X . Let Y be a set of edges on

vertex set V (G), then G∪Y is graph with the vertex set V (G) and the edge set E(G)∪Y .

Degree of a vertex v in graph G is denoted by degG(v). For an integer `, we denote the set

{1,2, . . . , `} by [`]. A path P = {v1, . . . ,vn} is an ordered collection of vertices such that

there is an edge between every consecutive vertices in P and v1,vn are endpoints of P. For

a path P by V (P) we denote set of vertices in P and by E(P) we denote set of edges in

P. A cycle C = {v1, . . . ,vn} is a path with an edge v1vn. We define a maximal degree two

induced path in G as an induced path of maximal length such that all vertices in path are of

degree exactly two in G. An isolated cycle in graph G is defined as an induced cycle whose

all the vertices are of degree exactly two in G. Let G′ and G be graphs, V (G′)⊆V (G) and

E(G′)⊆ E(G), then we say that G′ is a subgraph of G. The subscript in the notations will

be omitted if it is clear from the context.

A graph G has degeneracy d if every subgraph of G has a vertex of degree at most

d. An ordering of vertices σ : V (G)→ {1, · · · ,n} is is called a d-degeneracy sequence

of graph G, if every vertex v has at most d neighbors u with σ(u)> σ(v). A graph G is

d-degenerate if and only if it has a d-degeneracy sequence. For a vertex v in d-degenerate

graph G, the neighbors of v which comes after (before) v in d-degeneracy sequence are

called forward (backward) neighbors of v in the graph G. Given a d-degenerate graph, we

can find d-degeneracy sequence in linear time [87].
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5.3 A Tool for Our Kernelization Algorithm

In this section, we give a tool, which we believe might be useful in obtaining kernelization

algorithm for “conflict-free” versions of various parameterized problems (admitting ker-

nels), when the conflict graph belongs to the family of d-degenerate graphs. We particularly

use this tool to obtain kernel for Dd-CF-FVS (Section 5.4). For a parameterized problem

Π, consider an instance (G,H,k) of its conflict-free variant, CONFLICT-FREE Π. Then

in the kernelization step where we want to bound the number of vertices, it is seemingly

useful to be able to obtain a set of “important” vertices for a given subset X ⊆V (H) that

will be enough to capture the independent set property in H. The above intuition becomes

clear when we describe the kernelization algorithm for Dd-CF-FVS.

To formalize the notion of “important” set of vertices, we give the following definition.

Definition 12. For a d-degenerate graph H and a set X ⊆V (H), a k-independence preserver

for (H,X) is a set X ′⊆ X , such that for any independent set S in H of size at most k, if there

is v ∈ (S∩X)\X ′, then there is v′ ∈ X ′ \S, such that (S\{v})∪{v′} is an independent set

in H.

Throughout this section, we work with a (fixed) d, which is the degeneracy of the

input graph. The goal of this section will be to obtain an algorithm for computing a

k-independence preserver for (H,X) of “small” size. To quantify the “small” size, we need

the following definition.

Definition 13. For each q ∈ [d], we define an integer nq as follows.

1. If q = 1, then nq = kd + k+1, and

2. nq = knq−1 + kd + k+1, otherwise.

Next, we formally define the problem for which we want to design a polynomial time

algorithm. We call this problem d-BOUNDED INDEPENDENCE PRESERVER (d-BIP, for

short).
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d-BOUNDED INDEPENDENCE PRESERVER (d-BIP)

Input: A d-degenerate graph H, a set X ⊆V (H), and an integer k.

Output: A set X ′ ⊆ X of size at most nd+1, such that X ′ is a k independence preserver

for (H,X).

In the following, let (H,X ,k) be an instance of d-BIP. We work with a (fixed) d-

degeneracy sequence, σ of H. We recall that such a sequence can be computed in

polynomial time [87]. Forward and backward neighbors of a vertex v are also defined

with respect to the ordering σ . If σ(u)< σ(v), then u is a backward neighbor of v and v

is a forward neighbor of u. By N f
H(v) (N

b
H(v)) we denote the set of forward (backward)

neighbors of the vertex v in H.

To design our polynomial time algorithm for d-BIP, we need the notion of q-reducible

sets, which is formally defined below.

Definition 14. A set Y ⊆V (H) is q-reducible, if for every set U ⊆ Y , for which there is a

set Z ⊆V (H), such that: (i) Z is of size exactly d−q+1 and (ii) for each u ∈U , we have

Z ⊆ N f
H(u), it holds that |U | ≤ nq.

Now, we give our polynomial time algorithm for d-BIP in Algorithm 2.

To prove the correctness of our algorithm, we state the following easy observation, the

proof of which follows from the fact that any vertex can have at most d forward neighbors

in H.

Observation 5.3.1. Let H be a d-degenerate graph and S be an independent set of H of

size at most k. Then, for any set U ⊆V (H), such that for each vertex u ∈U, Nb
H(u)∩S 6= /0,

we have that |U | ≤ kd.

Now we are ready to prove the correctness of our algorithm (Algorithm 2) for d-BIP.

Lemma 24. Algorithm 2 is correct.
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Algorithm 2 Algo1(H,X)

Input: d-degenerate graph H, X ⊆V (H), and an integer k.
Output: X ′ ⊆ X of size at most nd+1, which is a k-independence preserver of (H,X).

1: For q ∈ [d], set nq = kd +1, when q = 1, and nq = knq−1 + kd + k+1, otherwise.
2: q = 1.
3: while q≤ d do
4: while X is not q-reducible do
5: Find U ⊆X of size nq+1, for which there is Z⊆V (H) of size exactly d−q+1,

such that for each u ∈U , we have Z ⊆ N f
H(u).

6: Let v be an arbitrary vertex in U .
7: X = X \{v}.
8: end while
9: q = q+1.

10: end while
11: while |X |> nd+1 do
12: Let v be an arbitrary vertex in X .
13: X = X \{v}.
14: end while
15: Set X ′ = X .
16: return X ′

Proof. Let (H,X ,k) be an instance of d-BIP, and X ′ be the output returned by Algorithm 2

with it as the input. Clearly, X ′ ⊆ X as we do not add any new vertex to obtain the set X ′,

and size of X ′ is bounded by nd+1, since at Step 10-13 of the algorithm we reduce its size

to (at most) nd+1. Therefore, it remains to show that X ′ is a k-independence preserver of

(H,X). To this end, we consider the following cases.

Case 1: X is q-reducible, for each q ∈ [d]. In this case, the algorithm arbitrarily deletes

vertices (if required) from X to obtain X ′. If X = X ′, then the claim trivially holds.

Therefore, we assume that X ′ is a strict subset of X . To show that X ′ is a k-independence

preserver for (H,X), consider an independent set S in H of size at most k. Furthermore,

consider a vertex v∈ (S∩X)\X ′ (again, if such a vertex does not exists, the claim follows).

To prove the desired result, we want to find a replacement vertex for v in X ′ which can

be added to S (after removing v) to obtain an independent set in H. To this end, we mark

some vertices in X ′. Firstly, mark all the forward neighbors of each s ∈ S in the set X ′.

That is, we let X ′M to be the set (∪s∈SN f
H(s))∩X ′. Also, we add all vertices in S∩X ′ to
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the set X ′M. By the property of d-degeneracy sequence, we have that |X ′M| ≤ kd + k (see

Observation 5.3.1). Next, we will mark some more vertices in X ′M with the hope to find

a replacement vertex for v in X ′ \X ′M to add to S. Recall that by our assumption X is

q-reducible, for each q ∈ [d], and in particular, it is d-reducible. Thus, for each s ∈ S, the

set Xs = {x ∈ X | s ∈ N f
H(x)} ⊆ X has size at most nd . Based on the above observation,

we describe our second level of marking of vertices in X ′. For each s ∈ S, we add each

vertex in Us to X ′M. From the discussions above, we have that |X ′M| ≤ kd + k+ knd . Since

|X ′|= nd+1, and by definition, nd+1 = knd + kd + k+1, we have X ′ \X ′M 6= /0. Moreover,

no vertex in X ′ has a neighbor in S \ {v}. Therefore, for v′ ∈ X ′ \ X ′M, we have that

S′ = (S\{v})∪{v′} is an independent set in H.

Case 2: X is not q-reducible, for some q ∈ [d]. Let q′ be the smallest integer for which

X is not q′-reducible. Since X is not q′-reducible, there is a set U ⊆ X of size at least

nq + 1, for which there is a set Z ⊆ V (H) of size exactly d− q+ 1, such that for each

u ∈ U , we have Z ⊆ N f
H(u). Consider (first) such pair of sets U,Z considered by the

algorithm in Step 4. Furthermore, let v ∈U be the vertex deleted by the algorithm in Step

6. Let Û = U \ {v}. To prove the claim, it is enough to show that for an independent

set S of size at most k containing v in H, there is v′ ∈ Û such that (S \ {v})∪{v′} is

an independent set in H. Here, we will use the fact that deleting a vertex from a set

does not change a set from being q̃-reducible to a set which is not q̃-reducible, where

q̃ ∈ [d]. In the following, consider an independent set S of size at most k containing v in

H. We construct a marked set ÛM, of vertices in Û . Firstly, we add all the vertices in

(∪s∈S\{v}N
f

H(s))∩Û to ÛM. Also, we add all vertices in S∩Û to ÛM. Notice that at the end

of above marking scheme, we have |X̂M| ≤ kd + k. We will mark some more vertices in Û .

Before stating the second level of marking, we remark that S∩Z = /0. For each s ∈ S\{v},

let Zs = Z∪{s}. Since S∩Z = /0, we have that |Zs|= d− (q−1)+1. For s ∈ S\{v}, let

Ûs = {u ∈ Û | Zs ⊆ N f
H(u)}. Since X is q∗-reducible for each q∗ ≤ q′, we have |Ûs| ≤ nq−1,

for each s ∈ S \ {v}. Now we are ready to describe our second level of marking. For

each s ∈ S \{v}, add all vertices in Us to the set ÛM. Notice that |ÛM| ≤ kd + k+ knq−1.
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Moreover, |Û | ≥ nq and nq = knq−1 +kd+k+1. Thus, there is a vertex v′ ∈ Û \ÛM, such

that (S\{v})∪{v′} is an independent set in H.

Lemma 25. Algorithm 2 runs in time nO(d).

Proof. Let (H,X ,k) be an instance of d-BIP, and σ be a (fixed) d-degeneracy sequence

of H (which can computed in polynomial time [87]). Using σ , for each v ∈ X , we can

find N f
H(v) in the polynomial time. For each set of size at most d +1, we can find all the

vertices in V (H) that have all of them in their neighborhood in polynomial time. Thus,

Step 4 of the algorithm can be executed in polynomial time (for fixed d). Also, all the other

steps of the algorithm can be performed in time nO(d) time. This completes the proof.

Using Lemma 24 and Lemma 25 we obtain the following theorem.

Theorem 5.3.2. d-BOUNDED INDEPENDENCE PRESERVER admits an algorithm running

in time nO(d).

5.4 A Polynomial Kernel for Dd-CF-FVS

In this section, we design a kernelization algorithm for Dd-CF-FVS. To design a ker-

nelization algorithm for Dd-CF-FVS, we define another problem called F -DISJOINT

CONFLICT FREE FEEDBACK VERTEX SET (F -DCF-FVS, for short). We first define the

problem F -DCF-FVS formally, and then explain its uses in our kernelization algorithm.
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F -DISJOINT CONFLICT FREE FEEDBACK VERTEX SET (F -DCF-FVS)

Input: An undirected graph G, a graph H ∈ Dd such that V (G) = V (H), a subset

R⊆V (G), and a non-negative integer k.

Parameter: k

Question: Is there a set S⊆V (G)\R of size at most k, such that G−S does not have

any cycle and S is an independent set in H?

Notice that Dd-CF-FVS is a special case of F -DCF-FVS, where R = /0. Given an

instance of Dd-CF-FVS, the kernelization algorithm creates an instance of F -DCF-FVS

by setting R = /0. Then it applies a kernelization algorithm for F -DCF-FVS. Finally, the

algorithm takes the instance returned by the kernelization algorithm for F -DCF-FVS and

generates an instance of Dd-CF-FVS. Before moving forward, we note that the purpose

of having set R is to be able to prohibit certain vertices to belong to a solution. This

is particularly useful in maintaining the independent set property of the solution, when

applying reduction rules which remove vertices from the graph (with an intention of it

being in a solution).

We first focus on designing a kernelization algorithm for F -DCF-FVS, and then

give a polynomial time linear parameter preserving reduction from F -DCF-FVS to Dd-

CF-FVS. If the kernelization algorithm for F -DCF-FVS returns that (G,H,R,k) is a

yes (no) instance of F -DCF-FVS, then conclude that (G,H,k) is a yes (no) instance of

Dd-CF-FVS.In the following, we describe a kernelization algorithm for F -DCF-FVS.

Let (G,H,R,k) be an instance of F -DCF-FVS. The algorithm starts by applying the

following simple reduction rules.

Reduction Rule 14.

(a) If k ≥ 0 and G is acyclic, then return that (G,H,R,k) is a yes-instance of F -DCF-

FVS.

(b) Return that (G,H,R,k) is a no-instance of F -DCF-FVS, if one of the following
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conditions is satisfied:

(i) k ≤ 0 and G is not acyclic,

(ii) G is not acyclic and V (G)⊆ R, or

(iii) There are more than k isolated cycles in G.

Reduction Rule 15.

(a) Let v be a vertex of degree at most 1 in G. Then delete v from the graphs G,H and the

set R.

(b) If there is an edge in G (H) with multiplicity more than 2 (more than 1), then reduce

its multiplicity to 2 (1).

(c) If there is a vertex v with self loop in G. If v /∈ R, delete v from the graphs G and

H, and decrease k by one. Furthermore, add all the vertices in NH(v) to the set R,

otherwise return that (G,H,R,k) is a no-instance of F -DCF-FVS.

(d) If there are parallel edges between (distinct) vertices u,v ∈V (G) in G:

(i) If u,v ∈ R, then return that (G,H,R,k) is a no-instance of F -DCF-FVS.

(ii) If u ∈ R (v ∈ R), delete v (u) from the graphs G and H, and decrease k by one.

Furthermore, add all the vertices in NH(v) (NH(u)) to the set R.

It is easy to see that the above reduction rules are correct, and can be applied in

polynomial time. In the following, we define some notion and state some known results,

which will be helpful in designing our next reduction rules.

Definition 15. For a graph G, a vertex v ∈V (G), and an integer t ∈ N, a t-flower at v is a

set of t vertex disjoint cycles whose pairwise intersection is exactly {v}.

Proposition 12. [29, 90, 105] For a graph G, a vertex v ∈V (G) without a self-loop in G,

and an integer k, the following conditions hold.
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(i) There is a polynomial time algorithm, which either outputs a (k+1)-flower at v, or

it correctly concludes that no such (k+ 1)-flower exists. Moreover, if there is no

(k+1)-flower at v, it outputs a set Xv ⊆V (G)\{v} of size at most 2k, such that X

intersects every cycle passing through v in G.

(ii) If there is no (k+1)-flower at v in G and the degree of v is at least 4k+(k+2)2k.

Then using a polynomial time algorithm we can obtain a set Xv ⊆V (G)\{v} and a

set Cv of components of G[V (G)\ (Xv∪{v})], such that each component in Cv is a

tree, v has exactly one neighbor in C ∈ Cv, and there exist at least k+2 components

in Cv corresponding to each vertex x ∈ Xv such that these components are pairwise

disjoint and vertices in Xv have an edge to each of their associated components.

Reduction Rule 16. Consider v ∈V (G), such that there is a (k+1)-flower at v in G. If

v ∈ R, then return that (G,H,R,k) is a no-instance of F -DCF-FVS. Otherwise, delete v

from G,H and decrease k by one. Furthermore, add all the vertices in NH(v) to R.

The correctness of above reduction rule follows from the fact that such a vertex must

be part of every solution of size at most k. Moreover, the applicability of it in polynomial

time follows from Proposition 12 (item (i)).

Reduction Rule 17. Let v ∈ V (G), Xv ⊆ V (G) \ {v}, and Cv be the set of components

which satisfy the conditions in Proposition 12(ii) (in G), then delete edges between v and

the components of the set Cv, and add parallel edges between v and every vertex x ∈ Xv in

G.

The polynomial time applicability of Reduction Rule 17 follows from Proposition 12.

And, in the following lemma, we prove the safeness of this reduction rule.

Lemma 26. Reduction Rule 17 is safe.

Proof. Let (G,H,R,k) be an instance of F -DCF-FVS. Furthermore, let v ∈V (G), Xv ⊆

V (G), and Cv be the tuple for which the conditions of Reduction Rule 17 are satisfied, and
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(G′,H,R,k) be the instance resulting after application of the reduction rule. We prove that

(G,H,R,k) is a yes-instance of F -DCF-FVS if and only if (G′,H,R,k) is a yes-instance

of F -DCF-FVS.

In the forward direction, let (G,H,R,k) be a yes-instance of F -DCF-FVS and S be one

of its solution. We claim that S is also a solution of F -DCF-FVS for (G′,H,R,k). Suppose

not, then G′−S must contains a cycle as the conflict graphs in both the instances are the

same. Observe that G−{v} is identical to G′−{v}, and G′−Xv is a subgraph of G−Xv,

therefore, if either v ∈ S or Xv ⊆ S, then S is a solution of F -DCF-FVS for (G′,H,R,k).

Next, we assume that neither v /∈ S, nor Xv * S. For x ∈ X , let Wx ⊆ Cv be the set of

components associated with x, which is obtained by the algorithm in Proposition 12(ii).

Observe that, there are at least k+2 disjoint paths from v to each x ∈ Xv passing through

components in Wx in the graph G. Since S is of size at most k, there are at least two (distinct)

connected components say C1,C2 in Wx such that v,x together with C1,C2 creates a cycle

in G−S. This is a contradiction to S being a solution of F -DCF-FVS for (G,H,R,k).

In the reverse direction, let (G′,H,R,k) be a yes-instance of F -DCF-FVS and S′ be

one of its solution. Observe that for each vertex x ∈ Xv, we have parallel edges between

v and x in G′, therefore either v ∈ S′ or Xv ⊆ S′. As observed before G−{v} is identical

to G′−{v}, therefore if v ∈ S′ then S′ is also a solution of F -DCF-FVS in (G,H,R,k).

Next we assume that Xv ⊆ S′. Observe that edges incident to v and a vertex in some

components in Cv are cut edges in G−Xv, by Proposition 12(ii), and hence they do not

participate in any cycle in G−Xv. This concludes that S′ is a solution of F -DCF-FVS for

(G,H,R,k).

In the following state an easy observation, which follows from non-applicability of

Reduction Rule 14 to 17.

Observation 5.4.1. Let (G,H,R,k) be an instance of F -DCF-FVS, where none of

Reduction Rule 14 to 17 apply. Then the degree of each vertex in G is bounded by O(k2).
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To design our next reduction rule, we construct an auxilary graph G?. Intuitively

speaking, G? is obtained from G by shortcutting all degree two vertices. That is, vertex set

of G? comprises of all the vertices of degree at least three in 3. From now on, vertices of

degree at least 3 (in G) will be refereed to as high degree vertices. For high degree vertex

v ∈ G. For each uv ∈ E(G), where u,v are high degree vertices, we add the edge uv in

G?. Furthermore, for an induced maximal path Puv, between u and v where all the internal

vertices of Puv are degree two vertices in G, we add the (multi) edge uv to E(G?). Next,

we will use the following result to bound the number of vertices and edges in G?.

Proposition 13. [29] A graph G with minimum degree at least 3, maximum degree ∆, and

a feedback vertex set of size at most k has at most (∆+1)k vertices and 2∆k edges.

The above result (together with the construction of G?) gives us the following (safe)

reduction rule.

Reduction Rule 18. If |V (G?)| ≥ 4k2 +2k2(k+2) or |E(G?)| ≥ 8k2 +4k2(k+2), then

return no.

Lemma 27. Let (G,H,R,k) be an instance of F -DCF-FVS, where none of the Reduction

Rules 14 to 18 are applicable. Then we obtain the following bounds:

• The number of vertices of degree at least 3 in G is bounded by O(k3).

• The number of maximal degree two induced paths in G is bounded by O(k3).

Having shown the above bounds, it remains to bound the number of degree two vertices

in G. We start by applying the following simple reduction rule to eliminate vertices of

degree two in G, which are also in R.

Reduction Rule 19. Let v ∈ R, dG(v) = 2, and x,y be the neighbors of v in G. Delete v

from the graphs G,H and the set R. Furthermore, add the edge xy in G.
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The correctness of this reduction rule follows from the fact that vertices in R cannot be

part of any solution and all the cycles passing through v also passes through its neighbors.

In the polynomial kernel for the FEEDBACK VERTEX SET problem (with no conflict

constraints), we can short-circuit degree two vertices. But in our case, we cannot perform

this operation, since we also need the solution to be an independent set in the conflict

graph. Thus to reduced the number of degree two vertices in G, we exploit the properties

of a d-degenerate graph. To this end, we use the tool that we developed in Section 5.3.

This immediately gives us the following reduction rule.

Reduction Rule 20. Let P be a maximal degree two induced path in G. If |V (P)| ≥

nd+1 + 1, apply Algorithm 2 with input (H,V (P) \R). Let V̂ (P) be the set returned by

Algorithm 2. Let v ∈ (V (P)\R)\V̂ (P), and x,y be the neighbors of v in G. Delete v from

the graphs G,H. Furthermore, add edge xy in G.

Lemma 28. Reduction Rule 20 is safe.

Proof. Let (G,H,R,k) be an instance of F -DCF-FVS and v be a vertex in a maximal

degree two path P with neighbors x and y, with respect to which Reduction Rule 28 is

applied. Furthermore, let (G′,H ′,R,k) be the resulting instance after application of the

reduction rule. We will show that (G,H,R,k) is a yes-instance of F -DCF-FVS if and

only if (G′,H ′,R,k) is a yes-instance of F -DCF-FVS.

In the forward direction, let (G,H,R,k) be a yes-instance of F -DCF-FVS and S be

one of its minimal solution. Consider the case when v /∈ S. In this case, we claim that S

is also a solution of F -DCF-FVS for (G′,H ′,R,k). Suppose not then either S is not an

independent set in H ′ or G′−S contains a cycle. Since, H ′ is an induced subgraph of H,

we have that S′ is also an independent set in H ′. So we assume that G′−S has a cycle, say

C. If C does not contain the edge xy, then C is also a cycle in G−S. Therefore, we assume

that C contains the edge xy. Bu then (C \ {xy})∪{xv,vy} is a cycle in G− S. Next, we

consider the case when v ∈ S. By Lemma 24 we have a vertex v′ ∈V (P)\{v} such that
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(S \{v})∪{v′} is an independent set in H ′. By using the fact that any cycle that passes

through v also contains all vertices in P (together with the discussions above) imply that

(S\{v})∪{v′} is a solution of F -DCF-FVS for (G′,H ′,R,k).

In the reverse direction, let (G′,H ′,R,k) be a yes-instance of F -DCF-FVS and S′

be one of its minimal solution. We claim that S′ is also a solution of F -DCF-FVS for

(G,H,R,k). Suppose not, then either S is not an independent set in H or G−S contains a

cycle. Since, H ′ is an induced subgraph of H, we have that S′ is also an independent set in

H. Next, assume that there is a cycle C in G−S. The cycle C must contain v, otherwise,

C is also a cycle in G′− S′. Since v is a degree two vertex in G, therefore any cycle

that contians v, must also contain x and y. As observed before, G−{xv,vy} is identical

to G′−{xy}. But then, (C \ {xv,vy})∪{xy} is a cycle in G′− S′, a contradiction. This

concludes that S′ is a solution of F -DCF-FVS for (G,H,R,k).

Lemma 29. Let (G,H,R,k) be an instance of F -DCF-FVS, where none of the Reduction

Rules 14 to 20 are applicable. Then, the number of vertices in a degree two induced path

in G is bounded by O(kO(d)).

Theorem 5.4.2. F -DCF-FVS admits a kernel with O(kO(d)) vertices.

Proof. Let (G,H,R,k) be an instance of F -DCF-FVS, where none of the Reduction

Rules 14 to 20 are applicable. Then, by Lemma 27, the number of vertices of degree at

least 3 and the number of maximal degree two induced paths in G are bounded by O(k3)

and By Lemma 29, the number of vertices in a degree two induced path in G is bounded

by O(kO(d)). Hence, the number of vertices in G is bounded by O(kO(d)). Since, each of

the reduction rules can be applied in polynomial time and each of them either (correctly)

declare that the given instance is a yes or no-instance or (safely) reduce the size of G.

Therefore, the overall running time is polynomial in the input size.

Lemma 30. There is a polynomial time parameter preserving reduction from F -DCF-

FVS to Dd-CF-FVS.
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Proof. Given an instance (G,H,R,k) of F -DCF-FVS, we generate an instance (G′,H ′,k′)

of Dd-CF-FVS as follows. We let the vertex set of V (G′) and V (H ′) to be V (G)∪{x},

where x is a new vertex. Now, we define the edge sets of G′ and H ′. Initially, E(G′) =E(G).

Additionally, we add a self loop on x in G′. We let E(H ′) = E(H−R)∪{xw | w ∈ R}. We

set k′ = k+1. Clearly, this construction can be carried out in the running time linear in the

size of the input instance. We claim that (G,H,R,k) is a yes-instance of F -DCF-FVS if

and only if (G′,H ′,k+1) is a yes-instance of Dd-CF-FVS.

In the forward direction, let S be a solution to F -DCF-FVS in (G,H,R,k). We claim

that S′ = S∪{x} is a solution to Dd-CF-FVS in (G′,H ′,k+1). Since, G′−{x} is identical

to G, G′−S′ does not contain any cycle. Since, S∩R = /0, S∪{v} is an independent set

in H ′. This completes the proof in the forward direction. In the reverse direction, let

(G′,H ′,k′) be a yes-instance of Dd-CF-FVS and S be one of its solution. Since there is

a self loop at x in G, x ∈ S. We claim that S′ = S \{x} is a solution to F -DCF-FVS in

(G,H,R,k). Clearly, G′−{x} is identical to G, therefore, G− S′ does not contain any

cycle. Since, x ∈ S, none of the vertices in R can belong to S. Since, H −R same as

H− (R∪{x}), S′ is an independent set in H ′ and S′∩R = /0, we have that S′ is a solution

to F -DCF-FVS in (G,H,R,k).

By Theorem 5.4.2 and Lemma 30, we obtain the following result.

Theorem 5.4.3. Dd-CF-FVS admits a kernel with O(kO(d)) vertices.

5.5 Kernelization Complexity of P??
≤3-CF-OCT

In this section, we show that CF-OCT does not admit a polynomial kernel when the

conflict graph belongs to the family P??
≤3. Let P≤3 denotes the family of disjoint union

of paths of length at most three, and P?
≤3 denotes the family of disjoint union of paths

of length at most three and a star graph. We give parameter preserving reduction from
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P?
≤3-CONFLICT FREE s-t CUT (P?

≤3-CF-s-t CUT) to P??
≤3-CF-OCT. P?

≤3-CF-s-t CUT

is formally defined as follows.

P?
≤3-CONFLICT FREE s-t CUT (P?

≤3-CF-s-t CUT) Parameter: k

Input: An undirected graph G, a graph H ∈P≤3 (V (G) =V (H)), two vertices s and t

and an integer k

Question: Is there a set X ⊆V such that X is a s− t cut in G and H[X ] is edgeless?

We first prove that P?
≤3-CF-s-t CUT is NP-hard. Then, we prove that P?

≤3-CF-s-t

CUT does not admit a polynomial compression, unless NP⊆ coNP
poly using the method of

cross-composition. To show the NP-hardness of P?
≤3-CF-s-t CUT, we give a reduction

from the well known NP-hard problem (3,B2)-SAT [11] to P?
≤3-CF-s-t CUT. (3,B2)-SAT

is formally defined as follows.

(3,B2)-SAT

Input: An instance (U,C ), where U is the set of boolean variables and C is the set

of clauses such that each clause has exactly three literals, and each literal occurs in

exactly two clauses

Question: Does there exist an assignment to variables such that each clause is satisfied?

5.5.1 NP-hardness of P≤3-CF-s-t CUT

In this section, we prove that P≤3-CF-s-t CUT is NP-hard. Given an instance (U,C ) of

(3,B2)-SAT, we construct an instance (G,H,s, t,k) of P≤3-CF-s-t CUT as follows. Let

|U |= n and |C |= m. For each clause C = (v1,v2,v3) ∈ C , add vertices vC
1 ,v

C
2 , and vC

3 in

V (G) and V (H). We also add 2n+2 new vertices s, t, ai and bi in V (G) and V (H), where

i ∈ [n]. Corresponding to each clause C = (v1,v2,v3) ∈ C , we add a path (s,vC
1 ,v

C
2 ,v

C
3 , t)

in G. We also add paths (s,ai,bi, t), for all i ∈ [n]. Now we define edge set of H. Let

xi ∈U . Add edges between ai and vertices corresponding to positive literal of xi and also

between bi and vertices corresponding to negative literal of xi. We set k = n+m. Figure
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Figure 5.1: An illustration of construction of graph G and H in NP-hardness of P≤3-CF-
s-t CUT for C = {(x1, x̄2,x2),(x̄1, x̄2,x3),(x̄1,x2, x̄3),(x1,x2, x̄3)}.

5.1 describes the construction of G and H. Clearly, this construction can be carried out in

the polynomial time. In the following lemma, we prove that C is satisfiable if and only if

(G,H) has a conflict-free s− t cut of size n+m.

Lemma 31. (U,C ) is a yes-instance of (3,B2)-SAT if and only if (G,H,s, t,k) is a

yes-instance of P≤3-CF-s-t CUT.

Proof. In the forward direction, let C be satisfiable, and φ be a solution. Further, let S

be the set of literals which are set to true in φ . Given S, we construct a solution S′ of

P≤3-CF-s-t CUT in (G,H) as follows. Let vi ∈ S and vi belongs to the clauses C and C′.

Add vC
i and vC′

i to S′. Let PC = (s,vC
1 ,v

C
2 ,v

C
3 , t) be a path in G corresponding to the clause

C. If more than one vertex from PC belongs to S′, delete all but one from S′ arbitrarily. If

variable corresponding to positive literal xi belongs to S′, add bi to S′, otherwise add ai to

S′. Since, there are n+m disjoint paths between s and t and we select exactly one vertex

from each path, |S′|= n+m. Since, C is satisfiable and for each path (s,ai,bi, t) either ai

or bi belongs to S′, S′ is a s− t cut of G. By the construction of S′, it is also an independent

set in H. This completes the proof in the forward direction.

In the reverse direction, let S be a solution to P≤3-CF-s-t CUT in (G,H,s, t,k). Given

S, we construct a satisfyning assignment φ for the instance (U,C ) of (3,B2)-SAT as
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follows. Let v be a literal which occurs in the clauses C and C′. If S∩{vC,vC′} 6= /0, we

assign 1 to v. Since, H[S] is edgeless, if vertex corresponding to positive literal xi belongs

to the solution, bi belongs to the solution and hence vertices corresponding to negative

literal x̄i do not belong to the solution. This implies that both the positive and negative

literal corresponding to a variable are not set to one. If none of them are true, we assign 1

to xi (or to x̄i). By the construction of G, φ is a satisfying assignment for C .

Theorem 5.5.1. P≤3-CF-s-t CUT is NP-hard.

Proof. The proof follows from the construction of an instance of P≤3-CF-s-t CUT,

Lemma 31 and NP-hardness of (3,B2)-SAT.

5.5.2 Lower bound for Kernel of P?
≤3-CF-s-t CUT

In this section, we prove that P?
≤3-CF-s-t CUT does not admit a polynomial compression

unless NP ⊆ coNP
poly which results into the fact that P?

≤3-CF-s-t CUT does not admit

polynomial kernel as well. Towards this, we cross-compose P≤3-CF-s-t CUT into P?
≤3-

CF-s-t CUT parameterized by k, the size of cut. Before going into the details, we define

the notion of cross-composition.

Definition 16. [15, 29] Let Σ be a finite set of alphabets. A polynomial equivalence

relation is an equivalence relation R on Σ? if there is an algorithm that given two strings

x,y ∈ Σ?, decides whether x≡R y in time polynomial in |x|+ |y|. Moreover, the relation

R restricted to the set Σ≤n has at most p(n) equivalence classes, where p(·) is some

polynomial function.

Definition 17. [15, 29] Let L ⊆ Σ? be a language and Q ⊆ Σ?×N be a parameterized

language. We say that L cross-composes into Q if there exists a polynomial equivalence

relation R and an algorithm A satisfying the following conditions. The algorithm A

takes as input a sequence of strings x1, · · · ,xt ∈ Σ? that are equivalent with respect to R,

runs in time polynomial in Σt
i=1|xi|, and outputs one instance (y,k) ∈ Σ?×N such that:

114



(i) k ≤ p(maxi∈[t] |xi|+ log t) for some polynomial p(·), and

(ii) (y,k) ∈ Q if and only if there exists at least one index i ∈ [t] such that xi ∈ L.

Now, we state following known result which will be further used in this section.

Theorem 5.5.2. [15, 29] Let L be an NP-hard language that cross-composes into a

parameterized language Q. Then, Q does not admit a polynomial compression, unless

NP⊆ coNP
poly .

Next, we present a cross-composition of P≤3-CF-s-t CUT into P?
≤3-CF-s-t CUT

parameterized by the solution size.

Lemma 32. There exists a cross-composition from P≤3-CF-s-t CUT into P?
≤3-CF-s-t

CUT parameterized by the cut size.

Proof. By choosing an appropriate polynomial equivalence relation R, we may assume

that we are given q instances (Gi,Hi,si, ti,ki)
q
i=1 of P≤3-CF-s-t CUT, where V (Gi) = n

and ki is same for each i ∈ [q]. More precisely, equivalence relation R is defined as

follows. We put all malformed instances into one equivalent class, while all the well-

formed instances are partitioned with respect to the number of vertices in the graph and the

integer ki, where i ∈ [q]. Two well-formed instances are considered equivalent if number of

the vertices in the graphs and integer ki are same in both the instances. Clearly, the number

of equivalence relation in Σ≤n is bounded by n3+1 and the equivalence of two relations can

be tested in the polynomial time. Hence, R is a polynomial equivalence relation. The cross-

composition algorithm works as follows. Given a set of malformed instances, returns some

trivial no-instance of P?
≤3-CF-s-t CUT, while given a sequence of well-formed instances,

it construct a parameterized instance (G?,H?,s, t,k+1) of P?
≤3-CF-s-t CUT as follows.

Let xi = (i−1)n+1 and yi = xi+n−1. Let V (Gi) =V (Hi) = {si,vxi, · · · ,vyi, ti}. Now, we

construct G? and H? as follows. V (G?) =V (H?) = ∪i∈[q](V (Gi)\{si, ti})∪i∈[q−1] {wi}∪

{a,s, t} and E(G?) = ∪i∈[q]E(Gi−{si, ti}). If s1v ∈ E(G1), add sv in E(G?). Similarly, if
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tqv ∈ E(Gq), add tv in E(G?). If an edge tiv ∈ E(Gi) or si+1v ∈ E(Gi+1), add an edge wiv

in E(G?), for all i ∈ [q−1]. We also add edges sa and ta in G?. Now we define edge set of

H?. E(H?) = ∪i∈[q]E(Hi−{si, ti}). We also add edge awi, for all i ∈ [q−1]. Since, paths

are closed under vertex deletion, H? belongs to the family P?
≤3. We set parameter k = k1.

Figure 5.2 describes the construction of G and H. We claim that (G?,H?,s, t,k+1) is a

yes-instance of P?
≤3-CF-s-t CUT if and only if one of the input instance of P≤3-CF-s-t

CUT has a conflict-free s− t cut of size k.

In the forward direction, let S be a solution to P?
≤3-CF-s-t CUT in (G?,H?,s, t,k+1).

Since, a∈ S, none of wi belongs to S, where i∈ [q−1]. We claim that S′=(S\{a})∩V (Gi)

is a solution to P≤3-CF-s-t CUT in (Gi,Hi,si, ti,ki), for some i ∈ [q]. Suppose not, then

there exists at least one path between each pair of vertex (si, ti) in Gi, where i ∈ [q].

Let Pi be a path between si and ti in Gi, where i ∈ [q]. Hence, path induced by the

vertex set ∪i∈[q](V (Pi)\{si, ti})∪i∈[q−1] {wi}∪{s, t} yields a path between s and t in G?,

a contradiction. Hence, there is some Gi such that S′ is a s− t cut of Gi. Since Hi[S]

is a induced subgraph of H, Hi[S] is edgeless. This completes the proof in the forward

direction.

In the reverse direction, let one of the input instance (Gi,Hi,si, ti,ki), i ∈ [q] be a yes-

instance of P≤3-CF-s-t CUT and S be one of its solution, that is, Gi \S does not have a

path from si to ti. Clearly, by the construction of G?, G? \ (S∪{a}) does not have a path

from s to t. Since, a is not adjacent to any vertex v ∈ V (H?)∩V (Hi), where i ∈ [q] and

uv ∈ E(H?) if uv ∈ E(Hi), where i ∈ [q], u 6= a and v 6= a, S∪{a} is an independent set in

H. This completes the proof.

Theorem 5.5.3. P?
≤3-CF-s-t CUT does not admit a polynomial compression unless

NP⊆ coNP
poly .

Proof. Since, P≤3-CF-s-t CUT is NP-hard, using Lemma 32 and Theorem 5.5.2, P?
≤3-

CF-s-t CUT, parameterized by the size of cut does not admit a polynomial compression
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Figure 5.2: An illustration of construction of graph G and H in cross-composition from
P≤3-CF-s-t CUT to P?

≤3-CF-s-t CUT

unless NP⊆ coNP
poly .

Corollary 7. P?
≤3-CF-s-t CUT does not admit a polynomial kernel.

Proof. The proof follows from Theorem 5.5.3 and the fact that polynomial kernel is also a

polynomial compression.

5.5.3 Lower Bound for Kernel of P??
≤3-CF-OCT

In this subsection, we prove the main result of this section. We show that there does not

exist a polynomial kernel of P??
≤3-CF-OCT. Towards this we give a parameter preserving

reduction from P?
≤3-CF-s-t CUT to P??

≤3-CF-OCT. Given an instance (G,H,s, t,k) of

P?
≤3-CF-s-t CUT, we construct an instance (G′,H ′,k+1) of P??

≤3-CF-OCT as follows.

Initially, we have V (G′) =V (H ′) =V (G)∪{z,a,b}. Now, for each edge ei ∈ E(G), add a

vertex wi to V (G′) and V (H ′). Now, we define the edge set of G′. Let xi,yi be end points

of ei ∈ E(G). For each ei ∈ E(G), add edges xiwi and yiwi to E(G′). Also, add a self

loop on z in G′ and edges sa,ab and bt to E(G′). To construct the edge set of H ′, we set
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Figure 5.3: An illustration of construction of graph G and H in reduction from P?
≤3-CF-s-t

CUT to P??
≤3-CF-OCT.

E(H ′) = E(H−{s, t}). Additionally, we add zs,zt,za,zt, and zwi for each wi ∈V (H ′) to

E(H ′). Figure 5.3 describes the construction of G and H. Clearly, H ′ belongs to P??
3

and this construction can be carried out in the polynomial time. Now, we prove the

equivalence between the instances (G,H,s, t,k) of P?
≤3-CF-s-t CUT and (G′,H ′,k+1)

of P??
≤3-CF-OCT in the following lemma.

Lemma 33. (G,H,s, t,k) is a yes-instance of P?
≤3-CF-s-t CUT if and only if (G′,H ′,k+1)

is a yes-instance of P??
≤3-CF-OCT.

Proof. In the forward direction, let (G,H,s, t,k) be a yes-instance of P?
≤3-CF-s-t CUT

and S be one of its solution. We claim that S∪{z} is a solution to P??
≤3-CF-OCT in

(G′,H ′,k+1). In the graph G′, since we subdivide each edge, all the paths from s− t are

of even length. Since, we subdivide each edge of G, G′−{a,b,z} is a bipartite graph.

Hence, an odd cycle in G′− z consists of an s− t path in G′−{a,b} and edges sa, ab

and bt. Clearly, by the construction of G′, (G′−{a,b})\S does not contain an s− t path

and hence G′− z does not contain an odd cycle. Since, H[S] is edgeless, S∪{z} is an

independent set in H ′. This completes the proof in the forward direction.

In the reverse direction, let S be a solution to P??
≤3-CF-OCT in (G′,H ′,k + 1).

Since, z ∈ S, therefore, s, t,a,b,wi /∈ S for any wi ∈ V (H ′). We claim that S′ = S \

{z} is a solution to P?
≤3-CF-s-t CUT in (G,H,s, t,k). Suppose not, then there ex-

ists a s− t path (s,x1,x2, · · · ,xl, t) in G \ S′. Correspondingly, there exists a s− t path

(s,w1,x1,w2,x2, · · · ,xl,wl+1, t) in G′ of even length which results into an odd cycle
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(s,w1,x1,w2,x2, · · · ,xl,wl+1, t,b,a) in G′ \ S, a contradiction. This completes the proof.

Now, we present the main result of this section in the following theorem.

Theorem 5.5.4. P??
≤3-CF-OCT does not admit a polynomial kernel. unless NP⊆ coNP

poly .

Proof. Using the construction defined above, given an instance (G,H,s, t,k) of P?
≤3-CF-

s-t CUT, we construct an instance (G′,H ′,k+ 1) of P??
≤3-CF-OCT. Using Lemma 33,

(G,H,s, t,k) is a yes-instance of P?
≤3-CF-s-t CUT if and only if (G′,H ′,k+1) is a yes-

instance of P??
≤3-CF-OCT. We claim that P??

≤3-CF-OCT does not admit a polynomial

kernel. Towards the contrary, suppose that P??
≤3-CF-OCT admits polynomial kernel,

then the instance (G,H,s, t,k) of P?
≤3-CF-s-t CUT admits a polynomial compression, a

contraction to the fact P?
≤3-CF-s-t CUT does not admit polynomial compression unless

NP⊆ coNP
poly .

5.6 Conclusion

In this chapter we studied kernelization complexity of Dd-CF-FVS and Dd-CF-OCT.

We showed that the former admits a polynomial kernel of size kO(d), while Dd-CF-OCT

does not admit any polynomial kernel unless NP⊆ coNP
poly . In fact, the later does not admit

polynomial kernel even for much more specialized problem, namely P??
≤3-CF-OCT. Using

much more involved marking scheme we can show that Dd-CF-ECT admits polynomial

kernel of size kO(d). Similarly, we can extend the known polynomial kernel for OCT

to CF-OCT when the conflict graph H has maximum degree at most one. Two most

interesting questions that still remain open form our work are following: (a) does CF-FVS

admit uniform polynomial kernel on graphs of bounded expansion; and (b) does CF-OCT

admit a polynomial kernel when H is disjoint union of paths of length at most 2.
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Chapter 6

Parameterized Complexity of

Conflict-Free Matchings and Paths

6.1 Introduction

In the previous chapters, we studied conflict-free variant of some classical combinatorial

optimization problems from the viewpoint of algorithmic complexity. Recal that a typical

input to a conflict-free variant of a classical problem Γ, which we call CONFLICT-FREE Γ,

consists of an instance I of Γ coupled with a graph H, called the conflict graph. A solution

to CONFLICT-FREE Γ in (I,H) is a solution to I in Γ, which is also an independent set

in H. We noticed that conflict-free version of the problem introduces the constraint of

“impossible pairs” in the solution that we seek for. Such a constraint of “impossible pairs”

in a solution arises, for example, in the context of program testing and validation [57, 72].

Gabow et al. [57] studied the conflict-free version of finding paths in a graph, which they

showed to be NP-complete.

In the previous chapters, we initiated the study of conflict-free problems in the realm

of Parameterized Complexity. In particular, we studied CONFLICT-FREE F -DELETION
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problems for various families F , of graphs such as, the family of forests, independent sets,

bipartite graphs, interval graphs, etc.

MAXIMUM MATCHING and SHORTEST PATH are among the classical graph problems

which are of very high theoretical and practical interest. The MAXIMUM MATCHING

problem takes as input a graph G, and the objective is to compute a maximum sized subset

Y ⊆ E(G) such that no two edges in Y have a common vertex. MAXIMUM MATCHING is

known to be solvable in polynomial time [47, 88]. The SHORTEST PATH problem takes as

input a graph G and vertices s and t, and the objective is to compute a path between s and t

in G with the minimum number of vertices. The SHORTEST PATH problem, together with

its variants such as all-pair shortest path, single-source shortest path, weighted shortest

path, etc. are known to be solvable in polynomial time [41, 9].

Darmann et al. [36] (among other problems) studied the conflict-free variants of

MAXIMUM MATCHING and SHORTEST PATH. They showed that the conflict-free variant

of MAXIMUM MATCHING is NP-hard even when the conflict graph is a disjoint union

of edges (matching). Moreover, for the conflict-free variant of SHORTEST PATH, they

showed that the problem is APX-hard, even when the conflict graph belongs to the family

of 2-ladders.

In this chapter, we study conflict-free (parameterized) variants of MAXIMUM MATCH-

ING and SHORTEST PATH, which we call CONFLICT FREE MAXIMUM MATCHING

(CF-MM, for short) and CONFLICT FREE SHORTEST PATH (CF-SP, for short), respec-

tively. We recall the formal definitions of the problems here.

CONFLICT FREE MAXIMUM MATCHING (CF-MM) Parameter: k

Input: A graph G = (V,E), a conflict graph H = (E,E ′), and an integer k.

Question: Is there a matching M of size at least k in G, such that M is an independent

set in H?
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CONFLICT FREE SHORTEST PATH (CF-SP) Parameter: k

Input: A graph G = (V,E), a conflict graph H = (E,E ′), two special vertices s and t,

and an integer k.

Question: Is there an st-path P of length at most k in G, such that E(P) is an indepen-

dent set in H?

We show that both CF-MM and CF-SP are W[1]-hard, when parameterized by the

solution size. The W[1]-hardness for CF-MM is obtained by giving an appropriate

reduction from INDEPENDENT SET, which is known to be W[1]-hard, when parameterized

by the solution size [29, 43]. In fact, our W[1]-hardness result for CF-MM holds even

when the graph where we want to compute a matching is itself a matching. We show the

W[1]-hardness of CF-SP by giving an appropriate reduction from a multicolored variant of

the problem UNIT 2-TRACK INDEPENDENT SET (which we prove to be W[1]-hard). We

note that UNIT 2-TRACK INDEPENDENT SET is known to be W[1]-hard, which is used to

establish W[1]-hardness of its multicolored variant. We note that our W[1]-hardness result

of CF-SP holds even when the conflict graph is a unit interval graph.

Having shown the W[1]-hardness results, we then restrict our attention to having

conflict graphs belonging to some families of graphs, where the INDEPENDENT SET

problem is either polynomial time solvable or solvable in FPT time. Two of the very

well-known graph families that we consider are the family of chordal graphs and the family

of d-degenerate graphs. For the CF-MM problem, we give an FPT algorithm, when

the conflict graph belongs to the family of chordal graphs. Our algorithm is based on a

dynamic programming over a “structured” tree decomposition of the conflict graph (which

is chordal) together with “efficient” computation of representative families at each step

of our dynamic programming routine. Notice that we cannot obtain an FPT algorithm

for the CF-SP problem when the conflict graph is a chordal graph. This holds because

unit-interval graphs are chordal, and the problem CF-SP is W[1]-hard, even when the

conflict graph is a unit-interval graph.
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For conflict graphs being d-degenerate, we obtain FPT algorithms for both CF-MM

and CF-SP. These algorithms are based on the computation of an independence covering

family, a notion which was recently introduced by Lokshtanov et al. [81]. We note that

even for nowhere dense graphs, such an independence covering family can be computed

efficiently [81]. Since our algorithms are based on computation of independence covering

families, hence, our results hold even when the conflict graph is a nowhere dense graph.

Finally, we study a variant of CF-MM and CF-SP, where instead of conflicting

conditions being imposed by independent sets in a conflict graph, they are imposed by

independence constraints in a (representable) matroid. We give FPT algorithms for the

above variant of both CF-MM and CF-SP.

6.2 Preliminaries

Sets and functions. We denote the set of natural numbers and the set of integers by N

and Z, respectively. By N≥1 we denote the set {x ∈ N | x≥ 1}. For n ∈ N, by [n] and [0,n],

we denote the sets {1,2, · · · ,n} and {0,1,2, · · · ,n}, respectively. For a set U and p ∈ N, a

p-family (over U) is a family of subsets of U of size p. A function f : X → Y is injective

if for each x,y ∈ X , f (x) = f (y) implies x = y. For a function f : X → Y and a set S⊆ X ,

f |S : S→ Y is a function such that for s ∈ S, we have f |S(s) = f (s). We let ω denote the

exponent in the running time of algorithm for matrix multiplication, the current best known

bound for it is ω < 2.373 [109].

Graphs. Consider a graph G. By V (G) and E(G) we denote the set of vertices and edges

in G, respectively. For X ⊆V (G), G[X ] denotes the subgraph of G with vertex set X and

edge set {uv ∈ E(G) | u,v ∈ X}. For Y ⊆ E(G), G[Y ] denotes the subgraph of G with

vertex set ∪uv∈Y{u,v} and edge set Y .

Let G be a graph. An independent set in G is a set X ⊆ V (G) such that for every
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u,v ∈ X , uv /∈ E(G). A matching in G is a set Y ⊆ E(G) such that no two distinct edges in

Y have a common vertex. A matching M in G is a maximum matching if for any matching

Y in G, |M| ≥ |Y |. A matching M in G saturates a set X ⊆V (G), if every vertex in X is an

end point of an edge in M. For v1,v` ∈V (G), a v1v`-path P = (v1,v2, · · · ,v`−1,v`) in G is

a sequence of (distinct) vertices, such that V (P)⊆V (G) and for each i ∈ [`−1], we have

vivi+1 ∈ E(G). Moreover, the edges in {vivi+1 | i ∈ [`− 1]} are called edges in P. The

length of a path is the number of edges in it. A shortest uv-path is a uv-path with minimum

number of edges.

A chordal graph is a graph with no induced cycles of length at least four. An interval

graph is an intersection graph of line segments (intervals) on the real line, that is, its vertex

set is a set of intervals, and two vertices are adjacent if and only if their corresponding

intervals intersect. A unit-interval graph is an intersection graph of intervals of unit length

on the real line. For d ∈ N, a graph is d-degenerate if every subgraph of it has a vertex of

degree at most d. A clique K in G is an (induced) subgraph, such that for any two distinct

vertices u,v ∈V (K) we have uv ∈ E(G). A vertex set S⊆V (G) is a clique in G if G[S] is

a clique. Let G1 = (V1,E1) and G2 = (V2,E2) be two graphs. If V1∩V2 = /0, then disjoint

union of G1 and G2 is the graph G = (V1∪V2,E1∪E2). If V1 = V2, then the edge-wise

union of G1 and G2 is the graph G = (V1,E1∪E2).

In the following we state definitions related to tree decomposition and some results on

them, that are used in our algorithms.

Definition 18. A tree decomposition of a graph H is a pair (T,X), where T is a rooted tree

and X = {Xt | t ∈V (T )}. Every node t of T is assigned a subset Xt ⊆V (H), called a bag,

such that following conditions are satisfied:

•
⋃

t∈V (T )
Xt =V (H), that is, each vertex in H is in at least one bag;

• For every edge uv ∈ E(H), there is t ∈V (T ) such that u,v ∈ Xt ;

• For every vertex v ∈V (H) the graph T [{t ∈V (T ) | v ∈ Xt}] is a connected subtree
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of T .

To distinguish between vertices of a graph H and vertices of its tree decomposition

(T,X), we refer to the vertices in T as nodes. Since T is a rooted tree, we have a natural

parent-child and ancestor-descendant relationship among nodes in T . For a node t ∈V (T ),

by desc(t) we denote the set descendant of t in T (including t). For a node t ∈V (T ) by Vt

we denote the union of all bags in the subtree rooted at t, that is, Vt = ∪d∈desc(t)Xd and by

Ht we denote the graph H[Vt ]. A leaf node of T is a node with degree exactly one in T ,

which is different from the root node. All the nodes of T which are neither the root node

nor a leaf node are non-leaf nodes.

We now define a more structured form of tree decomposition that will be used in the

algorithm.

Definition 19. Let (T,X) be a tree decomposition of a graph H with r as the root node.

Then, (T,X) is a nice tree decomposition if for each each leaf ` in T and the root r, we

have that X` = Xr = /0, and each non-leaf node t ∈V (T ) is of one of the following types:

1. Introduce node: t has exactly one child, say t ′, and Xt = Xt ′ ∪{v}, where v /∈ Xt ′ .

We say that v is introduced at t;

2. Forget node: t has exactly one child, say t ′, and Xt = Xt ′ \{v}, where v ∈ Xt ′ . We

say that v is forgotten at t;

3. Join node: t has exactly two children, say t1 and t2, and Xt = Xt1 = Xt2 .

Proposition 14. [[29, 69]] Given a tree decomposition (T,X) of a graph H, in polynomial

time we can compute a nice tree decomposition (T ′,X ′) of H that has at most O(k|V (H)|)

nodes, where, k is the size of the largest bag in X. Moreover, for each t ′ ∈V (T ′), there is

t ∈V (T ) such that X ′t ′ ⊆ Xt .

A tree decomposition (T,X) of a graph H, where for each t ∈V (T ), the graph H[Xt ]
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is a clique, is called a clique-tree. Next, we state a result regarding computation of a

clique-tree of a chordal graph.

Proposition 15. [[58]] Given an n vertex chordal graph H, in polynomial time we can

construct a clique-tree (T,X) of H with O(n) nodes.

Using Proposition 14 and 15 we obtain the following result.

Proposition 16. Given an n vertex chordal graph H, in polynomial time we can construct

a nice tree decomposition which is also a clique-tree (nice clique-tree), (T,X) of H with

O(n2) nodes.

Matroids and representative sets. In the following we state some basic definitions

related to matroids. We refer the reader to [97] for more details. We also state the definition

of representative families and state some results related to them.

Definition 20. A pair M = (U,I ), where U is the ground set and I is a family of subsets

of U , is a matroid if the following conditions hold:

• /0 ∈I ;

• If I1 ∈I and I2 ⊆ I1, then I2 ∈I ;

• If I1, I2 ∈I and |I2|< |I1|, then there exists an element x∈ I1\I2, such that I2∪{x}∈

I .

An inclusion-wise maximal set in I is called a basis of M . All bases of a matroid

are of the same size. The size of a basis is called the rank of the matroid. For a matroid

M = (U,I ) and sets P,Q⊆U , we say that P fits Q if P∩Q = /0 and P∪Q ∈I .

A matroid M = (U,I ) is a linear (or representable) matroid if there is a matrix

A over a field F with E as the set of columns, such that: 1) |E| = |U |; 2) there is an

injective function ϕ : U → E, such that X ⊆U is an independent set in M if and only if
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{ϕ(x) | x ∈ X} is a set of linearly independent columns (over F). In the above, we say that

M is representable over F, and A is one of its representation.

In the following, we define some matroids and state results regarding computation of

their representations.

Definition 21 ([29, 97]). A matroid M = (U,I ) is a partition matroid if the ground set U

is partitioned into sets U1,U2, · · · ,Uk, and for each i ∈ [k], there is an integer ai associated

with Ui. A set S⊆U is independent in M if and only if for each i ∈ [k], |S∩Ui| ≤ ai.

Proposition 17. [[52, 97, 85]] A representation of a partition matroid over Q (the field of

rationals) can be computed in polynomial time.

Definition 22. Let M1 = (U1,I1),M2 = (U2,I2) · · · ,Mt = (Ut ,It) be t matroids with

Ui∩U j = /0, for all 1≤ i 6= j ≤ t. The direct sum M1⊕·· ·⊕Mt , of M1,M2, · · · ,Mt is

the matroid with ground set U = ∪i∈[t]Ui and X ⊆U is independent in M if and only if

for each i ∈ [t], X ∩Ui ∈Ii.

Proposition 18. [[85, 97]] Given matrices A1,A2, · · · ,At (over F) representing matroids

M1,M2, · · · ,Mt , respectively, we can compute a representation of their direct sum, M1⊕

·· ·⊕Mt , in polynomial time.

Next, we state the definition of representative families.

Definition 23. Let M = (U,I ) be a matroid, and A be a p-family of U . We say that

A ′ ⊆A is a q-representative for A if for every set Y ⊆U of size q, if there is a set X ∈A ,

such that X ∩Y = /0 and X ∪Y ∈I , then there is a set X ′ ∈A ′ such that X ′∩Y = /0 and

X ′∪Y ∈I . If A ′ ⊆A is a q-representative for A then we denote it by A ′ ⊆q
rep A .

In the following, we state some basic propositions regarding q-representative sets,

which will be used later.

Proposition 19. [[29, 52]] If A1 ⊆q
rep A2 and A2 ⊆q

rep A3, then A1 ⊆q
rep A3.

128



Proposition 20. [[29, 52]] If A1 and A2 are two p-families such that A ′
1 ⊆

q
rep A1 and

A ′
2 ⊆

q
rep A2, then A ′

1 ∪A ′
2 ⊆

q
rep A1∪A2.

Next, we state a result regarding the computation of a q-representative set.

Theorem 6.2.1 ([29, 52]). Given a matrix M (over field F) representing a matroid M =

(U,I ) of rank k, a p-family A of independent sets in M , and an integer q such that

p+q = k, there is an algorithm which computes a q-representative family A ′ ⊆q
rep A of

size at most
(p+q

p

)
using at most O

(
|A |

((p+q
p

)
pω +

(p+q
p

)ω−1)) operations over F.

Let A1 and A2 be two families of sets over U and M = (U,I ) be a matroid. We

define their convolution as follows.

A1 ?A2 = {A1∪A2 | A1 ∈A1,A2 ∈A2,A1∩A2 = /0 and A1∪A2 ∈I }

Lemma 34. Let M = (U,I ) be a matroid, A1 be a p1-family, and A2 be a p2-family. If

A ′
1 ⊆

k−p1
rep A1 and A ′

2 ⊆
k−p2
rep A2, then A ′

1 ?A ′
2 ⊆

k−p1−p2
rep A1 ?A2.

Proof. The proof of this lemma is similar to the proof of Lemma 12.28 in [29]. Let B be

a set of size k− p1− p2. Suppose there exists a set A1∪A2 ∈A1 ?A2 that fits B. Since,

(A1 ∪A2)∩B = /0, we have |B∪A2| = k− p1. This implies that there exists A′1 ∈ A ′
1

which fits B∪A2, that is, (A′1∪B∪A2) ∈I and A′1∩ (B∪A2) = /0 which gives |A′1∪B|=

k− p2. This means, there exists A′2 ∈A ′
2 that fits A′1∪B, that is, (A′2∪A′1∪B) ∈I and

A′2∩(A′1∪B) = /0. Since, A′1∩(B∪A2) = /0 and A′2∩(A′1∪B) = /0, we get (A′1∪A′2)∩B= /0.

Hence, A′1∪A′2 fits B and (A′1∪A′2) ∈A ′
1 ?A ′

2 .

Next, we give a result regarding computation of convolution (?).

Proposition 21. Let M be a matrix over a field F representing a matroid M = (U,I ) over

an n-element ground set, A1 be a p1-family, and A2 be a p2-family, where p1 + p2 = k.

Then A1 ?A2 can be computed in time O(2knO(1)).
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Proof. Consider the standard convolution operation, A1 ◦A2 = {A1∪A2 | A1 ∈A1,A2 ∈

A2 and A1∩A2 = /0} defined in [29, Section 12.3.5]. The family A1 ◦A2 can be computed

in O(2kn3) time [29, Exercise 12.12]. Since, A1 ?A2 = {A1∪A2 | A1 ∈A1,A2 ∈A2,A1∩

A2 = /0, and A1 ∪A2 ∈ I }. Hence, X ∈ A1 ?A2 if and only if X ∈ A1 ◦A2 and X is

a set of linearly independent columns (over F). Testing whether a set of vectors is

linearly independent over a field can be done in time polynomial in size of the set (using

Gaussian elimination). Therefore, testing if an X ∈A1 ◦A2 is linearly independent, can

be done in time O(nO(1)). Since |A1 ◦A2| ≤ |A1||A2|, family A1 ?A2 can be computed

in O((2k + |A1||A2|)nO(1)) time. Since, |A1| ≤ 2p1 and |A2| ≤ 2p2 , the running time is

bounded by O(2knO(1)).

Universal sets and their computation.

Definition 24. An (n,k)-universal set is a family F of subsets of [n] such that for any set

S⊆ [n] of size k, the family {A∩S | A ∈F} contains all 2k subsets of S.

Next, we state a result regarding the computation of a universal set.

Proposition 22. [29, 93] For any n,k ≥ 1, we can compute an (n,k)-universal set of size

2kkO(logk) logn in time 2kkO(logk)n logn.

6.3 W[1]-hardness Results

In this section, we show that CONFLICT FREE MAXIMUM MATCHING and CONFLICT

FREE SHORTEST PATH are W[1]-hard, when parameterized by the solution size.
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6.3.1 W[1]-hardness of CF-MM

We show that CF-MM is W[1]-hard, when parameterized by the solution size, even when

the graph where we want to find a matching, is itself a matching (disjoint union of edges).

To prove our result, we give an appropriate reduction from INDEPENDENT SET to CF-MM.

In the following, we define the problem INDEPENDENT SET.

INDEPENDENT SET Parameter: k

Input: A graph G and an integer k.

Question: Is there a set X ⊆V (G) of size at least k such that X is an independent set

in G?

It is known that INDEPENDENT SET is W[1]-hard, when parameterized by the size of

an independent set [29, 43].

Theorem 6.3.1. CF-MM is W[1]-hard, when parameterized by the solution size.

Proof. Given an instance (G?,k) of INDEPENDENT SET, we construct an equivalent

instance (G,H,k) of CF-MM as follows. We first describe the construction of G. For

each v ∈ V (G?), we add an edge vv′ to G. Notice that G is a matching. This completes

the description of G. Next, we move to the construction of H. We have V (H) = {ev =

vv′ | v ∈V (G?)}. Moreover, for eu,ev ∈V (H), we add the edge euev to E(H) if and only

if uv ∈ E(G?). We note that H is exactly the same as G?, with vertices being renamed.

This completes the construction of (G,H,k) of CF-MM. Next, we show that (G?,k) is a

yes-instance of INDEPENDENT SET if and only if (G,H,k) is a yes-instance of CF-MM.

In forward direction, let (G?,k) be a yes-instance of INDEPENDENT SET, and S be one

of its solution. Let S′ = {ev | v ∈ S}. We show that S′ is a solution to CF-MM. Notice that

by construction, S′ is a matching in G, and |S′|= |S| ≥ k. Moreover, G? is isomorphic to H,

with the vertex mapping as ϕ : V (G?)→V (H), where for v ∈V (G?), ϕ(v) = ev. Hence,

S′ is an independent set in H.
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In reverse direction, let (G,H,k) be a yes-instance of CF-MM, and S′ be one of its

solution. Let S = {v | ev ∈ S′}. Using an analogous argument as in the forward direction,

we conclude that S is a solution to INDEPENDENT SET in (G?,k). This concludes the

proof.

6.3.2 W[1]-hardness of CF-SP

We show that CF-SP is W[1]-hard, when parameterized by the solution size, even when the

conflict graph is a proper interval graph. We refer to this restricted variant of the problem

as UNIT INTERVAL CF-SP. To prove our result, we give an appropriate reduction from

a multicolored variant of the problem UNIT 2-TRACK INDEPENDENT SET, which we

call UNIT 2-TRACK MULTICOLORED IS. In the following, we define the problems UNIT

2-TRACK INDEPENDENT SET and UNIT 2-TRACK MULTICOLORED IS.

UNIT 2-TRACK INDEPENDENT SET (UNIT 2-TRACK IS) Parameter: k

Input: Two unit-interval graphs G1 = (V,E1) and G2 = (V,E2), and an integer k.

Question: Is there a set S ⊆V of size at least k, such that S is an independent set in

both G1 and G2?

UNIT 2-TRACK MULTICOLORED IS (UNIT 2-TRACK MIS)

Input: Two unit-interval graphs G1 = (V,E1) and G2 = (V,E2), and a partition

V1,V2, · · · ,Vk of V .

Parameter: k

Question: Is there a set S ⊆V , such that S is an independent set in both G1 and G2,

and for each i ∈ [k], we have |S∩Vi|= 1?

It is known that UNIT 2-TRACK IS is W[1]-hard, when parameterized by the solution

size [65]. We show that the problem UNIT 2-TRACK MIS is W[1]-hard, when parameter-

ized by the number of sets in the partition. We show this by giving an appropriate (Turing)

reduction from UNIT 2-TRACK IS. Finally, we give a reduction from UNIT 2-TRACK
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MIS to UNIT INTERVAL CF-SP, hence obtaining the desired result.

6.3.3 W[1]-hardness of UNIT 2-TRACK MIS.

We give a (Turing) reduction from UNIT 2-TRACK IS to UNIT 2-TRACK MIS. Moreover,

since we want to rule out existence of an FPT algorithm, we spend FPT time to obtain

FPT many instances of UNIT 2-TRACK MIS.

Before proceeding to the reduction from UNIT 2-TRACK IS to UNIT 2-TRACK MIS,

we define the notion of perfect hash family, which will be used in the reduction.

Definition 25. An (n,k)-perfect hash family F , is a family of functions f : [n]→ [k] such

that for every set S⊆ [n] of size k, there is an f ∈F , such that f |S is injective.

In the following, we state a result regarding computation of an (n,k)-perfect hash

family.

Theorem 6.3.2. [29, 93] For any n,k ≥ 1, an (n,k)-perfect hash family of size

ekkO(logk) logn can be constructed in ekkO(logk)n logn time.

Now we are ready to give a (Turing) reduction from UNIT 2-TRACK IS to UNIT

2-TRACK MIS.

Lemma 35. There is a parameterized Turing reduction from UNIT 2-TRACK IS to UNIT

2-TRACK MIS.

Proof. Let (G1,G2,k) be an instance of UNIT 2-TRACK IS, where V (G1) = V (G2) =

[n]. We construct a family C of instances of UNIT 2-TRACK MIS as follows. We

start by computing an (n,k)-perfect hash family F , of size ekkO(logk) logn, in time

ekkO(logk)n logn, using Theorem 6.3.2. Now, for each f ∈F , we construct an instance

I f = (G1,G2,V
f

1 ,V
f

2 , · · · ,V
f

k ) of UNIT 2-TRACK MIS as follows. For i ∈ [k], we set

V f
i = {v ∈V (G1) | f (v) = i}. Finally, we set C = {I f | f ∈F}.
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We claim that (G1,G2,k) is a yes-instance of UNIT 2-TRACK IS if and only if there is

I f ∈ C such that I f is a yes-instance of UNIT 2-TRACK MIS.

In the forward direction, let (G1,G2,k) be a yes-instance of UNIT 2-TRACK IS, and

S be one of its solution of size k. Consider f ∈F such that f |S is injective, which exists

since F is an (n,k)-perfect hash family. By construction of C , we have I f ∈ C . Moreover,

by construction of f , for each i ∈ [k], we have |S∩Vi|= 1. Hence, S is a solution to I f .

In the reverse direction, let I f ∈ C be a yes-instance of UNIT 2-TRACK MIS, and

S be one of its solution. Clearly, S is a solution to UNIT 2-TRACK IS in (G1,G2,k) as

I f = (G1,G2,V
f

1 ,V
f

2 , · · · ,V
f

k ). This concludes the proof.

Theorem 6.3.3. UNIT 2-TRACK MIS is W[1]-hard, when parameterized by the solution

size.

Proof. Follows from Lemma 35 and W[1]-hardness of UNIT 2-TRACK IS.

6.3.4 W[1]-hardness of UNIT INTERVAL CF-SP

We give a parameterized reduction from UNIT 2-TRACK MIS to UNIT INTERVAL CF-SP.

Let (G1,G2,V1, · · · , Vk) be an instance of UNIT 2-TRACK MIS. We construct an instance

(G′,H,s, t,k′) of UNIT INTERVAL CF-SP as follows. For each v ∈V (G1), we add a path

on 3 vertices namely, (v1,v2,v3) in G′. For notational convenience, for v ∈ V (G1), by

e12(v) and e23(v) we denote the edges v1v2 and v2v3, respectively. Consider i ∈ [k− 1].

For u ∈Vi and v ∈Vi+1, we add the edge zuv = u3v1 to E(G′) (see Figure 6.1). Moreover,

by Zi, we denote the set {zuv | u ∈Vi,v ∈Vi+1}. We add two new vertices s and t to V (G′),

and add all the edges in Z0 = {sv1 | v ∈ V1} and Zk = {v3t | v ∈ Vk} to E(G′). Next, we

move to the construction of H. Note that H must be a unit-interval graph on the vertex

set E(G′) = (∪i∈[0,k]Zi)∪ (∪v∈V (G1){e12(v),e23(v)}). In H, each vertex in ∪i∈[0,k]Zi is an

isolated vertex. Let E12 = {e12(v) | v ∈ V (G1)} and E23 = {e23(v) | v ∈ V (G1)}. For

e12(u),e12(v) ∈ E12, we add the edge e12(u)e12(v) to E(H) if and only if uv ∈ E(G1).
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Figure 6.1: An illustration of the construction of G′ in W[1]-hardness of UNIT INTERVAL

CF-SP.

Similarly, for e23(u),e23(v) ∈ E23, we add the edge e23(u)e23(v) to E(H) if and only if

uv ∈ E(G2). Observe that H[E12] is isomorphic to G1, with bijection φ1 : V (G1)→ E12

with φ1(v) = e12(v). Similarly, H[E23] is isomorphic to G2 with bijection φ2 : V (G2)→ E23

with φ2(v) = e23(v). By construction, H is a disjoint union of unit-interval graphs, and

hence is a unit-interval graph. Finally, we set k′ = 3k+1. This completes the description

of the reduction.

In the following lemma we show that the instance (G1,G2,V1, · · · ,Vk) of UNIT 2-

TRACK MIS and the instance (G′,H,s, t,k′) of UNIT INTERVAL CF-SP are equivalent.

Lemma 36. (G1,G2,V1, · · · ,Vk) is a yes-instance of UNIT 2-TRACK MIS if and only if

(G′,H,s, t,k′) is a yes-instance of UNIT INTERVAL CF-SP.

Proof. In the forward direction, let (G1,G2,V1, · · · ,Vk) be a yes-instance of UNIT 2-

TRACK MIS, and S = {v1,v2, · · · ,vk} be one of its solution, such that vi ∈Vi. We claim

that P = (s,v1
1,v

1
2,v

1
3, · · · ,vk

1,v
k
2,v

k
3, t) is a conflict-free path (on 3k+ 1 edges) in G′. By

the construction of G′, it follows that P is a path in G′. Next, we show that E(P) is an

independent set in H. Let v0
3 = s and vk+1

1 = t. By construction, each edge in {vi
3vi+1

1 |

i ∈ [0,k]} ⊆ ∪[0,k]Zi is an isolated vertex in H. Also, for each i ∈ [k], we have that

{e12(vi),e23(vi)} is an independent set in H. Next, consider i, j ∈ [k], where i 6= j. By

construction e12(vi)e23(v j),e23(vi)e12(v j) /∈E(H). Moreover, e12(vi)e12(v j) /∈E(H) since

S in an independent set in G1. Similarly, e23(vi)e23(v j) /∈ E(H) as S is an independent set

in G2. In the above, we have considered every pair of edges in E(P), and argued that no

two of them are adjacent to each other in H. Hence, it follows that P is a solution to UNIT
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INTERVAL CF-SP in (G′,H,s, t,k′).

In the reverse direction, let P be a solution to UNIT INTERVAL CF-SP in (G′,H,s, t,k′).

By the construction of G′, the path P must be of the form (s,v1
1,v

1
2,v

1
3, · · · , vk

1,v
k
2,v

k
3, t). We

claim that S = {v1,v2, · · · ,vk} is an independent set in both G1 and G2. Suppose not, then

there is an edge viv j, i 6= j and i, j ∈ [k] say, in G1 (the case when it is in G2 is symmetric).

But then e12(vi)e12(v j) is an edge in H, contradicting that E(P) is an independent set in

H. Hence, we have that S is an independent set both in G1 and G2. Moreover, since P is a

path of length at most 3k+1, it must hold that for each i ∈ [k], we have vi ∈Vi. Hence, S

is a solution to UNIT 2-TRACK MIS in (G1,G2,V1, · · · ,Vk).

Theorem 6.3.4. UNIT INTERVAL CF-SP is W[1]-hard, when parameterized by the solution

size.

Proof. Follows from the construction of instance (G′,H,s, t,k′) of UNIT INTERVAL CF-

SP, for the given instance (G1,G2,V1, · · · ,Vk) of UNIT 2-TRACK MIS, Lemma 36, and

Theorem 6.3.3.

6.4 FPT Algorithm for CF-MM with Chordal Conflict

In this section, we show that CF-MM is FPT, when the conflict graph belongs to the family

of chordal graphs. We call this restricted version of CF-MM as CHORDAL CONFLICT

MATCHING. Towards designing an algorithm for CHORDAL CONFLICT MATCHING, we

first give an FPT algorithm for a restricted version of CHORDAL CONFLICT MATCHING,

where we want to compute a matching for a bipartite graph. We call this variant of

CHORDAL CONFLICT MATCHING as CHORDAL CONFLICT BIPARTITE MATCHING

(CCBM). We then employ the algorithm for CCBM to design an FPT algorithm for

CHORDAL CONFLICT MATCHING.
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6.4.1 FPT algorithm for CCBM

We design an FPT algorithm for the problem CCBM, where the conflict graph is chordal

and the graph where we want to compute a matching is a bipartite graph. The problem

CCBM is formally defined below.

CHORDAL CONFLICT BIPARTITE MATCHING (CCBM) Parameter: k

Input: A bipartite graph G = (V,E) with vertex bipartition L,R, a conflict graph

H = (E,E ′), and an integer k.

Question: Is there a matching M ⊆ E of size k in G, such that M is an independent set

in H?

The FPT algorithm for CCBM is based on a dynamic programming routine over a

tree decomposition of the conflict graph H and representative sets on the graph G. Let

(G,L,R,H,k) be an instance of CF-MM, where G is a bipartite graph on n vertices, with

vertex bipartition L,R, and H is a chordal graph with V (H) = E(G).

In the following, we construct three matroids ML = (E,IL),MR = (Ec,IR), and

M = (E ∪Ec,I ). Matroids ML and MR are partition matroids and the matroid M is the

direct sum of ML and MR. The ground set of ML is E = E(G). The set Ec contains a copy

of edges in E, that is, Ec = {ec | e ∈ E}. We create two (disjoint) sets E and Ec, because

M is the direct sum of ML and MR, and we want their ground sets to be disjoint. Next, we

describe the partition E of E into |L| sets and |L| integers, one for each set in the partition,

for the partition matroid ML. For u ∈ L, let Eu = {uv | uv ∈ E}. Notice that for u,v ∈ L,

where u 6= v, we have Eu∩Ev = /0. Moreover, ∪u∈EEu = E. We let E = {Eu | u ∈ L}, and

for each u ∈ L, we set au = 1. Similarly, we define the partition E c of Ec with respect to

set R. That is, we let E c = {Ec
u = {(uv)c | uv ∈ E(G)} | u ∈ R}. Furthermore, for u ∈ R,

we let auc = 1. We define the following notation, which will be used later. For Z ⊆ E, we

let Zc = {ec | e ∈ Z} ⊆ Ec.

Proposition 23. Q⊆ E(G) is a matching in G with vertex bipartition L and R if and only
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if Q∪Qc is an independent set in the matroid M = ML⊕MR.

Proof. In the forward direction, let Q be a matching in the bipartite graph G=(V,E), where

V = L∪R. Since, ML = (E,IL) is a partition matroid with partition E = {Eu | u ∈ L}

and au = 1, for each u ∈ L, Q∩L is an independent set in ML. Similarly, Qc∩R is an

independent in MR. Since, M = ML⊕MR, it follows that Q∪Qc is an independent set

in M .

In the reverse direction, consider Q⊆ E such that Q∪Qc is an independent set in M .

Since, M = ML ⊕MR , Q is independent in ML and Qc is independent in MR. Since,

Q and Qc both have copies of the same edge, no two edges in Q share an end point in G.

Hence, Q forms a matching in G.

To capture the independence property on the conflict graph, we rely on the fact that a

chordal graph admits a nice clique-tree (Proposition 16). This allows us to do dynamic

programming over a nice clique-tree. At each step of our dynamic programming routine,

using representative sets, we ensure that we store a family of sets which are enough to

recover (some) independent set in M , if a solution exists.

We now move to the formal description of the algorithm. The algorithm starts by

computing a nice clique-tree (T,X) of H in polynomial time, using Proposition 16. Let

r ∈V (T ) be the root of the (rooted) tree T . For Xt ∈ X , we let Xt = { /0}∪{{v} | v ∈ Xt}.

Recall that for t ∈V (T ), Ht is the graph H[Vt ], where Vt = ∪d∈desc(t)Xd .

In the following, we state some notations, which will be used in the algorithm. For

each t ∈V (T ), Y ∈Xt , and an integer p ∈ [0,k] we define a family P p
t,Y as follows.

P p
t,Y ={Z∪Zc | Z ⊆V (Ht)(⊆ E), |Z|= p,Z∩Xt = Y,Z∪Zc ∈I and Ht [Z]

is edgeless}
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For a family F of subsets of E ∪Ec, F is called a paired-family if for each F ∈F ,

there is Z ⊆ E, such that F = Z∪Zc.

In the following definition, we state the entries in our dynamic programming routine.

Definition 26. For each t ∈ V (T ), Y ∈ Xt and p ∈ [0,k], we have an entry c[t,Y, p],

which stores a paired-family F (t,Y, p) of subsets of E ∪Ec of size 2p, such that for each

F = Z∪Zc ∈F , the following conditions are satisfied.

1. |Z|= p;

2. Z∩Xt = Y ;

3. Z is a matching in G, that is, Z and Zc are independent sets in ML and MR,

respectively;

4. Z is an independent set in Ht .

Moreover, F 6= /0 if and only if P p
t,Y 6= /0.

Consider t ∈ V (T ), Y ∈Xt and p ∈ [0,k]. Observe that P p
t,Y is a valid candidate

for c[t,Y, p], which also implies that (G,H,k) is a yes-instance of CCBM if and only

if c[r, /0,k] 6= /0. However, we cannot set c[t,Y, p] = P p
t,Y as the size of P p

t,Y could be

exponential in n, and the goal here is to obtain an FPT algorithm. Hence, we will store a

much smaller subfamily (of size at most
(2k

2p

)
) of P p

t,Y in c[t,Y, p], which will be computed

using representative sets. Moreover, as we have a structured form of a tree decomposition

(nice clique-tree) of H, we compute the entries of the table based on the entries of its

children, which will be given by recursive formulae. For leaf nodes, which form base cases

for recursive formulae, we compute all entries directly.

Next, we give (recursive) formulae for the computation of the table entries. Consider

t ∈ V (T ), Y ∈Xt and p ∈ [0,k]. We compute the entry c[t,Y,k] based on the following
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cases.

Leaf node: t is a leaf node. In this case, we have Xt = /0, and hence Xt = { /0}. If p = 0,

then P p
t, /0 = { /0}, and P p

t, /0 = /0, otherwise. Since, P p
t, /0 is a valid candidate for c[t,Y, p],

we set c[t,Y, p] = P p
t, /0. Note that c[t,Y, p] has size at most 1≤

(2k
2p

)
, and we can compute

c[t,Y, p] in polynomial time.

Introduce node: Suppose t is an introduce node with child t ′ such that Xt = Xt ′ ∪{e},

where e /∈ Xt ′ . If Y 6= /0 and p < 1, then we set c[t,Y, p] = /0. Otherwise, we compute the

entry as described below. Before computing the entry c[t,Y, p], we first compute a set P̃ p
t,Y

as follows.

(6.1) P̃ p
t,Y =


c[t ′,Y, p] if Y 6= {e};

c[t ′, /0, p−1]?{{e,ec}} otherwise.

Next, we compute P̂ p
t,Y ⊆

2k−2p
rep P̃ p

t,Y of size
(2k

2p

)
, using Theorem 6.2.1. Finally, we

set c[t,Y, p] = P̂ p
t,Y .

Correctness: To show the correctness, it is enough to show that c[t,Y, p]⊆2k−2p
rep P p

t,Y . If

Y 6= /0 and p < 1, then we correctly set c[t,Y, p] = /0. Hereafter, we assume that Y 6= /0

then p≥ 1. If Y 6= {e}, then the claim follows from the fact that c[t,Y, p] = c[t ′,Y, p] and

P p
t,Y = P p

t ′,Y . Therefore, we consider the case when Y = {e}. In this case, we observe the

following towards proving the claim.

1. P p
t,Y = P p−1

t ′, /0 ?{{e,ec}}.

2. c[t ′, /0, p−1]⊆2k−2(p−1)
rep P p−1

t ′, /0 .

From item 1 and 2, and Lemma 34, it follows that c[t ′, /0, p−1]?{{e,ec}} ⊆2k−2p
rep P p

t,Y .

This together with Proposition 19, and the fact that P̂ p
t,Y ⊆

2k−2p
rep c[t ′, /0, p−1]?{{e,ec}}
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implies that c[t,Y, p] = P̂ p
t,Y ⊆

2k−2p
rep P p

t,Y .

Forget node: Suppose t is a forget node with child t ′ such that Xt = Xt ′ \{e}, where e∈ Xt ′ .

Before computing the entry c[t,Y, p], we first compute a set P̃ p
t,Y as follows.

(6.2) P̃ p
t,Y =


c[t ′,Y, p] if Y 6= /0;

c[t ′, /0, p]∪ c[t ′,{e}, p] otherwise.

Next, we compute P̂ p
t,Y ⊆

2k−2p
rep P̃ p

t,Y of size
(2k

2p

)
, using Theorem 6.2.1. Finally, we

set c[t,Y, p] = P̂ p
t,Y .

Correctness: To show the correctness, it is enough to show that c[t,Y, p]⊆2k−2p
rep P p

t,Y . If

Y 6= /0, then the claim follows from the fact that c[t,Y, p] = c[t ′,Y, p], and P p
t,Y = P p

t ′,Y .

Therefore, we consider the case when Y = /0. In this case, we observe the following towards

proving the claim.

1. c[t ′, /0, p]⊆2k−2p
rep P p

t ′, /0.

2. c[t ′,{e}, p]⊆2k−2p
rep P p

t ′,{e}.

3. P p
t,Y = P p

t ′, /0∪P p
t ′,{e}.

From item 1 to 3, and Proposition 20, it follows that c[t ′, /0, p]∪c[t ′,{e}, p]⊆2k−2p
rep P p

t,Y .

This together with Proposition 19, and the fact that P̂ p
t,Y ⊆

2k−2p
rep c[t ′, /0, p]∪ c[t ′,{e}, p]

implies that c[t,Y, p] = P̂ p
t,Y ⊆

2k−2p
rep P p

t,Y .

Join node: Suppose t is a join node with children t1 and t2, such that Xt = Xt1 = Xt2 . If

Y 6= /0 and p < 1, then we set c[t,Y, p] = /0. Otherwise, we compute the entry as described

below. Before computing the entry c[t,Y, p], we first compute a set P̃ p
t,Y as follows.
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(6.3) P̃ p
t,Y =


⋃

i∈[0,p]
(c[t1, /0, i]? c[t2, /0, p− i]) if Y = /0;

⋃
i∈[p]

(c[t1,Y, i]? c[t2, /0, p− i]) otherwise.

Next, we compute P̂ p
t,Y ⊆

2k−2p
rep P̃ p

t,Y of size
(2k

2p

)
, using Theorem 6.2.1. Finally, we

set c[t,Y, p] = P̂ p
t,Y .

Correctness: To show the correctness, it is enough to show that c[t,Y, p]⊆2k−2p
rep P p

t,Y . If

Y 6= /0 and p < 1, then we correctly set c[t,Y, p] = /0. Hereafter, we assume that whenever

Y 6= /0, we have p≥ 1. Next, we consider the following cases depending on whether or not

Y = /0.

• Y = /0. In this case, we have P p
t,Y = ∪i∈[0,p](P

i
t1, /0 ?P p−i

t1, /0
). Moreover, for i ∈

[0, p], we have that c[t1, /0, i]⊆2k−2i
rep P i

t1, /0 and c[t2, /0, p− i]⊆2k−2(p−i)
rep P p−i

t1, /0
. Above

arguments together with Proposition 20 and Lemma 34 implies that c[t,Y, p]⊆2k−2p
rep

P p
t,Y .

• Y 6= /0. In this case, we start by arguing that P̂ p
t,Y = ∪i∈[p](c[t1,Y, i] ? c[t2, /0, p−

i])⊆2k−2p
rep P p

t,Y . To this end, consider a set A ∈P p
t,Y of size 2p and a set B⊆ E∪Ec

of size 2k−2p such that A∪B ∈I and A∩B = /0. Observe that by construction

of P p
t,Y , A⊆V (Ht)∪ (V (Ht))

c, A∩Xt = Y . Let A1 = A∩V (Ht1), A2 = A\A1, and

i∗ = |A1|. Since A ∈P p
t,Y , and P p

t,Y is a paired-family, it holds that Ac
1∪Ac

2 ⊆ A.

Let B2 = B∪A1 ∪Ac
1, and note that |B2| = 2k− 2(p− i∗). Moreover, c[t2, /0, p−

i∗]⊆2k−2(p−i∗)
rep P p−i∗

t2, /0
, and therefore, there is Ã2∪ Ãc

2 ∈ c[t2, /0, p− i∗] such that (Ã2∪

Ãc
2)∪B2 ∈I and (Ã2∪ Ãc

2)∩B2 = /0. Next, consider B1 = B∪ (Ã2∪ Ãc
2), and note

that |B1|= 2k−2p+2(p− i∗) = 2k−2i∗. Since, c[t1,Y, i∗]⊆2k−2i∗
rep P i∗

t1,Y , therefore,

there is Ã1∪Ãc
1 ∈ c[t1,T, i∗] such that B1∪(Ã1∪Ãc

1)∈I and B1∩(Ã1∪Ãc
1)= /0. The

above arguments imply that (Ã1∪ Ãc
1)∪ (Ã2∪ Ãc

2) ∈I and (Ã1∪ Ãc
1)∩ (Ã2∪ Ãc

2) =
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/0. Hence, by definition of the convolution operation (?), we have (Ã1 ∪ Ãc
1)∪

(Ã2∪ Ãc
2) ∈ c[t1,Y, i∗]?c[t2, /0, p− i∗]. Moreover, B∪ (Ã1∪ Ãc

1)∪ (Ã2∪ Ãc
2) ∈I and

B∩(Ã1∪Ãc
1)∪(Ã2∪Ãc

2)= /0. Therefore, ∪i∈[p](c[t1,Y, i]?c[t2, /0, p− i])⊆2k−2p
rep P p

t,Y .

This together with Proposition 19 implies that c[t,Y, p]⊆2k−2p
rep P p

t,Y .

This completes the description of the (recursive) formulae and their correctness for

computing all entries of the table. The correctness of the algorithm follows from the

correctness of the (recursive) formulae, and the fact that (G,H,k) is a yes-instance of

CCBM if and only if c[r, /0,k] 6= /0. Next, we move to the running time analysis of the

algorithm.

Lemma 37. The algorithm presented for CCBM runs in time O(2O(ωk)nO(1)), where n is

the number of vertices in G.

Proof. We do the running time analysis based on time required to compute an entry

c[t,Y,k], for t ∈V (T ), Y ∈Xt and p ∈ [0,k]. We consider the following cases.

Leaf node: For leaf nodes the entries c[t,Y,k] can be computed in polynomial time.

Introduce node: The algorithm first computes a family P̃ p
Y,t from Equation 6.1, which

takes 22knO(1) time (using Proposition 21). Moreover, |P̃ p
Y,t | ≤max{

(2k
2p

)
,
( 2k

2(p−1)

)
}. The

algorithm then computes P̂ p
Y,t ⊆

2k−2p
rep P̃ p

Y,t using Theorem 6.2.1, which takes time

bounded by O(2O(ωk)nO(1)).

Forget node: The algorithm first computes a family P̃ p
Y,t from Equation 6.1, which takes

at most
(2k

2p

)
time by standard set union operation. Moreover, |P̃ p

Y,t | ≤ 2
(2k

2p

)
. The algorithm

then computes P̂ p
Y,t ⊆

2k−2p
rep P̃ p

Y,t . This takes time |P̃ p
Y,t |
(2k

2p

)ω−1
nO(1) ≤

(2k
2p

)ω
nO(1) ≤

4ωknO(1). Therefore, the time required to compute an entry at forget node is at most

O(2O(ωk)nO(1)).

Join node: The algorithm first computes a family P̃ p
Y,t from Equation 6.3, which takes

at most 22knO(1) time by Proposition 21 and standard set union operation. Moreover,
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|P̃ p
Y,t | ≤ 2O(ωk). Now the algorithm applies Theorem 6.2.1 on P̃ p

Y,t and computes

P̂ p
Y,t ⊆

2k−2p
rep P̃ p

Y,t . This takes time bounded by O(2O(ωk)nO(1)). Therefore, the time

required to compute an entry at join node is at most O(2O(ωk)nO(1)).

The time to compute an entry c[t,Y,k] is at most O(2O(ωk)nO(1)). Moreover, the

number of entries is bounded by |V (T )| · k · n ∈ nO(1). Thus, the running time of the

algorithm is bounded by O(2O(ωk)nO(1)).

Theorem 6.4.1. CCBM admits an FPT algorithm running in time O(2O(ωk)nO(1)).

6.4.2 FPT algorithm for CHORDAL CONFLICT MATCHING.

We design an FPT algorithm for CHORDAL CONFLICT MATCHING, using the algorithm

for CCBM (Theorem 6.4.1). Let (G,H,k) be an instance of CF-MM, where H is a chordal

graph and G is a graph on n vertices. We assume that G is a graph on vertex set [n], which

can easily be achieved by renaming vertices.

The algorithm starts by computing an (n,2k)-universal set F , using Proposition 22. For

each set A ∈F , the algorithm constructs an instance IA = (GA,LA,RA,HA,k) of CCBM

as follows. We have V (GA) = V (G), LA = A, R = V (G)\A, E(GA) = {uv ∈ E(G) | u ∈

LA,v ∈ RA}, and HA = H[E(GA)]. Note that HA is a chordal graph because chordal graphs

are closed under induced subgraphs and disjoint unions. The algorithm decides the instance

IA using Theorem 6.4.1, for each A ∈F . The algorithm outputs yes if and only if there is

A ∈F , such that IA is a yes-instance of CCBM.

Theorem 6.4.2. The algorithm presented for CF-MM is correct, Moreover, it runs in time

2O(ωk)kO(logk)nO(1), where ω < 2.373 is the exponent of matrix multiplication and n is the

number of vertices in the input graph.

Proof. Let (G,H,k) be an instance of CF-MM, where H is a chordal graph and G is a

graph on vertex set [n]. Clearly, if the algorithm outputs yes, then indeed (G,H,k) is a
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yes-instance of CF-MM. Next, we argue that if (G,H,k) is a yes-instance of CF-MM then

the algorithm returns yes. Suppose there is a solution M ⊆ E(G) to CF-MM in (G,H,k).

Let S = {i, j | i j ∈M}, and L = {i | there is j ∈ [n] such that i j ∈M and i < j}. Observe

that |S|= 2k. Since F is an (n,2k)-universal set, there is A ∈F such that A∩S = L. Note

that S is a solution to CCBM in IA. This together with Theorem 6.4.1 implies that the

algorithm will return yes as output.

Next, we prove the claimed running time of the algorithm. The algorithm com-

putes (n,2k)-universal set of size O(22kkO(logk) logn), in time O(22kkO(logk) n logn),

using Proposition 22. Then for each A ∈ F , the algorithm creates an instance IA

of CCBM in polynomial time. Furthermore, it resolves the IA of CCBM in time

O(2O(ωk)nO(1)) using Theorem 6.4.1. Hence, the running time of the algorithm is bounded

by 2O(ωk)kO(logk)nO(1).

6.5 FPT algorithms for CF-MM and CF-SP with matroid

constraints

In this section, we study the problems CF-MM and CF-SP, where the conflicting condition

is being an independent set in a (representable) matroid. Due to technical reasons (which

will be clear later) for the above variant of CF-MM, we will only consider the case when

the matroid is repsesentable over Q (the field of rationals).

6.5.1 FPT algorithm for MATROID CF-MM

We study a variant of the problem CF-MM, where the conflicting condition is being an

independent set in a matroid representable over Q. We call this variant of CF-MM as
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RATIONAL MATROID CF-MM (RAT MAT CF-MM, for short), which is formally defined

below.

RATIONAL MATROID CF-MM (RAT MAT CF-MM) Parameter: k

Input: A graph G, a matrix AM (representing a matroid M over Q) with columns

indexed by E(G), and an integer k.

Question: Is there a matching M ⊆ E(G) of size at most k, such that the set of columns

in M are linearly independent (over Q)?

We design an FPT algorithm for RAT MAT CF-MM. Towards designing an algorithm

for RAT MAT CF-MM, we first give an FPT algorithm for a restricted version of RAT MAT

CF-MM, where the graph in which we want to compute a matching is a bipartite graph.

We call this variant of RAT MAT CF-MM as RAT MAT CF-BIPARTITE MATCHING (RAT

MAT CF-BM). We then employ the algorithm for RAT MAT CF-BM to design an FPT

algorithm for RAT MAT CF-MM.

6.5.1.1 FPT algorithm for RAT MAT CF-BM

We design an FPT algorithm for the problem RAT MAT CF-BM, where the conflicting

condition is being an independent set in a matroid (representable over Q) and the graph

where we want to compute a matching is a bipartite graph. This problem is formally

defined below.

RAT MAT CF-BIPARTITE MATCHING (RAT MAT CF-BM)

Input: A bipartite graph G = (V,E) with vertex bipartition L,R, a matrix AM (repre-

senting a matroid M over Q) with columns indexed by E, and an integer k.

Parameter: k

Question: Is there a matching M ⊆ E of size k in G, such that the set of columns in M

are linearly independent (over Q)?

Our algorithm takes an instance of RAT MAT CF-BM and generates an instance of

3-MATROID INTERSECTION, and then employs the known algorithm for 3-MATROID
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INTERSECTION to resolve the instance. In the following, we formally define the problem

3-MATROID INTERSECTION.

3-MATROID INTERSECTION Parameter: k

Input: Matrices AM1,AM2 , and AM3 over F (representing matroids M1,M2, and M3,

respectively, on the same ground set E) with columns indexed by E, and an integer k.

Question: Is there a set M ⊆ E of size k, such that M is independent in each Mi, for

i ∈ [3]?

Before moving further, we briefly explain why we needed an additional constraint that

the input matrix is representable over Q. Firstly, we will be using partition matroids which

are representable only on fields of large enough size, and we want all the matroids, that

is, the one which is part of the input and the ones that we create, to be representable over

the same field. Secondly, the algorithmic result (with the desired running time) we use for

3-MATROID INTERSECTION works only for certain types of fields.

Next, we state an algorithmic result regarding 3-MATROID INTERSECTION [79], which

is be used by the algorithm. We note that we only state a restricted form of the algorithmic

result for 3-MATROID INTERSECTION in [79], which is enough for our purpose.

Proposition 24. [Proposition 4.8 [79] (partial)] 3-MATROID INTERSECTION can be solved

in O(23ωk‖AM‖O(1)) time, when the matroids are represented over Q.

We are now ready to prove the desired result.

Theorem 6.5.1. RAT MAT CF-BM can be solved in O(23ωk‖AM‖O(1)) time.

Proof. Let (G = (V,E),L,R,AM ,k) be an instance of RAT MAT CF-BM, where the ma-

trix AM represents a matroid M = (E,I ) over Q. Let ML = (E,IL),MR = (E,IR) be

the partition matroids as defined in Section 6.4. Next we compute matrix representations

AML and AMR of matroids ML,MR, respectively, using Proposition 17. Now, we solve

3-MATROID INTERSECTION on the instance (M ,AML ,AMR,k) (over Q) using Proposi-

tion 24, and return the same answer, as returned by the algorithm in it. The correctness
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follows directly from the following. S ⊆ E is a matching in G if and only if S is an

independent set in ML and MR, that is, S ∈IL∩IR. The claimed running time follows

from Proposition 17 and Proposition 24.

6.5.1.2 FPT algorithm for RAT MAT CF-MM

We design an FPT algorithm for RAT MAT CF-MM, using the algorithm for RAT MAT

CF-BM (Theorem 6.4.1). Let (G,AM ,k) be an instance of RAT MAT CF-MM, where the

matrix AM represents a matroid M = (E,I ) over Q. We assume that G is a graph with

the vertex set [n], which can easily be achieved by renaming vertices.

The algorithm starts by computing an (n,2k)-universal set F , using Proposition 22.

For each set X ∈F , the algorithm constructs an instance IX = (GX ,LX ,RX ,AM ,k) of RAT

MAT CF-BM as follows. We have V (GX) = V (G), LX = X , R = V (G) \X , E(GX) =

{uv ∈ E(G) | u ∈ LX ,v ∈ RX}. The algorithm decides the instance IX using Theorem 6.5.1,

for each X ∈F . The algorithm outputs yes if and only if there is X ∈F , such that IX is a

yes-instance of RAT MAT CF-BM.

Theorem 6.5.2. The algorithm presented for RAT MAT CF-MM is correct. Moreover, it

runs in time O(2(3ω+2)kkO(logk)‖AM‖O(1)nO(1)).

Proof. Let (G,AM ,k) be an instance of RAT MAT CF-MM, where matrix AM represent

a matroid M = (E,I ) over field F. Clearly, if the algorithm outputs yes, then indeed

(G,AM ,k) is a yes-instance of RAT MAT CF-MM. Next, we argue that if (G,AM ,k) is

a yes-instance of RAT MAT CF-MM then the algorithm returns yes. Suppose there is

a solution M ⊆ E(G) to RAT MAT CF-MM in (G,AM ,k). Let S = {i, j | i j ∈M}, and

L = {i | there is j ∈ [n] such that i j ∈M and i < j}. Observe that |S|= 2k. Since F is an

(n,2k)-universal set, there is X ∈F such that X ∩S = L. Note that S is a solution to RAT

MAT CF-BM in IX . This together with Theorem 6.5.1 implies that the algorithm will

return yes as the output.
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Next, we prove the claimed running time of the algorithm. The algorithm computes

(n,2k)-universal set of size O(22kkO(logk) logn), in time O(22kkO(logk) n logn), using

Proposition 22. Then for each X ∈F , the algorithm creates an instance IX of RAT MAT

CF-BM in polynomial time. Furthermore, it resolves the IX of RAT MAT CF-BM in

time O(23ωk‖AM‖O(1)) using Theorem 6.5.1. Hence, the running time of the algorithm is

bounded by O(2(3ω+2)kkO(logk)‖AM‖O(1)nO(1)).

6.5.2 FPT algorithm for MATROID CF-SP

In this section, we design an FPT algorithm for MATROID CF-SP. In the following, we

formally define the problem MATROID CF-SP.

MATROID CF-SP Parameter: k

Input: A graph G, (distinct) vertices s, t ∈V (G), a matrix AM (representing a matroid

M , over a field F) with columns indexed by E(G), and an integer k.

Question: Is there a set M ⊆ E(G) of size at most k, such that there is an st-path in

G[M] and the set of columns in M are linearly independent (over F)?

Our algorithm is based on a dynamic programming over representative families. Let

(G,s, t,AM ,k) be an instance of MATROID CF-SP. Before moving to the description of

the algorithm, we need to define some notations.

For distinct vertices u,v ∈V (G) and an integer p, we define the following.

P p
uv ={X ⊆ E(G) | |X |= p, there is a uv-path in G[X ] containing all edges

in X , and X ∈I }
(6.4)
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By the definition of convolution of sets, it is easy to see that

P p
uv =

⋃
wv∈E(G)

P p−1
uw ?{{wv}}

Now we are ready to describe our algorithm Alg-Mat-CF-SP for MATROID CF-SP. We

aim to store, for each v ∈V (G)\{s}, p≤ k, and q≤ k− p, a q-representative set P̂ pq
sv , of

P p
sv, of size

(p+q
q

)
. Notice that for each v∈V (G)\{s}, we can compute P1

sv in polynomial

time, since P1
sv = {sv} if sv ∈ E(G), and is empty otherwise. Moreover, since |P1

sv| ≤ 1,

therefore, we can set P̂1q
sv = P1

sv, for each q≤ k−1. Next, we iteratively compute, for

each p ∈ {2,3, · · · ,k}, in increasing order, for each q≤ k− p, a q-representative P̂ pq
sv , of

P p
sv. The algorithm Alg-Mat-CF-SP is given in Algorithm 3.

Next, we prove a lemma which will be useful in establishing the correctness of Alg-

Mat-CF-SP.

Lemma 38. For each p ∈ [k], q ∈ [0,k− p], and v ∈V (G)\{s}, the family P̂ pq
sv computed

by Alg-Mat-CF-SP is a q-representative of P p
sv, and is of size at most

(p+q
q

)
. Moreover,

the algorithm computes all sets in {P̂ pq
sv | p ∈ [k],q ∈ [0,k− p],v ∈ V (G)\{s}} in time

O(2O(ωk)nO(1)).

Proof. We prove the claim by induction on p. Consider v ∈ V (G)\{s}. For p = 1, the

set P1
sv = {sv} if sv ∈ E(G), and is empty otherwise. Moreover, for each q ∈ [0,k−1],

Alg-Mat-CF-SP sets P̂1q
sv = P1

sv. Hence, for each q ∈ [0,k−1], we have P̂1q
sv ⊆q

rep P1
sv.

Moreover, the set P̂1q
sv is computed by the algorithm in polynomial time.

For induction hypothesis, we assume that for t ∈ N≥1, for each p ≤ t, q ∈ [0,k− p],

and v ∈ V (G) \ {s}, we have P̂ pq
sv ⊆q

rep P p
sv. Next, consider p = t + 1, q ∈ [0,k− (t +

1)], and v ∈ V (G) \ {s}. The step of the algorithm, where it computes P̂
(t+1)q
sv , it has

already computed (correctly), for each p ≤ t, q ∈ [0,k− p], and u ∈ V (G) \ {s}, the set

P̂ pq
su ⊆q

rep P p
su. This follows from the iteration of the algorithm over p from 1 to k in
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Algorithm 3 Alg-Mat-CF-SP
Input: A graph G, (distinct) vertices s, t ∈V (G), a matrix AM (over F), and an integer k.
Output: If there is M ⊆ E(G) of size at most k, such that there is an s− t path in G[M]

and the set of columns in M are linearly independent (over F) then yes. Otherwise, no.
for each v ∈V (G)\{s} do

if sv ∈ E(G) then
return P1

sv = {sv}
else

P1
sv = /0

end if
for q = 0 to k−1 do

Set P̂1q
sv = P1

sv
end for

end for
for p = 2 to k do

for q = 0 to k− p do
for each v ∈V (G)\{s} do

Let P̃ pq
sv = ∪wv∈E(G)P̂

(p−1)(q+1)
sw ?{{wv}}

Compute P̂ pq
sv ⊆k−p

rep P̃ pq
sv using Theorem 6.2.1

end for
end for

end for
for p = 1 to k do

for q = 0 to k− p do
if P̂ pq

st 6= /0 then
return yes

end if
end for

end for
return no

increasing order at Step 6 (and Step 1). The algorithm sets P̃
(t+1)q
sv =∪wv∈E(G)P̂

(t)(q+1)
sw ?

{{wv}}, and then sets P̂
(t+1)q
sv to be the q-representative set of P̃

(t+1)q
sv returned by

Theorem 6.2.1, which is of size at most
(t+1+q

t+1

)
. If we show that P̃

(t+1)q
sv ⊆q

rep Pt+1
sv , then

by Proposition 19 it will follow that P̂
(t+1)q
sv ⊆q

rep Pt+1
sv . But P̃

(t+1)q
sv ⊆q

rep Pt+1
sv follows

from Lemma 34 and Proposition 20. Also, note that each entry can be computed in time

O(2O(ωk)nO(1)).

Using Lemma 38, we obtain the following theorem.

Theorem 6.5.3. The algorithm Alg-Mat-CF-SP is correct. Moreover, it runs in time
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O(2O(ωk)nO(1)).

Proof. Let (G,s, t,AM ,k) be an instance of MATROID CF-SP. We claim that (G,s, t,AM ,k)

is a yes-instance of MATROID CF-SP if and only if Alg-Mat-CF-SP outputs yes. In the

forward direction, let (G,s, t,AM ,k) be a yes-instance of MATROID CF-SP. Since, using

Lemma 38, Alg-Mat-CF-SP computes a q-representative of P p
sv of size at most

(p+q
q

)
, for

each p ∈ [k], q ∈ [0,k− p], and v ∈V (G)\{s}, therefore, the algorithm also computes a

q-representative family for Pk
st . By the definition of representative set and construction

of our family Pk
st , P̂k

st also contains a s− t path and hence, the algorithm outputs yes.

In the reverse direction, if the algorithm outputs yes then by construction of family P̂k
st ,

if P ∈ P̂k
st , then it is a conflict-free s− t path in G. This completes the correctness of

our algorithm. Moreover, the running time bound of the algorithm follows from Lemma

38.

Theorem 6.5.3 will also result into an FPT algorithm for CF-SP when the conflict

graph is a cluster graph.

Corollary 8. CONFLICT FREE SHORTEST PATH parameterized by the solution size is

FPT, when the conflict graph is a cluster graph.

Proof. Let (G,H,k) be an instance of CF-SP, where H is a cluster graph. We construct a

partition matroid, MH = (U,I ), corresponding to graph H as follows. We define ground

set as U =V (H). Now, partition U as Ui =V (Ci), for each clique Ci in H and ai = 1, for

Ui ∈U . By the construction of MH , we have for S⊆V (H), S is an independent set in H

if and only if S is independent in MH . Next, we compute a matrix M representing MH ,

using Proposition 17 in polynomial time.Now we use Alg-Mat-CF-SP with input (G,M,k),

and return the same output. The correctness of our algorithm follows from correctness

of the algorithm Alg-Mat-CF-SP (Theorem 6.5.3), and by construction of the instance

(G,M,k). Note that the matrix M representing MH can be computed in polynomial time.

152



This together with Theorem 6.5.3 implies the claimed running time bound, This concludes

the proof.

6.6 FPT Algorithm for d-degenerate Conflict Graphs

In this section, we show that CF-MM and CF-SP both are in FPT, when the conflict graph

H is a d-degenerate graphs. These algorithms are based on the notion of independence

covering family, which was introduced in [81].

Before moving onto description of our algorithms, we recall the notion of independence

covering family.

Definition 27 ([81]). For a graph H? and an integer k, a k-independence covering family,

I (H?,k), is a family of independent sets in H? such that for any independent set I′ in H?

of size at most k, there is a set I ∈I (H?,k) such that I′ ⊆ I.

Our algorithms rely on the construction of k-independence covering family, for a

family of graphs. But before dwelling into these details, we first design an algorithm for an

annotated version of the CF-MM and CF-SP problems, which we call ANNOTATED CF-

MM and ANNOTATED CF-SP, respectively. In the ANNOTATED CF-MM (ANNOTATED

CF-SP) problem, the input to CF-MM (CF-SP) is annotated with a k-independence

covering family.

6.6.1 Algorithms for ANNOTATED CF-MM and ANNOTATED CF-SP

In this section, we study the problems ANNOTATED CF-MM and ANNOTATED CF-SP,

which are formally defined below.
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Algorithm 4 Alg-CF-MM (Alg-CF-SP)

Input: A graph G,((distinct) vertices s, t ∈V (G)), a conflict graph H, an integer k, and a
k-independence covering family F of H.

Output: If there a set M ⊆ E of size k in G such that M is a matching in G (there is an
s− t path in G[M]) and M is an independent set in H, then yes, and no otherwise.
for each I ∈F do

Let GI be the graph with V (GI) =V (G) and E(GI) = I
if GI has a matching (path) of size k then

return yes
end if

end for
return no

ANNOTATED CF-MM Parameter: k+ |F |
Input: A graph G = (V,E), a conflict graph H = (E,E ′), an integer k, and a k-

independence covering family F of H.

Question: Is there a matching M ⊆ E of size k in G such that M is an independent set

in H?

ANNOTATED CF-SP Parameter: k+ |F |
Input: A graph G = (V,E), (distinct) vertices s, t ∈V , a conflict graph H = (E,E ′), an

integer k, and a k-independence covering family F of H.

Question: Is there a set M ⊆ E of size at most k, such that there is an s− t path in

G[M] and M is an independent set in H?

The algorithm that we design for ANNOTATED CF-MM runs in time polynomial in

the size of the input. We give the algorithm Alg-CF-MM (Alg-CF-SP) (Algorithm 4) for

ANNOTATED CF-MM (ANNOTATED CF-SP).

In the following lemma we prove the correctness of Alg-CF-MM (Alg-CF-SP).

Lemma 39. The algorithm Alg-CF-MM (Alg-CF-SP) is correct. Moreover, the algorithm

runs in time polynomial in the size of the input.

Proof. Let (G,(s, t),H,k,F ) be an instance of ANNOTATED CF-MM (ANNOTATED

CF-SP). We show that (G,(s, t),H,k,F ) is a yes-instance of ANNOTATED CF-MM
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(ANNOTATED CF-SP) if and only if Alg-CF-MM (Alg-CF-SP) outputs yes.

Note that the reverse direction easily follows from the fact that F is a family of

independent sets in H. Therefore, we only need to prove the forward direction. In

the forward direction, let (G,(s, t),H,k,F ) be a yes-instance of ANNOTATED CF-MM

(ANNOTATED CF-SP) and S be one of its solution. Since F is a k-independence covering

family, there is I ∈F such that S⊆ I (see Definition 27). Hence, in the iteration where the

algorithm considers I in its for loop, the graph GI has S as a matching (there is an s− t

path in GI[S]). Therefore, the algorithm outputs yes at this iteration.

The running time analysis follows from the fact that maximum matching (shortest path)

can be computed in polynomial time [47, 88]( [41, 9]).

Next, we use Alg-CF-MM (Alg-CF-SP) together with Independence Covering Lemma

of [81] to obtain algorithms for CF-MM (CF-SP) when the conflict graph is d-degenerate

or nowhere dense graph. Towards this, first we recall some lemmas from [81] that we use

in our algorithms.

Proposition 25. [Lemma 1.1,[81]] There is a randomized algorithm running in polynomial

time, that given a d-degenerate graph H? and an integer k as input, outputs an independent

set I, such that for every independent set I′ of size at most k in graph H?, the probability

that I′ ⊆ I is at least (
(k(d+1)

k

)
· k(d +1))−1.

Proposition 26. [Lemmas 3.2 and 3.3,[81]] There are two deterministic algorithms A1 and

A2, which given a d-degenerate graph H? and an integer k, output independence covering

families I1(H?,k) and I2(H?,k), respectively, such that the following conditions are

satisfied.

• A1 runs in time O(|I1(H?,k)| · (n+m)), where |I1(H?,k)|=
(k(d+1)

k

)
·2o(k(d+1)) ·

logn.

• A2 runs in time O(|I2(H?,k)| · (n+m)), where |I2(H?,k)| =
(k2(d+1)2

k

)
· (k(d +

1))O(1) · logn.
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Next, using Proposition 25 and 26, together with Alg-CF-MM (Alg-CF-SP), we obtain

randomized and deterministic algorithms, respectively for CF-MM (CF-SP), when the

conflict graph is a d-degenerate graph.

Theorem 6.6.1. There is a randomized algorithm, which given an instance (G,H,k) of CF-

MM(CF-SP), where H is a d-degenerate graph, in time
(k(d+1)

k

)
· k(d +1) ·nO(1), either

reports a failure or correctly outputs that the input is a yes-instance of CF-MM(CF-SP).

Moreover, if the input is a yes-instance of CF-MM(CF-SP), then the algorithm outputs

correct answer with a constant probability.

Proof. Let (G,(s, t),H,k) be an instance CF-MM (CF-SP), where H is a d-degenerate

graph.

We repeat the following procedure (
(k(1+d)

k

)
· k(d +1)) many times.

1. The algorithm computes an independent set I in (H,k) using Proposition 25.

2. The algorithm calls Alg-CF-MM (Alg-CF-SP) with input (G,(s, t)H,k,{I}).

The algorithm outputs yes, if in one of the calls to Alg-CF-MM (Alg-CF-SP), it receives

a yes. Otherwise, the algorithm outputs no. The running time analysis of the above

procedure follows from Proposition 25 and Lemma 39. Also, given a yes-instance, the

guarantee on success probability follows from Proposition 25, the number of repetitions,

and Lemma 39. Moreover, from Lemma 39 the yes output returned by the algorithm is

indeed the correct output to CF-MM(CF-SP)for the given instance. This concludes the

proof.

Theorem 6.6.2. CF-MM (CF-SP) admits a deterministic algorithm running in time

min
{(k(d+1)

k

)
·2o(k(d+1)) · logn,

(k2(d+1)2

k

)
· (k(d+1))O(1) · logn

}
·nO(1), when the conflict

graph is a d-degenerate graph.
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Proof. Let (G,(s, t),H,k) be an instance CF-MM (CF-SP), where H is a d-degenerate

graph. The algorithm starts by computing a k-independence covering family I (H,k) of H,

using Proposition 8. Next, we call Alg-CF-MM (Alg-CF-SP) with the input (G,(s, t),H,k,

I (H,k)). The correctness and running time analysis of the above procedure follows from

Proposition 8 and Lemma 39. This completes the proof.

6.7 Conclusion

We studied conflict-free (parameterized) variants of MAXIMUM MATCHING (CF-MM)

and SHORTEST PATH (CF-SP). We showed that both CF-MM and CF-SP are W[1]-hard,

when parameterized by the solution size. In fact, our W[1]-hardness result for CF-MM

holds even when the graph where we want to compute a matching is itself a matching and

W[1]-hardness result of CF-SP holds even when the conflict graph is a unit interval graph.

Then, we restricted our attention to having conflict graphs belonging to some families

of graphs, where the INDEPENDENT SET problem is either polynomial time solvable or

solvable in FPT time. In particular, we considered the family of chordal graphs and the

family of d-degenerate graphs. For the CF-MM problem, we gave an FPT algorithm,

when the conflict graph belongs to the family of chordal graphs. We observed that, we

cannot obtain an FPT algorithm for the CF-SP problem when the conflict graph is a

chordal graph. This holds because unit-interval graphs are chordal, and the problem

CF-SP is W[1]-hard, even when the conflict graph is a unit-interval graph. For conflict

graphs being d-degenerate, we obtained FPT algorithms for both CF-MM and CF-SP.

Our results hold even when the conflict graph is a nowhere dense graph. Finally, we studied

a variant of CF-MM and CF-SP, where instead of conflicting conditions being imposed

by independent sets in a conflict graph, they are imposed by independence constraints in a

(representable) matroid. We gave FPT algorithms for the above variant of both CF-MM

and CF-SP.
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An interesting question is to obtain (parameterized) dichotomy results for CF-MM

and CF-SP, based on the families of graphs where the input graphs belong to. Another

direction could be studying kernelization complexity for different families of graphs, and

also to see what all FPT problems remain FPT with the conflicting constraints.
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Part III

FVS in Hypergraphs
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Chapter 7

Feedback Vertex Set in Hypergraphs

7.1 Introduction

It would be an understatement to say that VERTEX COVER (VC) (given an undirected graph

G and a positive integer k, does there exist a set S of k vertices which intersects every edge

in G) and FEEDBACK VERTEX SET (FVS) (given an undirected graph G and a positive

integer k, does there exist a set S (called feedback vertex set or in short fvs) of k vertices

which intersects every cycle in G) have played a pivotal role in the development of the field

of Parameterized Complexity. While there has been no improvement in the parameterized

algorithm for VC in the last 14 years [27] (the conference version appeared in MFCS

2006), faster algorithms for FVS have been developed over the last decade. The best known

algorithm for VC runs in time O(1.2738k + kn) [27]. On the other hand, for FVS, the first

deterministic O(cknO(1)) algorithm was designed only in 2005; independently by Dehne

et al. [37] and Guo et al. [59]. It is important to note here that a randomized algorithm for

FVS with running time O(4knO(1)) [8] was known in as early as 1999. The deterministic

algorithms led to the race of improving the base of the exponent for FVS algorithms and

several algorithms [22, 23, 26, 31, 61, 70, 77], both deterministic and randomized, have

been designed. Until few months ago the best known deterministic algorithm for FVS
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ran in time 3.619knO(1) [70], while the Cut and Count technique by Cygan et al. [31] gave

the best known randomized algorithm running in time 3knO(1). However, just in last few

months both these algorithms have been improved; Iwata and Kobayashi [61, IPEC 2019]

designed the fastest known deterministic algorithm with running time O(3.460kn) and Li

and Nederlof [77, SODA 2020] designed the fastest known randomized algorithm with

running time 2.7knO(1). We would like to remark that many variants of FVS have been

studied in literature such as CONNECTED FVS [31, 91], INDEPENDENT FVS [2, 78, 90],

SIMULTANEOUS FVS [4, 112] and SUBSET FVS [33, 63, 64, 67, 82].

The main objective of this chapter is a study of FVS on hypergraphs. Recall that

hypergraphs are essentially a set family H: we have a universe V (H) and a family of

hyperedges E(H), where each hyperedge (or an edge) is a subset of V (H). When every

hyperedge in E(H) is of size at most d, it is known as a d-hypergraph. Observe that when

each hyperedge is of size exactly two, we get an undirected graph. The natural question is,

how does VC generalize to hypergraphs. Let (G,k) be an instance of VC. Then, we can

view VC as the following problem: Given a hypergraph with vertex set V (G) and the set

of hyperedges E(G), does there exist a set of k vertices that intersects every hyperedge.

Thus, VC is a special case of HITTING SET (HS): Given a hypergraph H and a positive

integer k, does there exist a set of k vertices that intersects every hyperedge. When the size

of each hyperedge is upper bounded by d, we refer to the problem as the d-HITTING SET

(d-HS) problem. Observe that VC is equivalent to the 2-HS problem. It is well known

that HS does not admit an algorithm with running time f (k)nO(1) for any function f that

depends on k alone. That is, the problem is known to be W[2]-hard. On the other hand,

d-HS is solvable in time dknO(1) and admits a kernel of size O(kd) [1, 49]. It is worth to

note that a lower bound of size O(kd−ε) under plausible complexity theory assumptions is

also known [38]. Thus, a generalization of VC on hypergraphs is well studied. However,

there is very little study of FVS on hypergraphs. The only known algorithmic result is a

factor d approximation for FVS on d-hypergraphs [55]. Upper bounds on minimum fvs in

3-uniform linear hypergraphs are studied in [39].
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The objective of this chapter is to study the hypergraph variant of the FEEDBACK

VERTEX SET problem from the view point of Parameterized Complexity.

One of the main reasons for the lack of study of FVS on hypergraphs is that it is

not quite as natural to define the generalization of FVS in hypergraphs, as it is for the

case of VC (generalizing to HS and d-HS) in hypergraphs. To generalize the notion of

fvs to hypergraphs, we need to have notions of cycles and forests in hypergraphs. For

cycles, we use the same notion as that in graph theory [39]: a cycle in a hypergraph H

is a sequence (v0,e0,v1, . . . ,v`,e`,v0) such that v0, . . . ,v` are distinct vertices, e0, . . . ,e`

are distinct hyperedges, `≥ 1 and vi,v(i+1) mod (`+1) ∈ ei for any i ∈ {0, . . . , `}. Given the

above definition of cycle, a subset S of vertices in a hypergraph H is called a feedback

vertex set, if there does not exist a cycle in the hypergraph obtained after deleting vertices

in S. The next natural question is what do we mean by deletion of a vertex in a hypergraph.

There are two ways to define the vertex deletion operation in hypergraphs:

1. Strong deletion or simply deletion of a vertex v implies deleting v along with all the

hyperedges containing the vertex v.

2. Weak deletion of a vertex v implies deleting v without deleting the hyperedges that

contain v. That is, the hypergraph H ′ obtained after weak deletion of a vertex v from

H has vertex set V (H) and edge set {e ∈ E(H) : v /∈ e}∪{e \ {v} : e ∈ E(H),v ∈

e, |e|> 2}.

For a hypergraph H we use the notation H − S to denote the graph obtained after

(weak/strong) deletion of the vertices in S. Consequently, there are two ways one may

define the FEEDBACK VERTEX SET problem – WEAK FVS and STRONG FVS.

Given a hypergraph H, the incidence graph G corresponding to H is the bipartite graph

with bipartition V (G) = A]B where A = V (H) and B = E(H), and for any v ∈ V (H)

and e ∈ E(H), ve is an edge in G if and only if v ∈ e in H. Observe that WEAK FVS

corresponds to finding a fvs S in G of size at most k, such that S⊆ A and G−S is a forest.
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Using the best known algorithm for WEIGHTED FVS [3] running in 3.618knO(1) time, we

can solve WEAK FVS in 3.618knO(1) time, by transforming the problem to WEIGHTED

FVS. To transform WEAK FVS to WEIGHTED FVS we assign every vertex in B a weight

of k+1, every vertex in A a weight of 1. Now the problem of finding an fvs of weight at

most k will be equivalent to solving WEAK FVS for the original hypergraph. Thus WEAK

FVS is not challenging as a problem.

Hence, we only consider FVS on hypergraphs with respect to strong deletion. In

particular, we study HYPERGRAPH FEEDBACK VERTEX SET (HFVS). Here, given an

n-vertex hypergraph H and a positive integer k, the objective is to check whether there

exists a set S⊆V (H) of size at most k, such that H−S is acyclic. As in the case of HS, it

is expected that HFVS is W[2]-hard and this can be proven using a parameter preserving

reduction from SET COVER (which is “equivalent” to HS). We prove the following theorem

in Section 7.3.

Theorem 7.1.1. HFVS is W[2]-hard when parameterized by k.

Theorem 7.1.1 is not surprising as such a generalization of even VC is W[2]-hard.

FVS is a deeply studied problem in Parameterized Complexity, and thus, we tried to

generalize the existing algorithms as much as possible. However, considering the problem

on general hypergraphs is pushing it too far (Theorem 7.1.1). This motivated us to look

for families of hypergraphs, which are a strict generalizations of graphs and where FVS

turns out to be tractable. Specifically, we study the problem for the cases when the input is

restricted to linear hypergraphs and d-hypergraphs.

A hypergraph H is linear if |e∩e′| ≤ 1 for any two distinct hyperedges e,e′ ∈E(H). We

show that for both these families, HFVS admits fixed parameter tractable (FPT) algorithms.

Our main result is a randomized algorithm for the case when the input hypergraph is linear,

and the size of the hyperedges is not bounded. Thus our positive results are the following.

Theorem 7.1.2. There exists a deterministic algorithm for HFVS on d-hypergraphs,
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running in time dO(k)nO(1).

Theorem 7.1.3. There exists an O?(2O(k3 logk)) time1 randomized algorithm for HFVS on

linear hypergraphs, which produces a false negative output with probability at most 1
nO(1) ,

and no false positive output.

The restriction to linear hypergraphs corresponds to exclusion of C4 or K2,2 in the

corresponding incidence graph. Ki, j refers to the complete bipartite graph with partitions

of sizes i and j. There has been extensive work on RED-BLUE DOMINATING SET for Ki, j

free graphs [30, 53, 101, 104]. Theorem 7.1.3 can be viewed as an analog of RED-BLUE

DOMINATING SET results for K2,2 free graphs.

The starting point of both the above mentioned algorithms (Theorems 7.1.2 and 7.1.3)

is recasting HFVS as an appropriate problem on the incidence graph G of the given

hypergraph H. Proof of Theorem 7.1.3 starts with the observation that for any subset

S ⊆ V (H), H−S is acyclic if and only if G−NG[S] is acyclic. Consequently, HFVS is

same as the following problem (see Lemma 41 in appendix for proof).

DOMINATING FVS ON BIPARTITE GRAPHS (DFVSB) Parameter: k

Input: A bipartite graph G with bipartition V (G) = A]B and k ∈ N.

Question: Is there a subset S⊆ A of size at most k such that G−NG[S] is acyclic?

For a bipartite graph G = (A]B,E), we say that a subset S⊆ A is a dominating feedback

vertex set for G if G−N[S] is acyclic. Let G be the incidence graph of a hypergraph H.

Then, notice that H is a d-hypergraph if and only if maxe∈E(H) dG(e)≤ d. Also, H is linear

if and only if G is C4-free. As a result HFVS on d-hypergraphs and linear hypergraphs are

equivalent to DFVSB on bipartite graphs G = (A]B,E) with maxw∈B d(w)≤ d and on

C4-free bipartite graphs, respectively.

Theorem 7.1.2 shows that for d-hypergraphs, HFVS is similar to the case of d-HS.

Proof of Theorem 7.1.2 utilizes iterative compression and the compression step involves
1Polynomial dependency on n is hidden in O? notation.
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a branching strategy that uses a measure more generalized compared to the one used in

known FVS algorithms for undirected graphs.

Our proof for Theorem 7.1.3 is inspired by the randomized algorithm of Becker et

al. [8] that runs in O(4knO(1)) time and the branching algorithm for POINT LINE COVER

by Langerman and Morin [75]. The algorithm of Becker et al. [8] first preprocesses the

input graph and transforms it into a graph with minimum degree at least 3 and then shows

that for any fvs, at least half the edges in a preprocessed graph are incident to the vertex

set of the fvs. This immediately implies the following algorithm: “pick an edge uniformly

at random, then pick a vertex that is an endpoint of this edge uniformly at random and

add it to a solution, and recurse”. Let G be the incidence graph of a hypergraph H. First

we preprocess G and show that in the preprocessed graph (say G) for any dominating

feedback vertex set S of size at most k, at least 1/poly(k) 2 fraction of all the edges are

incident to N[S]. We call this property α-covering, with α being poly(k). Let S be a

fixed fvs of size at most k. We now compute the probability of finding S. Note that if

we randomly pick an edge f (that is, pick an edge from graph G uniformly at random

and then select f as the hyperedge incident to the selected edge), then with probability

1/poly(k) there exists a vertex incident to f that is contained in S. However, unlike the case

of FVS in graphs, here we cannot randomly select a vertex from f , as the size of f could

be independent of k. However, for now let us assume that we can preprocess G− f such

that α-covering property holds even after we delete f from G. We assume that α-covering

property holds recursively after each iteration of preprocessing. Suppose we do this process

k2 +1 times. Then we have a collection of hyperedges F = { f1, . . . , fk2+1} such that each

of them has a non-trivial intersection with S. Observe that the pairwise intersection of

these hyperedges cannot be more than one, since G excludes C4 as a subgraph (H being a

linear hypergraph). However, S is a solution of size at most k, and hence there exist k+1

hyperedges f ′1, . . . , f ′k+1 among F such that | f ′i ∩ f ′j|= {v}, i 6= j for some v ∈ A =V (H).

This implies that v must belong to S, as each of f ′1, . . . , f ′k+1 has a non-trivial intersection

2poly denotes a polynomial function.
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with S and if we don’t pick v, then every solution is of size at least k+1. Hence, we delete

v along with all those edges in H that v participates in, and recursively find a solution of

size k−1 in the reduced hypergraph.

However, unlike the case with FVS for graphs, in HFVS we cannot delete degree one

vertices or contract degree 2 vertices directly. When we delete a hyperedge, we need

to remember that we are seeking a solution that is a dominating feedback vertex set as

well as a hitting set for the selected set. To implement this idea in our algorithm, we

maintain a family F such that our solution is a dominating feedback vertex set for G as

well as a hitting set for F . We exploit the fact that |F | ≤ k2 + 1 and design reduction

rules that get rid of a certain degree one vertices and shorten degree 2 paths, as well as

caterpillars (defined later) like degree 2 paths. We can show that after these reduction rules

are performed, the α-covering property holds for the preprocessed graph, α being poly(k).

7.2 Preliminaries

For a positive integer `∈N, we use [`] to denote the set {1,2, . . . , `}. We use the term graph

to denote a simple graph without multiple edges, loops and labels. For the notations related

to graphs that are not explicitly stated here, we refer to the book [40]. For a graph G and a

subset of vertices U ⊆V (G), NG(U) and NG[U ] denote the open neighborhood and closed

neighborhood of U , respectively. That is, NG(U) = {v∈V (G) : u∈U and uv∈ E(G)}\U

and NG[U ] = NG(U)∪U . If U = {u}, then we write NG(u) = NG(U) and NG[u] = NG[U ].

Also, we omit the subscript G, if the graph in consideration is clear from the context. For a

graph G, a vertex subset X ⊆V (G), and an edge subset F ⊆ E(G), we use G[X ], G−X ,

and G−F to denote the graph induced by X , the graph induced by V (G)\X , and the graph

with vertex set V (G) and edge set E(G)\F , respectively. Moreover, if X = {v}, then we

write G−v = G−X . For a graph G, X ,Y ⊆V (G), and X ∩Y = /0, E(X ,Y )⊆ E(G) denotes

the set of edges in G whose one endpoint is in X and the other one is in Y . For a graph G
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and a non-edge uv in G, we use G+uv to denote the graph with vertex set V (G) and edge

set E(G)∪{uv}. A path P in a graph G is a sequence of distinct vertices u1 . . .u` such that

for all i ∈ [`−1], uiui+1 ∈ E(G). We say that a path P = u1 . . .u` in a graph G is a degree

two path in G, if for each i ∈ [`], the degree of ui in G, denoted by dG(ui), is equal to 2.

For a path/cycle P, we use V (P) to denote the set of vertices present in P. A triangle is a

cycle consisting of exactly 3 edges. A bipartite graph G = (A]B,E) is called a d-bipartite

graph if dG(b) ≤ d for all b ∈ B. For two hypergraphs H1 and H2, H1∪H2 denotes the

hypergraph with the vertex set V (H1)∪V (H2) and the edge set E(H1)∪E(H2).

7.3 Feedback Vertex Sets on General Hypergraphs

In order to prove Theorem 7.1.1 we give a polynomial time parameter preserving reduction

from SET COVER to HFVS. In SET COVER (SC), we are given a universe U , a family F

of sets over U , and a positive integer k, and the question is whether there is a subfamily

F ′ ⊆F of size at most k, such that
⋃

F∈F ′ F =U . It is well known that SET COVER is

W[2]-hard [29, Theorem 13.28].

Given an instance (U,F ,k) of SC, we construct an instance (H,k) of HFVS as

follows. For each element u ∈U , let Xu be the family of sets in F that contain u. For each

F ∈F , we add a vertex wF in H. Furthermore, for each u ∈U , we add 2(k+1) vertices

{u1,u′1, . . . ,uk+1,u′k+1} in H. Hence, V (H) = {wF | F ∈F}∪{u1,u′1, . . . ,uk+1,u′k+1 | u∈

U}. Now, we explain the construction of hyperedges of H. For each u ∈U , we introduce a

hyperedge eu = {wF | F ∈ Xu} containing vertices corresponding to the sets in Xu. Also,

for each u ∈U , we add hyperedges eu∪{ui}, {ui,u′i}, eu∪{u′i}, for all i ∈ [k+1]. This

completes the construction. Towards the proof of Theorem 7.1.1, we give the following

lemma.

Lemma 40. (U,F ,k) is a yes-instance of SC if and only if (H,k) is a yes-instance of

HFVS.
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Proof. In the forward direction, let S be a solution to (U,F ,k) of SC. We claim that

Z = {wF | F ∈S } is a feedback vertex set of size at most k in H. Since |S | ≤ k, we have

that |Z| ≤ k. Next, we prove that Z is a feedback vertex set in H. Since S is a set cover,

the only hyperedges of H present in H−Z are {{ui,u′i} | u ∈U, i ∈ [k+1]}. Notice that

{{ui,u′i} | u ∈U, i ∈ [k+1]} are pairwise disjoint. This implies that H−Z is acyclic.

In the reverse direction, let Z be a solution to (H,k) of HFVS. Let Z′ = Z \

{u1,u′1, . . . ,uk+1,u′k+1 | u ∈ U}. That is, Z′ contains only those vertices of Z that cor-

respond to some set in F . Let S = {F | wF ∈ Z′}. Since |Z′| ≤ |Z| ≤ k, we have

that |S | ≤ k. Next we claim that S is a set cover of (U,F ,k). Towards that, we

choose an arbitrary element u ∈U and prove that there is a set F ∈S which contains

u. Let J be an arbitrary set in F such that u ∈ J. Notice that there are k+ 1 triangles

(wJ,eu∪{ui},ui,{ui,u′i},u′i,eu∪{u′i},wJ),1 ≤ i ≤ k+1, in H. This implies that at least

one vertex wF in eu must belong to the feedback vertex set Z (and Z′). However, u belongs

to F and F is in S . Hence u is covered by S . This completes the proof.

7.4 Equivalence between HFVS and DFVSB

Lemma 41. (H,k) is a yes-instance of HFVS if and only if (G = (A]B,E ′),k) is a

yes-instance of DFVSB, where G is the incidence graph of the hypergraph H.

Proof. In forward direction, let S be a solution to (H,k) of HFVS. We claim that S is

also a solution to (G = (A]B,E ′),k) of DFVSB. Suppose not. Then, there exists a cycle

C = v1e1 . . .v`e`v1 in the graph G−NG[S]. This implies that e1, . . . ,e` are hyperedges in

H−S, and {v1, . . . ,v`} ⊆V (H)\S. Then (v1,e1, . . . ,v`,e`,v1) is a cycle in the hypergraph

H−S. This is a contradiction to the assumption that S is a solution to (H,k).

In reverse direction, let S′ be a solution to (G,k) of DFVSB. We claim that S′

is also a solution to (H,k) of HFVS. Suppose not. Then, there exists a cycle C =
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(v1,e1, . . . ,v`,e`,v1) in the hypergraph H−S′. This implies that {v1, . . . ,v`} ⊆ A\S′ and

{e1, . . . ,e`} ⊆ B \NG(S′). Therefore, v1e1 . . .v`e`v1 is a cycle in G−NG[S′], which is a

contradiction to the assumption that S′ is a solution to (G,k).

7.5 Feedback Vertex Sets on d-Hypergraphs: Proof of

Theorem 7.1.2

In this section we design an FPT algorithm for HFVS on d-hypergraphs. Towards this, we

will prove the following result about DFVSB, from which Theorem 7.1.2 will follow as a

corollary.

Theorem 7.5.1. There is a deterministic algorithm for DFVSB running in time

O(27kd2k+1n(n+m) + n2(n+m)), where the input is a bipartite graph G with bipar-

tition V (G) = A]B, and d = maxb∈B dG(b).

Towards designing an FPT algorithm for DFVSB, we use the well-known iterative

compression technique [29, Chapter 4]. Usually, the primary step in the technique of

iterative compression involves solving a “disjoint compression version” of the problem. In

our case, the disjoint compression version of the problem is defined as follows.

d-DISJOINT DOMINATING BOUNDED BIPARTITE FVS (d-DDBB-FVS)

Input: A d-bipartite graph G = (A]B,E), a positive integer k, and a vertex subset

W ⊆ A such that G−N[W ] is acyclic.

Question: Is there a set S⊆ A\W of at most k vertices such that G−N[S] is acyclic?

We denote an instance of d-DDBB-FVS as (G,k,W ), where G is the input graph

with bipartition A]B, k is the parameter (the solution size), and W is a set such that for a

solution S, it holds that S⊆ A\W . The main result of the section is the following lemma.

Lemma 42. Given an instance ((A]B,E),k,W ) of d-DDBB-FVS, there exists an al-

gorithm that gives a solution in time O((8d)k+γ(GW )(n + m) + n(n + m)), where d =
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maxw∈B d(w), n = |V (G)|, m = |E(G)|, and γ(GW ) is the number of connected compo-

nents in the subgraph GW = G[W ∪{b ∈ B : N(b)⊆W}].

Assuming Lemma 42 one can prove Theorem 7.5.1, somewhat similar to the way it is

done for FVS on graphs (see Section 4.1 in [29]). We use the following observation in the

proof of Theorem 7.5.1.

Observation 7.5.2. Let (G = (A]B,E),k) be an instance of DFVSB, and B′ ⊆ B. If

(G′ = (A] B′,E(A,B′)),k) is a no-instance of DFVSB, then (G = (A] B,E),k) is a

no-instance of DFVSB.

Proof. Any solution to (G = (A]B,E),k) is also a solution to ((A]B′,E(A,B′)),k).

Now we give a proof sketch of Theorem 7.5.1 assuming Lemma 42.

Proof sketch of Theorem 7.5.1. We employ the method of iterative compression to prove

Theorem 7.5.1. Towards that, we iteratively apply Lemma 42. Let (G = (A]B,E),k) be

the input of DFVSB. Let B = {b1, . . . ,br}. If r ≤ k+1, then any subset A′ ⊆ A of size at

most r−1 that contains a neighbor of bi for all i ∈ [r−1] is a solution to (G,k). That is, if

r ≤ k+1, then (G,k) is a yes-instance. Otherwise, we proceed as follows.

Initially we consider the instance J1 = (G1 = (A]B1),k) of DFVSB, where B1 =

{b1, . . . ,bk+2}. Let W1 = {v1, . . . ,vk+1} be an arbitrary subset of A such that N(b j)∩W1 6=

/0 for all j ∈ [k+ 1]. Clearly, W1 is a dominating feedback vertex set of size k+ 1 for

G1. To compute a dominating feedback vertex set of size at most k, for each subset

S ⊆W1 of size at most k (a potential guess of the intersection of a hypothetical solution

with W1), we use Lemma 42 to check whether there exists a solution to the instance

(G′1 =G1−N[S],k−|S|,W1\S) of d-DDBB-FVS. If no such solution exists for any choice

of the subset of W1, then clearly J1 is a no-instance of DFVSB due to observation 7.5.2.

Otherwise, if there is a subset S1 ⊆W1 of size at most k, such that Q1 is a solution

for (((A \ S1)] (B1 \N(S1)),E(A \ S1,B1 \N(S1))),k−|S1|,W1 \ S1) of d-DDBB-FVS,
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then S1 ∪Q1 is a solution of size at most k for the instance J1. Next, we construct an

instance J2 = (G2 = (A]B2,E(A,B2)),k) of DFVSB, where B2 = {b1, . . . ,bk+3}. Let

W2 = S1∪Q1∪{v}, where v is an arbitrary vertex in N(bk+3). Notice that G2−N[W2] is

a subgraph of G1−N[S1∪Q1] which is a forest. That is, W2 is a dominating feedback

vertex set of G2 of size at most k+1. Now we repeat the same process as described above

to “compress” the solution size of J2 to at most k. At each iteration, if there exists a

solution Wi of size at most k for the instance Ji, then in step i+1, Wi∪{v} is a dominating

feedback vertex set for Gi+1 = (A]Bi+1,E(A,Bi+1)), where Bi+1 = Bi ∪{bk+2+i} and

v ∈ N(bk+2+i), and we continue the same process.

Finally, notice that Jr−(k+1) is actually the input instance (G,k), and we get a solution

to Jr−(k+1) at the end of the algorithm (if (G,k) is a yes-instance). More formally, at

step i ∈ [r− (k+ 1)], we have an instance Ji = (Gi = (A]Bi,E(A,Bi)),k), where Bi =

{b1, . . . ,bk+1+i}, and a dominating feedback vertex set W ′i of Gi of size at most k+ 1.

Then, by applying Lemma 42 at most 2k+1 times we obtain a solution Wi of size at most

k for the instance Ji (if it exists). If there does not exist a solution for Ji, then (G,k) is a

no-instance.

Since we apply Lemma 42 at most 2k+1|B|−(k+1) times and the number of connected

components of GW in each application of Lemma 42 is at most k+1, the total running

time is upper bounded by O(2k(8d)2k+1n(n+m)+n2(n+m)) = O(27kd2k+1n(n+m)+

n2(n+m)), where n = |V (G)| and m = |E(G)|.

The rest of the section is devoted to the proof of Lemma 42. Towards proving

Lemma 42, we design a branching algorithm consisting of three branching rules and

some simple reduction rules. To bound the running time, we define a measure associated

with an instance of d-DDBB-FVS, and this measure decreases by at least one during each

application of the branching rules. It does not increase during the application of any of the

reduction rules. Moreover, the number of children for each node in the branching tree is

bounded by O(d). For an instance (G = (A]B,E),k,W ) of d-DDBB-FVS, recall that
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GW = G[W ∪{b ∈ B : NG(b)⊆W}], and γ(GW ) is the number of connected components

in GW . We define the measure associated with the instance (G,k,W ) of d-DDBB-FVS as,

µ(G,k,W ) = k+ γ(GW )

For a reduction rule that takes an instance (G,k,W ) of d-DDBB-FVS and outputs

another instance (G′,k′,W ′) of d-DDBB-FVS, we say that the reduction rule is safe

if the following holds: (i) (G,k,W ) is a yes-instance if and only if (G′,k′,W ′) is a yes-

instance, and (ii) µ(G′,k′,W ′)≤ µ(G,k,W ). A branching rule for d-DDBB-FVS, takes

an instance (G,k,W ) and outputs a collection of instances (G1,k1,W1), . . . ,(G`,k`,W`).

We say that the branching rule is safe if the following holds: (i) (G,k,W ) is a yes-instance

if and only if (Gi,ki,Wi) is a yes-instance for some i ∈ [`], and (ii) for each i ∈ [`],

µ(Gi,ki,Wi)< µ(G,k,W ).

Reduction Rule 21. Let (G,k,W ) be an instance of d-DDBB-FVS. If k = 0 and G is not

acyclic, then return that (G,k,W ) is a no-instance of d-DDBB-FVS.

Reduction Rule 22. Let (G,k,W ) be an instance of d-DDBB-FVS. If G is acyclic and

k ≥ 0, then return /0 and STOP.

The correctness of the above reduction rules follows from the fact that (G,k,W ) is a

yes-instance of d-DDBB-FVS and /0 is a solution to (G,k,W ).

Reduction Rule 23. Let (G,k,W ) be an instance of d-DDBB-FVS. Let v ∈V (G) be a

vertex of degree 0 in G. Then, output (G− v,k,W \{v}).

It is easy to see that the above reduction rules are safe and can be applied in polynomial

time.

Reduction Rule 24. Let (G = (A]B,E),k,W ) be an instance of d-DDBB-FVS and

b ∈ B be a vertex of degree 1 in G. Then, output (G−b,k,W ).
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Lemma 43. Reduction Rule 24 is safe.

Proof. Since dG(b) = 1, there is no cycle in G containing b. Therefore, any solution

to (G− b,k,W ) is also a solution to (G,k,W ) and vice versa. Let G′ = G− b. Since

dG(b)≤ 1, γ(G′W )≤ γ(GW ). Therefore, µ(G′,k,W )≤ µ(G,k,W ) and Reduction Rule 24

is safe.

Reduction Rule 25. Let (G = (A]B,E),k,W ) be an instance of d-DDBB-FVS and

v ∈ A\W be a vertex of degree 1 in G. Let NG(v) = {b}. Moreover, either NG(b)\ (W ∪

{v}) 6= /0 or dG(b) = 2. Then, output (G− v,k,W ).

Lemma 44. Reduction Rule 25 is safe.

Proof. First consider the case NG(b) \ (W ∪{v}) 6= /0. Since dG(v) = 1, any solution to

(G− v,k,W ) is also a solution to (G,k,W ). Now suppose that, (G,k,W ) is a yes-instance.

Let u be an arbitrary vertex in NG(b)\ (W ∪{v}) and G′ = G−v. First we claim that there

is a solution S to (G,k,W ) that does not contain v. If there exists a solution S′ to (G,k,W )

that contains v, then S? = (S′\{v})∪{u} is a solution to (G,k,W ), because NG(v)⊆NG(u)

and dG(v) = 1. Let S be a solution to (G,k,W ) such that v /∈ S. Then, S is also a solution

to (G′ = G− v,k,W ) because G′−NG′[S] = (G−NG[S])− v, and (G−NG[S]) is acyclic.

Notice that G′W = GW . Therefore, µ(G′,k,W )≤ µ(G,k,W ).

Next, we consider the case dG(b) = 2. Here, there is no cycle in G that contains

either b or v. This implies that, if S is a solution to (G,k,W ), then S \ {v} is a solution

to (G− v,k,W ). Since dG(v) = 1, any solution to (G′ = G− v,k,W ) is also a solution to

(G,k,W ). Also, since G′W = GW , we have that µ(G′,k,W )≤ µ(G,k,W ).

Reduction Rule 26. Let (G,k,W ) be an instance of d-DDBB-FVS. Let b1v1b2v2b3v3b4

be a path in G such that v1b2v2b3v3 is a degree two path in G, {b1, . . . ,b4} ⊆ B and

{v1,v2,v3} ⊆ A \W. Now, let G′ be the graph obtained by deleting the vertices b2,v2

from G and adding a new edge v1b3, that is, G′ = (G−{v2,b2})+ v1b3. Then, output

(G′,k,W ).
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Lemma 45. Reduction Rule 26 is safe.

Proof. First, we prove that (G,k,W ) is a yes-instance of d-DDBB-FVS if and only if

(G′,k,W ) is a yes-instance of d-DDBB-FVS. In the forward direction, let S be a solution

to (G,k,W ) of d-DDBB-FVS. Suppose that, v2 /∈ S. Then, we claim that S is also a

solution of (G′,k,W ). Suppose not, then there exists a cycle C in G′−NG′[S]. If C does

not contain the edge v1b3, then C is also a cycle in G−NG[S], which is a contradiction.

Therefore, C contains the edge v1b3. But, then we get a cycle in G−NG[S] by replacing

the edge v1b3 in C by the path v1b2v2b3. This is a contradiction to the assumption that S

is a solution to (G,W,k). Now, consider the case v2 ∈ S. Then, S′ = (S \{v2})∪{v1} is

a solution to (G′,k,W ) because S′∩W = /0 and any cycle in G which contains any of the

vertices in {b2,v2,b3} also contains v1.

For the backward direction, let S? be a solution to (G′,k,W ) of d-DDBB-FVS. Clearly,

S? ⊆ A \W . We claim that S? is also a solution to (G,k,W ). Suppose not. Then, there

exists a cycle C in G−NG[S?]. If C does not contain any edges from {v1b2,b2v2,v2b3},

then C is also a cycle in G′−NG′[S?], which is a contradiction. Therefore, at least one

edge from {v1b2,b2v2,v2b3} is part of C. Then, since v1b2v2b3v3 is a degree two path in

G, b1v1b2v2b3v3b4 is a subpath in C. Then, we get a cycle C′ in G′−NG′[S?] by replacing

the subpath v1b2v2b3 in C by v1b3. This is a contradiction to the assumption that S? is a

solution to (G′,k,W ). Hence, S? is also a solution to (G,k,W ).

Next, we prove that µ(G′,k,W ′) ≤ µ(G,k,W ). Since v1,v2,v3 /∈W , we have that

b1,b2,b3,b4 /∈ V (GW ). Therefore, we have that GW = G′W ′ and hence, µ(G′,k,W ′) =

µ(G,k,W ). This completes the proof of the lemma.

Branching Rule 1. Let (G,k,W ) be an instance of d-DDBB-FVS and let b∈B be a vertex

such that NG(b)\W 6= /0 and |NG(b)∩W | ≥ 2. Let z,z′ ∈NG(b)∩W be two distinct vertices

and NG(b)\W = {u1, . . . ,u`}. If z and z′ are in the same connected component of GW , then

we branch into the following instances: (G−N[u1],k−1,W ), . . . ,(G−N[u`],k−1,W ). If

z and z′ are in two distinct connected components of GW , then we branch into the following
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instances: (G−N[u1],k−1,W ), . . . ,(G−N[u`],k−1,W ), and (G,k,W ∪{u1, . . . ,u`}).

Lemma 46. Branching Rule 1 is safe.

Proof. First consider the case that z and z′ are in the same connected component of GW .

If (G,k,W ) is a no-instance, then clearly all the instances (G−N[u1],k−1,W ), . . . ,(G−

N[u`],k− 1,W ) are no-instances. Since z and z′ are in the same connected component

of GW , there is a cycle C in G[V (GW )∪ {b}]. Also, notice that NG(V (C)∩B) \W ⊆

{u1, . . . ,u`}. That is, if (G,k,W ) is a yes-instance, then any solution will contain a

vertex from {u1, . . . ,u`}. Therefore, if (G,k,W ) is a yes-instance, then at least one of the

instances (G−N[u1],k−1,W ), . . . ,(G−N[u`],k−1,W ) is a yes-instance. Now we prove

that µ(G−N[ui],k−1,W )≤ µ(G,k,W )−1, for all i∈ [`]. Towards that, we fix an arbitrary

i∈ [`]. Let G′=G−N[ui]. Since ui ∈A\W , GW =G′W . This implies that, γ(G′W )= γ(GW ).

Therefore, µ(G′,k−1,W ) = k−1+ γ(G′W ) = k+ γ(GW )−1 = µ(G,k,W )−1.

Next, consider the case that z and z′ are in two different connected components of GW .

If (G,k,W ) is a no-instance, then clearly all the instances (G−N[u1],k−1,W ), . . . ,(G−

N[u`],k−1,W ), and (G,k,W ∪{u1, . . . ,u`}) are no-instances. Suppose that, (G,k,W ) is

yes-instance. Let S be a solution to (G,k,W ). If S∩{u1, . . . ,u`} 6= /0, then at least one of

(G−N[u1],k−1,W ), . . . ,(G−N[u`],k−1,W ) is a yes-instance. Otherwise, S is a solution

to (G,k,W ∪{u1, . . . ,u`}). The proof of µ(G−N[ui],k− 1,W ) ≤ µ(G,k,W )− 1 for all

i ∈ [`], given in the above paragraph holds in this case as well. Finally, we prove that

µ(G,k,W ∪{u1, . . . ,u`})≤ µ(G,k,W )−1. Note that, it is enough to prove that γ(GW ′)≤

γ(GW )−1, where W ′ =W ∪{u1, . . . ,u`}. Observe that, each connected component in GW ′

contains a vertex from W ′, as Reduction Rule 23 is no longer applicable. Moreover, GW is

a subgraph of GW ′ and there is a connected component in GW ′ containing z and z′, because

z,z′ ∈ NG(b) and b ∈ V (GW ′). Also, notice that in this case z and z′ belong to different

connected components in GW . This implies that, γ(GW ′)≤ γ(GW )−1. This completes the

proof of the lemma.

Branching Rule 2. Let (G,k,W ) be an instance of d-DDBB-FVS. If there exists a
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path/cycle P = b0v0 . . .brvrbr+1 in G, such that {v0, . . . ,vr} ⊆ A\W, 0≤ r ≤ 6, and there

is a cycle in the graph G[V (GW )∪V (P)], then we branch into the following instances:

(G−N[u1],k−1,W ), . . . ,(G−N[u`],k−1,W ), where {u1, . . . ,u`}=NG({b0, . . . ,br+1})\

W.

Lemma 47. Branching Rule 2 is safe.

Proof. If (G,k,W ) is a no-instance, then clearly all the instances (G − N[u1],k −

1,W ), . . . ,(G−N[u`],k−1,W ) are no-instances. Now, we prove that if (G,k,W ) is a yes-

instance, then at least one of the instances (G−N[u1],k−1,W ), . . . ,(G−N[u`],k−1,W )

is a yes-instance. Notice that there exists a cycle C in G[V (GW )∪V (P)]. Therefore,

any solution to (G,k,W ) contains a vertex from NG(V (C)∩B) \W . Since NG(b) ⊆W

for all b ∈ B ∩V (GW ), we have that NG(V (C) ∩ B) \W ⊆ N({b0, . . . ,br+1}) \W =

{u1, . . . ,u`}. Therefore, if (G,k,W ) is a yes-instance, then at least one of the instances

(G−N[u1],k−1,W ), . . . ,(G−N[u`],k−1,W ) is a yes-instance as well.

Next, we prove that µ(G−N[ui],k−1,W ) = µ(G,k,W )−1 for all i∈ [`]. Towards that,

we fix an arbitrary i ∈ [`]. Let G′ = G−N[ui]. Since ui ∈ A\W , we have that GW = G′W .

Therefore, µ(G′,k− 1,W ) = k− 1+ γ(G′W ) = k + γ(GW )− 1 = µ(G,k,W )− 1. This

completes the proof of the lemma.

Branching Rule 3. Let (G,k,W ) be an instance of d-DDBB-FVS. Let P= b0v0, . . . ,brvrbr+1

be a path in G, such that 0 ≤ r ≤ 6 and {v0, . . . ,vr} ⊆ A \W. Let z and z′ be two ver-

tices in two distinct connected components of GW . If there is path from z to z′ in the

graph G[V (GW )∪V (P)], then we branch into the following instances: (G−N[u1],k−

1,W ), . . . ,(G−N[u`],k−1,W ), and (G,k,W ∪{u1, . . . ,u`}), where

{u1, . . . ,u`}= NG({b0, . . . ,br+1})\W.

Lemma 48. Branching Rule 3 is safe.

Proof. If (G,k,W ) is a no-instance, then clearly all the instances (G − N[u1],k −

1,W ), . . . ,(G−N[u`],k− 1,W ) and (G,k,W ∪{u1, . . . ,u`}) are no-instances. Now we

177



prove that if (G,k,W ) is a yes-instance, then at least one of the instances (G −

N[u1],k− 1,W ), . . . ,(G−N[u`],k− 1,W ) and (G,k,W ∪{u1, . . . ,u`}) is a yes-instance.

Let S be a solution to (G,k,W ). If S ∩ {u1, . . . ,u`} 6= /0, then at least one of (G−

N[u1],k− 1,W ), . . . ,(G−N[u`],k− 1,W ) is a yes-instance. Otherwise S is a solution

to (G,k,W ∪{u1, . . . ,u`}).

Next, we prove that µ(G−N[ui],k−1,W )≤ µ(G,k,W )−1, for all i ∈ [`]. Here, the

proof follows the arguments similar to those in the proof of Lemma 47. Now we prove

that µ(G,k,W ∪{u1, . . . ,u`})≤ µ(G,k,W )−1. Towards that, it is enough to prove that

γ(GW ′)≤ γ(GW )−1, where W ′=W ∪{u1, . . . ,u`}. Notice that each connected component

in GW ′ contains a vertex from W ′. Moreover, GW is a subgraph of GW ′ and there is a

connected component in GW ′ containing z and z′, because V (P)⊆V (GW ′). Also, notice

that by our assumption z and z′ belong to different connected components in GW . This

implies that, γ(GW ′)≤ γ(GW )−1. This completes the proof of the lemma.

Now we are ready to complete the proof of Lemma 42.

Proof of Lemma 42. We design a branching algorithm for the problem. Let (G,k,W ) be an

instance of d-DDBB-FVS. We prove that we can always apply either one of the reduction

rules or one of the branching rules until we reach a solution or a no-instance. First we test

if any of the Reduction Rules 21, 22, 23, 24, and 25 is applicable. This can easily be tested

in linear time. If any of these reduction rules are applicable, we apply them. Next, we test

whether Reduction Rule 26 is applicable. Towards that, let H be a graph obtained from

G by deleting all the vertices in W and the vertices of degree at least 3 in G. Then, for

any maximal path P such that the internal vertices of P have degree exactly two in G and

V (P)∩W = /0, there exists a component in H which is an induced path containing all the

vertices of P. Thus, we can identify such a path P = b1v1b2v2b3v3b4 in G such that the

internal vertices of P are degree exactly two in G and V (P)∩W = /0 (if it exists) in linear

time. If such a path exists, then we apply Reduction Rule 26. Next, if Branching Rule 1 is
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applicable, then we apply it. This can be done in linear time as well.

For rest of the proof, we assume that Reduction Rules 21–26, and Branching Rule 1 are

not applicable on (G,k,W ). We know that F = G−NG[W ] is acyclic. Since dG(b)≥ 2 for

all b ∈ B (because Reduction Rules 23 and 24 are not applicable) and F = G−NG[W ], (i)

any vertex u ∈V (F) with degree at most 1 in F (that is, dF(u)≤ 1) belongs to A\W . Now

we claim that (ii) there is no vertex of degree zero in F . Suppose not. Let v∈V (F) be such

that dF(v) = 0. Because of statement (i), we have that v ∈ A\W . Since Reduction Rule 23

is not applicable, we have that dG(v) ≥ 1. If dG(v) = 1, then NG(b) \ (W ∪ {v}) = /0

and dG(b) > 2, where {b} = NG(v), as Reduction Rules 24 and 25 are not applicable.

This implies that, NG(b)\W 6= /0 and |NG(b)∩W | ≥ 2. As a result Branching Rule 1 is

applicable, which is a contradiction. Thus, we have proven statement (ii).

Next we prove that (iii) for each v ∈ V (F) such that degree of v is 1 in F , there is

a vertex b ∈ NG(W ) such that vb ∈ E(G). Towards that, it is enough to prove that for

each v ∈ V (F) of degree 1 in F , dG(v) ≥ 2. If dG(v) = 1, then NG(b) \ (W ∪{v}) = /0

and dG(b) > 2, where {b} = NG(v), as Reduction Rules 24 and 25 are not applicable.

This implies that, NG(b)\W 6= /0 and |NG(b)∩W | ≥ 2. As a result Branching Rule 1 is

applicable, which is a contradiction. Thus, we have proven statement (iii).

Let Q be a path in F (of length more than 0) such that the end-vertices of Q have

degree 1 in F , and all but at most one internal vertex of Q has degree exactly 2 in F . Any

forest F containing at least one edge contains such a path and it can be computed in linear

time. Since the end-vertices of Q have degree 1 in F , by statement (i), the end-vertices of

Q belong to A\W . Let Q = v0b1 . . .b`v` for some ` ∈ N, where {v1, . . . ,v`} ⊆ A\W and

{b1, . . . ,b`} ⊆ B\NG(W ). Due to statement (iii), there exist vertices b,b′ ∈ NG(W ) (not

necessarily distinct), such that bv0,b′v` ∈ E(G).

Case 1: `≤ 6. Let P be the path/cycle bv0b1 . . .b`v`b′. Note that, P is a cycle if b = b′ and

P is a path if b 6= b′. If P is a cycle, then Branching Rule 2 is applicable and we apply it.

Suppose that, b′ 6= b. Notice that b,b′ ∈ NG(W ). This implies that, there exist vertices z
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and z′ in W , such that bz,b′z′ ∈ E(G). If z and z′ belong to the same connected component

in GW , then either Branching Rule 2 is applicable, or Branching Rule 3 will be applicable

due to existence of path P. We apply the branching rule accordingly.

Case 2: ` ≥ 7. Recall that, all but at most one vertex in Q = v0b1 . . .b`v` has degree at

most 2 in F . If all the vertices in Q have degree at most two in F , then either no vertex

vi, i ∈ {1, . . . ,3} has a neighbor in N(W ) and Reduction Rule 26 is applicable, or there

exists a vertex vi, i ∈ {1, . . . ,3}, such that vi has a neighbor in N(W ) and either Branching

Rule 2, or Branching Rule 3 is applicable. Next, consider that there exists a vertex in Q

with degree more than 2 in F . (a) A vertex in {v1,v2,v3,b1,b2,b3} has degree more than

2 in F . (b) A vertex in {v4,v5,v6,b4,b5,b6,b7} has degree more than 2 in F . Without

loss of generality let us assume (b) (Other case can be argued similarly). That is, each

vertex in {v1,v2,v3,b1,b2,b3,} has degree at most 2 in F . First, we prove that there exists

i ∈ {1, . . . ,3} such that NG(vi)∩NG(W ) 6= /0. Otherwise v1b2v2b3v3 is a degree two path

in G, and hence, Reduction Rule 26 is applicable, a contradiction to the assumption that

none of the reduction rules are applicable.

Now, we fix i ∈ {1, . . . ,3} such that NG(vi)∩NG(W ) 6= /0. Let b? ∈ NG(W ) be such

that vib? ∈ E(G). Let Q? be the subpath of Q between v0 and vi and P? be the path bQ?b?.

Clearly, due to existence of path P?, either Branching Rule 2 or Branching Rule 3 is

applicable. We apply the branching rule accordingly.

Now we do the running time analysis. Let n= |V (G)| and m= |E(G)|. Each application

of a reduction rule takes linear time. Moreover, after each application of a reduction rule,

the number of vertices in the graph drops by at least one. Therefore, the total time taken

to apply all the reduction rules together in one branch of the branching tree is upper

bounded by O(n(n+m)). Each application of a branching rule takes linear time. The

number of branches created during an application of Branching Rules 2 or 3 is at most 8d.

Moreover, after each application of Branching Rules 2 and 3, the measure associated with

the instance drops by at least one. Therefore, the total running time is upper bounded by
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O((8d)k+γ(GW )(n+m)+n(n+m)). This concludes the proof.

7.6 Feedback Vertex Sets on Linear Hypergraphs

In this section we design an FPT algorithm for HFVS on linear hypergraphs. Towards

this, we prove the following result about DFVSB, from which Theorem 7.1.3 follows as a

corollary.

Theorem 7.6.1. There exists an O?(2O(k3 logk)) time randomized algorithm for DFVSB

on C4-free bipartite graphs, which produces a false negative output with probability at

most 1
nO(1) , and no false positive output.

To prove Theorem 7.6.1, we need to take a detour and define few generalizations of

these problems that appear naturally in the recursive steps. Let F be a family of sets

over a universe A, then we define a bipartite graph GF as follows. Let the bipartition of

V (GF ) be AF ]BF , where AF = A and BF = F . We define the edge set E(GF ) as

the set {{u,Y} : u ∈ A,u ∈ Y ∈F}. Let G be a C4 free bipartite graph with bipartition

V (G) = A]B, and F be a family of sets over the universe A. We define the graph

G∪GF = (A∗]B∗,E∗) as follows. Let A∗ = A,B∗ = B]BF and E∗ = E(G)∪E(GF ).

The following problem generalizes HFVS on linear hypergraphs.

HITTING HYPERGRAPH FEEDBACK VERTEX SET (HHFVS) Parameter: k+ |E(H2)|
Input: Two linear hypergraphs H1,H2 such that V (H1) =V (H2), E(H1)∩E(H2) = /0,

and H1∪H2 is a linear hypergraph, k ∈ N.

Question: Does there exist a set S ⊆ V (H1) of size at most k, such that H1− S is

acyclic and S is a hitting set for E(H2)?

Observe that, HHFVS generalizes HFVS. Indeed, HHFVS is the same as HFVS,

when H2 is an empty hypergraph. Next, we define the “graph” version of HHFVS, which

generalizes DFVSB on C4-free graphs.
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HITTING DOMINATING BIPARTITE FVS (HDBFVS) Parameter: k+ |F |
Input: A C4 free bipartite graph G with bipartition V (G) = A]B, a family F of

subsets of A such that the graph G∪GF is a C4 free bipartite graph, k ∈ N.

Question: Does there exist a set S⊆ A of size at most k, such that G−N[S] is a forest

and S is a hitting set for F ?

We say that an instance (G = (A]B,E),F ,k) is a valid instance of HDBFVS, if F

is a family of subsets of A such that the graph G∪GF is a C4-free bipartite graph.

In the rest of the section, whenever we say (G = (A]B,E),F ,k) is an instance of

HDBFVS, it implies that (G = (A]B,E),F ,k) is a valid instance of HDBFVS. Further,

after each application of a reduction rule, we ensure that the instance remains valid.

Following is a simple observation, and its proof follows from the fact that G∪GF is

C4-free.

Observation 7.6.2. If (G = (A]B,E),F ,k) is an instance of HDBFVS, then (i) pairwise

intersection of sets in F is of size at most 1, and (ii) for every vertex b ∈ B and F ∈F ,

|N(b)∩F | is at most one.

Given an instance (H1,H2,k) of HHFVS, we can obtain an instance, (G,F ,k), of

HDBFVS in a canonical way. Next lemma shows their equivalence.

Lemma 49. (H1,H2,k) is a yes-instance of HHFVS if and only if (G,F ,k) is a yes-

instance of HDBFVS, where G is the incidence graph of the hypergraph H1 and F =

E(H2).

Proof. Observe that, (G = (A]B,E ′),F ,k) is a valid instance of HDBFVS.

In the forward direction, let S be a solution to (H1,H2,k) of HHFVS. We claim that

S is also a solution to (G = (A]B,E ′),F ,k) of HDBFVS. Suppose not. Then, either

there exists a cycle C = v1e1 . . .v`e`v1 in the graph G−NG[S] such that for each i ∈ [`],

vi ∈ A, ei ∈ B and viei ∈ E ′, and e`v1 ∈ E ′, or S does not hit a set Y ∈F . The former
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case implies that, e1, . . . ,e` are hyperedges in H1−S, and {v1, . . . ,v`} ⊆V (H1)\S. Then,

(v1,e1, . . . ,v`,e`,v1) is a cycle in the hypergraph H1− S. This is a contradiction to the

assumption that H1−S is acyclic. The later case implies that, there is an edge Y in H2−S,

which is a contradiction to the assumption that H2−S is edgeless (that is, S is a hitting set

for H2).

In the backward direction, let S′ be a solution to (G = (A]B,E ′),F ,k). We claim

that S′ is also a solution to (H1,H2,k) of HDBFVS. Suppose not. Then, either there

exists a cycle C = (v1,e1, . . . ,v`,e`,v1) in the hypergraph H1−S′, or there exists an edge

Y ∈H2−S. The former case implies that, {v1, . . . ,v`}⊆A\S′ and {e1, . . . ,e`}⊆B\NG(S′).

Therefore, v1e1 . . .v`e`v1 is a cycle in G−NG[S′], which is a contradiction to the assumption

that G−N[S′] is acyclic. The later case implies that, S′ does not hit the set Y ∈F , a

contradiction to the assumption that S′ is a hitting set for F .

The rest of the section is devoted to designing an FPT algorithm for HDBFVS. Given

an instance (G = (A]B,E),F ,k) of HDBFVS, we first define some notations that will be

used throughout the section. For a vertex v∈ A, by Xv we denote the set {Y |Y ∈F ,v∈Y}.

We distinguish the vertices in A as follows.

• If |Xv| ≥ 2, that is, v is in at least two sets in F , then we say that v is a special vertex.

• If |Xv|= 1, that is, v is contained in exactly one set in F , then we say that v is an

easy vertex.

• Otherwise, we say that v is a trivial vertex.

By V (F ) we denote the set {v∈ A | v∈Y for some Y ∈F}. For a graph G?, the notations

V0(G?), V=1(G?), V=2(G?), and V≥3(G?) denote the set of isolated vertices, the set of

vertices of degree 1, the set of vertices of degree 2, and the set of vertices of degree at least

3 in G?, respectively.

Lemma 50. Let (G = (A]B,E),F ,k) be an instance of HDBFVS. Then, the number of

special vertices in A is upper bounded by
(|F |

2

)
.
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Proof. For the sake of contradiction, assume that the number of special vertices in A is

more than
(|F |

2

)
. Then, by pigeonhole principle there exist two special vertices u,v in

A such that |Xu ∩Xv| ≥ 2. Let Y1,Y2 ∈ Xu ∩Xv. This implies that u,v ∈ Y1 ∩Y2, which

contradicts Observation 7.6.2(i).

Now we state some reduction rules that are applied exhaustively by the algorithm in

the order in which they appear. Let (G,F ,k) be an instance of HDBFVS and (G′,F ′,k)

be the resultant instance after application of a reduction rule. To show that a reduction

rule is safe, we will prove that (G,F ,k) is a yes-instance if and only if (G′,F ′,k) is a

yes-instance.

Reduction Rule 27. If one of the following holds, then return a trivial no-instance: (i)

k < 0; (ii) k = 0 and G is not acyclic; and (ii) k = 0 and F is not empty.

Reduction Rule 28. If k ≥ 0, G is acyclic and F is empty, then return a trivial yes-

instance.

Reduction Rule 29. Let (G = (A]B,E),F ,k) be an instance of HDBFVS and b ∈ B be

a vertex that does not participate in any cycle in G. Then, output (G−b,F ,k).

Reduction Rule 30. Let (G = (A]B,E),F ,k) be an instance of HDBFVS and v ∈ A be

an isolated vertex in G. If v is a trivial vertex, then output (G− v,F ,k).

It is easy to see that the above reduction rules are safe and can be applied in polynomial

time. Observe that, when Reduction Rules 29 and 30 are no longer applicable, then

V0(G) ⊆ A and each isolated vertex in G is either easy or special. Next, we state a

reduction rule that will help to bound the number of easy isolated vertices in G.

Reduction Rule 31. Let (G = (A]B,E),F ,k) be an instance of HDBFVS and v ∈ A be

an isolated vertex in G. Suppose v is an easy vertex, Xv = {Y}, and |Y |> 1. Then output

(G′,F ′,k), where G′ = G− v and F ′ = (F \{Y})∪{(Y \{v})}.

Lemma 51. Reduction Rule 31 is safe.
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Proof. Observe that, the instance (G′,F ′,k) is a valid instance of HDBFVS.

In the forward direction, let S be a solution to (G,F ,k) of HDBFVS. Observe that, if S

does not contain v, then S is also a solution to (G′,F ′,k), as G′−NG′[S] = (G−NG[S])−v,

(G−NG[S]) is acyclic and S is also a hitting set of F ′. Next, consider the case when v ∈ S.

Let S′ = S\{v}. Since v is an isolated vertex in G, we have that G−N[S′] is acyclic. Let

u ∈Y , u 6= v, then observe that, S′∪{u} is also a solution to (G,F ,k) of HDBFVS, which

does not contain v and hence a solution to (G,F ′,k).

In the backward direction, let S′ be a solution to (G′,F ′,k). Suppose that, G−N[S′]

contains a cycle C. Then, since G′ = G− v, and dG(v) = 0, C is also a cycle in G′−N[S′].

Observe that, F \ {Y} = F ′ \ (Y \ {v}). Therefore, S′ is also a hitting set of F . This

implies that S′ is also a solution to (G,F ,k) of HDBFVS.

Reduction Rule 32. Let (G = (A]B,E),F ,k) be an instance of HDBFVS and v ∈ A be

a vertex of degree 1 in G. If v is a trivial vertex, then output (G′,F ,k), where G′ = G− v.

Lemma 52. Reduction Rule 32 is safe.

Proof. Observe that, the instance (G′,F ,k) is a valid instance of HDBFVS.

In the forward direction, let S be a solution to (G,F ,k) of HDBFVS. If S does not

contain v, then clearly S is also a solution to (G′,F ,k) because G′−NG′[S] = (G−NG[S])−

v and (G−NG[S]) is acyclic. Suppose that, v ∈ S. Let {b} = NG(v). Since Reduction

Rule 29 is no longer applicable, we have that dG(b) > 1. Let u 6= v be an arbitrary

vertex in NG(b). Then, S? = (S \{v})∪{u} is also a solution to (G,F ,k) of HDBFVS

because NG(v)⊆ NG(u) and dG(v) = 1. Then, S? is also a solution to (G′ = G− v,F ,k)

of HDBFVS because G′−NG′ [S?] = (G−NG[S?])− v and (G−NG[S?]) is acyclic.

In the backward direction, let S′ be a solution to (G′,F ,k). Suppose that, G−N[S′]

contains a cycle C. Then, since G′ = G− v, and dG(v) = 1, C is also a cycle in G′−N[S′].

This implies that S′ is also a solution to (G,F ,k) of HDBFVS.
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When Reduction Rules 27 to 32 are no longer applicable, we obtain the following result.

Lemma 53. Let (G,F ,k) be an instance reduced with respect to Reduction Rules 27 to

32. Then, the following holds.

1. V0(G)∪V=1(G)⊆ A, all vertices in V0(G)∪V=1(G) are either easy or special.

2. |V0(G)| ≤ |F |+
(|F |

2

)
.

Lemma 54. For any vertex b ∈ B, |NG(b)∩V=1(G)| ≤ |F |.

Proof. If there exists a vertex v ∈ NG(b)∩V=1(G) which is a trivial vertex, then Reduction

Rule 32 is applicable. Thus, (i) for all v ∈ NG(b)∩V=1(G), v belongs to some set in F .

Suppose that, for a contradiction, there exists a vertex b ∈ B such that NG(b) contains at

least |F |+1 vertices of degree 1 in G. Then, by pigeonhole principle and statement (i),

at least two degree 1 vertices say u,v ∈ NG(b) are contained in a set Y ∈F , which is a

contradiction to item (ii) of Observation 7.6.2. This completes the proof of the lemma.

Recall the definition of a degree two-path; P is a degree two path in G if each vertex in

P has degree exactly two in G. Next, we state the reduction rules that help us bound the

length of a long degree two path in G−V=1(G), that is, to bound the length of degree two

paths in the graph obtained after deleting vertices of degree 1 from G. Towards this, we

first define the notion of a nice path.

Definition 28. We say that P is a nice path in G, if P does not have any special vertex, and

the degree of each vertex in P in the graph G−V=1(G) is exactly 2. A nice path P in G is

a degree two nice path if each vertex in P has degree exactly 2 in G.

Reduction Rule 33. Let (G = (A]B,E),F ,k) be an instance of HDBFVS, P be a nice

path in G and b,b′ ∈ B be two vertices in P. If there exist two easy vertices u,u′ whose

degree is 1 in G, adjacent to b,b′, respectively, such that Xu = Xu′ = {Y}, then return

(G′,F ′,k), where G′ = G−u, F ′ = (F \{Y})∪{Y \{u}}.
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Lemma 55. Reduction Rule 33 is safe.

Proof. Observe that, the instance (G′,F ′,k) is a valid instance of HDBFVS.

In the forward direction, let S be a solution to (G,F ,k) of HDBFVS. Suppose that,

u /∈ S. Since dG(u) = 1, we have that u does not participate in any cycle in G. Therefore,

any cycle C in G′−N[S] is also a cycle in G−N[S]. This implies that G′−N[S] is acyclic.

Observe that, F \{Y}= F ′ \{Y \{u}}. This implies that S is a hitting set of F ′. Hence,

S is also a solution to (G′,F ′,k) of HDBFVS. Next, consider that u ∈ S. Since u does not

participate in any cycle in G, u is only used to hit cycles containing b (recall that when

we delete u, we also delete all its neighbors) and to hit the set Y . Since P is a nice path,

any cycle that contains b also contains all the vertices in P and hence contains NG(u′) = b′,

therefore u′ can hit all the cycles containing b. Further, since u′ ∈Y , it holds that u′ hits the

set Y . This implies that S∗ = (S\{u})∪{u′} is also a solution to (G,F ,k) of HDBFVS.

As argued before, S∗ is a solution to (G′,F ′,k) of HDBFVS.

In the backward direction, let S′ be a solution to (G′,F ′,k) of HDBFVS. Since u does

not participate in any cycle, any cycle in G−N[S′] is also a cycle in G′−N[S′]. Hence,

G−N[S′] is acyclic. Also, since F \{Y}= F ′ \{Y \{u}}, we have that S′ is a hitting set

of F . Hence, S′ is also a solution to (G,F ,k) of HDBFVS.

Lemma 56. Let (G = (A]B,E),F ,k) be an instance of HDBFVS reduced with respect

to Reduction Rules 27 to 33. Then, in any nice path P in G, the number of vertices that are

adjacent to a vertex of degree 1 in G is bounded by
(|F |

2

)
+ |F |.

Proof. From statement 1 in Lemma 53, we have that V=1(G)⊆A. This implies, NG(V=1(G))⊆

B. Also, each vertex in V=1(G) is either easy or special. By Lemma 50, the number of

vertices that are special is bounded by
(|F |

2

)
. Therefore, the number of vertices in P that

are adjacent to special degree 1 vertices is at most
(|F |

2

)
. Since Reduction Rule 33 is no

longer applicable, we have that corresponding to each set Y ∈F , there exists at most 1

vertex in P that has a degree 1 neighbor u such that Xu = {Y}. This implies that at most
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v0 b1 v1
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vi ∈ Y

bi+1 vj ∈ Y v`−1b`... ... ...

v0 b1 v1 vi−2 bi+1 vj ∈ Y v`−1b`... ... ...

(c)

v0 b1 v1

vi−1 bi

vi ∈ Y

bi+1

vj ∈ Y v`−1b`... ... ...

v0 b1 v1 vi−1 bi+1 vj ∈ Y v`−1b`... ... ...

(b)

b1 v1 b2 v2 b3 v3 b4

b1 v1 b3 v3 b4

(d)

Figure 7.1: (a) is an illustration of Reduction Rule 33, (b) and (c) are illustrations of two
cases of Reduction Rule 34, (d) is an illustration of Reduction Rule 35. In (a), (b) and (c)
blue vertices denote easy vertices, and in (d) green vertices denote trivial vertices.

|F | vertices in P can be adjacent to degree 1 easy vertices, resulting in the mentioned

upper bound.

The next reduction rule helps us in upper bounding the length of degree two paths in G.

Reduction Rule 34. Let (G = (A]B,E),F ,k) be an instance of HDBFVS and P =

v0b1v1 . . .v`−1b` be a degree two nice path in G, where {b1, . . . ,b`} ⊆ B, {v0, . . . ,v`−1} ⊆

A, and ` ≥ 5. Let vi,v j ∈ A∩ (V (P) \ {v0,v1}) be two distinct easy vertices such that

Xvi = Xv j = {Y} for some Y ∈F and i < j.

1. If Xvi−1 6= Xvi+1 or Xvi−1 = Xvi+1 = /0, then let G′ = (G−{bi,vi})+ vi−1bi+1 (that is,

G′ be the graph obtained by deleting the vertices bi,vi from G and by adding a new

edge vi−1bi+1) and F ′ = (F \{Y})∪{Y \{vi}}.

2. Otherwise, Xvi−1 = Xvi+1 = {Y ?}, then let G′ = (G−{bi−1,vi−1,bi,vi})+ vi−2bi+1

(that is, G′ be the graph obtained by deleting the vertices bi−1,vi−1,bi,vi from G and

by adding a new edge vi−1bi+1) and F ′ = (F \{Y,Y ?})∪{Y ? \{vi−1},Y \{vi}}.
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Return (G′,F ′,k).

Lemma 57. Reduction Rule 34 is safe.

Proof. We first give a proof for Case 1, followed by a proof of Case 2.

Case 1: Xvi−1 6= Xvi+1 or Xvi−1 = Xvi+1 = /0. The vertices vi−1 and bi+1 do not have two

common neighbors in G′, and hence there is no C4 in G′. Observe that G′F ′ is a subgraph

of GF . Further, since GF does not have C4, G′F ′ does not have C4. Now we claim that

there is no C4 in G′∪G′F ′ . There is no C4 in G′, G′F ′ , and G∪GF . Thus, if there is a

C4 in G′ ∪G′F ′ , then there is a set F ∈F ′ such that |(NG′(bi+1)∩F | ≥ 2. Notice that

NG′(bi+1) = {vi−1,vi+1}. Since (Xvi−1 6= Xvi+1 or Xvi−1 = Xvi+1 = /0) and |Xvi−1|, |Xvi+1 | ≤ 1

(because P does not have any special vertex), there is no set F ∈F ′ such that {vi−1,vi+1}⊆

F . Thus, we have proved that there is no C4 in G′∪G′F ′ . This implies that the instance

(G′,F ′,k) is a valid instance of HDBFVS.

In the forward direction, let S be a solution to (G,F ,k) of HDBFVS. Suppose that,

vi /∈ S. Then, we claim that S is also a solution to (G′,F ′,k) of HDBFVS. Suppose not,

then either there exists a cycle C in G′−NG′[S] or there exists a set Z ∈F ′ such that

S∩Z = /0. First consider the former case. If C does not contain the edge vi−1bi+1, then

C is also a cycle in G−NG[S], which is a contradiction. Therefore, C contains the edge

vi−1bi+1. But, then we get a cycle in G−NG[S] by replacing the edge vi−1bi+1 in C by

the path vi−1bivibi+1. This is a contradiction to the assumption that (G−N[S]) is acyclic.

Now, consider the later case. Note that S hits F \{Y} and Y \{vi} (since vi /∈ S). Thus, it

implies that S is a hitting set of F ′. Hence, S is also a solution to (G′,F ′,k) of HDBFVS.

Next, consider that vi ∈ S. Since P is a degree two nice path in G, any cycle that contains a

vertex from N[vi] also contains all the vertices in P. In particular, it contains v j, and v j hits

all the cycles that any vertex in N[vi] hits. Also, observe that, v j ∈ Y and hence v j hits the

set Y . This implies that S? = S\{vi}∪{v j} is also a solution to (G,F ,k) of HDBFVS.

As argued before S? is a solution to (G′,F ′,k) of HDBFVS.
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In the backward direction, let S′ be a solution to (G′,F ′,k) of HDBFVS. We claim

that S′ is also a solution to (G,F ,k) of HDBFVS. Suppose not. Then, either there exists

a cycle C in G−NG[S′] or there exists a set Z ∈F such that S′∩Z = /0. First consider

the former case. If C does not contain any edge from the path P, then C is also a cycle in

G′−NG′[S′], which is a contradiction. Therefore, at least one edge from the path P is part

of C. Then, since P is a degree two nice path in G, P is a subpath of C. Then, we get a

cycle C′ in G′−NG′[S′] by replacing the subpath vi−1bivibi+1 in C by vi−1bi+1. This is a

contradiction to the assumption that S′ is a solution to (G′,F ′,k). Now, consider the later

case. Since F \{Y}= F ′ \{Y \{vi}} and |Y | ≥ 2, we have that S′ is a hitting set of F .

Hence, S′ is also a solution to (G,F ,k) of HDBFVS.

Case 2: Xvi−1 = Xvi+1 = {Y ∗}. The vertices vi−2 and bi+1 do not have two common

neighbors in G′, and hence there is no C4 in G′. Observe that G′F ′ is a subgraph of GF .

Further, since GF does not have C4, G′F ′ does not have C4. Next we claim that there

is no C4 in G′∪G′F ′ . By item (ii) of Observation 7.6.2, Xvi−2 6= Xvi−1 . This implies that

Xvi−2 6= Xvi+1 . Note that, there is no C4 in G′, G′F ′ , and G∪GF . Thus, if there is a C4

in G′∪G′F ′ , then there exists a set F ∈F ′ such that |(NG′(bi+1)∩F | ≥ 2. Notice that

NG′(bi+1) = {vi−2,vi+1}. Since Xvi−2 6= Xvi+1 and |Xvi−2|, |Xvi+1 | ≤ 1 (because P does not

have any special vertex), there is no set F ∈F ′ such that {vi−2,vi+1} ⊆ F . Thus, we have

proved that there is no C4 in G′∪G′F ′ . This implies that the instance (G′,F ′,k) is a valid

instance of HDBFVS.

In the forward direction, let S be a minimal solution to (G,F ,k) of HDBFVS. Suppose

vi−1 ∈ S or vi ∈ S. Consider the case when vi−1 ∈ S. Then, we claim that S? = (S\{vi−1})∪

{vi+1} is also a solution to (G,F ,k). Since P is a nice path, any cycle that contains a

vertex of P must contain all the vertices of P. Thus, all the cycles containing a vertex

from N[vi−1], also contain vi+1. Therefore vi+1 hits all those cycles that N[vi−1] hits. Since

Xvi−1 = Xvi+1 = {Y ?}, vi+1 and vi−1 hits the same set (only one) from F . Now suppose

that vi ∈ S. Then, we claim that S′ = (S\{vi})∪{v j} is a solution to (G,F ,k). Since all

190



the cycles containing a vertex from N[vi], also contain v j, therefore v j hits all the cycles

that N[vi] hits. Since Xvi = Xv j = {Y ?}, vi and v j hits the same set (only one) from F .

Thus, if (G,F ,k) is a yes-instance, then there is a solution S such that vi−1,vi /∈ S.

Then, we claim that S is also a solution to (G′,F ′,k) of HDBFVS. Suppose not, then

either there exists a cycle C in G′−NG′[S] or there exists a set Z ∈F ′ such that S∩Z = /0.

First consider the former case. If C does not contain the edge vi−2bi+1, then C is also

a cycle in G−NG[S], which is a contradiction. Therefore, C contains the edge vi−2bi+1.

But, then we get a cycle in G−NG[S] by replacing the edge vi−2bi+1 in C by the path

vi−2bi−1vi−1bivibi+1. This is a contradiction to the assumption that (G−N[S]) is acyclic.

Now, consider the later case. Note that S hits F \{Y,Y ?} and {Y ?\{vi−1},Y \{vi}} (since

vi−1,vi /∈ S). Thus, it implies that S is a hitting set of F ′. Hence, S is also a solution to

(G′,F ′,k) of HDBFVS.

In the backward direction, let S′ be a solution to (G′,F ′,k) of HDBFVS. We claim

that S′ is also a solution to (G,F ,k) of HDBFVS. Suppose not. Then, either there exists

a cycle C in G−NG[S′] or there exists a set Z ∈F such that S′∩Z = /0. First consider

the former case. If C does not contain any edge from the path P, then C is also a cycle in

G′−NG′[S′], which is a contradiction. Therefore, at least one edge from the path P is part

of C. Since P is a degree two nice path in G, P is a subpath of C. Thus, we get a cycle C′

in G′−NG′[S′] by replacing the subpath vi−2bi−1vi−1bivibi+1 in C by vi−2bi+1. This is a

contradiction to the assumption that S′ is a solution to (G′,F ′,k). Now, consider the later

case. Since F \{Y,Y ?}= F ′ \{Y ? \{vi−1},Y \{vi}} and |Y |, |Y ?| ≥ 2, we have that S′

is a hitting set of F . Hence, S′ is also a solution to (G,F ,k) of HDBFVS.

Let (G = (A]B,E),F ,k) be an instance of HDBFVS reduced with respect to Reduc-

tion Rules 27 to 34. Observe that, for each set Y ∈F and a degree two nice path P in G,

the number of easy vertices among the last |V (P)|−3 vertices in V (P) that belong to Y , is

upper bounded by one. Reduction Rule 34 leads us to the following observation.

Observation 7.6.3. Let (G = (A]B,E),F ,k) be a reduced instance of HDBFVS with
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respect to Reduction Rules 27 to 34. Then, in any degree two nice path P of length at least

10 in G, the number of easy vertices is bounded by |F |+2.

Reduction Rule 35. Let (G = (A]B,E),F ,k) be an instance of HDBFVS and P =

b1v1b2v2b3v3b4 be a degree two nice path in G, such that {b1, . . . ,b4}⊆ B, {v1,v2,v3}⊆ A

and v1,v2,v3 are trivial vertices. Then, return (G′,F ,k), where G′ is the graph obtained

by deleting the vertices b2,v2 from G and adding a new edge v1b3 (that is, G′ = (G−

{v2,b2})+ v1b3).

Lemma 58. Reduction Rule 35 is safe.

Proof. Observe that, the instance (G′,F ,k) is a valid instance of HDBFVS.

In the forward direction, let S be a solution to (G,F ,k) of HDBFVS. Suppose that

v2 /∈ S. Then, we claim that S is also a solution to (G′,F ,k) of HDBFVS. Suppose not,

then there exists a cycle C in G′−NG′[S]. If C does not contain the edge v1b3, then C is

also a cycle in G−NG[S], which is a contradiction. Therefore, C contains the edge v1b3.

But, then we get a cycle in G−NG[S] by replacing the edge v1b3 in C by the path v1b2v2b3.

This is a contradiction to the assumption that (G−N[S]) is acyclic. Hence, S is also a

solution to (G′,F ,k) of HDBFVS. Next, consider that v2 ∈ S. Since P is a degree two

nice path, any cycle that contains v2 also contains all the vertices in P and hence contains

v1. Therefore S? = S\{v2}∪{v1} is also a solution to (G,F ,k) of HDBFVS. As argued

before S∗ is a solution to (G′,F ,k) of HDBFVS.

In the backward direction, let S′ be a solution to (G′,F ,k) of HDBFVS. We claim

that S′ is also a solution to (G,F ,k) of HDBFVS. Suppose not. Then, there exists a cycle

C in G−NG[S′]. If C does not contain any edges from the path P, then C is also a cycle in

G′−NG′[S′], which is a contradiction. Therefore, at least one edge from the path P is part

of C. Since P is a degree two nice path in G, P is a subpath in C. Thus, we get a cycle C′

in G′−NG′[S′] by replacing the subpath v1b2v2b3 in C by v1b3. This is a contradiction to

the assumption that S′ is a solution to (G′,F ,k). Hence, S′ is also a solution to (G,F ,k)
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of HDBFVS.

Next, we have the following observation, which is easily verifiable.

Observation 7.6.4. Let (G = (A] B,E),F ,k) be an instance of HDBFVS and let

(G′ = (A′ ]B′,E ′),F ′,k′) be the reduced instance of HDBFVS obtained from (G =

(A]B,E),F ,k), by exhaustive applications of Reduction Rules 27 to 35. Then, |F ′|= |F |

and k′ ≤ k.

We now bound the size of degree 2 path, when there is no degree 1 vertex in the graph.

Lemma 59. Let (G = (A]B,E),F ,k) be an instance of HDBFVS reduced with respect

to Reduction Rules 27 to 35. Then, the number of vertices in a degree two path P in

G−V=1(G) is bounded by 63|F |5 +21.

Proof. By Lemma 50, the number of special vertices in P is bounded by
(|F |

2

)
. Let P′ be a

maximum length subpath of P such that P′ is a nice path. That is, P′ does not contain any

special vertices. Then, by Lemma 56, the number of vertices in P′ that are adjacent to a

vertex in V=1(G) in G is bounded by
(|F |

2

)
+ |F |. Let P′′ be a maximum length subpath

of P′ such that P′′ does not contain any vertex that is adjacent to a vertex in V=1(G) in

G. Then, by Observation 7.6.3, either the length of P′′ is bounded by 10, or the number

of easy vertices in P′′ is bounded by |F |+ 2. Let P? be a maximum length subpath

of P′′ such that P? does not contain any easy vertices. Then, since Reduction Rule 35

is no longer applicable, the length of P? is bounded by 7. Therefore, we have that the

length of P′′ is bounded by 7(|F |+ 3). This implies that the length of P′ is bounded

by 7(|F |+3)(
(|F |

2

)
+ |F |+1)≤ (35|F |3 +21). Hence, the length of P is bounded by

(35|F |3 +21)(
(F

2

)
+1)≤ 63|F |5 +21.

From now on, we say that (G = (A]B,E),F ,k) is a reduced instance of HDBFVS if

it is reduced with respect to Reduction Rules 27 to 35. In the following lemma, we observe
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that, if (G = (A]B,E),F ,k) is a yes-instance of HDBFVS, then a large number of edges

in G is incident to the neighborhood of the solution.

Lemma 60. Let (G = (A]B,E),F ,k) be a reduced instance of HDBFVS where G is not

a forest. Then, for any solution S, at least 1/(445|F |6 +68) fraction of the total edges in

E are incident to N[S].

Proof. Let ES be the set of edges incident to all the vertices of N[S] in G. Observe that,

E(G) =ES]E(G−N[S]). Since G−N[S] is a forest, we have that |E(G−N[S])|< |V (G−

(N[S]∪V0(G)))|. We aim to show that |V (G− (N[S]∪V0(G)))| ≤ (445|F |6 +67) · |ES|.

Let V ? be the set of vertices of degree 1 in G−N[S]. Let V ?
1 ⊆V ? be the set of vertices that

have some neighbor in N[S] and V ?
2 =V ? \V ?

1 . That is, V ?
2 ⊆V=1(G). Since the vertices in

V ?
1 have neighbors in N[S], they contribute at least one edge to the set ES and these edges

are distinct. Hence, |V ?
1 | ≤ |ES|.

Since V ?
2 ⊆ V=1(G), by Lemma 53, we have that V ?

2 ⊆ A. Thus, V ?
2 have neighbors

only in the set B∩V (G−N[S]). Also, by Lemma 54, any vertex in B can be adjacent

to at most |F | vertices of degree 1 in G. Hence, each vertex in B∩V (G−N[S]) can be

adjacent to at most |F | vertices of V ?
2 . Thus, we have that |V ?

2 | ≤ |F | · |B∩V (G−N[S])|.

Let G′ be the graph G− (V0(G)∪V ?
2 ). Since V0(G)∪V ?

2 ⊆ A, we have that, B ⊆ V (G′)

and B∩V (G−N[S]) = B∩V (G′−N[S]). Hence, we obtain the following.

|V ?
2 | ≤ |F | · |B∩V (G′−N[S])| ≤ |F | · |V (G′−N[S])|(7.1)

|V ?| = |V ?
1 |+ |V ?

2 | ≤ |F | · |V (G′−N[S])|+ |ES| (By (7.1) and |V ?
1 | ≤ |ES|)(7.2)

Since the graph G′ is obtained from G by deleting a subset of vertices that are contained in

V0(G)∪V=1(G)⊆ A, the vertices that are degree 1 in G′−N[S] are either degree 1 vertices

in G−N[S] and are contained in A, in particular in V ?
1 , or they are contained in B and

are neighbors of vertices in V ?
2 in G. Let L be the set of leaves (vertices of degree 1) in

G′−N[S]. We claim that L =V ?
1 . For contradiction, assume that a vertex b ∈ B∩L. Since
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Reduction Rule 29 is no longer applicable, we have that each vertex in B participates in a

cycle in G and hence, participates in a cycle in G′. Therefore, degree of b is at least 2 in G′.

Observe that b cannot have a neighbor in S, otherwise b ∈ N[S]. This implies that b has 2

neighbors in G′−N[S], which contradicts that b ∈ L. Observe that each vertex in V ?
1 is a

leaf vertex in G′−N[S]. Hence L =V ?
1 . Therefore, we obtain the following.

|L| ≤ |ES|.(7.3)

V≥3(G′−N[S]) ≤ |ES| (Since, G′−N[S] is a forest, V≥3(G′−N[S])≤ |L|)(7.4)

Next we bound |V0(G′−N[S])|. Since, for any vertex v in G′−N[S], dG(v) ≥ 1, we

have that any vertex w ∈ V0(G′−N[S]) is adjacent to some vertex in N[S]. Then, each

vertex in V0(G′−N[S]) contributes at least 1 edge to the set ES and these edges are distinct.

Therefore, we obtain the following.

(7.5) |V0(G′−N[S])| ≤ |ES|.

Let V 1
=2(G

′) be the set of vertices of degree 2 in G′−N[S] that have a neighbor in N[S].

Then, each vertex in V 1
=2(G

′) contributes at least 1 edge to the set ES. Therefore, we obtain

the following.

(7.6) |V 1
=2(G

′)| ≤ |ES|.

Let V 2
=2(G

′) be the set of vertices of degree 2 in G′−N[S], that do not have a neighbor

in N[S]. Then, each vertex in V 2
=2(G

′) is contained in some maximal degree two path

not containing any vertex of V 1
=2(G

′) in G′−N[S]. Observe that, since G′−N[S] is a

forest, (i) the number of maximal degree two paths not containing any vertex of V 1
=2(G

′) in

G′−N[S] is bounded by |L∪V≥3(G′)∪V 1
=2(G

′)| and hence bounded by 3|ES| (because of

(7.3),(7.4), and (7.6)). Observe that a degree two path not containing any vertex of V 1
=2(G

′)
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in G′−N[S] is also a degree two path in G−V=1(G). By Lemma 59, (ii) the number

of vertices in a degree two path in G−V=1(G) is bounded by 63|F |5 + 21. Therefore,

statements (i) and (ii) imply the following.

(7.7) |V 2
=2(G

′)| ≤ (189|F |5 +63)|ES|

Observe that V=2(G′−N[S]) =V 1
=2(G

′)∪V 2
=2(G

′). By (7.6) and (7.7), we get the following.

(7.8) |V=2(G′−N[S])|= |V 1
=2(G

′)|+ |V 2
=2(G

′)| ≤ (189|F |5 +64)|ES|

Note that, V (G′−N[S]) =V0(G′−N[S])∪L∪V≥3(G′−N[S])∪V=2(G′−N[S]). Hence,

we obtain the following using (7.3), (7.5), (7.4), and (7.8).

|V (G′−N[S])| = |V0(G′−N[S])|+ |L|+ |V≥3(G′−N[S])|+ |V=2(G′−N[S])|

≤ |ES|+ |ES|+ |ES|+(189|F |5 +64)|ES|

≤ (189|F |5 +67)|ES|(7.9)

Using (7.1) and (7.9), we obtain the following.

|V (G− (N[S]∪V0(G)))| ≤ |V (G′−N[S])|+ |V ?
2 |

≤ (|F |+1)|V (G′−N[S])| (By (7.1))

≤ (|F |+1)((189|F |5 +67)|ES|)

≤ (445|F |6 +67)|ES|

Thus, |E(G)|= |ES|+ |E(G−N[S])|

≤ |ES|+ |V (G− (N[S]∪V0(G))| ≤ (445|F |6 +68)|ES|.

This concludes the proof.

Lemma 61. Let (G = (A]B,E),F ,k) be an instance of HDBFVS, where G is a forest
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and |F | ≤ k2. Then, there exists an algorithm which solves the instance in O?((2k4)
k
)

time.

Proof. The Algorithm first applies Reduction Rules 27 to 35 exhaustively in the order in

which they are stated. If any reduction rule solves the instance, then output yes and no

accordingly. All the reduction rules are safe, and can be applied in polynomial time, and

they can be applied only polynomial many times since each reduction rule decreases the

size of the graph. Let (G′ = (A′]B′,E ′),F ′,k′) be the reduced instance. Since Reduction

Rule 29 is no longer applicable, B′ = /0, and hence G′ is an edge-less graph with vertex

set A′. By Lemma 53, |V (G′)| = |A′| ≤ |F ′|+
(|F ′|

2

)
. By Observation 7.6.4, we have

that |F ′| = |F | ≤ k2 and hence, |V (G′)| ≤ 2k4. We enumerate all the subsets of V (G′)

of size at most k and check if either of them forms a solution; else return that it is a

no-instance. Clearly, this algorithm runs in time
(2k4

k

)
nO(1) = O?((2k4)

k
). This completes

the proof.

Lemma 62. There is a randomized algorithm that takes an instance (G = (A]B,E),F ,k)

of HDBFVS as input, runs in O∗((2k4)
k
) time, and outputs either yes, or no, or an

instance (G? = (A? ] B?,E?),F ?,k?) of HDBFVS where k? < k, with the following

guarantee.

• If (G,F ,k) is a yes-instance, then the output is yes or an equivalent yes-instance

(G?,F ?,k?) where k? < k, with probability at least (445k12 +68)−(k
2+1).

• If (G,F ,k) is a no-instance, then the output is no or an equivalent no-instance

(G?,F ?,k?) where k? < k, with probability 1.

Proof. Let (G = (A]B,E),F ,k) be an input instance of HDBFVS. Recall that, for any

v ∈ A, Xv = {F ∈F : v ∈ F}. The algorithm applies the following iterative procedure.

Step 1. If G is acyclic and |F | ≤ k2, then apply Lemma 61 and solve the instance.

Step 2. If |F | ≥ k2 +1;
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(i) If there exists a vertex v such that |Xv| ≥ k+1, return (G−N[v],F \Xv,k−

1).

(ii) Otherwise, return that (G = (A]B,E),F ,k) is a no-instance of HDBFVS.

Step 3. Apply Reduction Rules 27 to 35 exhaustively in the order in which they are stated.

If any reduction rule solves the instance, then output yes and no accordingly. Let

(G′ = (A′]B′,E ′),F ′,k′) be the reduced instance.

Step 4. Pick an edge e = ub in E(G′) uniformly at random, where u ∈ A′,b ∈ B′. Set

G := G′−b,F := F ′∪{NG′(b)}, and k := k′. Go to Step 1.

Now we prove the correctness of the algorithm. Correctness of Step 1 follows from

Lemma 61. Next assume that |F | ≥ k2 +1. Suppose that, v is a vertex that is contained

in at least k+ 1 sets in F . By Observation 7.6.2, pairwise intersection of two sets in

F is at most 1. Thus, if we do not pick v in our solution, then we have to pick at least

k + 1 vertices to hit sets in Xv. This implies that v is contained in every solution of

(G,F ,k) of HDBFVS. Therefore, we have that (G,F ,k) is a yes-instance of HDBFVS

if and only if (G− v,F \Xv,k− 1) is a yes-instance of HDBFVS, and correctness of

Step 2i follows. Suppose that, each vertex in A is contained in at most k sets in F .

This implies that no set of size at most k can hit k2 +1 sets of F . Therefore, (G,F ,k)

is a no-instance of HDBFVS, and correctness of Step 2ii follows. Correctness of the

Step 3 is implied by the fact that all our reduction rules are safe. Suppose that, the

algorithm does not stop in Step 3. Let (G′,F ′,k′) be the reduced instance, where k′ ≤ k.

Now, let S be a hypothetical solution to (G′,F ′,k′). By Lemma 60, the picked edge

e = ub is incident to a vertex in NG′[S] with probability at least 1/(445|F |6 +68). This

implies that with probability at least 1/(445|F |6 + 68) a vertex in NG′(b) is contained

in S. Therefore, if (G′,F ′,k′) is a yes-instance, then (G′−b,F ′∪{NG(b)},k′) is a yes-

instance, with probability at least 1/(445|F |6 + 68). Also, notice that any solution to

(G′−b,F ′∪{NG(b)},k′) is also a solution to (G′,F ′,k′). Therefore, if (G′,F ′,k′) is a no-

instance, then (G′−b,F ′∪{NG(b)},k′) is a no-instance, with probability 1. Consequently,
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if (G,F ,k) is a no-instance, then the output is no or a no-instance (G?,F ?,k?) with

probability 1.

Now, suppose that (G,F ,k) is yes-instance. By Observation 7.6.4, we know that

after the application of Reduction Rules 27 to 35, (a) the size of the family F ′ in the

reduced instance is |F |. Therefore, Step 4 is applied at most k2 +1 times. Moreover, each

execution of Step 4 is a success with probability at least 1/(445|F̂ |6 +68), where F̂ is

the family in the instance considered in that step. In Step 4, the size of the family of any

instance is bounded by k2, because of Step 2. Therefore each execution of Step 4 is a

success with probability at least 1/(445k12 +68). This implies that either our algorithm

outputs yes or a yes-instance (G?,F ?,k?) with probability at least (445k12 +68)−(k
2+1).

By Observation 7.6.4, we know that after the application of Reduction Rules 27 to 35, the

parameter k′ in the reduced instance is at most the parameter k in the original instance.

Moreover, if the algorithm outputs an instance, then that will happen in Step 2i and there k

decreases by 1. This implies that k? < k. This completes the proof of correctness of the

algorithm.

By Lemma 61, Step 1 runs in O?((2k4)
k
) time. Observe that, Step 2 runs in polynomial

time. All the reduction rules run in polynomial time, and are applied only polynomially

many times. Step 4 runs in polynomial time, and we have at most k2 + 1 iterations.

Therefore, the total running time is O?((2k4)
k
). This completes the proof.

By applying Lemma 62 at most k times, we can show the the following.

Lemma 63. There exists a randomized algorithm B that takes an instance (G = (A]

B,E),F ,k) of HDBFVS as input, runs in O?((2k4)
k
) time, and outputs either yes or no

with the following guarantee.

• If (G,F ,k) is a yes-instance, then the output is yes with probability at least (445k12+

68)−k(k2+1).

• If (G,F ,k) is a no-instance, then the output is no with probability 1.
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Let τ(k) = (445k12 +68)k(k2+1)(logn)O(1). To boost the success probability of algorithm

B, we repeat it O(τ(k) logn) times. After applying algorithm B O(τ(k) logn) times, the

success probability is at least

1−
(

1− 1
τ(k)

)O(τ(k) logn)

≥ 1− 1
2O(logn)

≥ 1− 1
nO(1)

.

Thus, we have the following result.

Theorem 7.6.5. There exists a randomized algorithm A that takes an instance (G =

(A]B,E),F ,k) of HDBFVS as input, runs in O?(2O(k3 logk)) time, and outputs either

yes or no with the following guarantee.

• If (G,F ,k) is a yes-instance, then the output is yes with probability at least 1− 1
nO(1) .

• If (G,F ,k) is a no-instance, then the output is no with probability 1.

7.7 Conclusion

In this chapter, we initiated the study of FEEDBACK VERTEX SET problem on hypergraphs.

We showed that the problem is W[2]-hard on general hypergraphs. However, when the input

is restricted to d-hypergraphs and linear hypergraphs, which are a strict generalization

of graphs, FVS turns out to be tractable (FPT). We believe that this opens up a new

direction in the study of parameterized algorithms. That is, extending the study of other

graph problems, in the realm of Parameterized Complexity, to hypergraphs. Designing

substantially faster algorithms for HFVS on linear hypergraphs and designing polynomial

kernels remain interesting questions for the future.
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FVS (CF-FVS) is W[1]-hard even when G is a disjoint union of cycles. A similar result holds for the 
conflict-free version of Odd Cycle Transversal (CF-OCT), Chordal Vertex Deletion (CF-CVD) and Interval 
Vertex Deletion (CF-IVD). (2) CF-VD with infinite forbidden characterizations is FPT for restricted conflict 
graphs. We also show that CF-FVS, CF-OCT, CF-CVD, and CF-IVD are FPT, when H belongs to the family 
of d-degenerate graphs or nowhere dense graphs. (3) Dichotomy for CF-FVS. We obtain a complete 
dichotomy result on the Parameterized Complexity of the problem H-CF-FVS, where the conflict-free 
graph H belongs to graph class H (for hereditary H ), in terms of the Independent Set problem. We 
show that H-CF-FVS is in FPT if and only if H+Cluster Independent Set is in FPT, where H+Cluster 
Independent Set is the Independent Set problem on the edge union graph of a cluster graph and a 
graph in H. (4) Kernelization complexity for CF-FVS and CF-OCT. We obtain a polynomial kernel for CF-
FVS and show that CF-OCT does not admit a polynomial kernel, when H belongs to the family of d-
degenerate graphs. (5) Parameterized Complexity of conflict-free versions of Maximum Matching and 
Shortest Path. We also study conflict-free (parameterized) versions of the Maximum Matching (CF-
MM) and Shortest Path (CF-SP) problems. We show that both CF-MM and CF-SP are W[1]-hard, when 
parameterized by the solution size. For the CF-MM problem, we give an FPT algorithm, when the 
conflict graph belongs to the family of chordal graphs. For conflict graphs being d-degenerate and 
nowhere dense graphs, we obtain FPT algorithms for both CF-MM and CF-SP. We study a variant of 
CF-MM and CF-SP, where instead of conflicting conditions being imposed by independent sets in a 
conflict graph, they are imposed by independence constraints in a (representable) matroid. We give 
FPT algorithms for the above variant of both CF-MM and CF-SP. (6) FVS in hypergraphs. Finally, we 
extend our study from problems on graphs to hypergraphs. In particular, we study the Feedback Vertex 
Set problem on hypergraphs. We show that FVS on hypergraphs is W[2]-hard, when parameterized by 
the solution size. We obtain FPT algorithms for FVS on hypergraphs, when the input hypergraph is 
restricted to d-hypergraphs and linear hypergraphs. 
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