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SYNOPSIS

Radio-frequency quadrupole (RFQ) [1] accelerators are extensively used as injectors in

the high current Linacs because of their remarkable capability of simultaneously focussing,

bunching and accelerating the low-energy ion beams with high transmission (> 90 %) and

minimum emittance growth. However, in any RF accelerator the beam must be longi-

tudinally bunched so that all particles will be accelerated. In a conventional acceleator

such as the drift tube Linac (DTL), bunching is accomplished prior to injection into the

Linac using one or more RF bunching cavities. In buncher cavities RF electric �elds are

applied to the DC input beam to produce a velocity modulation in which early particles

are decelerated and late partciles are accelerated. After a suitable drift space, the beam

becomes bunched, ready for injection into the Linac. The bunching is usually not very

e�cient, especially for high-current beams because of the high space-charge forces at low

energies, since the forces on the particle are proportional to (1− β2), where β = v
c
is the

velocity. In high-intensity beams, the bunching process causes an increase in the beam

density, which increases the space-charge forces further which results in a blow-up of the

transverse beam emittance. The conventional DTL linacs are e�cient only in the velocity

range of 0.04 ≤ β ≤ 0.28. In order to make the e�cient use of DTL structures in older

Linacs, the extraction voltage of the ion source was increased to ∼ 0.7 MV. These high

voltages were generated using the Cockroft Walton generators. The fundamental limita-

tions of the conventional linacs is not only in terms of beam current, but also the reliable

operation of HV columns, which is reponsible for the large fraction of machine downtime.

However, the RFQ accelerator, proposed by Kapchinskii and Teplyakov in 1970, is well

suited for acceleration of beams with low velocities in the range of about 0.01 to 0.1 times

the speed of light.

A RFQ uses the velocity independent transverse electric focusing at low energies which

gives a signi�cant strong focusing as compared to conventional linacs that use velocity

dependent magnetic lenses. This allows one to extend the practical range of operation of

RFQs to low velocities, thus eliminating the need for large, high voltage dc accelerators.

The RFQs bunch the beam adiabatically and by proper choice of parameters one can

achieve a high transmission (> 90%). Because of their high capture e�ciency at low
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energies, the RFQs are well suited as a �rst unit of all high current RF linear accelerators

in many advanced applications, such as Accelerator Driven Systems (ADS) [2] for e�ective

utilization of throium resources, Spallation Neutron Sources (SNS) [3] and production of

radioactive ion beams (RIB) [4].

In view of the importance of RFQ accelerators for high-current machines, the R&D

activity for the design and development of 2 di�erent continuous wave (CW) RFQs was

initiated at BARC, Mumbai.

1. A 400 keV deuteron RFQ [5] for neutron production

2. A 3 MeV, 30 mA Proton RFQ for Low Energy High Intensity Proton accelerator

(LEHIPA) [6], which will be used as a front-end injector to 1 GeV Linac for ADS

application

The work reported in the thesis deals with the design aspects of these RFQs and

characterization of the 400 keV RFQ. It is presented in seven chapters. In chapter 1, we

present the brief introduction about the operating principle of a RFQ, a list of existing

RFQs and also review the status of various upcoming high current RFQs at di�erent labs.

In chapter 2, we present the beam dynamics simulations studies for our 400 keV deuteron

RFQ. The beam dynamics studies of RFQ [7] linacs have been extensively done, and

a generalized method was used, where the RFQ was divided into four sections, namely

radial matching (RM), shaper (SH), gentle buncher (GB) and accelerator (AC) sections.

Several design methods have been proposed at di�erent laboratories for minimizing the

emittance growth and the resulting beam losses. We have extensively studied two popular

design philosophies [8], and compared their advantages and disadvantages from the beam

dynamics, fabrication and tuning point of view. Based on these studies, the 400 keV and

3 MeV RFQ's have been designed. The following criteria are kept in mind while designing

these RFQs

1. Maximize the beam transmission

2. Minimize the emittance growth

3. Minimize the length
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4. Peak surface �eld <1.8 Kilpatric �eld (kp) [9]

Based on these criteria, the optimization of the RFQ parameters was done using the

computer code LIDOS [10]. In order to minimize the activation of the structure, it

is advisable not to loose the beam at high energies. The distribution of beam losses

and energy of the lost particles was studied for 4 di�erent input beam distributions and

observed that the losses are concentrated below 200 keV for the 400 keV RFQ and less

than 2 MeV for 3 MeV proton RFQ.

In RFQ design, it is crucial to study the e�ect of errors on the beam dynamics. Various

e�ects such as beam misalignment and tilt, variations in the input energy and vane voltage,

etc., can degrade the beam dynamics-typically through reduced transmission and increase

of emittance. Further, it is necessary to study not just the e�ects of individual errors, but

also of combination of these errors. Such a study is essential to get an idea of the errors

that can be tolerated, which would in turn place limits on the tolerances that are needed

in the fabrication of the RFQ, power supplies etc. The e�ects of various errors (speci�ed

above) on beam transmission was studied. Based on these studies the tolerances on the

input beam alignments, input energy deviation and energy spread of the input beam have

been speci�ed.

In chapter 3, we present the Electromagnetic simulation of the 400 keV deuteron

RFQ. The transverse cross-section of the RFQ was optimized using the computer code

SUPERFISH [11]. The 2D cavity parameters are optimized based on the following criteria

1. Maximizing the Quality factor

2. Minimizing the peak surface �eld for a given vane voltage

E�ect of various parameters on the resonat frequeny of the RFQ was studied. Based on

these studies an empherical formula for frequency variation with respect to three main

parameters namely: transverse radius of curvature (ρt), average bore radius (r0) and

Corner radius (Rc) was given. This was very helpful, while aligning the vanes before

brazing.

The �eld distribution inside the RFQ cavity should be �at similar to TE210mode. In

the closed ideal RFQ the �eld distribution will be peaked at the center and reduces to zero
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at the ends of the cavity. In order to produce a longitudinally uniform �eld throughout

the length, the end regions of the RFQ have to be provided with undercuts, which are

called end cells [12]. The resonant frequency of these end cells should be equal to the

quadrupolar cross sectional frequency, to have a �at �eld distribution along the length.

These end cells were designed using 3D Electromagnetic simulation code CST Microwave

studio.

While optimizing the end cells the unwanted dipolar mode frequencies increase and

come closer to the desired quadrupolar mode. Since the frequency di�erence between the

modes reduces, the contribution from the dipole mode in the �eld distribution increase for

small mechanical perturbations. In order to separate the modes farther from each other

the dipole stabilizer rods (DSRs) are used. The positions of the DSRs are chosen in such

a way that they disturb only the dipole modes. The length and radius of the DSRs are

optimized in such a way that the dipole mode frequency should be as far as possible from

the required quadrupole mode.

In chapter 4, we present the analytical tool which was developed to foresee the e�ect

of geometric perturbations on the voltage pro�le. In this chapter, we give theory of �ve

conductor transmission line equivalent circuit for the four-vane RFQ and the e�ects of

geometrical pertubations on the voltage pro�les are analyzed for some particular cases and

are compared with simulated results. Based on this theory, we have developed a tuning

algorithm for our 400 keV RFQ. The goal of tuning program is to reduce the perturbative

components up to a desired value, typically chosen by beam transmission considerations.

Initially when the �eld distribution is measured, we assume that the errors in the �eld are

due to capacitive errors. From the perturbative analysis we can calculate the capacitive

errors which are responsible for the measured �eld distribution. Then we will calculate

the required inductance to compensate these capacitive errors. With the help of the

tuners located at discrete positions these inductances can be introduced, which leads to

the required �eld distribution. The input for this tuning alogirthm was the measured �eld

distribution, Based on this it will give the depth of the tuners required in order to have

desired �eld distribution. A particular case study was performed in order to validate this

algorithm.

Based on these simulation studies a 400 keV deuteron RFQ has been built.. The
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vacuum brazing of the RFQ has been done in two stages. In the �rst stage, all the 4 vanes

are brazed (i.e., copper to copper) and in the second stage the ports and end �anges are

brazed (i.e., copper to SS). The brazed RFQ along with bead pull measurement setup is

shown in Figure 1.

Figure 0.1: 400 keV RFQ along with bead pull measurement setup

The low power RF characterization, which mainly involves the meaurement of Quality

factor, resonant frequency and �eld distribution (using bead pull system) of the RFQ, high

power condition and beam commissioning was done and the results of these measurements

are presented in chapter 5. In order to have a �at �eld distribution in 400 keV RFQ, we

have used our tuning program and after 7 iterations, the quadrupole �eld levels were tuned

within ±5 % (dQ/Q0) and dipole contibution < 4 % (d1/Q0,d2/Q0), where Q0is the average

quadrupole mode. While tuning the RFQ for �eld �atness, the resonant frequency was

measured to be 352.48 MHz which is more than the desired frequency (350 MHz). In

order to tune the RFQ to the desired frequency without disturbing the �eld �atness, the

tuners have to be moved outward in such a way that the frequency shift because of each

tuner should be equal to 0.16 MHz. The �eld distribution results are shown in Figure 2.
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Figure 0.2: (a) Field distribution in all the 4 quadrants (b) Quadrupole and dipole mode

contributions in �eld (c) Deviation of �eld with average quadrupole �eld (d) s11, s22

re�ection measurements

In order to avoid the neutron production by deuteron beam, inital beam trials were

done using the proton beam. The beam dynamics simulations to accelerate the proton

in this RFQ have been done. Since the RFQ is a constant β(v
c
) structure, so the input

energy and the intervane voltage has to be halved to accelerate the proton beam. The

intervane voltage needed to accelerate the proton beam is ~ 22 kV, which corresponds

to the input power of ~ 15 kW. In order to validate our calculations high power RF

(∼ 30 kW) conditioning of the RFQ has been done in pulsed mode. The proton beam

of input energy 25 keV was injected into the RFQ and accelerated the beam to 200 keV

. The variation of the output proton beam energy and transmission with the input RF

power has been studied. The 200 keV proton RFQ beam line is shown in Figure 3. The

output beam energy was measured using a 900deg bending magnet and the results shown

in Figure 4 was in good agreement with the simulations.
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Figure 0.3: 200 keV RFQ Beam line

Figure 0.4: Energy and energy spread of the output beam
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As part of our on going project LEHIPA [13] for development of 20 MeV, 30 mA proton

linac, the design studies of the 3 MeV RFQ were also done. In chapter 6, we present some

of the simulations studies of the 3 MeV proton RFQ. The length of this 3 MeV RFQ is ∼4
m. For long RFQ structures the frequencies of the higher order modes will come closer

to the desired quadrupole mode. So with a mechanical perturbations, the contribution of

the higher order modes in the �eld distribution will increase as the di�erence between the

modes decreases. This makes the structure sensitive to the perturbations. It is therefore

planned to make this RFQ in 4 sections of 1 m each. 2 sections are mechanically joined

to make a two 2 m long segments and these segments are coupled via a coupling cell

[14]. The gap between the vanes of the two segments are adjusted in such a way that

the superior and inferior mode frequencies will lie above and below the desired mode

frequency. This will make the structure insensitive to the mechanical perturbations. The

parameters of these coupling cells have been optimized using the computer code CST

Microwave studio.The e�ect of these coupling cells on the beam dynamics have been

studied. It was observed that the more number of coupling gaps will deteriorate the beam

quality as well as transmission. From the beam dynamics point of view, it is advisable to

have minimum number of coupling gaps. Based on these we have decided to have only

one coupling cell in 3 MeV proton RFQ.

Summary, conclusions and the scope for the future developments are presented in

chapter 7.
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Chapter 1

Introduction

The particle accelerator delivers the energy to charged particle beams by application

of an electric �eld. The �rst particle accelerators were electrostatic (DC) accelerators in

which the particle acquires an energy equal to the product of its electric charge times

the potential drop. The accelerators using DC �eld for acceleration of charged parti-

cles are Cockroft-Waltor [1], Van de Graa� [2] and Tandem accelerators [3]. The main

limitation of DC accelerators is that the maximum energy obtainable cannot exceed the

product of charge times the potential di�erence that can be maintained, and in practice

this potential di�erence is limited by electric breakdown to not more than few tens of

megavolts. RF accelerators bypass this limitation by applying a harmonic time-varying

electric �eld to the beam, which is localized into bunches, such that the bunches always

arrive when the �eld has the correct polarity for acceleration. The time variation of the

�eld removes the restriction that the energy gain be limited by a �xed potential drop.

The beam is accelerated through a structure in which a particular electromagnetic mode

is excited from a high-frequency external power source. For acceleration, the beam par-

ticles must be properly phased with respect to the �elds, and for sustained energy gain

they must maintain synchronism with those �elds, this requirement has led to the name

resonance accelerators, which include the Linear accelerators [4-7] (linacs), cyclotron [8]

and synchrotron. The ideal particle orbit in an RF accelerator is a straight line for a

linac, a spiral for a cyclotron and a circle for a synchrotron. In cyclic accelerators (cy-

clotrons and synchrontrons), the magnets are used to con�ne the beam in closed orbits

and radio frequency cavities are used for imparting energy to the beam. Initially, these

particle accelerators are developed as tools for nuclear and particle physics research. The

vast amount of applied research did grow from these technologies. More recently there is

an active, ongoing work to utilize the high current, high energy particle accelerators for

nuclear power generation and transmutation of nuclear waste.

In these high current applications, the linear accelerator have more advantages than
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the cyclic accelerators because of their capability of producing high-energy, high-intensity

charged particle beams of small diameter and small energy spread. Since the beam tra-

verses the structure in a single pass therefore repetitive error conditions causing destruc-

tive beam resonance are avoided. Also, there is no power loss from synchrotron radiation,

which is the limitation, particularly for high energy beams in circular accelerators. Be-

sides, injection and extraction are simpler than in circular accelerators, since the natural

orbit of the linac is open at each end, so special techniques for beam injection and extrac-

tion are not needed. The linac can operate at any duty factor, which results in acceleration

of beams with high average current. So the linacs have therefore become the obvious choice

for all the high current advanced applications such as Accelerator Driven systems (ADS)

[9] for e�ective utilization of thorium resources, Spallation Neutron Sources (SNS) [10]

and production of Radioactive Ion Beams (RIB) [11].

In RF accelerators the beam must be longitudinally bunched so that all particles will be

accelerated. In a conventional accelerator such as the drift tube linac (DTL), bunching is

accomplished prior to injection into the Linac using one or more RF bunching cavities. In

buncher cavities RF electric �elds are applied to the DC input beam to produce a velocity

modulation in which early particles are decelerated and late particles are accelerated.

After a suitable drift space, the beam becomes bunched, ready for injection into the Linac.

The bunching is usually not very e�cient, especially for high-current beams because of the

high space-charge forces at low energies, since the forces on the particle are proportional

to (1− β2) , where β = v
c
is the velocity. In high-intensity beams, the bunching process

causes an increase in the beam density, which increases the space-charge forces further

which results in the blow-up of the transverse beam emittance. The conventional DTL

linacs are e�cient only in the velocity range of 0.04 ≤ β ≤ 0.28. In order to make the

e�cient use of DTL strcutures in older Linacs, the extraction voltage of the ion source was

increased to ∼ 0.7MV . These high voltages were generated using the Cockroft Walton

Generators. The fundamental limitations of the conventional linacs is not only in terms

of beam current, but also the reliable operation of HV columns, which is responsible for

the large fraction of machine downtime. However, the RFQ accelerator, proposed by

Kapchinskii [12] and Tepliakov in 1970, is well suited for acceleration of beams with low

velocities in the range of about 0.01 to 0.1 times the speed of light.
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The RFQ uses the velocity independent transverse electric focusing at low energies

which gives a signi�cant strong focusing as compared to conventional linacs that use

velocity dependent magnetic lenses. This allows one to extend the practical range of

operation of RFQs to low velocities, thus eliminating the need for large, high voltage dc

accelerators. The RFQs bunch the beam adiabatically and by proper choice of parameters

one can achieve a high transmission (> 90%). Becasue of their remarkable capability of

simultaneous focussing, bunching and accelerating the low-energy ion beams with high

beam quality, the RFQs are well suited as a �rst unit of all high current RF linear

accelerators. In view of the importance of RFQ accelerators for high-current machines,

the R&D activities for the design and development of 2 di�erent continuous wave (CW)

RFQs were initiated at BARC, Mumbai.

1. A 400 keV Deuteron RFQ [13] for neutron production

2. A 3 MeV, 30 mA proton RFQ for Low Energy High Intensity Proton Accelerator

(LEHIPA) [14], which will be used as a front-end injector to 1 GeV Linac for ADS

application.

1.1 Deuteron RFQ:

A 14 MeV neutron generator based on the T(d,n) reaction using a 400 keV DC ac-

celerator is operational at PURNIMA lab, BARC (Figure 1.1).The 14 MeV neutrons are

produced when deuteron (D+) ion beam accelerated up to 400 keV is bombarded on thick

Tritium (1H
3) target.

1H
3 +1 H

2 →2 He
4 +0 n

1 + 17.6MeV

The angular distribution of 14 MeV neutrons is slightly forward peak in the lab system.

The D+ ion beam is obtained using a RF ion source. The RF ion source was able to

produce ion current up to 300 − 400 µA out of which only ∼ 100 − 200 µA could be

accelerated up to 400 keV. This beam current when bombarded on a tritium target can

produce a neutron �ux of ∼ 109 n/s.
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Figure 1.1: 400 keV DC Accelerator at PURNIMA, BARC

In order to increase the �ux by an order of magnitude, it was felt that it would be

useful to modify the ion source to get a beam current of 1 mA and to replace the DC

accelerator with an RFQ.As the beam transmission through the RFQ is more than 90 %,

this will increase the neutron �ux to ∼ 1010 n/s (Figure 1.2), which will enable experiments

to be conducted with greater accuracy.

In addition to this, it will also generate useful experience, at an intermediate level of

energy and RF power, in operating such systems. This experience will be of great value

towards the objective of building and operating a 20 MeV, 30 mA proton linac (LEHIPA)

which will serve as a front-end injector of 1 GeV accelerator for ADS.

This 400 keV RFQ based system consists mainly of a 50 keV ion source, and a 400 keV

RFQ. The DC beam from the ion-source is matched to the RFQ using a Low Energy Beam

Transport (LEBT) system, which has been designed with two solenoids. The schematic

layout of the 400 keV RFQ based accelerator system is shown in Figure 1.3.
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Figure 1.2: Neutron Yield vs deuteron energy [15]

Figure 1.3: Layout of 400 keV RFQ based accelerator system

1.2 Proton RFQ for LEHIPA

Accelerator driven sub-critical reactor systems (ADS) have evoked considerable inter-

est in the nuclear community of the world over because of their capability to incinerate

the MA (Minor actinides) and LLFP (long-lived �ssion products) radiotoxic waste and

for converting a fertile material (throium) into �ssile nuclear fuel. Since india has vast

resources of thorium, ADS o�ers a potential route for accelerated thorium utilization [16].
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ADS mainly consists of a sub-critical reactor coupled to a high power proton accel-

erator through spallation target as outline in the Figure 1.4. The practical realization

of ADS requires development of a high energy (∼ 1GeV ) and high current (> 20mA)

proton accelerator to produce the intense spallation neutron source needed to drive the

sub-critical reactor assembly. Also, it is necessary that the accelerator is reliable, rugged

and stable in order to provide uninterrupted beam power to the spallation target, over

long periods of time. It should also have a high e�ciency for conversion of electric power

to beam power. The beam loss in the accelerator must be less than 1 W/m so that

hands-on maintenance of the accelerator sub-assemblies can be safely done. For ADS,

operation of accelerator should be in CW mode to avoid undesirable thermal shocks to

the spallation target and fuel elements.

Figure 1.4: Schematic of ADS

In high current proton accelerators, the dominance of space charge e�ect at low en-

ergies causes beam loss and also initiates oscillatory particle motions that appear later
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as a beam halo in the high-energy sections. The beam halo is the dominant particle loss

mechanism and is closely connected to the emittance mismatch in the low energy sections

of the accelerating structure, resulting in severe activation of components in the Linac.

For these reasons, it is very important for beam to smoothly move across segments in

the low-energy injector sections. It is envisioned that the 1 GeV accelerator for ADS be

pursued in three phases, namely 20 MeV, 200 MeV and 1 GeV. The most challenging part

of this CW proton accelerator is development of the low-energy injector, typically up to

20 MeV, because the space charge e�ects are maximal at low energies. Therefore, the

development of a 20 MeV, 30 mA proton accelerator (LEHIPA) as the front-end injector

of the 1 GeV accelerator for the ADS programme has been initiated at BARC.

The major components of LEHIPA are a 50 keV ECR ion source, a 3 MeV RFQ

and a 20 MeV drift tube linac (DTL). The LEBT and MEBT (Medium energy beam

transport) lines will match the beam from the ion source to RFQ and from RFQ to DTL

respectively. The main criterion for the design of the Linac is to have minimum beam

loss and maximum acceleration e�ciency. The layout of the 20 MeV accelerator is shown

in Figure 1.5.

Figure 1.5: Layout of LEHIPA
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1.3 List of RFQs

Here, we present the list of existing and status of the proposed H+/D+ RFQs.

Table 1.1: List of RFQs

Project Country Ions type
Freqeuncy

(MHz)

Peak

current

(mA)

duty

cycle
status

LEHIPA India H+ 4-vane 352.2 30 100 %
fabrication

stage

LEDA US H+ 4-Vane 350 110 100 % demonstrated

Trasco Italy H+ 4-Vane 352.2 30 100 %
Fabrication

completed

IPHI France H+ 4-Vane 352.2 100 100 % RF Testing

PXIE US H− 4-Vane 162.5 1-10 100 %
under

construction

IFMIF Italy D+ 4-vane 175 140 100 % design stage

Franz Germany H+ 4-rod 175 200 100 % testing stage

SARAF Israel D+ 4-rod 176 4 100 % operated

C-ADS China H+ 4-vane 162.5 15 100 % design stage

PEFP korea H+ 4-vane 350 20 24 %
Commissioned

and working

JAERI-

BTA
Japan H+ 4-vane 201.5 110 10 % operated

SNS US H− 4-vane 402.5 56 6.2 %
Commissioned

and working

LINAC 4 Swiss H− 4-vane 352.2 70 6 % Commissioned

J-parc Japan H− 4-vane 324 50 3 % RF Testing
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I-SNS India H− 4-vane 352.2 30 1.25 % design stage

RFQ2 Swiss H+ 4-vane 202.5 200 0.03 % operated

ATS US H− 4-vane 350 100 0.025 % operated

Here in this thesis, we present the design and development of 400 keV RFQ. The theses

is organized in seven chapters.

In Chapter 2, basic theory of RFQ, and beam simulations results are given. In chapter

3, complete 2D and 3D RFQ cavity design is discussed. In chapter 4, the perturbative

analysis of the 4-vane RFQ and tuning algorithm are discussed. In chapter 5, the RF

characterization, low power conditioning and beam commissioning results were presented.

In chapter 6, the simulations results of LEHIPA RFQ are given. In chapter 7, summary

and scope for future work are presented.
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Chapter 2

RFQ Beam Dynamics and Simulation results

2.1 Introduction

The radiofrequency quadrupole (RFQ) is relatively a new type of linear accelerator,

and its recent development was a major innovation in the linac �eld. Although the

operating principle is basically simple, the RFQ was unknown until the late sixties. The

major contributions were made to RFQ design by the Los Alamos National Laboratory

(LANL), where a demonstrator named POP (proof of principle) was built and run in

1980. Since then, RFQ has become so popular that, within a few years, several RFQs

were built and commissioned in numerous laboratories and universities throughout the

world.

In this chapter, we present the principle of RFQ operation including the �eld descrip-

tion that describe the beam dynamics. This is followed by a discussion of the design

strategy, which we have adopted for our 400 keV RFQ and give the results of the simula-

tion studies.

2.2 Principle of RFQ

In RFQ the electric �eld distribution is generated by four vanes arranged symmetrically

around the beam axis, as seen schematically in Figure 2.1. The vanes are excited with RF

power so that at any given time, adjacent vane tips have equal voltages of opposite sign.

If the vane tips are at a constant radius along the beam axis, designated the z-axis, then

only a transverse quadrupole �eld is present. This electric �eld is focusing in each plane

during half of the RF period and defocusing during the other half, giving the structure

the properties of an alternating-gradient focusing system with a strength independent of

the particle velocity. Because the geometry of the electrodes described above does not
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introduce any longitudinal �eld component, so this setup cannot be used to form bunches

and for acceleration.

Figure 2.1: Four vanes of Quadrupole with alternating polarity

In order to generate a longitudinal accelerating �eld, the quadrupole symmetry of the

electrodes needs to be distrubed. Which is as shown in Figure 2.2. When the vertical

electrode has a distance ′a′ from the beam axis, the horizontal electrode has a distance

of ′m ∗ a′ from the axis, where ′a′ is known as the aperture and ′m′ is the modulation,

which is typically varied between 1 to 3. After a certain distance cl, the perturbation has

changed, so that vertical electrode has a distance of ′m ∗ a′ and the horizontal electrode

was at a distance of ′a′ from the beam axis. If the distance cl is synchronized with the RF

�eld and the particle's velocity as cl = βλ
2
, where β = v

c
and λ is wavelength of the RF,

then the particle sees a net accelerating �eld in every cell. This is the key idea of RFQ

principle.
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Figure 2.2: Quadrupole with modulated vanes

The variation of parameters of the RFQ (ie., modulation, synchronous phase and

aperture) are chosen carefully in order to keep the beam well focussed and accelerate with

maximum transmission.

2.2.1 Field description

The time varying electric �eld (E) in terms of the scalar and vector potentials
(
φ, ~A

)
is given as

~E = −~∇φ− ∂ ~A

∂t
(2.1)

In all types of RFQ structures, the magnetic �elds near to the vane tips is zero. Only

the electric �elds are present near the tips. This concides with the fact that the area

near the beam axis refers to capacitive component of the RF-structure. Therefore, the

variation of vector potential can be neglected in the above equation 2.1, so the electric

�eld is purely a function of scalar potential (φ), which is equivalent to static case. This
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is called a quasi-static approximation. So in order to �nd the �eld in the region near to

beam axis, the Laplace equation has to be solved taking the boundary conditions into

account.

The Laplace equation in cylindrical coordinates is given by

∂2φ

∂r2
+

1

r

∂φ

∂r
+

1

r2

∂2φ

∂θ2
+
∂2φ

∂z2
= 0 (2.2)

Using the variable seperables method for solving the above equation assuming

φ(r, θ, z, t) = R(r)Θ(θ)Z(z) sin(ωt+ ϕ) (2.3)

The solution of the laplace equation can be written as

φ(r, θ, z) =
∞∑
s=0

Asr
2(2s+1)cos(2(2s+ 1)θ) +

∞∑
n=1

∞∑
s=0

AnsI2s(knr)cos(2sθ)sin(knz) (2.4)

The above equation 2.4 is the general K-T potential function, from which the electric

�eld in the vicinity of the beam may be calculated.

2.2.1.1 Two-Term potential function

By looking at general K-T potential function, the RFQ look like a complicated three

dimensional structure, for which a simple analytical form for the �elds would be di�cult to

obtain. The analytical solution gives the dependence of the �elds on the vane shape, and

which in turn greatly simplify our task of choosing the optimized electrode geomtries. One

way to obtain a self-consistent solution is to select only the lowest-order terms from the

general solution for the potential, and then construct the electrode shapes that conform

to the resulting equipotential surfaces. This is the approach that was used by K-T [12] in

their original paper. By considering only the �rst two terms from the equation 2.4, the

potential function is written as

φ(r, θ, z) = A0r
2cos(2θ) + A10I0(kr)cos(kz) (2.5)

Where A0 and A10 are constants that are determined by the electrode geometry, and

k = 2π/L, where L is the period of the electrode modulation. We choose L = βsλ, where
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βs is the velocity of the synchronous particle. The constants A0 and A10 are determined

by assuming the potential at a particular time on the horizontal and vertical vanes as

+V0/2 and −V0/2 , respectively and also assuming that the vertical vane displacement as

r = m ∗ a, and horizontal vane displacement as r = a, at z = 0. Then, the constants are

given by

A0 =
V0

2a2

I0(ka) + I0(kma)

m2I0(ka) + I0(mka)
(2.6)

and

A10 =
V0

2

m2 − 1

m2I0(ka) + I0(mka)
(2.7)

Then the complete time-dependent potential is given as

φ(r, θ, z, t) =
V0

2

[
χ
[r
a

]2

cos(2θ) + AI0(kr)cos(kz)

]
sin(ωt+ ϕ0) (2.8)

where χ = I0(ka)+I0(kma)
m2I0(ka)+I0(mka)

and A = m2−1
m2I0(ka)+I0(mka)

. The potential function in carte-

sian coordinates is given as

φ(x, y, z, t) =
V0

2

[ χ
a2

[
x2 − y2

]
+ AI0(kr)cos(kz)

]
sin(ωt+ ϕ0) (2.9)

In principle, the geometry of the electrodes is now speci�ed from the ±V0/2 equipoten-

tial surfaces. The transverse cross sections are approximately hyperbolas. At z = βλ/4,

the RFQ has exact quadrupole symmetry, and the tips of the x and y electrodes have a

radius equal to r0 = aχ−1/2. The machining of the electrodes following the exact analytical

shape is very di�cult due to high peak �elds which will lead to sparking and therefore

prohibit the reliable operation. So the real shape of the electrodes has to be deviated

from the ideal shape to control the peak surface �elds, and to ease the machining.

The peak surface �eld is important, because the probability of electric breakdown

increases with increasing surface �eld. For circular transverse-electrode geometry with no

longitudinal modulations, the peak surface electric �eld does not occur at the electrode

tip, but at the point where the electrodes have minimum separation. The �eld at the

vane tip is V0/r0 and the peak �eld is Es = αV0/r0, where α = 1.36. For modulated poles,

the value of α is slightly modi�ed and also depend on the transverse and logitudinal radii
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of curvature. The spatial dependence of the potential function within a cell is completely

determined by 3 parameters χ, A and k, which vary from cell to cell along the RFQ, and

must be chosen to provide the desired RFQ performance.

The behavior of particles in the RFQ is determined by the electric �eld components.

The electric �eld may be obtained from the gradient of the potential function. By di�er-

entiating equation 2.9, the components in cartesian coordinates are

Ex = −χV0

a2
x− kAV0

2
I1(kr)

x

r
cos(kz) (2.10)

Ey =
χV0

a2
y − kAV0

2
I1(kr)

y

r
cos(kz) (2.11)

Ez =
kAV0

2
I0(kr)sin(kz) (2.12)

Where time variation of each component is given by sin(ωt + ϕ0). The �rst term in

the equations 2.10 & 2.11 describes the quadrupole focusing whose strength depends on

the term V0χ
a2
, and the second term corresponds to the RF defocusing, which occurs when

the vanes are modulated. As the modulation increases (i.e., A increase) along the RFQ,

the defocusing term increases and the quadrupole strength (∝ χ) decreases since

χ = 1− AI0(ka) (2.13)

As a result, the modulation has an upper limit, beyond which the Quadrupole focusing

strength is less than the RF defocusing strength. To accelerate the ions to higher energies

the modulation can be held constant at some practical value. With increasing energy

the velocity of the particles increases and therfore the cells get longer and achieving the

longitudinal �eld becomes ine�cient leading to high RF power consumption. Therefore

an RFQ structure is not suitable for accelerating the particles to very high beam energies.

2.2.1.2 Transverse dynamics

The equation of motion of particles in the RFQ �elds are given by
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ẍ+
q

m

(
χV0

a2
+
kAV0

2r
I1(kr)cos(kz)

)
xsin(ωt+ ϕ0) = 0 (2.14)

ÿ +
q

m

(
−χV0

a2
+
kAV0

2r
I1(kr)cos(kz)

)
ysin(ωt+ ϕ0) = 0 (2.15)

By approximating the modi�ed bessel functions I0(kr) ≈ 1 and I1(kr) ≈ kr/2, then

one obtains the transverse equation of motion to be

ẍ+
q

m

(
χV0

a2
+
k2AV0

4
cos(kz)

)
xsin(ωt+ ϕ0) = 0 (2.16)

The time dependence of the axial position of a particle is given by kz = ωt, the second

term in brackets is proportional to cos(ωt)sin(ωt+ϕ0) = [sin(ϕ0) + sin(2ωt+ ϕ0)] /2, so

the above equation becomes

ẍ+
q

m

(
χV0

a2
sin(ωt+ ϕ0) +

k2AV0

8
[sin(ϕ0) + sin(2ωt+ ϕ0)]

)
x = 0 (2.17)

Assume a simple trial solution

x = C [1 + εsin(ωt+ ϕ0)] sin(Ωt) (2.18)

where C is constant, and Ω and ε are two new parameters, such that Ω � ω and

ε � 1. By di�erentiating the above equation twice, and neglecting the smaller terms of

order εΩ/ω and Ω2/ω2, we get

ẍ ∼= −Cεω2sin(Ωt)sin(ωt+ ϕ0) (2.19)

If we have a time varying RF �elds in a quadrupole without modulation, then the

second term in equation 2.16 is zero and for that case, we get

ε ∼=
qχV0

mω2a2
(2.20)

Now assuming the same value of the ε, we look for the smoothed properties of the

motion, by substituting the trial soultion in the equation 2.16, and averaging over an RF

period. we get
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¯̈x+
q

m

(
χV0ε

a2
+
k2AV0

8
sin(ϕ0)

)
x̄ = 0 (2.21)

This result implies that the trajectory for the average motion is the solution of the

simple harmonic oscillator equation and, therefore, that the squared frequency is Ω2 =

1
2

[
qχV0
mω2a2

]2
+ qk2V0Asin(ϕ0)

8m
. The �rst term is always positive and represents the contribution

of the quadrupole focusing, and the second term represents the RF defocussing term. If

the quadrupole term is large compared with the RF defocussing term, the transverse

motion becomes decoupled from the longitudinal motion, and the oscillation frequency

of the average motion of trajectory is same for all the particles. It is customary to refer

to the betatron phase-advance per focusing period, de�ned as σ0t = Ωλ/c. So the phase

advance per focusing period is written as

σ2
0t
∼=

1

8π2

[
qχV0λ

2

mc2a2

]2

+
π2qAV0sin(ϕ0)

2mc2β2
(2.22)

It is found that the stability criteria depend on σ0t. In the smooth approximation,

the beam is stable when σ2
0t > 0. When −π/2 ≤ ϕ0 ≤ 0, which is the condition for

simultaneous acceleration and longitudinal focusing, the second term, representing the

RF defocusing e�ect, is negative, which reduces the net focusing. The magnitude of the

second term vanishes at the peak of the accelarating waveform, when ϕ0 = 0, and is

maximum for ϕ0 = −π/2. If the second term exceeds the �rst term, σ2
0t is negative, and

the beam is unstable.

Here we have not considered the space charge forces due to beam. If one consider the

space charges forces (assuming a uniform distribution) the phase advance per focusing

period is written as

σ2
t
∼=

1

8π2

[
qχV0λ

2

mc2a2

]2

+
π2qAV0sin(ϕ0)

2mc2β2
− 3Z0Iλ

3(1− f)

8πm0c2a2bγ3
(2.23)

2.2.1.3 Longitudinal dynamics

The RFQ electrode geometry and �elds are chosen to produce a speci�c velocity gain

for a synchronous particle that will continuously gain energy along the RFQ. When the
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synchronous phase is chosen to correspond to the time when the �eld is increasing, parti-

cles that arrive earlier than the synchronous particle experience a smaller �eld, and those

arrive latter experience a larger �eld. This produces the longitudinal restoring force that

provides phase-stable acceleration. The osciallating particles consititute a bunch, and

every period in the RFQ contains a single bunch.

If Ws is the energy of the synchronous particle, and W is the energy of the non-

synchronous particle, then the average rate of change of the relative energy W −Ws is

given by

d(W −Ws)

dz
= qE0T (I0(kr)cos(ϕ)− cos(ϕs)) (2.24)

Where, E0 = 2AV0
βλ

, T = π
4
, ϕis non-synchronous particle phase and ϕsis phase of

synchronous particle. Similarly the equation that describes the average rate of change of

phase di�erence between an arbitrary particle and the synchronous particle, is

d(ϕ− ϕs)
dz

= −2π(W −Ws)

m0c2β3
sλ

(2.25)

Now considering the small oscillations, where cos(ϕ) = cos(ϕs)− (ϕ−ϕs)sin(ϕs) and

I0(kr) ≈ 1. Taking the second derivative of equation 2.25, and substituting cos(ϕ) , we

get

d2(ϕ− ϕs)
dz2

= − 2πqE0T

m0c2β3
sλ

(−(ϕ− ϕs)sin(ϕs)) (2.26)

when −π < ϕs < 0, one obtains simple harmonic motion at a longitudinal wave

number

k2
l =

π2qAV0sin(−ϕs)
m0c2β4

sλ
2

(2.27)

So the longitudinal phase advance per focusing period is written as

σ2
0l = k2

l β
2λ2 (2.28)

σ2
0l =

π2qAV0sin(−ϕs)
m0c2β2

s

(2.29)
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This is called zero current phase advance, when we consider the full current (i.e.,

including space charge forces), the phase advance per focusing period is given as

σ2
l
∼=
π2qAV0sin(−ϕs)

m0c2β2
− 3Z0Iλ

3f

4πm0c2a2bγ3
(2.30)

2.3 Design Strategy

The beam dynamics of the RFQ [17] Linacs have been extensively studied by LANL

and a generalized method was proposed, where RFQ was divided intor four sections,

namely, Radial matching section (RMS), Shaper (SH), Gentle Buncher (GB) and Accel-

erator section (AC). Several other design methods have been proposed [18- 24] for mini-

mizing the emittance growth and the resulting beam losses, out of which we have studied

two popular design philosophies [25] and compared their advantages and dis-advantages

from the beam dynamics, fabrication and tuning point of view. Based on these studies,

we have adopted a conventional design procedure for our 400 keV Deuteron as well as 3

MeV proton RFQs.

2.4 Theory of Generalized method

In a generalized method proposed by LANL, the beam dynamics design of RFQ starts

at the end of the gentle buncher (GB). Because at the end of this section a transverse

bottleneck will occur. The main parameters are chosen in consideration of the GB, and

for this reason we begin from here.

2.4.1 Gentle Buncher section (GB)

The gentle buncher (GB) employes the adiabatic bunching process to bunch the beam

e�ciently. In this section, the spatial bunch length (Zb ) given by equation 2.31 and the

transverse and longitudinal zero current phase advances (σ0t, σ0l) described in sections

2.2.1.2 and 2.2.1.3, are kept constant.
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Zb =
βλψ

2π
(2.31)

These conditions leads to the constant space charge and external forces while bunching

and accelerating the beam. Once the parameters of the RFQ like modulations (m),

aperture (ap), synchronous phase (φs) and the energy at the end of this section are chosen,

the variation of the parameters along the section are generated by solving the equations

(2.32-2.34) which result from the above conditions.

βψ = const., (2.32)

AV sin(φs)

β2
s

= cons., (2.33)

V χ

a2
p

= const., (2.34)

where ψ and ap√
χ
are the phase width of the separatrix and average apreture radius

(r0). The beam bunch usually reaches its minimum phase extent at the end of the GB. If

r0 is held constant, the aperture ap will decrease as modulation (m) increases along the

RFQ. For these reasons, the space charge and acceptance limits typically do not occur

for the dc beam at the input but, at the end of the GB section. The design of the GB is

done strictly following the need of controlling the transverse dynamics, in particular the

acceptance at the end of GB.

2.4.2 Shaper section (SH)

The generation of the parameters based on the equation speci�ed in GB section, will

leads to an in�nitely long structure. In order to achieve high transmission, without an

unacceptably long RFQ, one can introduce an initial bunching section, called SHAPER,

with values of modulation (m) and φs that vary linearly along the RFQ, at the expense

of some emittance growth. This procedure results in a two-stage buncher, where the

relative lengths of these two sections are chosen to achieve the best balance between

beam emittance and transmission requirements.
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2.4.3 Accelerator Section (AS)

This section will accelerate the bunched beam up to the �nal energy having virtually

no losses. In this section, the value of A,φs and the focussing factor B are kept constant

all along the length.

2.5 Beam dynamics simulations

Initially, the parameters of the RFQ have been generated using our computer program

'Genp.m' and then the beam dynamics have been studied using codes LIDOS [26] and

cross checked with TOUTATIS [27]. Optimized parameters of RFQ are generated after

several iterations. The following criteria are kept in mind while designing the 400 keV

RFQ

1. Transmission >90 %

2. Length should be ∼ 1 m

3. Peak surface �eld < 33 MV/m

The Main RFQ speci�cations are given in Table 2.1.

Table 2.1: RFQ Input parameters

Parameters Value Units

Particle D+

Input energy 0.05 MeV

Output energy 0.4 MeV

Transverse Norm RMS emittance 0.015 π cm−mrad
Frequency 350 MHz

Current 1 mA

RF power Consumption ≤ 60 kW (1 tetrode)
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2.5.1 RFQ parameter generation

The computer program for the generation of RFQ parameters has been written in

MATLAB. This program consists of two programs viz. 'formfac.m' and 'Genp.m'. The

program 'formfac.m' is used to choose the parameters at the end of the GB section.

Once the parameters at the end of GB are chosen the program 'Genp.m' will generate

the RFQ parameters based on the generalized approach discussed in above section. The

computer program formfac.m is similar to CURLI program of PARMTEQ package, it

calculates the acceptance (Acc), Transverse and Longitudinal current limits (curlT and

curlL) based on the simple analytical formulae given by wangler [28]. In order to reduce

the transverse losses the acceptance of the RFQ should be more than the beam emittance,

so one has to choose the parameters like ap, m and φs at the end of the GB section very

carefully. The variation of acceptance and current limits as a function of synchronous

phase and energy at the end of GB are shown in Figures 2.3 & 2.4.

(a) Acceptance
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(b) Current Limits

Figure 2.3: Acceptance and Current limits vs Synchronous phase at the end of the GB

(a) Acceptance
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(b) Current Limits

Figure 2.4: Acceptance and Current limits vs Energy at the end of GB

These values are cross checked using the CURLI Program of the PARMTEQ and

found to be in good agreement.

2.5.2 Simulation Results

The beam dynamics of the RFQ was done extensively using the computer codes

Genp.m, LIDOS [26] and cross checked with TOUTATIS [27]. A large number of Genp.m

and LIDOS runs were performed to get the optimized design parameters. The main

parameters of the various sections are summarized in Table 2.2. In Figure 2.5, several

parameters are plotted as a function of the RFQ length.
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Table 2.2: Main parameters of various sections of RFQ

Parameters At input After RMS After SH After GB After AS

Energy (MeV) 0.050 0.050 0.115 0.183 0.4

Length (cm) 0.0 2.50 51.7 65.9 100.5

Aperture (mm) 9.575 1.873 1.724 1.640 1.639

Modulation 1.0 1.0 1.1762 1.2847 1.2761

Phase (deg) 0.0 -90 -64.23 -52.21 -43.97

Focusing factor (B) 0.27 4.861 4.861 4.861 4.861

Acceleration e�ciency (A) 0.0 0.0 0.102 0.187 0.211

Phase Acceptance 3600 3600 3560 221.70 165.80

Figure 2.5: Variation of di�erent parameters along the Length of the RFQ

The evolution of the transverse and longitudinal emittance along the length of the

RFQ is shown in Figure 2.6.
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Figure 2.6: Evolution of trasnverse and longitudinal emittances along the RFQ length.

We have studied the e�ect of input beam distribution on the energy distribution of

lost particles and is shown in Figure 2.7. It is clearly seen from the plot that the most of

the particles are lost at the end of the GB, where the energy of the beam is ∼ 190 keV.

Figure 2.7: Energy distribution of lost particles in RFQ
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We studied the transmission as a function of Input beam distribution and the results

are shown in Table 2.3.

Table 2.3: Transmission vs input beam distribution

Distribution Transmission (%)

4D water bag 95

Conical 93

Parabolic 93

3 sigma trun. Gaussian 90

4 sigma trun. Gaussian 89

2.5.3 Error studies and tolerances:

In RFQ design it is crucial to study the e�ect of beam errors on the beam dynamics.

Various e�ects such as beam misalignment and tilt, variation in the input energy and vane

voltage, etc., can degrade the beam dynamics-typically through reduced transmission and

increased emittance. Further, it is necessary to study not just the e�ects of individual

errors, but also a combination of errors, which is the more likely scenario. Such a study

is essential to get an idea of the errors that can be tolerated, which would in turn place

limits on the tolerances that are needed in the fabrication of the RFQ, power supplies,

etc. For our study the acceptance criteria was 93 % transmission.

2.5.3.1 O�-axis injection

Figure 2.8 shows the e�ect of o�-axis injection, i.e. if the beam axis and the RFQ axis

are misaligned (shifted) with respect to each other. The deuteron beam is still assumed

to be coming in parallel to the axis. This misalignment could arise either from an error in

the design of the transport line from the ion source to the RFQ, or from a misalignment

of the RFQ itself. We can see that in both dimensions the acceptance criterion of 93%

transmission is met for misalignments of 0.03 cm or less. This means that the beam-line

and the RFQ have to be aligned to better that 300 µm � which is not a very stringent

constraint
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(a) x direction (b) y direction

Figure 2.8: Beam transmission vs o�-axis injection

2.5.3.2 Beam tilt

(a) x direction (b) y direction

Figure 2.9: Beam transmission vs Beam tilt

Figure 2.9 show the e�ect of beam tilt, i.e. the beam coming in along the design axis,

but not parallel to it. Again, this could be a consequence either of an error in the design

of the transport line, or because the RFQ itself is tilted with respect to the design axis. It

can be seen that the acceptance criterion of 93% transmission is met for tilts of 15 mrad
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or less, which is again not very stringent

2.5.3.3 Energy Deviation and Energy spread

The beam dynamics simulations of the previous section assume that the deuteron

beam coming from the ion source is monoenergetic, and all the particles have energy of

exactly 50 keV. Obviously, in reality the beam will have an energy spread, and the mean

energy of the beam could also deviate from the nominal value of 50 keV.

Figure 2.10a shows the e�ect of deviations in input energy of the beam from 50 keV. It

can be seen that the mean energy of the deuterons emerging from the ion source should be

within 3 keV of the nominal value, i.e. the ion source energy must be constant to better

than 6%. This places an important constraint on the power-supply of the ion source.

(a) Transmission vs Beam energy deviation (b) Transmission vs Energy spread

Figure 2.10: Beam transmission vs Energy deviation and energy spread

Figure 2.10b shows the e�ect of a �nite energy-spread in the deuteron beam. It can

be seen that an energy-spread of more than around 6 keV, i.e. 12 %, is inadmissible.

Besides the transmission, a �nite energy-spread can also degrade (i.e. increase) the

emittance of the beam.
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(a) Longitudinal emittance vs Energy spread (b) Transverse emittance vs Energy spread

Figure 2.11: Emittances vs energy spread

Figures 2.11 a & b, shows the blow-up of the transverse as well as longitudinal emit-

tance of the beam as a function of increasing energy-spread. It can be seen, for example,

that the transverse emittance increases from the nominal value of 0.15π mm-mrad, to

0.16 π mm-mrad, i.e. an increase of about 7%, for an energy-spread of around 6 keV (i.e.

12%), which is acceptable.

2.5.3.4 Current Variation

Figure 2.12: Transmission vs Input Current
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Since the RFQ has been designed for a current of 1 mA, it is clear that lower currents

can be easily accommodated but at the cost of emittance growth. It is of interest however,

to ask if the present design can handle higher currents. Figure 2.12 shows that the present

design, though optimized for 1 mA, will actually be able to handle a current of somewhat

more than that (around 4 mA), even with the acceptance criterion of 93% transmission.

This could prove useful in any plans for a future upgrade in the current capability of the

RFQ linac. In the above studies it was observed that the emittance growth is less at

higher currents.

2.5.3.5 Vane voltage variation and tilt

Besides errors in the parameters associated with the beam, we have also studied errors

associated with the vane voltage. Figure 2.13a shows the beam transmission as a function

of the fractional deviation of the vane voltage from its nominal value (Vfac) of 44 kV.

(a) Transmission vs Vane voltage deviation (b) Transmisson vs voltage tilt

Figure 2.13: Transmission vs Vane voltage deviation and tilt

It can be seen that while higher vane voltages can be tolerated, the transmission drops

sharply when the vane voltage decreases below the design value. From the plot it is clear

that a decrease in vane voltage of more than 10% is unacceptable. Figure 2.13b shows a

plot of the beam transmission as a function of the `tilt' in the vane voltage, i.e. the vane
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voltage varies longitudinally � the vane is not a perfect equipotential. It can be seen that

`tilts' of up to 20% are acceptable.

2.5.3.6 Input emittance variation

The RFQ is designed for an input normalized rms emittance of 0.015 π cm-mrad. It

can e�ciently transmit a beam with lower emittance. It is however, important to study

the e�ect of a higher input emittance on the beam transmission through the RFQ.

Figure 2.14: Transmission vs Input emittance

Figure 2.14 shows that the transmission drops very rapidly if the emittance exceeds

0.0175 π cm-mrad. This puts a constraint on the ion source to deliver a beam with

emittance better than 0.0175 π cm-mrad.
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Chapter 3

Electromagnetic simulations

3.1 Introduction:

In this chapter, we will study the RFQ structure, which is reponsible for putting such

a large rf voltage on the vane tips near the axis. A large rf voltage can be obtained by

driving the resonant circuit at its resonant frequency. The two most frequently used cavity

structures of RFQ are the four vane structure [29], based on a wave guide, and the four-

rod structure [30], based on lumped inductances and capactiances. Another type of RFQ

structure has attracted interest more recently [31-35], which may be called a four-vane

with windows RFQ. This type of structure may be described as an intermediate resonator

con�guration between the four-vane and the four-rod RFQ.

The four-vane cavity consists of 4 vanes symmetrically placed within a cavity as shown

in Figure3.1. The cavity is operated in a TE210- like mode, which is obtained from the

natural TE211 mode, by tuning specially con�gured end cells to produce a longitudinally

uniform �eld throughout the interior of the cavity.

Figure 3.1: Cross section of four-vane RFQ cavity
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The transverse electric �eld is localized near the vane tips, and the magnetic �eld,

which is longitudinal in the interior of the cavity, is localised mostly in four outer quad-

rants. The four-vane cavity is used in the high-frequency range, above 200 MHz. The

e�eciency of the four-vane cavity is relatively high, because the vane charging current are

distributed very uniformly along the length of the vanes.

Whereas the four-rod structure, shown in Figure 3.2, is used mostly in the lower-

frequency range, below about 200 MHz. The rods are charged from a linear array of

conducting support plates or inductive stems. In ideal quadrupole geometry, adjacent

rods are at opposite potentials, and opposite rods are at the same potential.

Figure 3.2: Cross section of four-vane RFQ cavity

The electric �eld is concentrated near the rods, and the magnetic �elds are concen-

trated near the inductive stems. The charging currents �ow longitudinally along the base

from one stem to the next. The current density on the stems is higher than that of the

vanes of the four-vane structure, which tends to reduce the e�ciency compared with the

four-vane cavity. At higher frequencies, the rods become smaller and can be more di�cult

to cool than vanes. This can be a disadvantage for high-frequency applications, and is

one of the main reason for choosing a four-vane cavity structure for our 400 keV, 350 MHz

RFQ. The detailed design of the RFQ requires intensive computer simulations to de�ne

the cavity shape as well as the optimal con�guration of many of the components like the

Tuners, End cells and Dipole stabilizer rods. In this chapter, we present the 2D and 3D

electromagnetic simulation results of our 400 keV deuteron RFQ
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3.2 Electromagnetic simulations:

The 2D and 3D electromagnetic simulations of the RFQ cavity was done using a

computer codes SUPERFISH [36] and CST Microwave studio [37].

3.2.1 2D cavity design

The geometry of the vanes for a given resonant frequency of the RFQ is obtained

using SUPERFISH (SF). The ideal vanes shape of the RFQ are hyperbolic. Since the

hyperbolic shape vanes are di�cult for machining, the vanes are broaden away from axis

in steps. The shape of the vane is derived by numerical simulations using RFQFISH. The

details of the geometry of the vanes are shown in Figure 3.3

(a) Parameters of one quadrant of RFQ
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(b) Geometrical details near the RFQ vane tip

Figure 3.3: Geomtery of the vanes of RFQ

The necessary information for generating the geometry as well as to calculate the RF

parameters of the RFQ are: (1)Resonant frequency (2) Aperture at exact quadrupole

symmetry of the vanes (3) Vane tip radius (4) Vane gap voltage. The various parameters

shown in Figure 3.3 are varied to minimize the power dissipation in the RFQ geometry for a

given desired resonant frequency. The optimized geometric parameters and corresponding

RF parameters of the RFQ are shown in table 3.1.

Table 3.1: Optimized geometric and RF parameters of RFQ

Parameters Value Units

Average bore radius (r0) 0.1873 cm

Vane Voltage (Vg) 44 kV

Radius of Curvature of vane tip (ρt) 0.1783 cm

Vane shoulder half width (Ws) 1.0 cm

Vane base half width (Wb) 1.0 cm

Corner Radius (Rc) 1.0 cm

Breakout angle (αbk) 30 deg

Blank width (Bw}) 0.4 cm

Blank Depth (Bd) 1.5 cm

Vane angle 1 (α1) 20 deg
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Vane angle 2 (α2) 0 deg

Vane Heigth (H) 8.1125 cm

Resonant frequency 348.5 MHz

Quality factor 6600

Ratio of Emax
Ekp

1.68

Total RF power* (1.3*SF) 55.5 kW

Mode Separation 7.7 MHz

*Total power is 1.3 times SUPERFISH simulations

The variation of the resonant frequency as a function of the three main parameters

(a) average bore radius (r0) (b) Transverse radius of curvature (ρt) (c) Corner radius (Rc)

was studied, which are as shown in Figure 3.4.

Based on these studies, we have obtained an empirical formula for fractional change

in the resonant frequency which is given in equation 3.1.

4f
f

= 0.375
4r0

r0

− 0.181
4ρt
ρt
− 0.114

4Rc

Rc

(3.1)

Figure 3.4: Variation of resonant frequency

The optimized cross section and the average power density along the perimeter of 400

keV RFQ are shown in Figures 3.5 (a) & (b)
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(a) Cross section of the RFQ

(b) Average power density (W/cm2) along the perimeter of the RFQ

Figure 3.5: Cross section and Power density along the perimeter
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3.2.1.1 Vane displacement errors

We have studied the e�ect of the displacement of opposite vertical vanes of RFQ in +X

direction as shown in Figure 3.6, on the resonant frequency as well as the �eld distribution.

This will create the assymetry in the structure and leads to more dipole contribution in

the �eld distribution, which in turn reduces the beam transmission.

Figure 3.6: Displacement of vertical vanes of RFQ

The variation of resonant frequency and dipole contribution in the �elds as a function

of vanes displacements are shown in Figures 3.7 and 3.8.

Figure 3.7: Vane displacement vs Resonant frequency of RFQ
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Figure 3.8: Dipole contribution vs Vane displacement

3.2.2 3D cavity design

In order to study the e�ect of Tuners, Vacuum ports, Beginning cell (BC), End cell

(EC) and Dipole stabilizers rods of the RFQ, where there is no axial symmetry a com-

plete 3D electromagnetic simulations are needed. We have used the computer code CST

Microwave studio for these studies.

3.2.2.1 Tuners

Tuners are used to adjust the frequency of the RF cavity. The tuners are cylindrical

rods which when pushed inside the cavity decrease the magnetic volume of the cavity. This

leads to decrease in the inductance of the RF cavity and hence an increase in the resonant

frequency. We have planned to use 16 tuners in the 1.03 m long 400 keV RFQ. In the

simulations, we have modeled one quadrant of 10 cm long RFQ equipped with one tuner

as shown in Figure 3.9. The variation of the resonant frequency with the tuner radius

and depth are shown in Figure 3.10. The tuning sensitivity of the tuner is calculated to

be ∼ 26.7 kHz/mmtuner for 1 m long RFQ. So overall tuning range of the tuner is equal to

0.43 MHz/mm with all the 16 tuners
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Figure 3.9: Simulated model of tuner

(a) Resonant frequency vs tuner radius
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(b) Resonant frequency vs tuner depth

Figure 3.10: Variation of Resonant frequency with tuner radius and depth

When the tuners are inserted into the RFQ cavity the magnetic �eld lines will bend

as shown in Figure 3.11a and their concentration at the tuner edges will increase. As

a result the surface loss density will increase at those points, which is shown in Figure

3.11b. The surface loss density calculated by CST is the peak value not the average power

loss density. Since, it calculates as RsH
2 instead of Rs/2.

(a) Magnetic �eld distribution near tuners
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(b) Peak Surface loss density (W/m2)

Figure 3.11: Magnetic �eld distribution and surface loss density near the tuners

To reduce the loss density blend edges are given on the corners of the tuners as shown

in Figure 3.9. The variation of the peak surface loss density as a function of the blend

radius (r) is shown in Figure 3.12.

Figure 3.12: Peak Surface loss density vs blend radius
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3.2.2.2 Vacuum ports

The operating vacuum of the RFQ will be in the range of 10−7Torr. The RFQ vacuum

system has to provide su�cient pumping to maintain the vacuum to a desired level. In

order to achieve this vacuum, 8 rectangular pumping ports are provided on the RFQ

walls. Each pumping port consisting of 5 slots of dimensions 30 x 14 mm and each slots

are separated by 10 mm. In order to reduce the penetration of the �elds into vacuum

port, we planned to make them in small slots instead of a single large opening. This will

also reduce the peak surface loss density as well as resonant frequency deviation.

The e�ect of the pumping port opening on the resonant frequency have been studied

and found that the resonant frequency reduces by 0.6 MHz with all the vacuum ports.

A vacuum port modeled in CST is shown in Figure 3.13a and peak surface loss density

(W/m2) is as shown in Figure 3.13b.

(a) CST model of Vacuum port
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(b) Peak Surface loss density

Figure 3.13: Simulation model of RFQ with one vacuum port slot

.

3.2.2.3 BC and EC designs:

In real RFQ, which is closed at both ends with a conductive walls, the magnetic �eld

Hz has to become zero according to the boundary conditions. It can be achieved by a

particular geometry of the electrodes at the beginning and end of the cavity, called end

cells. The Figure 3.14, shows that the vanes do not extend up to the end wall and also

the undercuts are provided on the vanes.

This allows the magnetic �eld divide into half and turn around the electrodes and

merge with the �elds in the adjacent quadrants. In this way, the �eld H satis�es the

boundary condition at the end walls without changing the longitudinal uniformity of the

potential between the electrodes.

To maintain the longitudinal uniformity of the potential between the electrodes, the

ends cell have to be tuned to the required quadrupolar cross-sectional frequency (fQ2d).

In order to reduce the computation time, we have modeled only 10 cm for BC and EC
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respectively. A resonant cavity made of several elements whose individual resonant fre-

quencies di�er slightly with each other, will resonate at a frequency obtained by averaging

the single element frequencies, weighted by the amount of energy stored in each element

[38-39].

Figure 3.14: Magnetic �eld at the End cells for quadrupole mode

If the resonant frequencies of the BC, EC and ideal RFQ cavities are fBC , fEC and

fQ2d then the frequency of the real RFQ is given by

frealRFQ ∼
fBC lBC + fQ2dlRFQ + fEC lEC

L
(3.2)

If BC and EC are tuned exactly to fQ2d, then the RFQ with undercuts will resonate at

fQ2d. The schematic and the CST model of the end cell are shown in Figures 3.15 (a) &

(b). The end cells are tuned to the desired quadrupole resonant frequency by varying the

overhang height 'a', taper height 'b' and taper depth 'c'. The optimized parameters of

the BC and EC are shown in Table 3.2.
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(a) Schematic of End cell (b) Simulation model of End cell

Figure 3.15: End cell

Table 3.2: Optimized parameters of the End Cells

Parameters BC EC Units

Overhang Height (a) 2.50 2.50 cm

Taper Height (b) 6.50 6.50 cm

Taper depth (c) 3.65 3.45 cm

Gap 0.55 0.55 cm

Beam port radius 1.00 1.00 cm

The power loss density is a major concern for a CW operation of RFQ. The distribution

of magnetic �eld at the end cell is shown in Figure 3.16 (a). As it is seen from the Figure

3.16 (a), the magnetic �eld is concentrated near the vane under-cuts, which results in

increasing the power loss density. Sharp corners have to be eliminated to reduce the

losses and for a particular size of blend edges the peak power loss density on the end cells

is shown in Figure 3.16 (b). The maximum peaf surface loss density observed from the

simulation was ∼ 100W/cm2, so a special cooling arrangement has to be provided near the

end cuts. If the RFQ operates in a pulsed mode of duty cycle 0.1 % then the average

56



loss density will drastically reduce to ∼ 0.11W/cm2, so the cooling is not required. So it is

indeed very important to decide in advance whether to operate the RFQ in pulsed or CW

mode. Since the 400 keV RFQ was planned to operate in CW mode, a special cooling

arrangement has been provided at the end cuts.

(a) Magnetic �eld distribution

(b)Peak Power loss density (W/m2)

Figure 3.16: Magnetic �eld distribution and Peak Power loss density (W/m2) at the end

cells
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3.2.3 Dipole Stabilizer Rods (DSRs):

The vane undercuts are provided at the beginning and end of the RFQ, in order to

get the required quadrupole mode. While optimizing the undercuts the unwanted dipole

mode frequencies will increase and come closer to the quadrupole mode frequency. As a

result, the structure will become sensitive to the perturbations. Several methods [40-42]

have been proposed and used to make the RFQ structure insensitive to perturbations. In

our 400 keV RFQ, Dipole-mode Stabilizer Rods (DSRs) are used, because of their ease in

fabrication.

The DSRs are devices employed in order to reduce a priori the e�ect of perturbation on

the operating mode of a four-vane RFQ caused by neighboring dipole modes by increas-

ing the frequency spacing between the Quadrupole (TE210) and Dipole modes, without

a�ecting the TE210 mode frequency [43-44].

(a) 1/4thCross section of RFQ with DSR
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(b) Variation of resonant frequency with position of DSRs

Figure 3.17: Cross section of RFQ and Variation of Resonant frequency with DSRs

The parameters of the DSRs, to be designed include the diameter �D�, the position �r�

between the centre of the rod to beam axis, and the length of the rods � l �. The diameter

�D� of the rods should not be too large, otherwise the operating mode will be disturbed.

It should not be to small either, considering the mechanical strength and convenience of

possible water cooling. For the 400 keV RFQ, D=14 mm is �nally adopted.

Since the rods should have only a small e�ect on the operating mode, the DSRs are

placed where the electric and magnetic energy densities are equal. The computer code

SUPERFISH is used to �nd the proper position �r� of the DSRs. The 1/4
thcross section of

the RFQ with DSRs is shown in Figure 3.17 (a). The variation of the resonant frequency

with position is shown in Figure 3.17 (b).

Once the position �r� and diameter �D� of DSRs are chosen the length of the rods are

varied to move the dipole frequencies far away from the operating mode. Without DSRs

the separation between dipole and quadrupole modes is only 0.5 MHz. The simulated

model of the RFQ equipped with DSRs is shown in Figure 3.18.
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Figure 3.18: Simulated mode of RFQ equipped with DSRs

The variation of the dipole and quadrupole mode frequencies with length of the DSRs

of radii 7 mm for our 400 keV RFQ is shown in Figure 3.19. Based on these simulations,

we have chosen the length of the DSRs to be ∼ 12 cm. The maximum peak surface loss

density of 25 W/cm2 was observed on the DSRs which is shown in Figure 3.20.

Figure 3.19: Dipole and Quad frequencies Vs DSRs length
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Figure 3.20: Peak Power loss density (W/cm2)
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Chapter 4

Perturbative Analysis of RFQ

4.1 Introduction

An important issue for high intensity RFQs is to keep the beam losses as low as

possible, in order to allow reliable and safe maintenance of the machine. Typically, beam

dynamics outcome driven by the above constraint results in an inter-vane voltage variation

should not exceed a few percent with respect to the design value. So an analytical tool

is needed to understand the e�ect of geometric perturbations on the �eld distribution of

an RFQ. This will also give an indication on the permitted ranges of geometrical errors

in the RFQ fabrication. The perturbative analysis of the RFQ have been studied using a

transmission line analysis [45-49]. In this chapter, we present the theory of pertubative

analysis of four-vane RFQ based on the 5-wire transmission line analysis [50] and present

the results of two case studies. Based on the this theory, we have written a tuning program

based on the tuning strategy proposed by LNL [51]. We will also discuss the theory of

tuning algorithm and the results of a case study.

4.2 Transmission Line Analysis of ideal RFQ

As a starting point, we will consider the case of an ideal RFQ (i.e., without errors).

A four vane RFQ resonator is based on a trasfer line quadrupole mode (TE21n), with

dispersion relation:

ω2 = ω2
0 + k2c2 (4.1)

where ω0is the quadrupole cut-o� frequency, k is the wave number and c is the speed of

light. For such mode con�guration, the electric (which has only transverse components)
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and magnetic (have only longitudinal component) �elds can be expressed in the following

way [52]:

E(x,y, z) =V (z) e(x,y)

H(x,y, z) =
kt
jωµ

ψ(x, y)V (z) îz

where kt = ω0

c
and ψ(x, y) is such that ∇2

tψ + k2
tψ = 0, on the transverse section

and ∂ψ
∂n

= 0 on the transverse section contour. The longitudinal behaviour of the �eld is

determined by the function V (z) that is the solution of the equation

V ”(z) + k2V (z) = 0 (4.2)

Such equation can also be derived from the following equivalen circuit of the RFQ

Figure 4.1: RFQ equivalent transmission line

In the above circuit the Lsi(i = 1, 2, 3, 4) are the inductances per unit length associated

with the �ow of longitudinal current alongs the vane tips, Li and Ci are respectively the

inductances (integrated in length) associated with the �ux of magnetic �eld through the

cross-section of the RFQ and the intra-vane capacitances (per unit length) and Ca and

Cb are the capacitances per unit length between opposite vanes. The circuit equations for

voltages are given by
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dU1

dz
= jωLs1I1

dU2

dz
= jωLs2I1

dU3

dz
= jωLs3I1

dU4

dz
= jωLs4I1 (4.3)

The circuit equations for currents are derived from Figure 4.2.

Figure 4.2: Equivalent circuit

By applying Kircho�s Current Law (KCL) at junction1 as shown in Figure 4.2, we get

I1 = Y1U1 − YaU3 − U4 (Y4 + Ya) (4.4)

Where Yi = jωCi + 1
jωLi

, i = {1, 2, 3, 4} and Ya/b = jωCa/b, Since C
′
is are capacitances

per unit length and L′is are inductances integrated over length so the above equation

becomes
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dI1

dz
= Y1U1 − YaU3 − U4 (Y4 + Ya) (4.5)

Similarly for other junctions we get

dI2

dz
= Y2U2 − Y1U1 − Yb (U1 + U4) (4.6)

dI3

dz
= Y3U3 − Y2U2 − Ya (U1 + U2) (4.7)

dI4

dz
= Y4U4 − Y3U3 − Yb (U3 + U2) (4.8)

The above given circuit equations for voltages and currents are given by

dŪ

dz
=jωLsĪ (4.9)

dĪ

dz
=[jωC +

1

jω
L]Ū (4.10)

where Ū = {U1, U2, U3, U4} are intervane voltages and Ī = {I1, I2, I3, I4}

C =


C1 0 −Ca −Ca − C4

−Cb − C1 C2 0 −Cb
−Ca −Ca − C2 C3 0

0 −Cb −Cb − C3 C4

 L =


1
L1

0 0 − 1
L4

− 1
L1

1
L2

0 0

0 − 1
L2

1
L3

0

0 0 − 1
L3

1
L4



and Ls =


Ls1 0 0 0

0 Ls2 0 0

0 0 Ls3 0

0 0 0 Ls4

Now from equations 4.9 & 4.10 we have

d2Ū

dz2
= [−ω2LsC + LsL]Ū (4.11)

By putting Ls C = 1
c2
I4 so Ls = 1

c2
C−1

d2Ū

dz2
= [−ω

2

c2
I4 +

1

c2
C−1L]Ū (4.12)
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d2Ū

dz2
= [−ω

2

c2
I4 + A]Ū (4.13)

where A =
ω2
0

4c2


1 + 2

1+h
−1 h−1

1+h
−1

−1 1 + 2
1+h

−1 h−1
1+h

h−1
1+h

−1 1 + 2
1+h

−1

−1 h−1
1+h

−1 1 + 2
1+h



This matrix A can be diagonalized by a matrix S =


1
2

1
2

1√
2

0

−1
2

1
2

0 1√
2

1
2

1
2
− 1√

2
0

−1
2

1
2

0 − 1√
2

. In such a

way that S−1A S =
ω2
0

c2


1 0 0 0

0 0 0 0

0 0 1
1+h

0

0 0 0 1
1+h


d2(S−1Ū)

dz2
= [−ω

2

c2
S−1 + S−1 A S S−1]Ū (4.14)

d2Û

dz2
= [−ω

2

c2
+ S−1 A S]Û (4.15)

where S−1Ū = Û and Û = {Uq, Um, Ud1, Ud2} where Uq, Um, Ud1 and Ud2 are the

quadrupole, monopole and two dipole mode �elds. Now we have di�erent basis in which

Uq, Um, Ud1 and Ud2 are orthogonal.

4.2.1 Perturbation term:

In the above case we have assumed Li = L and Ci = C,Ca = Cb = hC where

i={1,2,3,4}. If we assume some mechanical errors then the perturbation term in the

matrix A is given by

δ[
1

c2
C−1L] =

1

c2
[C−1δL− C−1δC C−1L] (4.16)
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where δL =


− δL1

L2 0 0 δL4

L2

δL1

L2 − δL2

L2 0 0

0 δL2

L2 − δL3

L2 0

0 0 δL3

L2 − δL4

L2

 and

δC =


δC1 0 −δCa −δCa − δC4

−δCb − δC1 δC2 0 −δCb
−δCa −δCa − δC2 δC3 0

0 −δCa −δCb − δC3 δC4


The perturbative term in the new basis is given by

δk2 = − ω
2
0

4c2


δL1+δL2+δL3+δL4

L
δL1−δL2+δL3−δL4

L

√
2(δL1−δL3)

L

√
2(δL4−δL2)

L

0 0 0 0
√

2(δL1−δL3)
(1+h)L

√
2(δL1−δL3)
(1+h)L

2(δL1+δL3)
(1+h)L

0
√

2(δL4−δL2)
(1+h)L

√
2(δL2−δL4)
(1+h)L

0 2(δL2+δL4)
(1+h)L



− ω2
0

4c2


δC1+δC2+δC3+δC4

C
0

√
2(δC1−δC3)
(1+h)C

√
2(δC4−δC2)
(1+h)C

0 0 0 0
√

2(δC1−δC3)
(1+h)C

0 2(δC1+δC3+δCa+δCb)
(1+h)C

2(δCa−δCb)
(1+h)C√

2(δC4−δC2)
(1+h)C

0 2(δCa−δCb)
(1+h)C

2(δC2+δC4+δCa+δCb)
(1+h)C


According to time independent perturbation theory the change in the eigen value of

lowest quadrupole mode is given by

ωp20 = ωu2
0 + c2〈Ûq0 | δk2 | Ûq0〉 (4.17)

where p and u stands for perturbed and unperturbed eigen values. so assuming ∆ω2
0 =

ωp20 − ωu2
0 = 2δω0ω0 the change in eigen value of the lowest quadrupole mode because of

perturbation is given by

∆ω0 =
c2

2ω0

〈Ûq0 | δk2 | Ûq0〉 (4.18)
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since Ûq0 =


1

0

0

0

, so the change in the resonance frequency of the lowest quadrupole
mode is given by

∆ω0 = −ω0

8
(
δCqq
C

+
δLqq
L

) (4.19)

where δCqq = δC1 + δC2 + δC3 + δC4 and δLqq = δL1 + δL2 + δL3 + δL4.

Therefore it is possible to write the explicitly the expression for the perturbed voltage

of the RFQ as

Û = Û q0 + δ̂U (4.20)

Û = φq0êq +
∞∑
n=1

aqnφqnêq +
∞∑
n=0

ad1nφd2nêd1 +
∞∑
n=0

ad2nφd2nêd2 (4.21)

where aqn = c2 〈Ûqn|δk
2|Ûq0〉

ω2
0−ω2

qn
similarly ad1n = c2 〈Ûd1n|δk2|Ûq0〉

ω2
0−ω2

d1n
and ad2n = c2 〈Ûd2n|δk2|Ûq0〉

ω2
0−ω2

d2n
which

is given as

aqn = − ω2
0

4(ω2
0 − ω2

qn)

∫ l

0

ϕq0ϕqn(
δCQQ
C

+
δLQQ
L

)dz (4.22)

ad1n = −
√

2ω2
0

4(1 + h)(ω2
0 − ω2

qn)

∫ l

0

ϕq0ϕdn1(
δCQd1

C
+
δLQd1

L
)dz (4.23)

ad2n = −
√

2ω2
0

4(1 + h)(ω2
0 − ω2

qn)

∫ l

0

ϕq0ϕdn2(
δCQd2

C
+
δLQd2

L
)dz (4.24)

where δCQQ = δC1 + δC2 + δC3 + δC4 and similarly δLQQ = δL1 + δL2 + δL3 + δL4,

δLQd1 = δL1−δL3,δCQd1 = δC1−δC3 and similarly δCQd2 = δC4−δC2, δLQd2 = δL4−δL1

4.2.2 Case study 1:

In order to validate the pertubative theory of four-vane RFQ, we have done a case

study, where one tuner of dia 4.5 cm was inserted in one quadrant of a 1 m long RFQ.

The perturbation because of the tuner insertion can be calculated in two di�erent ways
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1. Assuming pertubation term is at single point (i.e., delta function error).

2. Assuming the perturbation term is distributed over the dia of the tuner.

4.2.2.1 Using delta function error:

Let us assume that tuner was inserted at a position z = z0 in 1st quadrant of RFQ,

which leads to a change of δω0 in the lowest quadrupole mode frequency. The inductance

of the 1st quadrant has been changed by some amount δL1, by assuming this perturbation

to be the delta function error (i.e, it is located at a single position z). The fractional change

in the eigen vector of the lowest quadrupole mode is calculated as below.

δω0 = (
c2

2ω0

)(
−ω2

0

4lc2
)

∫ l

0

δL1

L
δ(z − z0)dz (4.25)

δω0 = (
ω0

8l
)(
δL1

L
) (4.26)

where
∫ l

0
δ(z− z0)dz = 1. Here we assumed only the 1st quadrant has been perturbed.

So δLqq = δL1. Since we know by inserting the tuner the inductance of the quadrant

decrease as a result the frequency increases. So as L ↓ ω(frequency) ↑. so in above

equation as δω0 is +ve then δL1

L
is −ve. So the above equation is given by

δL1

L
= −8lδω0

ω0

(4.27)

So the higher order quadrupole mode contribution in the perturbed voltage of lowest

quadrupole mode is given by

aqn =
c2

ω2
0 − ω2

qn

〈Û qn|δk2|Û q0〉 = −16(
l

λ
)2(
δω0

ω0

)
∞∑
m=1

Cos(mπz0
l

)

m2
(4.28)

similarly the dipole contribution is given by

aqdn1 =
c2

ω2
0 − ω2

d1n

〈Û qd1n|δk2|Û q0〉
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=
c2

ω2
0 − ω2

d1n

√
2ω2

0

4(1 + h)c2

∫ l

0

δL1 − δL3

L
δ(z − z0)Cos(

mπz

l
)dz

= 4
√

2(
δω0

ω0

)
∞∑
m=1

Cos(mπz0
l

)

(h− (1 + h)(mλ
2l

)2)
(4.29)

Similarly for aqdn0 = 2
√

2
h

δω0

ω0

4.2.2.2 Distributed Inductance:

Let us assume by introducing the tuner of radius r at centre of the RFQ in �rst

quadrant, the inductance of the �rst quadrant has been changed by δL1. which can be

calculated by using the change in the area of the vacuum portion of the RFQ. The change

in the frequency of TE210 mode is given by

∆ω0 =
c2

2ω0

−ω2
0

4c2

1

l

∫ l
2

+r

l
2
−r

δLqq
L

dz

∆ω0 =
ω0δLqq

8L
[(
l

2
+ r)− (

l

2
− r)]

∆ω0 =
ω0δLqq

4L

r

l
(4.30)

If we insert the tuner into the RFQ the inductance decreases as a result the frequency

increases. The perturbed wave function is given as in equation 14. Whereas the coe�cients

are given by

aqn =
c2

(ω2
0 − ω2

qn)

−ω2
0

4c2

√
2

l

∫ l

0

δLqq
L

cos(
nπz

l
)dz

=
√

2(
l

λ
)2 δLqq

L

∞∑
m=1

[sin(mπ
2

+ mπr
l

)− sin(mπ
2
− mπr

l
)]

n3π

(4.31)

adn1 =

√
2ω2

0

4(1 + h)(ω2
0 − ω2

dn1)

√
2

l

∫ l

0

δLqd1

L
cos(

nπz

l
)dz

=
1

2

δLqd1

L

∞∑
n=1

[sin(nπ
2

+ nπr
l

)− sin(nπ
2
− nπr

l
)]

[h− (1 + h)(nλ
2l

)2]

(4.32)

70



adn0 =

√
2ω2

0

4(1 + h)(ω2
0 − ω2

d0)

1

l

∫ l
2

+r

l
2
−r

δLqd1

L
dz

=
1√
2h

δLqd1

L

r

l

(4.33)

From SUPERFISH, transverse cross sectional area of one quadrant of the 400 keV

RFQ (vacuum) is 39.185 cm2. From this,one can calculate the inductance of the RFQ,

which is given by

L =
µ0A

l

L =4.92411 ∗ 10−9Henries

(4.34)

where l is the length of the RFQ. From here one can calculate the capacitance of the

RFQ from C = 1
ω2
0L
. By introducing the tuner one can calculate the change in the area of

RFQ vacuum portion from which one can calculate the change in inductance of the RFQ.

4.2.2.3 Results:

The simulated model of the RFQ is shown in Figure 4.3. Here in this analysis we have

not considered the end cells.

Figure 4.3: CST model of the RFQ

The tuner sensitivity was calculated to be ∼ 23 kHz/mm. The resonant frequency of
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the ideal RFQ was 348.5 MHz and by inserting the tuner by 2.7778 mm, the frequency of

the RFQ was changed by ∼ 64 kHz. The contribution of higher quadrupole and dipole

modes in the perturbed lowest quadrupole mode as calculated by the above analytical

results and are compared with the �eld distribution obtained from the CST Microwave

simulations. The �eld distributions are shown in Figures 4.4a and 4.4b.
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Figure 4.4: Quadrupole and dipole mode distributions
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By knowing these contributions one can calculate the �eld distributions in all the 4

quadrants by using the below equations
U1

U2

U3

U4

 =


1
2

1
2

1√
2

0

−1
2

1
2

0 1√
2

1
2

1
2
− 1√

2
0

−1
2

1
2

0 − 1√
2




Uq

Um

Ud1

Ud2

 (4.35)

Now from the above equations we get

U1 =
Uq + Um

2
+
Ud1√

2

U2 =
−Uq + Um

2
+
Ud2√

2

U3 =
Uq + Um

2
− Ud1√

2

U4 =
−Uq + Um

2
− Ud2√

2

(4.36)

The �eld pattern in each quadrants have been compared with the CSTMW simulations

and are given in Figures 4.5 4.5 (a) and (b)
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(a) Fields in 1st and 3rd quadrants of RFQ
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(b) Fields in 2nd and 4th quadrants

Figure 4.5: Field distribution in Quadrants of RFQ

4.3 Case study 2:

In this case study, we have inserted 16 tuners (4 per quadrant) by a depth of 1cm each

and also provided the vacuum ports similar to our actual 400 keV RFQ. The pertubation

term (i.e., inductance variation) because of the tuners and vacuum ports have been cal-

culated using the computer code SUPERFISH and are used to obtain the variation of the

�eld along the length of the RFQ. We have also simulated the similar structure using the

CST Microwave studio and compared �eld distribution with the analytical calculations

and found to be in good agreement with each other, whose results are shown in Figure4.6.
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Figure 4.6: Q Field distribution

4.4 Tuning Strategy:

Since the perturbed �eld distribution in an RFQ is given as

Û = φq0êq +
∞∑
n=1

aqnφqnêq +
∞∑
n=0

ad1nφd2nêd1 +
∞∑
n=0

ad2nφd2nêd2 (4.37)

In this analysis, we assume that initially the �eld distribution is because of the capacitive

errors. From the analysis we will calculate how much inductive errors should be introduced

in order to compensate the capacitive errors.

From measurements, we get Û . From above equation we can calculate aqn,ad1n and

ad2n. which are given as

aqn =

∫
l

0

∆Ûφqndz (4.38)

ad1n =

∫
l

0

∆Ûd1nφd1ndz (4.39)

ad2n =

∫
l

0

∆Ûd2nφd2ndz (4.40)

From perturbative analysis, we have

aqn = − ω2
0

4(ω2
0 − ω2

qn)

∫ l

0

ϕq0ϕqn(
δCQQ
C

+
δLQQ
L

)dz (4.41)
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Since φqn are basis vectors, So any function can be represented as a algebraic sum of these

basis vectors. so the capacitance errors can be expressed as

δCQQ
C

=

Nq∑
m=1

bqmφqn (4.42)

δCQd1

C
=

Nd1∑
m=0

bd1mφd1n (4.43)

similarly,

δCQd1

C
=

Nd1∑
m=0

bd1mφd1n (4.44)

Substituting these above expressions in equations 15,16 & 17, we get

aqn = −
Nq∑
m=1

(
ω2

0

4(ω2
0 − ω2

qn)

∫ l

0

ϕq0ϕqnϕqmdz)bqn

ad1n = −
Nd1∑
m=0

(

√
2ω2

0

4(1 + h)(ω2
0 − ω2

d1n)

∫ l

0

ϕq0ϕd1nϕd1mdz)bd1n

ad2n = −
Nd2∑
m=0

(

√
2ω2

0

4(1 + h)(ω2
0 − ω2

d2n)

∫ l

0

ϕq0ϕd2nϕd2mdz)bd2n

(4.45)

if these a′qns a
′
d1ns and ad2n′s are written as

aqn = −
Nq∑
m=1

Cnm
q bqn

ad1n = −
Nd1∑
m=0

Cnm
d1 bd1n

ad2n = −
Nd2∑
m=0

Cnm
d2 bd2n

(4.46)

Then
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Cnm
qn =

ω2
0

4(ω2
0 − ω2

qn)

∫ l

0

ϕq0ϕqnϕqmdz

Cnm
d1 =

√
2ω2

0

4(1 + h)(ω2
0 − ω2

d1n)

∫ l

0

ϕq0ϕd1nϕd1mdz

Cnm
d2 =

√
2ω2

0

4(1 + h)(ω2
0 − ω2

d2n)

∫ l

0

ϕq0ϕd2nϕd2mdz

(4.47)

these capacitance matrix elements can be easily calculated. The a vectors are calculated

from the �eld measurements and from capacitance matrix, we can calculate bqn,bd1n and

bd2n vectors.

Now in order to compensate the capacitance errors the inductances have to changed

to get the required �eld pattern, so we have

δLQQ
L

=− δCQQ
C

δLQm
L

=0

δLQd1

L
=− δCQd1

C
δLQd2

L
=− δCQd2

C

(4.48)

Since

δLQQ
L

=
δL1 + δL2 + δL3 + δL4

L
δLQm
L

=
δL1 − δL2 + δL3 − δL4

L
δLQd1

L
=
δL1 − δL3

L
δLQd2

L
=
δL4 − δL2

L

(4.49)

From equations 41 and 42 we can get
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δL1

L
=
−δCQQ

4C
− δCQd1

2C
δL2

L
=
−δCQQ

4C
+
δCQd2

2C
δL3

L
=
−δCQQ

4C
+
δCQd1

2C
δL4

L
=
−δCQQ

4C
− δCQd2

2C
(4.50)

From here we will come to know the inductance as a continuous functions of posi-

tion. But these variations of inductances are realized only by using discrete tuners. In

particular, if the functions

Pt(z) =


1√
2a
, for zt − a < z < zt + a

0, otherwise
(4.51)

Now it is possible to project the inductance from equation 43 on this subset of functions

thus obtaining the inductance variation by

δLti
L

=

∫ l

0

δLi
L
Pt(z)dzPt(z) (4.52)

where, i stands for the quadrant number. Since the inductance variation is linked to the

tuner depth by
δLti
L

= χ δht (4.53)

Now from the above equation we can get the depth of all the tuners ht in order to get

the required �eld �atness.

4.5 Tuning Program:

Based on this theory, we have written a computer program in fortran to get the tuner

depths for our 400 keV RFQ. In order to validate the program, we have done a case study

where we have simulated the 1 m long 400 keV RFQ with all 16 tuners inserted to a
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depth of 1 cm and got the quadrupole �eld variation along the 4 quadrants. This �eld

distribution has served as an input to our program and calculated the depth of tuners

to be removed to get the required �eld �atness. The output of our program is shown in

Figure 4.7.

Figure 4.7: Tuner depths
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Chapter 5

RF Characterization of RFQ

5.1 Introduction:

In the previous chapters, work on the beam and cavity dynamics of RFQ has been

presented. Based on the those simulations, a 400 keV RFQ made of Oxygen Free High

Conductivity (OFHC) copper have been machined and vacuum brazed indigenously at

BATL, Trivandrum. The brazing of the RFQ has been done in two stages. In the �rst

stage, all the 4 vanes are brazed (i.e., copper to copper) and in second stage the ports

and end �anges are brazed (i.e., copper to SS). The �ller material used for brazing were

Palcusil 5 (68% Ag+27% Cu+5% Pd) for �rst stage and Cusil (28% Cu+72% Ag) for

second stage brazing. The RFQ after 1st and 2nd braze was shown in Figures 5.1 &

5.2. The complete RF charcterization has been done, which involves the measurements

of resonant frequency, Quality factor (Q0) and �eld distribution inside the RFQ cavity.

In this chapter, we present some basics of RF parameters measurements, theory of �eld

distrbution studies, low power tuning and beam commissioning results.

Figure 5.1: 400 keV RFQ after 1st braze Figure 5.2: RFQ after 2nd braze
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5.2 Basics of RF-structures

This section brie�y describes the theory of RF parameters [53] measurements that are

important in accelerators.

5.2.1 Intrinsic or Unloaded Quality Factor (Q0)

Since the operation of the resonators is very similar to that of the lumped-element

resonators of circuit theory, so the resonators can be represented as either parallel or

series LCR circuits. The e�ciency of the LCR circuit is given by quality factor which is

de�ned as

Q0 = 2π
Energy stored

Energy lost per cycle
(5.1)

Q0 = 2π
U

τP
(5.2)

Q0 =
ω0U

P
(5.3)

Where U is the energy stored, P is the average rate of energy loss, τ is the period of

oscillation and ω0 is the natural resonant frequency.

5.2.1.1 Closed, free-running cavity

In a closed cavity, the power loss will be equal to the rate of change of the stored

energy,

P = −dU
dt

(5.4)

and from equation (5.3) P = ω0U
Q

, by substituting this in equation (5.4) we get

dU

dt
= −ω0U

Q0
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so the decay of the stored energy will be U = U0e
−t/τw , where τw = Q0

ω0
is a time

constant, which is de�ned as the time taken to reduce the stored energy by 1/e times of

initial energy. Since the stored energy is proportional to E2(�eld), The �eld will decay as

E(t) = E0e
− t

2τw eiωt (5.5)

The homogeneous di�erential equation for a damped harmonic osciallator is given by

d2E

dt2
+ p

dE

dt
+ ω2

0E = 0 (5.6)

where ω0 is the resonant frequency when damping factor p = 0. Assuming a trial

solution E = E0e
λtand substituting in equation (5.6) we get

λ2 + pλ+ ω2
0 = 0 (5.7)

the roots of equation (5.7) are given as

λ = −p
2
± i
√
ω2

0 − (p/2)2 = −p
2
± iω0 (5.8)

For ω2
0 > (p

2
)2, the solution will be harmonic with an exponential envelope. Thus the

decay of the �eld will be given by

E = E0e
−(p/2)eiω0t (5.9)

By comparing it with equation (5.5), we can get the damping factor as p = ω0

Q0

5.2.1.2 Cavity with external excitation

Now consider a closed cavity excited with an external excitation force C eiωt, the

inhomogeneous damped oscillator equation given as

d2E

dt2
+ p

dE

dt
+ ω2

0E = C eiωt (5.10)

Assuming a trial solution E = Aeiωt and substituting in (5.10) we get
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A =
C

(ω2
0 − ω2) + iωp

=
C

(ω2
0 − ω2) + iωω0

Q

(5.11)

From the equation (5.11) it is seen that, as ω → 0 then A→ C
ω2
0
and as ω →∞ then

A→ 0. When the external frequency is close to the natural frequency (ω0) then,

ω2
0 − ω2 = (ω0 − ω)(ω0 + ω) ≈ 2ω04ω

A =
C

2ω04ω + i
ω2
0

Q0

(5.12)

Thus | A |is maximum when 4ω is zero, that is when the external frequency equals

the resonant frequency of the cavity. In this case

A =
CQ0

iω2
0

= −iCQ0

ω2
0

The −i term in the above equation implies that there is a phase di�erence of −π/2

between the cavity �elds and external excitation. Considering the equation (5.11), the

square of the amplitude of the �elds inside the cavity is given as

A2 =
C2

((ω2
0 − ω2)2 + (ωω0

Q0
)2

(5.13)

If the external frequency (ω) is near to the resonant frequency of the cavity (ω0), then

A2 =
C2

(2ω04ω)2 +
ω4
0

Q2
0

(5.14)

A2

C2
=

1

4ω2
0(4ω2 +

ω2
0

4Q2
0
)

(5.15)

The quality of the resonator is characterized by the narrowness of its resonance. Let

4ωH be the full width at the half height of | A2

C2 |versus ω curve, so that

| A
2

C2
|= A2

max

2

where A2
max =

Q2
0

ω4
0
, then by equation (5.15), we get
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Q2
0

2ω4
0

=
1

4ω2
0[
4ω2

H

4
+

ω2
0

4Q2 ]
(5.16)

By solving the equation (5.16), we get

Q0 =
ω0

4ωH
=

f

4f
(5.17)

Considering the equation (5.11) the phase angle between A and C is given by

A =
C

(ω2
0 − ω2)2 + (ωω0

Q0
)2

[(ω2
0 − ω2)− iωω0

Q0

] (5.18)

the phase angle is given by

tan(ϕ) = − ωω0

Q0(ω2
0 − ω2)

(5.19)

Thus equation (5.19) shows that when

ω = 0, ϕ = 0

ω =∞, ϕ = −π

ω = ω0,ϕ = −π
2

Now the equation (5.19) can also written as

cot(ϕ) = −Q0

ω0

[
ω2

0 − ω2

ω

]
(5.20)

By di�erentiating the above equation wrt to frequency we get

−dϕ
dω

cosec2(ϕ) =
Q0

ω0

(
1 +

ω2
0

ω2

)
This implies

−dϕ
dω

= sin2(ϕ)
Q0

ω0

(
1 +

ω2
0

ω2

)
The slope of the phase near the resonant frequency is given by
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dϕ

dω
|ω=ω0= −

2Q0

ω0

(5.21)

so from above equation, we can write 4ϕ
2Q0

= −4f
f
. The typical plots of A2

C2 (Q0

ω2
0
)2 and

phase (ϕ) vs frequency (ω) are given in Figure 5.3.

Figure 5.3: A2

C2 (Q0

ω2
0
)2 and phase (ϕ) vs Frequency (ω)

5.2.2 Measurement of Resonant frequency

The Transmission method illustrated in Figure 5.4 is the simplest phenomeological

measurement of resonant frequency as well as the Quality factor.

Figure 5.4: Transmission method for measuring the resonant frequency and Q value

The transmission coe�cient (S21) parameter [54] is de�ned as the ratio of re�ected

voltage at port 2 (V −2 ) to an incident wave of voltage at port 1 (V +
1 ), when the incident

waves on all ports except the 1st port are set to zero.
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S21 =
V −2
V +

1

|V +
2 =0

In the microwave frequencies the voltages and current are inferred from power and

phase of wave traveling in a given direction. So the transmission coe�cient measured in

terms of �dB� is given as

S21 = 10 log

(
P−2
P+

1

)
dB (5.22)

Since the powers are related directly to the square of the �elds amplitude (P2 ∝
A2, P1 ∝ C2), which implies S21 ∝ A2

C2 , so the variation of the S21 with frequency is same

as shown in Figure 5.3. The frequency at which S21 is maximum is the resonant frequency

of the structure.

5.2.3 Measurement of Quality factor

When the RF power is coupled to a resonator structure and varying the frequency

around the resonance frequency, the resonance curve can be obtained as shown in Figure

5.4. The variation of square of amplitude of the �elds as a function of frequency is given

by equation 5.15. By calculating the di�erence in the frequencies where the square of

amplitude of the �elds becomes A2
max

2
, which in logarithmic scale as given by equation

(5.22) corresponds to -3 dB. After measuring the full width at half maximum (4ωH), the
quality factor is calculated using the equation 5.17. Here it is to be noted that the value

of Q calculated from above formula is intrinisic or unloaded quality factor, if the e�ects of

the coupling loops are neglected (i.e., coupling coe�cient (β � 1) ). If β is not negligible,

then the above method gives the value of loaded Q. The relation of loaded Q and Q0 [55]

is given by equation (5.23).

Q =
Q0

1 + β1 + β2

(5.23)

Where β1, β2 are the coupling coe�cients of port 1 and port 2.
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5.2.4 Field Measurements

The �eld measurements in the RF cavities are done using the perturbation methods.

If the perturbation is introduced in the cavity geometry, either from the displacement

of the cavity walls or from the introduction of some object, the resonant frequency will

generally change and one will be interested in calculating this change. When the parameter

variation because of introduction of some object inside the cavity is slow when compared

to the period of oscillation. Such changes are said to be adiabatic [56]. Thus, when the

parameters of the cavity are varying adiabatically, the resonant frequency is proportional

to the energy of the cavity (i.e., U
ω0

= const or 4ω0

ω0
= 4U

U
). This result, is known as the

Boltzmann-Ehrenfest theorem [57-60]. The variation of resonant frequency, when a small

volume 4V is removed from the cavity of volume V is given by slater perturbation theory

[61], which is as shown in the equation below.

4ω0

ω
=

´
4V (µ0H

2 − ε0E
2) dV´

V
(µ0H2 + ε0E2) dV

=
4Um −4Ue

U
(5.24)

Where U is the total stored energy, 4Um and 4Ue are time average of the stored

magnetic and electric energy removed as a result of reduced volume [53] . This theorem

provides the basis for �eld measurements in cavities [62]. If a small spherical bead of

volume 4V , is inserted into the cavity, the shift in the resonant frequency is given as a

function of the unperturbed �eld amplitudes E and H, which are assumed to be constant

over the bead, by

4ω0

ω
= −34V

4U

[
εr − 1

εr + 2
ε0E

2 +
µr − 1

µr + 2
µ0H

2

]
(5.25)

For a spherical dielectric bead, whose µr = 1, then

4ω0

ω
= −34V

4U

εr − 1

εr + 2
ε0E

2 (5.26)

Thus, if the shift in the resonant frequency is measured, and the stored energy is known

from measurement of the Q and the power dissipation, the magnitude of the electric �eld

can be calculated. To measure the RF electric and/or magnetic �eld distributions a

standard bead-perturbation technique was used.
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5.3 RF Measurements

In principle, there are in�nite number of modes in a resonating cavity. Now, one has

to identify the required mode for acceleration of the particles. In our 400 keV RFQ, the

unwanted dipolar modes (TE110) frequencies are very close to the required quadrupole

(TE210) mode. So initially, it is important to identify the required quadrupole mode

frequency.

5.3.1 Mode identi�cation

In a RFQ at a particular position (z), the magnetic �eld distribution in four quadrants

for quadrupole and dipole modes are as shown in Figure 5.5.

Figure 5.5: Magnetic �eld distribution for Quadrupole and dipole modes

For quadrupole mode, the magnetic �elds in opposite quadrants are in same directions

(i.e., in phase), where as for dipole modes they are in opposite direction (i.e., out of

phase). So one can selectively excite either quadrupole or dipole mode, if RF power

is fed simultaneously in opposite quarants in phase or out-of phase. We have used this

information for identi�cation of modes. The schematic of the apparatus is shown in Figure

5.6. We have used a 3 dB power splitter (PS) and the electrical length of the cables in the

two arms of the PS same in order to have the same phase. If the loops in the quadrants

are kept as shown in the Figure 5.7, we can selectively excite the quadrupole or dipole

modes and the results are shown in Figure 5.8
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Figure 5.6: Schematic of the apparatus for mode identi�cation

Figure 5.7: Loop orientations for mode excitations
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Figure 5.8: Excitation of quadrupole and dipole modes

5.3.2 Q factor measurement

We have used the transmission method discussed in section 5.2.3, for measuring the

Q0. In order to measure Q0, the coupling coe�cient (β1 and β2) are made very small when

compared to one, by rotating the loops. The measurement of Q0 is shown in Figure 5.9.

It was observed to be 73 % of simulated value.

Figure 5.9: Quality factor measurement
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5.3.3 Field distribution

We have used a standard bead pull technique for measuring the �elds inside the cavity.

The 400 keV RFQ along with bead pull measurement setup was shown in Figure 5.10.

We have measured the S21 phase and from this phase shift (4ϕ) one can calculate the

frequency shift (4ω) by using the equation 5.21. By using the equation 5.25, we have

calculated the �eld distribution.

Figure 5.10: Bead pull measurement setup

Initially, we have done the magnetic measurements using the metallic bead made of

brass of dia 6 mm for the �ush tuner conditions. The quadrupole resonant frequency

was observed to be 348.32 MHz. The measured �elds in all the four quadrants and

calculated quadrupole and dipole contributions were shown in Figures 5.11 and 5.12. We

have observed the �elds in the quadrants 2 and 3 are less when compared to other two

quadrants. By inserting the tuners in the 2nd and 3rd quadrants, we observed some

improvement in the �eld levels in these quadrants, which are shown in Figures 5.13 &

5.14.
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Figure 5.11: Fields in four quad-

rants

Figure 5.12: Quad and Dipole con-

tributions

Figure 5.13: Fields in four quadrants Figure 5.14: Quad and Dipole contri-

butions

By using the tuning program, after 7 iterations, the quadrupole �eld levels were tuned

within ± 5 % (dQ/Q0) and dipole contribution < 4 % (d1/Q0, d2/Q0). The �nal �eld

distribution was shown in Figure 5.15. During this tuning procedure the �at �eld was

achieved for a resonant frequency of 352.48 MHz. In order to tune the cavity to 350 MHz,

all the tuners are moved outward in order to give a frequency shift of 0.16 MHz per tuner.

The depth of all tuners required to get the �eld �atness is given in Figure 5.16.
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Figure 5.15: a) Field distribution in all the 4 quadrants (b) Quadrupole and dipole mode

contributions in �eld (c) Deviation of �eld with average quadrupole �eld (d) s11, s22

re�ection measurements

Figure 5.16: Tuners depth for all the tuners (+ve depth implies that they are inserted

into the cavity, -ve implies they are retrieved back from cavity
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After �nal tuning of the RFQ, the resonant frequencies are measured to be 349.8, 343.5

and 346.4 MHz respectively. The �eld measurements for all these mode have been done

using bead pull setup and are shown in Figures 5.17 - 5.19. From these measurements, it

is clearly seen that the resonant frequencies 346.4 and 343.5 MHz corresponds to 1-3 and

2-4 dipole modes.

Figure 5.17: Quadrupole mode bead pull measurements

Based on the tuner depths measured after �nal tuning, high power slug tuners have

been fabricated which are shown in Figure 5.20. After the cold testing, the thorough

vacuum leak checking was done and found a minor leaks on the wall of the RFQ. In order

to �x those leaks, the high temperature soldering on the RFQ walls was done. After this,

the slug tuners were �xed on the RFQ and measured the resonant frequency using the

re�ection measurement which was shown in Figure 5.21. It was observed that all the

resonant frequencies are shifted, in particular the quadrupole frequency was shifted to

349.13 MHz from 349.8 MHz.
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Figure 5.18: 2-4 dipole

Figure 5.19: 1-3 dipole
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Figure 5.20: Fixed tuners

Figure 5.21: Final frequency measurement
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5.3.4 Beam Acceleration

We have done simulations to accelerate the proton (H+) beam through this 400 keV

Deuteron (D+) RFQ and found that the RF power required is 15 kW whereas for deuteron

we need 60 kW. So initial beam acceleration trials were done using H+beam.

5.3.4.1 Proton beam Acceleration

In order to accelerate the proton beam, the intervane voltage and the input energy of

the beam have been changed to 22 kV and 25 keV respectively. We conditioned the RFQ

in a pulsed mode with a duty factor of 0.5 % (5 ms pulse width and 1 Hz rep rate). The

beam line consisting of the ion source, LEBT line, RFQ and bending magnet is shown in

Figure 5.22.

Figure 5.22: RFQ beam line

The proton beam of input energy 25 keV was injected and accelerated to 200 keV

with a transmission of 70 %. The output current was measured using a faraday cup and

its signal was taken on an oscilloscope which is shown in Figure 5.23. The output beam

energy was measured using the 900 bending magnet (BM) and the result, shown in Figure
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5.24, was in good agreement with simulations. After setting the magnetic �eld of the BM

corresponding to 200 keV beam energy, the input beam energy have been varied from

20-30 keV and measured the output beam current after the bending magnet, which was

shown in Figure 5.25. We have also studied, the variation of output beam current with

input RF power and observed a maximum transmission at around 14.5 kW (Figure 5.26).

Figure 5.23: RF & Faraday cup signal Figure 5.24: Output energy distribution

Figure 5.25: Output current vs input

beam energy

Figure 5.26: Transmission vs RF power
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5.3.5 D+ Beam acceleration

During the H+ beam acceleration the RFQ was conditioned upto the peak power of

20 kW. Since D+ beam needs around 60 kW of RF power, the RFQ was operated in a

pulsed mode of 0.1 % duty cycle (i.e., 1 msec pulse width at 1 Hz repitition), in order to

avoid the damage to the RF Coupler. It took almost two days of continuous operation to

reach the peak power of 60 kW at a duty cycle of 0.1 %. Once the RFQ was conditioned,

the D+ beam of current 18 µA was injected at 50 keV and accelerated to 400 keV with

a transmission of 94.5 %. The RF and the Faraday cup signals on the oscilloscope were

shown in Figure 5.27. The output energy spread of the accelerated beam was measured

to be ± 12 keV and is as shown in Figure 5.28.

Figure 5.27: RF & Faraday cup signals Figure 5.28: Output energy spread
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Chapter 6

Design studies of LEHIPA RFQ

6.1 Introduction

As a part of our on going project LEHIPA for development of 20 MeV, 30 mA proton

linac, the design studies of the 3 MeV RFQ were also done. The LEHIPA accelerator

mainly consists of a 50 keV ECR ion source, a 3 MeV RFQ and a 20 MeV drift tube

linac (DTL). The LEBT and MEBT are used to match the beam from ion source to RFQ

and from RFQ to DTL respectively. The layout of LEHIPA is shown in Figure 1.5. The

design of 3 MeV RFQ has been done, based on the conventional design procedure. The

following criteria are kept in mind while designing the 3 MeV RFQ

1. Transmission > 90 %

2. Length should be ∼ 4m

3. Peak surface �eld < 33 MV/m

The Main RFQ input parameters are given in Table 6.1. Here in this chapter, we present

some of the beam and cavity dynamics simulation results of 3 MeV proton RFQ.

Table 6.1: RFQ Input parameters

Parameters Value Units

Particle H+

I/O energy 0.05/3.00 MeV

Transverse Norm RMS emittance 0.02 π cm−mrad

Frequency 352.2 MHz

Current 30 mA

Total RF power ≤ 500 kW
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6.2 Simulation Results

We have studied two popular design stratergies as discussed in [25] and adopted similar

deuteron RFQ design procedure (conventional) for our 3 MeV RFQ, because of its ease

in fabrication and also in RF tuning. Based on the experience gained from our 400 keV

RFQ, we have modi�ed our RFQ design to keep the total RF power required to be less

than 500 kW, after considering 50 % safety factor. Based on this criteria, the vane voltage

of the RFQ was chosen to be 68 kV, and modi�ed other parameters like modulations (m),

synchronous phase (ϕs) and focusing strength (B) to keep the overall length of RFQ to

be ∼ 4m.

6.2.1 Beam dynamics

The beam dynamics of the RFQ was studied extensively using LIDOS [27] and cross

checked with TOUTATIS [28]. The main output parameters of the RFQ are shown in

Table 6.2.

Table 6.2: RFQ output parameters

Parameters Value Units

Particle H+

Frequency 352.21 MHz

Vane voltage 68 kV

Modulation 1-1.81

Focusing Strength (B) 5.6 MHz

Average bore radius (r0) 0.3063 cm

Trasnverse radius of curvature (ρt) 0.3063 cm

Synchronous phase (ϕs) -90/-30 deg

Output RMS emittance 0.021 π cm−mrad

Accelerated/Transmission 95.8/97.0 %

Length 4 m
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The amount of power deposited on the vanes due to beam loss is of major concern in

the CW high current RFQs, which is shown in Figure 6.1. The energy of the deposited

particle should be < 2.1 MeV , in order to avoid the activation of the structure. It is

clearly seen from Figure 6.1, that the beam losses are concentrated near the end of GB

section, where the beam energy is only 0.56 MeV and above 2 MeV there are negligible

losses. The variation of various parameters like emittance, zero current phase advance

(σ0t, σ0l)and the variation of Kilpatric �eld along the RFQ length are shown in Figures

6.2-6.4.

Figure 6.1: Deposited power (W) due

to beam loss along the RFQ length

Figure 6.2: Evolution of emittances

along RFQ

Figure 6.3: Variation of zero-current

phase advances

Figure 6.4: Variation of Kilpatric �eld
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We have studied the e�ect of vane voltage error on the accelerated particles. Figure

6.5, shows the accelerated particles as a function of the fractional deviation of the vane

voltage from its nominal value (Vnom) of 68 kV. It is clearly seen from the plot that a

decrease in vane voltage of more than 5 % of the nominal value is unacceptable.

Figure 6.5: Variation of Accelerated particles with Voltage

6.2.2 Cavity dynamics

The 2D and 3D electromagnetic simulations of the RFQ cavity was done using a

computer codes SUPERFISH (SF) [36] and CST Microwave studio (MWS) [37].

6.2.2.1 2D design

The geometry of the vanes for a given resonant frequency of the RFQ is obtained in

2D design using the SF. The optimization of various parameters as discussed in chapter

3, was done to reduce the power dissipation. The optimized geometric parameters of the

RFQ are given in Table 6.3.

Table 6.3: Optimized geometric parameters of RFQ

Parameters Value Units

Average bore radius (r0) 0.3063 cm

Vane Voltage (Vg) 68 kV
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Radius of Curvature of vane tip (ρt) 0.3063 cm

Vane shoulder half width (Ws) 1.0 cm

Vane base half width (Wb) 1.0 cm

Corner Radius (Rc) 1.0 cm

Breakout angle (αbk) 0 deg

Blank width (Bw}) 0.3063 cm

Blank Depth (Bd) 1.5 cm

Vane angle 1 (α1) 16 deg

Vane angle 2 (α2) 0 deg

Vane Heigth (H) 8.8635 cm

The main RF parameters like capacitances and inductances(Ci, Li), where {i = 1− 4}
and Ca, Cb needed for perturbative analysis, as discussed in Chapter 4, for ideal RFQ

structure are calculated from SF and are given in Table 6.4.

Table 6.4: RF parameters of RFQ

Parameters Value Units

Quadrupole mode 350.11 MHz

Capacitances (Ci) 32.61 pF/m

Inductances (Li) 6.33 nH m

Dipole mode 340.07 MHz

Capacitance (Ca) 1.9549 pF/m

Dissipated power (1.37 ∗ SF ) 353.4 kW

The Quality factor measured for our 400 keV RFQ is 73 % of simulated value. This

corresponds to 37 % increase in the dissipated power when compared to simulations. So

we have considered a safety factor of 1.37 for dissipated power.
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6.2.2.2 3D design

In order to study the e�ects of asymmetric features, like Beginning cell (BC), End

cell (EC) and Coupling cell (CC) a complete 3D electromagnetic simulations are needed.

Initially, we have calculated the cut-o� frequency of the RFQ using Micro wave studio

[37] and compared with SUPERFISH [36] simulations. For this, one quadrant of the RFQ

of length 5 cm was modeled in MWS. The simulation was done with magnetic boundary

condition at both the ends of the section. The comparison of the 2D and 3D simulation

results are shown in Table 6.5.

Table 6.5: Comparison of RF parameters of RFQ

Parameters SF MWS Units

Quadrupole mode (f0) 350.11 350.10 MHz

Quality factor (Q0) 10294 10306

Max. Power density 6.402 6.45 W
cm2

Max. Electric �eld (Ep) 30.43 30.79 MV/m

Max. Magnetic �eld (Hmax) 5123 5135 A/m

Power Lost 805.5 805.9 W

6.2.2.3 Tuners

Computer simulations using MWS were done to study the frequency variation that

can be tuned with the tuners. The e�ect of tuners on the vane voltage pro�le was also

studied. Figure 6.6, shows a 50 cm MWS model of one quadrant of RFQ cavity with a

tuner.

Figure 6.6: 50 cm long MWS model of RFQ with tuner
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The variation of tuner frequency with the depth of the tuner is shown in Figure 6.7.

From this plot, the tuner sensitivity is calculated to be ∼ 21 kHz
mmtuner

for 1 m long RFQ,

when the tuner is inserted in the RFQ. The variation of vane voltage along the length

of the RFQ, when the tuner was inserted to a depth of 1 cm is also calculated from the

magnetic �eld using the formula

V (z) = ω0µ0

∫ ∫
Hz(x, y)dxdy (6.1)

The vane voltage is varied by only ±0.6 %, which is shown in Figure 6.8.

Figure 6.7: Variation of frequency with

tuner depth

Figure 6.8: Vane voltage variation along

the RFQ when tuner was inserted at z=0

We have planned to have total 64 tuners in this 4 m long RFQ. So in order to bring

the resonant frequency of the RFQ to 352.21 MHz, all the 64 tuners have to be inserted

by 6.25 mm each.

6.2.2.4 Beginning and end cells

In order to have the �at �eld pro�le along the RFQ, undercuts have to be provided

at the both ends of the RFQ. The depths of the undercuts have to be optimized to get

the same resonant frequency as the ideal RFQ cavity. The model of the undercuts is

shown in Figure 6.9.The optimized parameters of the undercuts are given Table 6.6. The

peak surface loss density on the undercuts is shown in Figure 6.10. The surface loss
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density calculated by MWS is twice the average loss as discussed in chapter 3. Power loss

density is large because of sharp corners, by providing the blend edges the peak surface

loss density can be reduced to ∼ 100 W
cm2 .

Figure 6.9: MWS mode of under cuts Figure 6.10: Peak Surface loss density(
W
m2

)
Table 6.6: Optimized parameters of BC and EC

Parameters BC EC Units

End gap 0.90 0.75 cm

Overhang height (h1) 2.5 2.5 cm

Undercut length (ucl) 3.778 3.691 cm

Height (h2) 6.5 6.5 cm

Undercut tip radius (utr) 0.5 0.5 cm

Lower undercut radius (lur) 1.0 1.0 cm

Upper undercut radius (uur) 1.5 1.5 cm
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6.2.2.5 Coupling cell (CC):

A single segment of 4 m long RFQ will be very unstable because the longitudinal

higher-order modes (HOMs) are very close in frequency from the accelerating mode. The

cavity was therefore split into two 2-m long segments, and followed the LEDA resonant

coupling technique [42, 63]. The principle is to make the structure insensitive to the

perturbations, which is similar to the π/2 structure in couled cavity Linacs (CCL), in

which the inferior and superior modes are equally spaced in frequency from the operating

mode. To design the CC gap [64], the 4-m long RFQ with a symmetry exactly at the

centre of the CC gap was modelled. The schematic of the coupling cell is shown in Figure

6.11.

Figure 6.11: Simulation model of CC

The variation of the mode frequencies with gap is shown in Figure 6.12. It was observed

that the inferior and superior modes are separated equally from the operating mode for

a gap of 1.2 mm.
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Figure 6.12: Variation of mode frequencies with gap

The cell parameters have therefore been optimized with a gap value of 1.2 mm and

are shown in Table 6.7.

Table 6.7: Optimized parameters of CC

Parameters CC Units

Gap between vanes 1.2 mm

Overhang height (h1) 2.0 cm

Undercut length (ucl) 3.934 cm

Height (h2) 6.5 cm

Undercut tip radius (utr) 0.5 cm

Lower undercut radius (lur) 1.0 cm

Upper undercut radius (uur) 1.5 cm

Coupling plate thickness 1.4 cm

Coupling plate radius 3.0 cm

These coupling gaps have a signi�cant e�ect on the beam dynamics and are studied
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using the computer code TOUTATIS. It was observed from the simulations that the power

of lost particles has increased at the coupling gap position and is shown in Figure 6.13.

Figure 6.13: Deposited power along RFQ with Coupling gaps
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Chapter 7

Summary and Future work

7.1 Summary

The work in this thesis comprises of design and development of the 400 keV Deuteron

RFQ and design studies of a 3 MeV proton RFQ for LEHIPA at BARC.

Two popular design strategies are studied, and adopted the conventional method pro-

posed by LANL [17] for both the RFQs. The main criteria was to maximize the trans-

mission through the RFQ with minimum emittance growth and with less RF power. The

400 keV deuteron RFQ operates at a resonant frequency of 350 MHz, and needs an in-

tervane voltage of 44 kV to accelerate the beam to �nal energy of 400 keV over a vane

length of 1.03 m for a power loss of ∼ 55.5 kW (including 30 % safety factor). However,

the provision for two RF sources of 60 kW each has been made, in order to manage the

excess unexpected power loss. The e�ects of mechanical errors on the �eld distribution,

are studied using a perturbative analysis based on 5- wire transmission line theory pro-

posed by LNL [50]. A tuning program has been developed for this RFQ based on the

algorithm given by LNL [51]. Based on these simulations, a 400 keV RFQ made of OFHC

copper have been machined and vacuum brazed indigenously at BATL, Trivandrum. The

complete RF characterization of this RFQ has been done. The quality factor (Q0) has

been measured and observed to be 73 % of the simulated value. This corresponds to a

safety factor of 37 % for power loss, which is less than our estimated RF losses. The �eld

distribution in the RFQ has been measured using the bead pull setup. With the help of

tuners and after 7 iterations, the quadrupole �eld levels were tuned within ±5% (dQ/Q0)

and dipole contribution < 4 % (d1/Q0, d2/Q0).

In order to do the beam acceleration trials through this 400 keV RFQ a beam line

was setup. This mainly consists of a RF ion source, a LEBT system and a 400 keV RFQ.

We have accelerated H+, H+
2 andD

+ beams from this RFQ. In order to accelerate the

H+ beam through this RFQ, the input beam energy and the intervane voltage has to be
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halved when compared to H+
2 andD

+ beams. Since the intervane voltage is halved the

RF power needed is only 1/4
th of the power needed for D+ beam, which corresponds to

∼15 kW. So initially, the proton beam was accelerated through the RFQ and obtained a

transmission of ∼ 70 % at a duty cycle of 0.5 % (5 msec pulse width and 1 Hz repetition).

After successful acceleration of H+ beam, the RFQ was conditioned to 60 kW peak power

at a duty cycle of 0.1 % (1 msec pulse width and 1 Hz repetition) and then injected H+
2

and D+ beams. The transmission has been measured to be 80 % forH+
2 and 94 % for D+.

They were in good agreement with the simulations

A 3 MeV, 30 mA RFQ has been designed for the LEHIPA project, which will be used

as a front-end injector for 1 GeV accelerator for Indian ADS programme. The LEHIPA,

20 MeV proton accelerator mainly consists of a 50 keV ECR ion source, a 3 MeV RFQ and

a 20 MeV DTL. This RFQ needs an intervane voltage of 68 kV to accelerate the beam to

�nal energy of 3 MeV over a length of 4 m. The total RF power required is 453 kW with

a safety factor of 37 % on the dissipated power. The e�ect of various types of errors on

beam transmission and beam quality has been studied.

7.2 Scope of future work

The LEHIPA RFQ has been designed as reported in this thesis. Based on this design,

the various components are under fabrication. The LEHIPA RFQ is a 4 m long structure,

which we planned to make in 4 sections of 1 m each and couple them via a coupling

cell. The behaviour of the beam at these couplings cells is a matter of concern because

the power of the lost particles have increased as shown in Figure 6.13. So, the next

step is to understand this e�ect and try to minimize the losses. We have developed a

tuning program for our 400 keV RFQ, which is relatively simple structure as compared

to 3 MeV RFQ. This tuning program has not taken into consideration the coupling cell.

A more generalized tuning program has to be developed which can into account all the

components of RFQ.

Design of high intensity linacs is complex and there are lot of grey areas, where the-

oretical understanding is required (for example beam halos [65]). The beam halos are

identi�ed as one of the dominant loss mechanisms in high intensity linacs. The reason
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for beam halos is not fully understood, but one of the most probable resons for halo for-

mation is non-linear space charge forces acting on the mismatched beams [66]. These are

initiated at low energy section of high intensity accelerators and results in beam loss at

high energies. Understanding the behaviour of mismatched high current beams in the low

energy part of the accelerator is essential, if one wants to build a high intensity accelera-

tors. Since all the high current accelerators that are proposed, have chosen an RFQ as a

initial accelerating structure, one has to design this part very carefully. This will improve

the overall performance of high current linacs.
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