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Synopsis

The complete mapping of human and other genomes has revealed that the remarkable

complexity of living organisms is expressed by less than 30,000 protein-coding genes.

Thus, the observed complexity arises not so much from the relatively few components

(in this case, genes), as from the large set of mutual interactions that they are capable

of generating. The focus of research in biology is therefore gradually shifting towards

understanding how interactions between components, be they genes, proteins, cells or

organisms, add a qualitatively new layer of complexity to the biological world. This is the

domain of systems biology which aims at understanding organisms as an integrated whole

of interacting genetic, protein and biochemical reaction networks, rather than focusing on

the individual components in isolation.

The recent surge of interest in systems thinking in biology has been fuelled by the fortu-

itous coincidence in the advent of high throughput experimental techniques (such as DNA

and protein microarrays) allowing multiplex assays, along with the almost simultaneous

development of affordable high-performance computing which has made possible auto-

mated analysis of huge volumes of experimental data and the simulation of very large

complex systems. Another possible stimulant has been the parallel growth of the theory

of complex networks (comprising many nodes that are connected by links arranged ac-

cording to some nontrivial topology) from 1998 onwards, which has provided a rigorous

theoretical framework for analysis of large-scale networks, ranging from the gene interac-

tion network to the foodwebs. Indeed, reconstructing and analyzing biological networks,

be they of genes, proteins or cells, is at the heart of systems biology. The role of such

“network biology” is to elucidate the processes by which complex behaviour can arise in

a system comprising mutually interacting components. While such emergent behaviour

at the systems level is not unique to biology, to explain properties of living systems, such

as their robustness to environmental perturbations and evolutionary adaptability, as the

outcome of the topological structure of the networks and the resulting dynamics, is a

challenge of a different order. As networks appear at all scales in biology, from the intra-

cellular to the ecological, one of the central questions is whether the same general princi-

ples of network function can apply to very different spatial and temporal scales in biology.

In this thesis, we have analysed in detail transmission processes on several networks oc-

curring at different scales from cell to society to show how using a network approach to

study the dynamics complex biological systems can reveal unexpected features and allow

new insights. In the following paragraphs I briefly describe the work described in the

thesis.

In Chapter 1 we begin with a short overview of biological networks, focusing on intra-

1



cellular, as well as, contagion transmission networks. Here we introduce important con-

cepts and definitions used throughout the thesis. This is followed by a discussion of meso-

scopic motifs of complex networks, in particular modules, and a brief review of earlier

studies of diffusion and transmission dynamics on modular networks. We point out here

a distinction between structural modules (investigated in the physics literature) and func-

tional modules (as often used in the biological literature). In the structural sense, modules

are subnetworks into which the system can be compartmentalized such that members of

the same module are more densely or more strongly connected to each other in compar-

ison to their connections to members of other modules. On the other hand, functional

modules comprise members who may be involved in the same task or function. We show

in our thesis that functional motifs and structural modules, while distinct, may neverthe-

less have equally significant roles to play in the dynamics of biological systems.

In Chapter 2 we investigate a very important intra-cellular network motif, the three-

component Mitogen-Activated Protein Kinase (MAPK) signalling module. This pathway

is found in all eukaryotic cells and is involved in many critical cellular functions includ-

ing cell cycle control, stress response, differentiation and growth. Its crucial importance

is underscore by the fact that it is seen to be affected in many diseases including cancer, as

well as, immunological and degenerative syndromes and is, therefore, an important drug

target. The basic linear cascade structure involves regulation of the activity of a MAPK

kinase kinase (MAP3K) enzyme by an upstream signal. MAP3K on being activated can

act as the enzyme for activation of a MAPK kinase (MAP2K) enzyme which in turn con-

trols the activity of a MAPK enzyme. MAPK, on activation, can be involved in many

functions, such as initiation of transcription or stimulation of other kinases. However,

such linear or chain-like reaction schemes imply a rigid relation between stimulus and

response, precluding the possibility of the system switching to a different response for

the same signal under altered circumstances. As many linear cascades are actually part

of branched pathways (e.g., the MAP3K enzyme MEKK-1 is known to activate multi-

ple types of MAP2K enzymes in the T-cell and B-cell receptor signalling networks in-

volved in immune response), we have investigated here the dynamics of branched MAPK

modules. We demonstrate that enzyme-substrate dynamics on such motifs allow sur-

prisingly long-range communication in the absence of direct long-range interaction be-

tween molecules through retrograde propagation between the different (non-interacting)

branches of MAPK pathways. Our numerical simulations show that perturbing the activa-

tion of MAPK enzyme in one branch can result in a series of changes in the activity levels

of molecules upstream to that enzyme, eventually reaching the branch-point and thence

affecting the other branches. Our results have recently been verified by biological exper-

iments (done by our collaborators at NCCS, Pune). An important aspect of retrograde

propagation in branched pathways that is distinct from previous work on retroactivity fo-

cusing exclusively on single chains is that varying the type of perturbation, e.g., between

pharmaceutical agent mediated inhibition of phosphorylation or suppression of protein

expression, can result in opposing responses in the other branches. This can have po-

tential significance in designing drugs targeting key molecules which regulate multiple

pathways implicated in systems-level diseases such as cancer and diabetes.

In Chapter 3 we have investigated the mesoscopic structural organization of the human

cancer disease-gene network. With the growing recognition that cancer is a “systems-

2



disease”, the focus of research in this area has been gradually shifting away from the study

of individual molecules and the effect of single gene mutations to an emerging consensus

that this complex disease involves significant disruption of the intra-cellular signalling

network. One of the drawbacks of a network-based approach to analyzing cancer is the

extremely large number of cellular agents whose interactions need to be investigated. We

have tried to circumvent this by taking a mesoscopic view of the cancer network, decom-

posing the network into modules each of which comprises a relatively small number of

agents, which are amenable to detailed investigation. We begin with the bipartite net-

work of 146 tumour types and 927 cancer genes (and corresponding proteins) obtained

by scanning the relevant databases. Projecting this data onto a single network, we con-

struct a network whose largest connected component consists of 910 genes. Partitioning

this network using efficient community-finding algorithms yields 25 modules, the genes

within each community having relatively stronger interaction with each other than with

members belonging to other communities. We use this result to perform a modular de-

composition of the human protein-protein interaction network comprising 9270 proteins

grouped into 542 communities. Considering the distance of the cancer gene modules in

the abstract protein-module space allows us to build a relational dendrogram between dif-

ferent tumour types, as well as, between different classes of cancer, which gives one a

new appreciation of the complex relationships between different categories of tumours

and cancer disease types. For example, our analysis shows that the hormonally related

disease types of breast cancer and ovarian cancer occur very close to each other in the

dendrogram hierarchy. We also investigate the functional role of different cancer genes

as revealed by their importance in the modular organization of the network by investigat-

ing the joint distribution of their participation coefficients and their within module degree

z-scores. We have identified about 36 genes as “connector hubs” occupying critical posi-

tions in the cancer network which can be potential targets for therapeutic efforts.

While the chapters discussed above focused on the networks implicated in health and dis-

ease at the level of a single cell, in the next three chapters we shift our attention to disease

transmission through contact networks, i.e., at the level of a society of human individuals.

For such networks, one of the most important dynamical processes to understand is how

epidemics are initiated and propagated. In Chapter 4 we present our work on under-

standing the outbreak dynamics of the 2009 Influenza A(H1N1)v in India by estimating

the initial transmissibility of the disease. This is done by analysing the time-series data

for the onset of the influenza pandemic in India during the period June 1 - September 30,

2009. The novel influenza strain (later termed influenza A(H1N1)v) was first identified

in Mexico in March 2009, after which it rapidly spread to different countries. The first

confirmed case in India, a passenger arriving from USA, was detected on 16 May 2009 in

Hyderabad. In fact, most of the initial cases in India were passengers arriving by interna-

tional flights. However, towards the end of July, the infections appeared to spread to the

resident population with an increasing number of cases being reported for people who had

not been abroad. To devise effective strategies for combating the spread of pandemics, it

is essential to estimate their transmissibility in a reliable manner. This is generally charac-

terized by the reproductive rate R, defined as the average number of secondary infections

resulting from a single (primary) infection. A special case is the basic reproduction num-

ber R0, which is the value of R measured when the overall population is susceptible to

the infection, as is the case at the initial stage of an epidemic. Using a variety of sta-
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tistical fitting procedures, we have obtained a robust estimate of the exponential growth

rate λ ≃ 0.15. This corresponds to a basic reproduction number R0 ≃ 1.45 for influenza

A(H1N1)v in India, a value which lies towards the lower end of the range of values re-

ported for different countries affected by the pandemic. We have also separately obtained

estimates for different regions of the country which varied over the range 1.34-1.74. This

suggests that seasonal and regional variations need to be taken into account to formulate

strategies for countering the spread of the disease.

Models of epidemic propagation very often assume that populations are well-mixed (i.e.,

an infected individual can infect any other individual in the population with equal prob-

ability) for mathematical simplicity. However, in reality, individuals very often confine

most of their interactions to members of their own social group. Thus, the contact network

of individuals in a society can be considered to be modular (of which there is sufficient

empirical evidence), with the members of the same module having much higher probabil-

ity of being infected by each other (as a result of the increased frequency of interactions)

as compared to members of different modules. In Chapter 5 we show that contagion

transmission dynamics on modular networks can have startling consequences, in partic-

ular, resulting in the persistence of highly infectious diseases. In our study, we have

considered a situation where individuals after having recovered from an infection can

again become susceptible with a certain probability either as a result of loss of immunity

or through removal and subsequent replacement by new individuals. Our study of this

SIRS (Susceptible-Infectious- Recovered-Susceptible) epidemic model dynamics over a

modular contact network suggests that under certain circumstances an epidemic can be-

come persistently recurrent. Through numerical simulation, we show the dependence of

the probability of persistence on the parameters of the network mesoscopic organization

as well as on epidemic parameters such as the infection rate α, recovery rate β and the

rate at which recovered individuals become susceptible γ. In particular, we show that

highly contagious diseases (large α), which quickly die out in a population with homoge-

neous contact structure, can survive indefinitely (becoming endemic) when there is strong

community organization in the population.

The epidemic model studied earlier assumes that infections spread by direct contact be-

tween infected individuals. While this is a good model for several types of diseases (such

as influenza or chicken-pox), there are several other important diseases which are spread

indirectly via an intermediate host (such as malaria, where the vector is the Anopheles

mosquito). In such situations, apart from the contact network structure we also need

to consider the dependence of the vector population density on spatial geography upon

which the network is embedded. In Chapter 6 we consider the spatio-temporal dynamics

of malaria transmission by first presenting an empirical analysis of epidemic data from

a rural block in north Bengal. The time series data of malaria incidence for two differ-

ent malaria strains (Plasmodium falciparum and Plasmodium vivax) recorded over the

period Jan 2005- Feb 2009 and obtained from 51 health centers located at different re-

gions in the block are subjected to wavelet phase analysis in order to identify travelling

waves of increasing malaria incidence. This has allowed us to locate the epicentres where

the outbreaks arise initially and then spread to neighbouring regions. There is signifi-

cant correlation between phase angle difference between epicentre with other regions and

the distance of those regions from the epicentre which substantiates the travelling wave

4



nature of the epidemic spatio-temporal transmission dynamics. The epicentres are char-

acterized by (a) favourable conditions for high rates of mosquito reproduction such as

forest coverage, (b) relatively high human population and (c) high degree of connected-

ness with neighbouring regions. By correlating epidemic incidence with rainfall data, we

find that the latter plays a significant role in the incidence dynamics of malaria with a

delay of about 1-2 months. However, rainfall variations have a periodicity of 12 months

whereas we observed a dominant periodicity of 8 months in the malaria incidence for

certain regions. This suggests that the periodicity of rainfall seasonal variations is not the

sole driving factor of the epidemic dynamics. Using a spatially detailed model of malaria

transmission we have presented (in the later portion of this chapter) an investigation of

the interaction of an externally imposed environmental signal (rainfall with a periodicity

of 12 months) with the intrinsic spatio-temporal dynamics of malaria transmission having

a different period.

In Chapter 7 we conclude with a general discussion on how the transmission dynamics

on a biological network is governed by modular structure at different scales. The possible

implications and applications of our study, e.g., in drug design and assessing the effec-

tiveness of public health intervention procedures, are explored. We also discuss possible

future extensions of our research program to investigate related questions such as, the role

of convergent pathways on possible congestion of information transmission in signaling

networks, the mesoscopic structure of the bipartite network comprising genes related to

diseases and the pharmaceutical drugs used for treating such diseases, and the effect of

increasing communication speed between population centers on the basic reproduction

number for an epidemic.
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Introduction

We are caught in an inescapable network of mutuality, tied in a single garment

of destiny. Whatever affects one directly, affects all indirectly.

– Martin Luther King Jr.

With the completion of human genome mapping [1], the focus of scientists seeking to ex-

plain the biological complexity of living systems is shifting from analyzing the individual

components such as a particular gene or biochemical reaction to understanding how the

interactions amongst the large number of components results in the different functions of

an organism. To this end, the area of systems biology attempts to achieve a integrated or

’systems-level’ description of biology by investigating the network of interactions con-

necting the various elements together instead of studying in isolation the properties of a

few of the components. While the term ‘systems biology’ itself is of recent coinage [2,3],

the field has had several antecedents, most notably, cybernetics, as pioneered by Nor-

bert Wiener [4] and W. Ross Ashby [5] (who indeed can be considered to be one of the

founding figures of the related discipline of systems neuroscience along with Warren Mc-

Culloch [6]) and the general system theory of Ludwig von Bertalanffy [7] which have

profoundly influenced many disciplines including biology. However, what distinguishes
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Figure 1.1: Biological networks appear at different length scales. Dynamical processes

mediated through complex networks occurring at different length scales in the biolog-

ical world, from the protein contact networks at the molecular level to the network of

trophic relations spanning several tens or hundreds of kilometers. In between these two

extremes, we see intra-cellular networks (e.g., those involved in intra-cellular signaling),

inter-cellular networks (e.g., neuronal networks in the brain) and networks among indi-

viduals comprising a population (e.g., the social contact network through which various

epidemic diseases spread) [8].

systems biology from earlier attempts at analyzing the complexity of biological systems

is the focus on network representation of such systems. This has facilitated the integration

of vast quantities of experimental data using high-performance computing allied with var-

ious efficient algorithms and has provided a platform for comprehending the key features

of the processes being investigated. This approach has been very productive as complex

networks are seen in the biological world at all length scales, from that of molecules

(protein contact networks) to ecologies (food webs) (Fig. 1.1).

Networks, i.e., systems comprising many interacting elements, are ubiquitous in the world

around us [9, 10]. They are often represented as graphs, consisting of a set of vertices or

nodes that are connected to each other by links or edges. While networks have been

studied extensively in the social sciences for a long time [11], the past decade has seen

a techniques of network analysis being applied to understand an enormous variety of

complex systems in the biological (e.g., metabolic and protein interaction networks) and

technological (e.g., the internet and electrical power grid) domains [12,13]. The availabil-
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ity of affordable high-performance computing allowing the representation and analysis of

systems consisting of thousands and in some cases, millions of nodes, that may also be

evolving over time, has revealed unexpected universal features in the large-scale statis-

tical properties of such systems. These discoveries, beginning with the identification of

“small-world” property, i.e., the coexistence of low average path length between nodes

(characteristic of random networks) and highly clustered neighborhoods (characteristic

of regular grids or lattices) [14], and the observation of a scale-free distribution of degree

(i.e., links per node) in many networks that occur in real life [15], have made networks

one of the most exciting areas of research in statistical physics. Along with the study of

structural properties of networks, there has been increasing interest in the dynamics on

and of complex networks, as most biological, social and technological complex systems

are inherently dynamic. The idea of dynamics being strongly influenced by the struc-

ture of the underlying network was suggested by Watts and Strogatz in their work on

small-world networks using the example of epidemic spreading, it is also of interest to

see how the inherently nonlinear dynamical processes in complex systems can constrain

the topological structure of the networks.

In this thesis, we present results of theoretical and simulation studies exploring in detail at

the interplay between structural and dynamical aspects of biological networks occurring at

very different scales - from intra-cellular signaling networks to the network of epidemic or

contagion propagation in human societies. We give below a brief overview of biological

networks, looking in turn at the different spatial scales ranging from intra-cellular to inter-

organism and inter-species networks. This is followed by a short description of the key

network concepts and definitions used throughout the thesis. Next we discuss mesoscopic

structural features of complex networks, in particular, modular organization. Finally we

briefly review earlier work on diffusion and transmission dynamics on such networks

before concluding with an overview of the thesis.
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1.1 Complex Networks in Biology

Several biological processes involve numerous interactions between the constituent ele-

ments, often across different length scales, varying from molecular processes to species

interactions. At the intra-cellular length scale, one finds networks of chemical interac-

tions between cellular molecules; for instance protein networks, gene regulatory net-

works, metabolic networks and signalling networks. At the inter-cellular length scale,

one finds the neuronal network, which represents the connections between neurons in the

brain. We observe network of interactions between individuals of a group at the inter-

organisms length scale. Biology typically overlaps with social science at this scale, most

prominently in the widely studied issue of epidemic spread through social networks. At a

much larger scale, we have inter-species networks, e.g., the food web of an entire ecosys-

tem. In these various contexts, the role of network biology is to elucidate the processes by

which complex behavior can arise in a biological system comprising mutually interacting

components and to provide a theoretical framework that allows a convenient representa-

tion of inter-relations in such complex biological systems.

1.1.1 Intra-cellular networks

A variety of networks control the multitude of dynamical processes responsible for the

proper function of a biological cell [16]. These include genetic regulatory networks [17,

18] in which genes regulate the expression of other genes through activation or inhibition

(i.e., by expressing proteins that act as promoters or suppressors of other genes) as seen,

for example, the formation of patterns that occur during the development of a fertilized

cell into an embryo [19]. Metabolic networks includes bio-chemical reactions [21–23],

that are responsible for breaking down organic compounds to extract energy as well as

those reactions which use energy to construct vital components of the cell such as amino

acids and nucleic acids. While the glycolytic pathway that converts glucose into pyru-
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vate (the first significant portion of the metabolic network to be reconstructed) took many

years to be elucidated, there are now experimental techniques such as the yeast two-hybrid

screening method that test for physical interactions between many pairs of proteins at a

time, allowing for rapid reconstruction of such networks. One of the most intriguing

cellular networks is the protein-protein interaction network that is responsible (among

other things) for intracellular signaling, the mechanism by which a cell responds to var-

ious stimuli through an ordered sequence of biochemical and physical association reac-

tions [20]. These reactions regulate processes vital to the development and survival of

the organism (e.g., differentiation, cell division, apoptosis, etc.) by transmitting informa-

tion from receptors located at the cell surface (that receive external signals) to specific

intracellular targets in a series of enzyme-substrate reaction steps [24].

Protein Interaction Network (PIN)

Protein interactions play central role in almost all cellular functions such as regulation

and signaling. Protein molecules are built from a long chain of twenty amino acids, each

linearly linked to its neighbor through a covalent bond. Each unique side chain of amino

acids within this linear primary structure of protein bond with one another and then fold

into a unique three dimensional structure. The precise shape of this structure decides its

role in the cellular processes. Protein structure can be represented as a network of non-

covalent connections (links) between the constituent amino acids (nodes). This is referred

to as a protein contact network, and it is one of the smallest networks (length scale: ∼

10−8 m) in the natural world [25]. The small-world property of PCNs for different protein

molecules has been noted numerous times in the literature [26, 27]. The existence of

modular structure and distinct time scales that correspond to the inter- and intra-modular

modes of motion has been shown through the study of protein contact network dynamics

[25].

The analysis of protein-protein interaction (PPI) networks provide crucial information re-
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lated to the coordination of protein function required to explain the cellular structure and

dynamics. In a protein-protein interaction network, the nodes are proteins and links be-

tween them are assigned if it has been experimentally confirmed that they are connected.

Generally, protein interaction data has binary nature and their strength is not quantified.

The representation as a network of a protein’s interactions with other proteins, DNA,

RNA, and small molecules provides interesting insights into the biological process within

a cell and highlights the importance of the various proteins in terms of both structure and

dynamics [28]. Protein interaction data are derived from different experimental methods

and a variety of large databases are available, most of which are organism specific, such

as the Human Protein Reference Database (HPRD). By analyzing different databases one

can identify several robust features of these network, a prominent one being the scale free

property of the degree (i.e., number of links per node) distribution [29]. This property

underlines the danger of mutations in highly interacting proteins, which are expected to

be lethal for the cell, a prediction that is supported by explicit measurements [30, 31].

The rapid increase in the availability of human protein interaction data and studies of

networks of human disease/ human gene associations [32] has led to identification of

the networks underlying human disease [33]. Studies have also found that disease genes

exhibit an increased tendency for their protein products to interact with one another, that

they tend to be coexpressed in specific tissues, and display coherent functions with respect

to all three branches of the Gene Ontology hierarchy [34]. Similarly, cancer-related pro-

teins tend to have, on average, twice as many interaction partners as non-cancer-related

proteins [35,36]. Also, cancer-related proteins tend to reside in larger clusters and partici-

pate in more clusters than non-cancer-related proteins [37]. Capturing the spatio-temporal

changes in protein connectivity that are associated with the progression towards disease

permits scientists to select protein targets for therapeutic intervention through an under-

standing of the underlying mechanisms of drug-protein interactions and potential toxic

side-effects [38, 39].
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Gene Regulatory Network (GRN)

Cells must continually adapt to changing conditions by altering their gene expression pat-

terns. Gene expression is a complex sequential processes regulated at several stages that

ultimately results in a specific quantity of target proteins known as transcription factors.

Proteins are created in the cell by a two stage mechanism. In the first stage, known as

transcription, an enzyme called RNA polymerase makes a copy of the coding sequence

of a single gene. This copy consists of RNA, as well as another information-bearing

biopolymer that is chemically similar but not identical to DNA. RNA copies of this type

are known as messenger RNAs. In the second stage, known as translation, the protein

is assembled, step by step, from the RNA sequence by an ingenious piece of molecular

machinery known as a ribosome, which is a complex of interacting proteins and RNA.

The translation process involves the use of transfer RNAs, which are short molecules of

RNA that have a region at one end that recognizes and binds to a codon in the messen-

ger RNA and a region at the other end that pulls the required amino acid into the correct

place in the growing protein. The end result is a protein, assembled following the exact

prescription spelled out in the corresponding gene. In the jargon of molecular biology,

one says that the gene has been expressed. Proteins synthesized from genes may function

as transcription factors promoting or inhibiting production of one or more proteins, as en-

zymes catalyzing metabolic reactions, or as components of signal transduction pathways.

The complete set of such interactions forms a Genetic Regulatory Network(GRN) [10].

In such networks of genes, proteins and other biological molecules are represented as

nodes and the corresponding series of regulatory interactions are represented as positive

(promoting) and negative (inhibiting) links. Genetic regulatory networks were one of the

first networked dynamical systems to be simulated using large scale modelling [13]. The

very early pioneering work on GRN looks at the genetic control of cellular differentiation

by studying random networks of elements controlled by Boolean logic [17]. GRNs often

show specific motifs and they mostly follow the power-law degree distributions (scale-
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free network), even though some of them, like the transcriptional regulatory networks of

E. coli and S. cerevisiae have been shown to possess mixed scale-free and exponential

properties [19, 40]. The importance of structure and dynamics of gene regulatory net-

works in every cellular process is recognized, including cell differentiation, metabolism,

the cell cycle and signal transduction. Understanding the dynamics of these networks may

provide insights in to mechanisms of hereditary diseases that occur when these cellular

processes are dysregulated and help in identifying appropriate drugs targets [41].

Metabolic Network

Metabolism in the cell is the complicated sequence of chemical reactions that convert

substrates (food or nutrients) from the environment to energy (e.g., in the form of ATP)

as well as synthesize biological molecules that are essential for the growth and survival

of the cell. Metabolic networks are directed networks whose nodes are chemicals gener-

ally known as metabolites that are connected to one another through metabolic reactions

(links). Metabolic network analysis helps in understanding the chemical dynamics in the

cell and to identify the fundamental properties of living systems. It also has many in-

dustrial applications such as production of chemicals, antibiotics, enzymes, antibodies,

drugs that cure metabolic diseases of human beings, predicting selective drug targets and

the control of pathogens [42, 43]. Metabolic networks are extremely heterogeneous and

vary from organism to organism [29]. The scale-free structure remains robust even after

removal of some central nodes (metabolites) [44]. The architecture of the metabolic net-

work rests on highly connected metabolites [21]. The structural analysis of metabolic net-

works in many species indicates the existence of a small-world structure, with the nodes

in the network connected through short paths [21]. The metabolic network of E. coli is an

example of such a small-world network. The occurrence of such structure may contain

traces of the evolutionary history of metabolism [22]. It has been found that metabolic

networks consists of functional modules - the existence of a set of connected molecules
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(nodes) that work together to achieve a function - whose nodes can be classified into uni-

versal roles according to their patterns of intra- and inter-modular connections [23]. It

has been shown that metabolic networks have a hierarchical modular nature that can be

decomposed into several small, but highly connected modules that combine in a hierarchi-

cal manner to form larger, less cohesive units with their number and degree of clustering

following a power law [45].

Signal Transduction Network

Signal transduction is the process by which a cell receives information from the extra-

cellular environment, modulates and process the information and then regulates the re-

lated intracellular processes. The inputs to signal transduction networks are the binding

of extracellular ligands (e.g., hormones, cytokines, growth factors) to the corresponding

receptor proteins embedded in the cell membrane. This binding triggers a cascade of

downstream signal transduction reactions, i.e., each key component becomes activated by

the previous step to activate the key molecule of the subsequent reaction. Signal trans-

duction processes rely on a cascade of reversible chemical modification of proteins, as

well as, on the formation of complexes. The final targets of signal transduction processes

are transcription factors and metabolic enzymes. The signaling networks of a cell are

capable of recognizing sets of inputs and responding appropriately, with their connection

strengths having been selected during evolution [46]. In contrast to metabolic networks,

signal transduction networks consist of a rather limited mass flow and mainly facilitate

the transmission of information along a sequence of reactions [47]. Signal transduction

networks display small-world properties and scale-free topology [47]. Although protein-

protein interactions are typically isotropic and undirected, in signal transduction networks

they are anisotropic (a set of inputs is transformed into a set of outputs, but the reverse is

not possible) and directed [46, 47].

Intra cellular signaling subnetworks (modules) that act as distinctly identifiable functional
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units performing specific tasks interact with one another to form complex networks [48].

Models of the dynamics of reactions occurring in individual modules are an essential tool

that allow us to understand the set of interactions over the complex bio-molecular net-

work and facilitates the eventual development of a coherent picture for the functioning

of the entire cellular network. Complex organization of signaling modules may signifi-

cantly contribute to the robustness of cellular functions. Robustness refers to the ability

of a system to maintain its functionalities against external and internal perturbations [49].

Another important tool to characterize the signaling network are motifs such as self-

sustaining feedback loops which describe the regulatory features and reveal information

about the topology of the network that are important for biological functionality [50].

Negative feedback loops can give rise to adaptation and desensitization, while positive

feedback loops can lead to emergent network properties such as ultrasensitivity and bista-

bility [51–53].

1.1.2 Inter-cellular networks

As we move up in scale from cellular to multi-cellular systems, we encounter issues re-

lated to inter-cellular communication and the response of such systems to events in the

external environment. Possibly the most intriguing questions in this domain of system

biology are concerned with the activity of the brain and the nervous system, and comprise

the discipline of systems neuroscience. This field explores the neural basis of cognition,

as well as of motivational, sensory, and motor processes, and also fills the gap between

molecular and cellular approaches to the study of brain and the behavioral analysis of

high-level mental functions. Given the complexity, inaccessibility and heterogeneity of

the brain, the tools associated with systems neuroscience are interdisciplinary in nature.

The aim is to use all these tools to have a better understanding of the integrated func-

tioning of large-scale distributed brain networks and how disruptions in brain function

and connectivity impact behavior, as well as to addresses questions on both the normal
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and abnormal functioning of the nervous system. One of the main functions of the brain

is to process information. The primary information processing element is the neuron, a

specialized brain cell that integrates several inputs to generate a single output. The actual

signals that travel within neurons are electrochemical in nature. In recent years the net-

work approaches have offered significant new insights into how the structure of the brain

shapes its dynamics and how the elements of a neural network can make different contri-

butions to brain function on the basis of how they are interconnected. In network terms,

a neural network is represented as a set of neurons (nodes) and that are connected by two

types of directed links, excitatory and inhibitory. The relation between brain structure and

dynamics presents unique challenges to neuroscientists.

The worm Caenorhabditis elegans is an excellent experimental system for understanding

the relationships between structure and function in an entire nervous system. The ner-

vous system of this nematode has been completely mapped and it consists of only 302

neurons connected by approximately 2000 links. The unique identification of neurons

and availability of a detailed physical connectivity map derived from ultrastructural anal-

ysis with electron microscope and electrophysiological data [54] makes this the system

of choice for those wishing to use technique of network analysis to understand nervous

system functioning. It has been shown that principles of wiring economy and develop-

mental constraints do not completely decide the connection structure of the network [55].

The large number of recurrent connections observed among interneurons suggests that a

hierarchical structure (having a densely connected core and an overall sparse structure)

prevents indiscriminate global activation of the nervous system, while at the same time

permitting large density of connections that allows high communication efficiency, so that

information can propagate rapidly from sensory to motor neurons [55].
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1.1.3 Inter-organism networks

At the scale of individual organisms, such as human beings, one of the most widely

studied networks is the social contact network along which epidemics propagate [25].

Many infectious diseases spread in human populations through contact between infected

and susceptible individuals. Traditionally, mathematical studies of epidemic propagation

utilized the homogeneous mixing hypothesis meaning that an infected individual of the

population has the same probability to spread the disease to any other individual chosen

randomly [56, 57]. However, in the real world, each individual only has contact with a

small fraction of the total population, although the number of contacts that people have

can vary from one person to another. Network models of epidemic refer to individuals

(nodes) and their network of potential contacts (links) instead of assuming that contact is

possible with the entire population. Small-world networks play an important role in the

study of the influence of the contact network structure on dynamics of social processes of

epidemic spreading.

Modelling of epidemic spreading on networks has to take into account the ubiquity of

small-world networks in nature. In particular, the worldwide spread of SARS demon-

strated that even a few long-range links can significantly enhance the spread of dis-

eases [61]. There have been many studies of epidemic spreading on small world or

related network models [60, 62]. Note that modular networks share all the structural

characteristics of such small world networks, although having very different dynamical

properties [25]. It has been shown that small world networks have a continuous range of

time-scales and modular networks exhibit two sets of distinct time-scales that are related

to intra- and inter-modular events [63]. Epidemiology modelling results are much needed

for planning, executing and evaluating different prevention, therapy and control methods.

Thus, devising an effective strategy to counter the spread of epidemics will have to take

into account a detailed knowledge of such structures in the social network of susceptible

and infected individuals.
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1.1.4 Inter-species networks

In terms of length scale, the largest possible biological networks on earth are the interac-

tions between different species in an ecosystem [25]. Ecological networks consist of all

possible links in the ecosystem, such as cooperation, competition and predator-prey rela-

tions between species. In food webs, the nodes represent species in an ecosystem and the

directed links represent predator-prey relationships. The direction of the links indicate the

flow of biomass and the links are usually weighted to represent the amount of energy that

is transferred. Most observed food web networks are highly structured. This is one of the

principal arguments advanced against the May-Wigner stability theorem, which suggests

that increased complexity of a network inevitably leads to its destabilization [64]. Food

webs have been shown to have modular structure, with species in each module interacting

between themselves strongly and only weakly with species in other modules [66]. It is

thought that modularity plays a vital role in stabilizing the dynamics of ecosystems [25].

1.2 Basic concepts of complex networks

A complex network can be represented as a graph comprising a set of N nodes (or vertices)

and L links (or edges) connecting pairs of nodes.

Adjacency Matrix

Any pair of nodes connected by an link are said to be adjacent or neighboring. The

adjacency matrix provides a mathematical representation of a network. The adjacency

matrix A = {ai j}N×N for a graph G with N nodes is an N ×N matrix whose elements ai j =1

if the i-th and j-th nodes are connected, and ai j =0 if they are not. The diagonal matrix

elements aii=0 as there are no self-connections of the nodes. An undirected network has a

symmetric adjacency matrix as a link between i and j implies that there is an link between

j and i: ai j = a ji. For directed networks each link has an associated direction and thus,

the adjacent matrix is asymmetric. In addition to the number of connections, nodes in
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many real networks can have links of different intensities with other nodes. The weights

of the links in weighted networks are represented by a weight matrix W whose elements

wi j represent the intensity of the connection between i-th and j-th nodes.

Degree

The degree ki of a node i in a network is the total number of links that it has with other

nodes in the network. Degree can be calculated from the adjacency matrix as

ki =

N
∑

j=1

ai j.

In directed networks, one can define the in-degree kin
i

and the out-degree kout
i

, correspond-

ing to the total number of incoming links to node i and outgoing from node i, respectively.

Strength

In a weighted, undirected network the strength si is the sum of the weights for the links

of a node i:

si =

N
∑

j=1

wi j.

In directed networks, one can define the in-strength sin
i

and the out-strength sout
i

, corre-

sponding to the total intensity of incoming links to node i and outgoing from node i,

respectively.

Degree Distribution

The variations in the number of links of different nodes in a network can be characterized

by the degree distribution p(k) defined as the probability that any node in the network

will have degree k = 1, 2, 3, ...N − 1. Several networks occurring in nature display degree

distribution having power law form with exponent γ having values ranging between 2

to 3. As power-laws have the property that the same form appears at all scales, the net-

works showing power-law distributions are often referred to as scale-free networks. Other

networks can exhibit truncated power law or exponential degree distributions [67].
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Path length

In many networks it is possible to go from any node to any other node in a very small

number of steps following the connections of the network. A network is called connected

if there is a path connecting any node to any other node in the network. As there are many

possible paths connecting a given pair of nodes i and j, one defines the distance between

the two nodes as the shortest path length di j between them, i.e., the number of links that

must be traversed to go from one node to another using the shortest route. The average

path length l is defined as the average value of di j over all the possible pairs of nodes in

the network, and is also known as characteristic path length:

l =
1

1
2
N(N − 1)

∑

i≥ j

di j,

where di j is the shortest path length from node i to j and N is the number of nodes in the

network. For networks having disconnected components, the average path length l can be

calculated as

E ≡ l−1 ≡
1

1
2
N(N − 1)

∑

i> j

1

di j

,

where E is termed as the communication efficiency. It quantifies the information propa-

gation speed over the network [68]. Another measure of a network size is its diameter D,

the longest of all shortest path lengths between two nodes in the network. The diameter

is defined as D = max{di j} ∀ pairs (i, j) of shortest path lengths.

Clustering

Clustering implies that neighbors of a node are also mutual neighbors. The clustering

of an undirected network is quantified by the clustering coefficient Ci which measures

the degree to which the neighbors of a node are connected to each other [14]. Given a

node i, the clustering coefficient Ci of a node i is defined as the ratio of the number of

links between the neighbors of i to the maximum possible number of such links. If the

degree of node i is ki and these nodes have Ti links among them, then Ci =
2Ti

ki(ki−1)
. If

Ci = 1, the neighborhood of node i is completely interconnected while if Ci = 0 none of
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its neighboring nodes are connected to each other. The average clustering coefficient C

for an entire network is

C =
1

N

N
∑

i=1

Ci.

A network with short average path length and a high clustering coefficient C is termed a

small-world network (SWN). Many of the networks observed in reality have been shown

to be SWN [14].

Centrality

The importance of a node in a network depends on many factors. One of the key measures

quantifying the topological importance of a node is its centrality. The degree centrality

depends on the degree of a node, with a higher degree centrality implying that the node is

connected to many other nodes. The closeness centrality gi is measured using the average

path length of a node to all other possible pairs of nodes as

gi =
1

∑

j,i

li j

.

This measure gives a large centrality to nodes which are connected via short paths to many

other nodes. The concept of betweenness centrality bi underlines the crucial role certain

nodes play in connecting different regions of the network by acting as bridges [69, 70].

This is measured as follows. For each node i, in the network, the number of routing paths

to all other nodes going through i is counted. Then the the betweenness centrality bi of

node i is defined as

bi =
∑

j,k∈N, j,k

n jk(i)

n jk

,

where n jk is the number of shortest paths connecting j and k while n jk(i) is the number of

shortest paths connecting j and k and passing through node i. The betweenness centrality

bi is useful for determining the community structure of biological and social networks

[30, 71].

22



1.3 Mesoscopic organization of complex networks

Most of the real-world complex networks display more complex architectures than clas-

sical random or regular networks. These complex structures which are the result of con-

tinually evolving dynamics can in turn affect the function of the network [72]. This has

directed the focus of research work in the area of complex networks from purely structural

aspects of the connection topology to dynamical processes. For instance, we may be in-

terested in the collective behavior of a large ensemble of dynamical systems that interact

through a complex connection topology [72]. New emergent features can rise from the

interplay between structure and function in complex networks [73]. In the last few years,

researchers have made important steps toward understanding qualitatively different prop-

erties of critical phenomena in complex networks, e.g., in the context of synchronization,

diffusion, etc. [74]. The focus of research activity related to interplay between structure

and functions of complex networks has shifted from the properties of individual nodes

(microscopic level) such as the degree k distribution P(k) [15] as well as from the proper-

ties characterizing the entire network in terms of a global value (macroscopic level), such

as average path length or clustering coefficient [14]. Indeed, recent work has revealed

significant large-scale heterogeneity in many complex networks: the statistical proper-

ties of nodes may strongly differ in different parts of a network. Thus networks which

are indistinguishable at both the micro-scale and the macro-scale may nevertheless have

radically different behavior [63, 74, 75]. The origin of this difference lies in their meso-

scopic organization which can be structurally manifested as patterns in the arrangement

of links between subparts of the network [75,76]. The term mesoscopic refers to interme-

diate scale between the micro and macro scales of a network . Analyzing networks at the

mesoscopic level and considering the local patterns in the inhomogeneous distribution of

connections may reveal vital clues that may lie hidden in a macroscopic statistical descrip-

tion [77]. One of the prominent examples of mesoscopic organizing principles operating

in networks is the existence of communities (modules) in many real-world networks [78].
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1.3.1 Network Modules: Structural and Functional

Modules in a network is defined as subnetworks whose components (nodes) are much

more densely and/or strongly connected with each other compared to connections with

nodes that belong to different subnetworks. Modules have a intrinsic importance in re-

vealing the organizational principle of networks and ultimately link the structure of the

network with its functionality [23,79]. In metabolic networks, a module might correspond

to a circuit, pathway or motif that carries out a certain function, such as synthesizing or

regulating a vital chemical product [21, 23]. A module might also be equivalent to an ac-

tual community in society, i.e., a group of people with a common interest, people who live

in the same locality or belong to a common workplace, or a group of relatives and friends

in social networks [80]. Analyzing the modules can reveal vital clues about the network

organization, enhance understanding of the dynamic processes taking place on the net-

work and uncover relationships between the nodes that are not evident by examining the

whole network. This may help in uncovering the possible mechanism for module forma-

tion, understanding the effect of modular structure on dynamic processes ( e.g., spreading

processes of epidemics) and revealing the functions of a system [81].

From a topological perspective, modules are groups of highly connected set of nodes

having relatively less number of links with nodes of other groups in the network. The

statistical properties of modules are found to be quite different in many networks and af-

fect the dynamical functions of networked systems [71]. In various social and biological

networks, the existence of modular structure can be associated to the specific functions of

such modules [23]. Functional modules are groups of nodes (components) that perform

particular tasks. This may be intimately related to the nature of interactions among the

nodes, such that the function cannot be explained by considering only the properties of

isolated nodes. Biological networks are known to often exhibit functional modules [28].

Nodes may belong to different modules at different times and can have different functions

[28]. For example the Mitogen-Activated Protein Kinase (MAPK) pathway in combina-
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tion with other proteins forms a functional module and perform many different functions

including signal-amplification in the intra-cellular signaling network [83–86]. In general,

the functional units within a biological network correspond to modules. Structural mod-

ules need not always correspond to functional units in the network. However, structural

organization exhibiting modules may often provide vital clues to the modular function-

ality of the network. The existence and robustness of modular structure and functional

modules in biological networks implies that modular organization is a result of evolution-

ary processes [82, 87]. Thus, identifying the modular structure in real-world networks is

a vital step towards understanding complex biological systems.

1.3.2 Identifying structural modules in networks

Identifying structural modules is one of the most important problems related to under-

standing the link between structure and function in complex networks and has applications

in many disciplines. The mathematical formalization of this problem is closely related to

the ideas of graph partitioning and the first algorithms for graph partitioning were pro-

posed in the early 1970’s [88]. In 2002, Girvan and Newman proposed a new algorithm,

that identified links between modules and recursively removed them. After several itera-

tions this process results in the isolation of the modules [71,88]. This triggered substantial

work on the problem and in subsequent years many new methods have been proposed .

The most successful solutions to the community detection problem, in terms of accuracy,

are those based on the optimization of a quality function called modularity proposed by

Newman and Girvan, which allows the comparison between different partitionings of the

network [77, 80]. This is based on the idea that a random network is not expected to

have modular structure. So the existence of modules is revealed by the comparison be-

tween the actual density of links in a subnetwork and the density one would expect in

the subnetwork if community structure was absent [88]. Given a network partitioned into

modules, mi being the community to which node i is assigned, the mathematical definition
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of modularity Q is expressed as

Q =
1

2s

∑

i j

(

wi j −
sis j

2s

)

δ(mim j),

where wi j is the weight of the connection between nodes i and j (the total strength is 2s).

The Kronecker delta function δ(mim j) = 1 if node i and j are into the same community,

= 0 otherwise. As the only non-zero contributions to the sum are from pairs of nodes

belonging to the same module, for a given partition of the nodes of a network into M

modules,
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where lm and dm are the links between nodes and the total strength of all nodes belonging

to module m, respectively. By maximizing the modularity Q, an optimal partitioning of

the network into its constituent modules can be obtained.

There are currently numerous algorithms that have been proposed to find the partition

resulting in maximum modularity in a reasonable time. The algorithm proposed by Gir-

van and Newman (GN) [71, 89] is one of the early algorithms used to identify modules

in networks by this method. It is a hierarchical divisive algorithm in which links are it-

eratively removed based on the value of their betweenness which is related the number

of shortest paths between pairs of nodes that pass through the link. The process of link

removal ends when the modularity of the resulting partition reaches a maximum. A fast

greedy optimization algorithm developed by Clauset et al. [90] maximizes the modularity

by starting initially with a set of isolated nodes and then iteratively adding the links of the

original network so as to produce the largest possible increase in the modularity at each

step. Higher precision in maximizing modularity Q can be achieved via simulated anneal-

ing [23] at the expense of computational speed [91]. The fast modularity optimization by

Blondel et al. [92] is a multi-step technique based on a local optimization of the modu-

larity in the neighborhood of each node. After a partition is identified, the communities

are replaced by super-nodes, yielding a smaller weighted network. The procedure is then
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iterated until modularity (which is always computed with respect to the original graph)

does not increase any further [91]. CFinder is an algorithm proposed by Palla et al. [93]

that looks for modules which may overlap, i.e., share nodes. It is based on the concept

that the links within a module are very likely to form cliques due to their high density

while it is unlikely that inter-modular links will form cliques [88, 91].

Rosvall and Bergstrom [94] have used information theoretic concepts to identify modules

in networks. They consider a compressed description of the network that approximates the

information contained in the adjacency matrix, the premise being that the maximum com-

pression can be achieved when any existing modular organization is incorporated into the

description. This is achieved by computing the minimum of a function which expresses

the best tradeoff between the minimal conditional information between the original and

the compressed information and the maximal compression. The optimization of the func-

tion is carried out via simulated annealing (referred to as Infomod). A dynamic algorithm

developed by Rosvall and Bergstrom [95] is based on the same principle as Infomod, ex-

cept that a dynamic process (random walk) takes place on the network. This method is

also referred to as Infomap. Performance results of several benchmarks tests have shown

the Infomap method to be very efficient in detecting modules in a given complex net-

work [88, 91].

1.3.3 Role of modules in dynamics: multiple time-scales

Dynamical processes taking place on networks with modular structure can result in com-

plex non-linear behavior. The spectral analysis of the Laplacian matrix of a network

is an extremely useful method for describing the dynamics of such a system [96]. The

Laplacian matrix L for a network is defined as L = D − A, where A is adjacency ma-

trix of the network and D = di j is the degree matrix, which is a diagonal matrix with

dii = ki, the degree of the i-th node, i = 1, 2, ...,N. For undirected networks, the Lapla-

cian matrix is symmetric and positive semi-definite, with nonnegative real eigenvalues
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λ1 = 0 < λ2 ≤ λ3....λN . The eigenvalue λ2 is nonzero if and only if the network is

connected. Indeed, the number of zero eigenvalues of L equals the number of isolated

modules. The smallest non-zero eigenvalue can be related to the time required for syn-

chronization or diffusion to occur over the entire system. The increase in the number of

links between modules can result in increase in value of λ2, which also implies improved

synchronizability. For a network with M modules, the difference in the eigenvalues λM

and λM+1 (spectral gap) is larger than the difference between any other consecutive eigen-

values of L [63]. This property is often considered to be a signature of the presence of

modular structure in the network. For modular networks, a typical synchronization pro-

cess generally starts from partial synchronization through local modular synchronization

to global complete synchronization. Dynamics of synchronization in modular networks

tend to produce separation between two distinct time-scales: fast intra-modular processes

and slow inter-modular processes. Many complex systems across social, technological,

and biological systems have the property of hierarchical modular network organization

(modules-within-modules), meaning that modular structure is expressed repeatedly at dif-

ferent hierarchical levels within each module [97]. Dynamical processes on hierarchical

modular network exhibit many distinct time-scales corresponding to the many gaps in

the Laplacian spectrum (the number of gaps exactly equal the number of hierarchical

levels) [75, 76].

1.3.4 Dynamics of propagation on networks

Propagation (of signals, traffic, etc.) is an important concept in biological complex net-

works due to its wide range of applications spanning the epidemics to signaling in the

cell. The interplay between structural and dynamical features characterize the propaga-

tion property of a network.

Diffusion on networks

Diffusion on a network involves a stochastic flow along all possible links between nodes.
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Let us suppose that a node i contains ψi fraction of random walkers at a given time. Then,

in a small interval of time dt, random walkers move from node i to an adjacent node j at

a rate Dc(ψi − ψ j) where Dc is the diffusion constant [10]. The rate of change ψi is given

by

dψi

dt
= Dc

∑

j

Ai j

(

ψ j − ψi

)

.

The generalized equation in matrix form can be represented as

dψ

dt
= Dc (A − D)ψ,

where A is the adjacency matrix and D is the diagonal degree matrix mentioned above.

Thus, the diffusion dynamics in networks can be explained using the Laplacian matrix

L [10, 63] as

dψ

dt
+ DcLψ = 0,

where L = D − A.

Transmission on networks

Transmission on a network involves transfer or directed flow along directed links be-

tween nodes. An example is the transmission of electrical power along high-voltage lines

over long distances. Similar directed flow can be seen in metabolic networks where bio-

molecular mass flows along a specific sequence of chemical reactions. Information flow

along the synaptic connections of neuronal networks provides another example.

1.4 Overview of the thesis

In the following paragraphs we briefly describe the work reported in the thesis.

Branched structures arise in the intra-cellular signaling network when a molecule is in-

volved in multiple enzyme-substrate reaction cascades. Such branched motifs are in-
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volved in key biological processes, e.g., immune response activated by T-cell and B-cell

receptors. In Chapter 2 we have demonstrated that long-range communication can occur

on the network through retrograde propagation between branches of signaling pathways

whose molecules do not directly interact. Our investigation of a model system compris-

ing branches, with JNK and p38MAPK as terminal molecules respectively, that share

a common MAP3K enzyme MEKK3/4 show that perturbing an enzyme in one branch

can result in a series of changes in the activity levels of molecules “upstream” to the en-

zyme that eventually reaches the branch-point and affects other branches. In the absence

of any evidence for explicit feedback regulation between the functionally distinct JNK

and p38MAPK pathways, experimentally observed modulation of phosphorylation am-

plitudes in the two pathways when a terminal kinase is inhibited implies the existence of

long-range coordination through retrograde information propagation as predicted by our

simulations in models comprising two or more branches. An important aspect of retro-

grade propagation in branched pathways that is distinct from previous work on retroac-

tivity focusing exclusively on single chains is that varying the type of perturbation, e.g.,

between pharmaceutical agent mediated inhibition of phosphorylation or suppression of

protein expression, can result in opposing responses in the other branches. This can have

potential significance in designing drugs targeting key molecules which regulate multiple

pathways implicated in systems-level diseases such as cancer and diabetes.

In Chapter 3 we have investigated the mesoscopic structural organization of the human

cancer disease-gene network. With the growing recognition that cancer is a “systems-

disease”, the focus of research in this area has been gradually shifting away from the study

of individual molecules and the effect of single gene mutations to an emerging consensus

that this complex disease involves significant disruption of the intra-cellular signalling

network. One of the drawbacks of a network-based approach to analyzing cancer is the

extremely large number of cellular agents whose interactions need to be investigated. We

have tried to circumvent this by taking a mesoscopic view of the cancer network, decom-

posing the network into modules each of which comprises a relatively small number of
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agents, which are amenable to detailed investigation. We begin with the bipartite net-

work of 146 tumor types and 927 cancer genes (and corresponding proteins) obtained

by scanning the relevant databases. Projecting this data onto a single network, we con-

struct a network whose largest connected component consists of 910 genes. Partitioning

this network using efficient community-finding algorithms yields 25 modules, the genes

within each community having relatively stronger interaction with each other than with

members belonging to other communities. We use this result to perform a modular de-

composition of the human protein-protein interaction network comprising 9270 proteins

grouped into 542 communities. Considering the distance of the cancer gene modules in

the abstract protein-module space allows us to build a relational dendrogram between dif-

ferent tumor types, as well as, between different classes of cancer, which gives one a new

appreciation of the complex relationships between different categories of tumors and can-

cer disease types. For example, our analysis shows that the hormonally related disease

types of breast cancer and ovarian cancer occur very close to each other in the dendrogram

hierarchy. We also investigate the functional role of different cancer genes as revealed by

their importance in the modular organization of the network by investigating the joint dis-

tribution of their participation coefficients and their within module degree z-scores. We

have identified about 36 genes as “connector hubs” occupying critical positions in the

cancer network which can be potential targets for therapeutic efforts.

In the preceding chapters we had considered networks implicated in health and disease at

the level of a single cell, in the next three chapters we shift our attention to disease trans-

mission through contact networks, i.e., at the level of a society of human individuals. For

such networks, one of the most important dynamical processes to understand is how epi-

demics are initiated and propagated. In Chapter 4 we present our work on understanding

the outbreak dynamics of the 2009 Influenza A(H1N1)v in India by estimating the initial

transmissibility of the disease. This is done by analyzing the time-series data for the on-

set of the influenza pandemic in India during the period June 1-September 30, 2009. The

novel influenza strain (later termed influenza A(H1N1)v) was first identified in Mexico in
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March 2009, after which it rapidly spread to different countries. The first confirmed case

in India, a passenger arriving from USA, was detected on 16 May 2009 in Hyderabad.

In fact, most of the initial cases in India were passengers arriving by international flights.

However, towards the end of July, the infections appeared to spread to the resident pop-

ulation with an increasing number of cases being reported for people who had not been

abroad. To devise effective strategies for combating the spread of pandemics, it is essen-

tial to estimate their transmissibility in a reliable manner. This is generally characterized

by the reproductive rate R, defined as the average number of secondary infections result-

ing from a single (primary) infection. A special case is the basic reproduction number

R0, which is the value of R measured when the overall population is susceptible to the

infection, as is the case at the initial stage of an epidemic. Using a variety of statistical

fitting procedures, we have obtained a robust estimate of the exponential growth rate λ =

0.15. This corresponds to a basic reproduction number R0 = 1.45 for influenza A(H1N1)v

in India, a value which lies towards the lower end of the range of values reported for dif-

ferent countries affected by the pandemic. We have also separately obtained estimates for

different regions of the country which varied over the range 1.34-1.74. This suggests that

seasonal and regional variations need to be taken into account to formulate strategies for

countering the spread of the disease.

Models of epidemic propagation very often assume that populations are well-mixed (i.e.,

an infected individual can infect any other individual in the population with equal prob-

ability) for mathematical simplicity. However, in reality, individuals very often confine

most of their interactions to members of their own social group. Thus, the contact network

of individuals in a society can be considered to be modular (of which there is sufficient

empirical evidence), with the members of the same module having much higher probabil-

ity of being infected by each other (as a result of the increased frequency of interactions)

as compared to members of different modules. In Chapter 5 we show that contagion

transmission dynamics on modular networks can have startling consequences, in partic-

ular, resulting in the persistence of highly infectious diseases. In our study, we have
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considered a situation where individuals after having recovered from an infection can

again become susceptible with a certain probability either as a result of loss of immunity

or through removal and subsequent replacement by new individuals. Our study of this

SIRS (Susceptible-Infectious- Recovered-Susceptible) epidemic model dynamics over a

modular contact network suggests that under certain circumstances an epidemic can be-

come persistently recurrent. Through numerical simulation, we show the dependence of

the probability of persistence on the parameters of the network mesoscopic organization

as well as on epidemic parameters such as the infection rate α. In particular, we show

that highly contagious diseases (large α), which quickly die out in a population with ho-

mogeneous contact structure, can survive indefinitely (becoming endemic) when there is

strong community organization in the population.

So far we have considered epidemics in which infections spread by direct contact be-

tween infected individuals. While this is a good model for several types of diseases (such

as influenza or chicken-pox), there are several other important diseases which are spread

indirectly via a different species acting as a vector (e.g.,Anopheles mosquitos in the case

of malaria). In such situations, apart from the contact network structure we also need

to consider the dependence of the vector population density on spatial geography upon

which the network is embedded. In Chapter 6 we consider the spatio-temporal dynamics

of malaria transmission by first presenting an empirical analysis of epidemic data from a

rural block in north Bengal. The time series data of malaria incidence for two different

malaria strains (Plasmodium falciparum and Plasmodium vivax) recorded over the period

Jan 2005- Feb 2009 and obtained from 51 health centers located at different regions in

the block are subjected to wavelet phase analysis in order to identify travelling waves of

increasing malaria incidence. This has allowed us to locate the epicenters where the out-

breaks arise initially and then spread to neighboring regions. There is significant correla-

tion between phase angle difference between epicenter with other regions and the distance

of those regions from the epicenter which substantiates the travelling wave nature of the

epidemic spatio-temporal transmission dynamics. The epicenters are characterized by (a)
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favorable conditions for high rates of mosquito reproduction such as forest coverage, (b)

relatively high human population and (c) high degree of connectedness with neighboring

regions. By correlating epidemic incidence with rainfall data, we find that the latter plays

a significant role in the incidence dynamics of malaria with a delay of 1-3 months. In

the later portion of the chapter we have presented an investigation of the interaction of an

externally imposed environmental signal (rainfall with a periodicity of 12 months) with

the spatio-temporal dynamics of malaria transmission.

We conclude with a summary of the principal results reported in this thesis and indicate

possible future directions of research.
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2

Branched motifs enable long-range

interactions in signaling networks

through retrograde propagation

2.1 Introduction

The intra-cellular signaling machinery is an extremely large and complex network that is

best understood in terms of interactions between modules, i.e., well-defined sub-networks

of interacting proteins. Such modules, often associated with specific functions, are distin-

guished by a relative level of insulation from the activity of other molecules [28]. How-

ever, as they are connected via the network, functions of individual modules can affect that

of others in various complicated ways. The resulting adaptation of response to different

circumstances allows the same module to be reused in many distinct contexts. Investi-

gating the dynamical response of a basic module to various perturbations may give us a

deeper understanding of its global role in the overall functioning of the network. Such a

standard signaling module, found in all eukaryotic cells, is the three component mitogen-

activated protein kinase (MAPK) cascade involved in many critical cellular functions in-
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cluding cell cycle control, stress response, differentiation, growth, etc. [83, 98, 99]. It is

affected in many diseases including cancer, as well as, immunological and degenerative

syndromes and is an important drug target [84]. The well-understood linear cascade in-

volves the regulation by an input signal of the activity of a MAPK kinase kinase (MAP3K)

that controls the activation of a MAPK kinase (MAP2K) which in turn controls the activ-

ity of a MAPK (Fig. 2.1). The end-result of MAPK activation is to initiate transcription

or to stimulate the activity of other kinases [100].

However, such linear or chain-like reaction schemes imply a rigid relation between stimu-

lus and response, precluding the possibility of the system switching to a different response

for the same signal under altered circumstances. This adaptive ability is essential for sur-

vival of a cell in a noisy and dynamic environment. In fact, many linear cascades are ac-

tually part of branched pathways. For example, the MAP3K MEKK-1/2/3 are known to

be capable of activating both JNK and ERK pathways [101]. The MAP3K MEKK-1 has

also been seen to activate both the JNK and p38 pathways in the T-cell receptor signaling

network [102], as well as, in the network downstream of the B-cell antigen receptor [103].

Such a design provides the cellular signaling apparatus the complexity necessary to allow

integration of several signals and to regulate multiple functions at the same time [48,100].

In particular, divergent signaling, where the activity of one molecule provides the input

to multiple linear cascades allow the same external signal to generate different possible

responses, the actual output being decided by the internal cellular context [100]. Such

differential regulation can be achieved through reciprocal inhibition between the different

branching pathways resulting in the eventual dominance of one of the possible responses.

Thus, the ubiquity of branched pathway modules in the signaling network may be a con-

sequence of the adaptability they provide to a cell in terms of making context-dependent

choice between different responses.

In this chapter we show that, in addition to having more flexibility compared to linear

cascades, branched pathways allow complex long-range coordination of activity even in

36



Figure 2.1: Schematic representation of the mitogen-activated protein kinase

(MAPK) cascade. Activation through phosphorylation of the substrate kinase at each

step is mediated by the upstream kinase, the single and doubly phosphorylated states

of the substrate being denoted by the superscripts “*" and “**", respectively. Activated

kinases are eventually dephosphorylated into their inactive forms by the corresponding

phosphatases (indicated by the suffix “-P’ase"). Activity in the three-component pathway

is initiated by a signal S regulating the activation of the MAPK kinase kinase (MAP3K).

Activated MAP3K controls the activation of MAPK kinase (MAP2K), which in its turn

regulates the activation of MAPK. Note that unlike the single phosphorylation of MAP3K,

both MAP2K and MAPK require double phosphorylation in order to become active, i.e.,

capable of acting as the enzyme for the corresponding downstream substrate protein. The

eventual response of the cascade is quantified by the concentration of activated MAPK,

which can be used in initiating transcription, activating other protein molecules, etc.
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the absence of any direct long-range connections (i.e., reactions) between molecules. This

allows complex dynamical control in conjunction with economy of wiring, measured by

the total number of different possible chemical reactions, in the intra-cellular signaling

network. Restricting the total number of links is desirable in a complex system, as high

connectivity in a network can reduce the specificity of the response as many different

signals can elicit the same activity [104, 105]. We show that reciprocal control between

parallel reaction cascades stimulated by a common signal can occur in the absence of any

coupling between the reactants in the different pathways. This non-local control takes

place through retrograde information propagation previously demonstrated for linear re-

action cascades [106,107], in contrast to the classic forward flow from the input signal to

the response of the terminal molecular species (e.g., from MAP3K to MAP2K to MAPK).

Inhibition of the terminal molecule of one pathway in such a system can initiate a series

of perturbations which travel upstream all the way to the molecule at the branch-point

and from there, downstream along the other parallel pathways, altering the activity of

several molecules all over the network. These predictions have been experimentally ver-

ified by our collaborators at the National Centre For Cell Science (NCCS), Pune, India

in macrophage cells, where blocking JNK phosphorylation is observed to bring about

amplification of p38MAPK activity, and vice versa [108].

The possibility of reverse communication between components of the intracellular sig-

naling network implies that branched pathways cannot be considered as simple open-

loop circuits. Instead, retrograde propagation effectively implement closed-loop or feed-

back circuits, where perturbing one of the “output” elements can result in changes at the

branch-point (at the “input”-end of the module), and thus, eventually to all other outputs

of the module. Although the existence of implicit feedbacks in activation-deactivation

reaction pathways have been shown earlier in the case of a simple linear MAPK cas-

cade [106, 107], the consequences of combined forward and retrograde propagation of

information in complex signaling network motifs have so far been unexplored. Our re-

sults reveal that even in absence of explicit long-range connections, local perturbations in
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one section of a signalling network can have systems-level consequences.

2.2 Materials and Methods

Mathematical modeling: The time-evolution of the different molecular concentrations

in the branched motif has been described using a set of coupled ordinary differential equa-

tions (ODEs) where each enzyme (E)-substrate kinase (SK) reaction has two steps: (i) a

reversible enzyme-substrate kinase complex (ESK) formation step (with the forward and

reverse reaction rates denoted by ki and k−i for the i-th reaction) and (ii) an irreversible

step of product (i.e., the activated substrate SK∗) formation from the complex (with a rate

ki+1) (Fig. 2.2). In a linear cascade, the product (activated substrate) of an earlier step can

be the enzyme for the next step; thus, a MAP3K-MAP2K-MAPK reaction cascade (as in

the Huang-Ferrell model [109], considering the kinase as well as phosphatase-mediated

reactions) is described by 18 coupled ODEs while our model with two MAP2K-MAPK

branches emerging from a common MAP3K is described by 32 coupled ODEs. For sim-

plicity, the branches have been considered to be symmetric and the corresponding parame-

ters in each branch are assigned the same values. The system of coupled ODEs are solved

numerically using the ode23s routine for solving stiff equations implemented in Matlab

7, without invoking the quasi-steady-state hypothesis of Michelis-Menten kinetics [110].

The model parameters, viz., the different reaction rates and initial concentrations of the

substrate molecules, are adapted from the Huang-Ferrell model [106, 109].

Analysis of robustness with respect to parameter variation: Robustness analysis for

the results reported here with respect to variation in the parameters have been carried out

by performing Monte Carlo simulations over ∼ 104 realizations of the model system. In

each realization, the 38 model parameters are randomly sampled from a biologically plau-

sible range [106, 109] having an uniform distribution about the respective Huang-Ferrell

(HF) values [109]. The branches have been considered to be symmetric with correspond-
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Figure 2.2: Dynamics of kinase activation (phosphorylation) and de-activation (de-

phosphorylation). The substrate kinase (S) is activated by its corresponding enzyme (E),

which is the kinase located immediately upstream in the cascade. The enzyme-substrate

complex (ES) formation is a reversible reaction with forward and reverse rates of k f and

kr, respectively. The product (P) of the enzyme-substrate reaction is the phosphorylated

kinase S∗, which is generated by an irreversible reaction step from ES with the rate kp.

The deactivation reaction from S∗ to S is mediated by the phosphatase E′. The enzyme-

substrate reaction dynamics can be represented by the rate equations for the variation of

concentrations of S, ES and P as shown at the top of the figure.
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ing parameters in each branch assigned identical values. The relative increase in the

activity of MAP2KB** and MAPKB** on blocking MAPKA activation are measured at

five different signal concentrations between [S]=10−12M and 10−8M (a total of 65500 ran-

dom realizations). The robustness of the system response is measured as a function of

the degree of variation in its parameter values quantified by the Total Parameter Variation

(TPV) [111]:

T PV =

n
∑

i=1
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∣

∣
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where pi denotes the value of the ith parameter in a given realization and pi,HF is the

reference value of the parameter as given in the Huang-Ferrell model (i = 1, . . . , n). We

observe that even relatively large deviations from the HF parameter values produce results

qualitatively similar to that reported in this chapter.

2.3 Results

We study in detail the model of a branched network motif shown in Fig. 2.3 and Fig. 2.4 (A):

a MAP3K–MAP2KA,B–MAPKA,B cascade where the MAP3K, upon activation by an input

signal (stimulus) S, phosphorylates two different types of MAP2K (designated MAP2KA

and MAP2KB respectively). The doubly phosphorylated MAP2Ks in turn act as enzymes

for the phosphorylation of the respective MAPK molecules designated as MAPKA and

MAPKB respectively. When the product formation rate of MAPKA, kA
8

is suppressed, we

observe noticeable changes in the phosphorylation levels of the other kinases in the sys-

tem even though the affected molecule is at the downstream terminus of the cascade. This

is somewhat counter-intuitive as we normally expect information to only flow “down”

the cascade from MAP3K to MAPK. In contrast, here were see that information about

the suppression of MAPK activity can also travel in the opposite direction, i.e., “up” the

cascade from MAPK to MAP3K, a phenomenon that we term as “retrograde” propaga-

tion. In experiments, preventing MAPK phosphorylation can be realized by blocking the
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Figure 2.3: The branched MAPK cascade network motif. (A) A schematic diagram

representing a simple branched cascade with two parallel pathways that is seen in many

experimental systems, e.g., the T-cell receptor network [102]. The initial signal S activates

a common MAP3K that can phosphorylate two different types of MAP2K molecules,

viz., MAP2KA and MAP2KB. Each MAP2K type activates a particular type of MAP

kinase, MAPKA and MAPKB, respectively. Specific examples of branched MAPK cas-

cade motifs obtained from the experimental literature are shown in (B-D). They corre-

spond to systems with the specific MAP3K (the branching point of the motif) being (B)

MEKK1 that activates both MKK1/2 [112] and MKK4/7 [113,114], (C) MEKK2 that ac-

tivates both MKK4/7 [115, 116] and MKK6 [116], and (D) MEKK3/4 that activates both

MKK4/7 [115–119] and MKK3/6 [116–118].
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ATP binding site of the target kinase. Fig. 2.4 (A) shows the relative change in the re-

sponse of the system as a result of preventing activation of MAPKA (kA
8 = 0), in terms of

the relative increase or decrease in the steady-state concentrations of kinases in different

branches compared to the unperturbed values. We observe that the perturbation reduces

the activation of MAP2KA but all kinases in the unperturbed branch B, as well as, the

MAP3K common to both branches, exhibit significant amplification in their phosphory-

lation. The modulation of kinase activity in the unperturbed branch in the absence of any

direct connection between the molecules in the two branches reveals an implicit cellu-

lar mechanism for long-range communication in signaling networks through retrograde

propagation. When kA
8
= 0, the concentration of free MAP2K∗∗

A
is reduced as most of it is

trapped in the enzyme-substrate kinase (ESK) complex MAP2K∗∗A −MAPKA from which

it can be released only at the relatively slow rate of complex unbinding (kA
−7). As more

MAP2KA molecules are phosphorylated and end up bound in the above complex, this in

turn reduces the concentration of free MAP2KA. The decrease in free MAP2KA results in

MAP2KB gaining relatively more access to MAP3K that enhances the phosphorylation of

branch B kinases.

As the phosphorylation of the MAP3K at the branch-point is modulated by the strength

of the external signal S while the dephosphorylation of MAP3K∗ is mediated by the con-

centration of its phosphatase MAP3K-Pase, we examine how different combinations of

signal dose and phosphatase concentrations affect the extent of retrograde propagation in

the system. Fig. 2.4 (B) shows the coupled effect of the strength of the input stimuli S and

the concentration of [MAP3K-Pase] on the relative change in activity of MAP3K when

the activation of MAPKA is blocked (kA
8
= 0). The enhanced concentration of MAP3K∗ re-

sults in a corresponding increase in activity of the B branch kinases, MAP2KB (Fig. 2.3 D)

and MAPKB (Fig. 2.4 F). The amount of total MAP3K available also affects the relative

increase in activity of the unperturbed branch as a result of the blocking of MAPKA phos-

phorylation. As seen in Figs. 2.4 (C) and 2.4 (E), there is an optimal range of total MAP3K

concentration, [MAP3K], where the largest relative increase in the activity of MAP2KB
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Figure 2.4: Amplification of response in unperturbed branch through retrograde

propagation of information in a branched motif. (A) Relative change in the response

of different molecular species in branches A and B as a function of signal strength, when

phosphorylation of terminal kinase MAPKA in branch A is inhibited. Inset shows a

schematic diagram of the branches, with the “stop” sign indicating blocking of activa-

tion of MAPK in branch A. (B–F) The perturbation results in amplification (relative to

the unperturbed condition) of the concentrations of (B) MAP3K∗ (D) MAP2K∗∗
B

and (F)

MAPK∗∗
B

, shown as a function of signal strength and concentration of the phosphatase

MAP3K-Pase. Relative increase in concentrations of (C) MAP2K∗∗B and (E) MAPK∗∗B as

a result of the perturbation are also shown as a function of signal strength and the total

concentration of MAP3K.
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and MAPKB is observed for a given signal strength. In particular, when [S] is varied

over 10−12 – 10−8 M, i.e., the physiologically plausible range of values, the largest relative

change in [MAP2KB
∗∗] and [MAPKB

∗∗] occurs between between [MAP3K]= 10−9 – 10−8

M.

The perturbation we have discussed above corresponds to complete blocking of MAPKA

phosphorylation. We also examine the effect of a graded perturbation where the product

formation rate of the ESK complex (kA
8 ) is decreased but remains finite (> 0). As the

magnitude of this perturbation is increased (i.e., kA
8 is decreased to even lower values), it

will approach the situation described earlier: complete absence of MAPKA activity. We

note that another class of perturbations may also superficially exhibit a similar nature,

viz., gradually reducing the total concentration of MAPKA which will affect the reaction

flux by reducing the formation of the ESK bound complex. For this case also, as the

magnitude of perturbation is increased, the concentration of activated MAPKA steadily

approaches zero. These two types of interventions correspond respectively to (i) using

an ATP inhibitory agent targeting the ATP binding site, and (ii) using siRNA to block

the expression for the gene coding for MAPKA, with both interventions having less than

100% efficiency.

Although decrease in concentration of MAPKA (Fig. 2.4 A) and lowering the product for-

mation rate in the reaction of MAPKA with MAP2KA
∗∗ (Fig. 2.5 B) functionally serve the

same purpose, viz., inhibiting the production of MAPKA
∗∗, the resulting effect on other

kinases in the system as a result of retrograde information propagation are fundamen-

tally different. While the increase (decrease) in [MAPKA] leads to increase (decrease) in

[MAP2KB
∗∗] and [MAPKB

∗∗] respectively (Fig. 2.5 A), the exact opposite effect is ob-

served in the B branch kinases when product formation rate is increased (decreased) (see

Fig. 2.5 B). This reveals a reciprocal response machinery of the branched cascade when

it is subjected to different inhibitor types with apparently similar function (i.e., inhibiting

activation of MAPKA), viz., the siRNA-type inhibitor which inhibits a fraction of total
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Figure 2.5: The branched MAPK cascade responds differently to to distinct pertur-

bations which inhibit the activation of a terminal kinase in one branch. The nor-

malized response, i.e., the ratio of activated to total kinase concentration, of different

molecular species in the reaction cascade when (A) the total concentration of MAPKA is

varied and (B) when the product formation rate (kA
8
) of MAPKA is varied shows opposing

behavior in the activity of molecules in the unperturbed B branch, although both types

of perturbations have the same functional goal of decreasing the activation of MAPKA.

As [MAPKA]total is decreased, both MAPKB and MAP2KB decrease in activity. However,

when the product formation rate of MAPKA is decreased, the activity of both MAPKB and

MAP2KB are increased. The activity of the kinase MAP3K which forms the branch-point

also shows different response to the two perturbations unlike the result for single-branch

cascades: in (A), the activity is unchanged, whereas in (B), the activity of MAP3K in-

creases, on decreasing the activation of MAPKA. Note that the curves corresponding to

MAPKA and MAPKB intersect in (A) when [MAPKA]total = [MAPKB]total = 1.2 µM and

they intersect in (B) when the product formation rates for MAPKA and MAPKB, i.e.,

kA
8

and kB
8

respectively, are both 0.5 s−1. Except for [MAPKA]total and kA
8
, all other total

molecular concentrations and reaction rates are kept fixed at the HF values [109]. The

broken lines indicate the physiologically plausible range of values for [MAPKA]total in

(A) and kA
8

in (B), as used in the Huang-Ferrell model [109].
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Figure 2.6: Experimental validation of the amplification of activity in one branch on

inhibiting the activity of the terminal kinase in the other branch. Western blots of

JNK and p38MAPK phosphorylation in primary macrophages when subjected to CD40

stimuli of strength 3 µg/ml are shown under normal (JNK: A, p38MAPK: B) and per-

turbed (JNK: C, p38MAPK: D) conditions. Perturbation is applied by inhibiting the

phosphorylation of either p38MAPK (C) or JNK (D) by using pharmaceutical agents. In

each figure, the upper and lower panels show the phosphorylated and total concentrations

of the different molecular species (represented by “p_ JNK" and “JNK", and “p_ p38"

and “p38" for JNK and p38MAPK respectively). The control condition shows an un-

stimulated system, while the times 3, 10, 15 and 30 minutes refer to observations after

the system has been exposed to stimuli of the corresponding duration. All experiments

have been carried out by our collaborators at NCCS in triplicate and a representative set

of blots are shown. The densitometric analysis of the blots is indicated in Table 2.1.
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concentration of MAPKA and the pharmaceutical inhibitor which blocks the ATP binding

site of a fraction of total MAPKA. The simulations reveal that while concentration de-

pletion of MAPKA results in depletion of [MAP2KB
∗∗] and [MAPKB

∗∗] (Fig. 2.5 A), sup-

pressing the phosphorylation of MAPKA (Fig. 2.5 B) amplified the concentrations of the

B branch kinases. Subsequently, experiments have been conducted by our collaborators

at NCCS on a two-branch cascade comprising JNK and p38MAPK molecules, observing

their phosphorylation in unperturbed and perturbed conditions. The JNK and p38MAPK

are the terminal MAPK molecules belonging to two distinct pathways which share a com-

mon branch-point MAP3K molecule MEKK3/4 [116, 117]. In the experiments, stimula-

tion of CD40 receptor (that acts as input to both JNK and p38MAPK pathways [120])

in macrophage cells from BALB/c mice by a ligand dose leads to JNK (Fig. 2.6 A) and

p38MAPK phosphorylation (Fig. 2.6 B) in comparable magnitudes. The system is next

subjected to ATP blockers that inhibit phosphorylation of either p38MAPK (Fig. 2.6 C)

or JNK (Fig. 2.6 D). The densitometric analysis of the western blots (Figs. 2.6 A–D) in

Table 2.1 shows the relative increase in phosphorylation of MAPK for the perturbed and

unperturbed conditions.
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Table 2.1: Densitometric analysis of western blots for JNK and p38MAPK under normal and perturbed conditions at different time

points.

Normal Condition p38MAPK phosphorylation inhibited JNK phosphorylation inhibited

[JNK∗] + [JNK]total rJNK [p38∗] + [p38]total rp38 [JNK∗] + [JNK]total rJNK [p38∗] + [p38]total rp38

[JNK∗∗] [p38∗∗] [JNK∗∗] [p38∗∗]

Control 1 1 1 1 1 1 1 1 1 1 1 1

3 min 0.79 1.2 0.66 1.92 1.05 1.84 1.25 0.87 1.43 4.11 0.87 4.7

10 min 1.44 0.74 1.95 1.46 1.07 1.36 1.64 1.26 1.3 2.27 0.97 2.34

15 min 1.62 1.28 1.27 1.84 0.98 1.89 2.08 1.17 1.78 4.12 1.24 3.34

30 min 1.52 1.51 1.01 1.71 0.9 1.91 1.12 0.71 1.57 4.56 1.05 4.34

The observations show the change in activity as a function of exposure to stimuli applied for different durations. The perturbations

correspond to inhibiting p38MAPK phosphorylation by a pharmaceutical agent followed by measurement of JNK activity, and conversely,

inhibiting JNK phosphorylation by a pharmaceutical agent followed by measurement of p38 activity. The column headings [JNK]total and

[p38]total refer to the total concentrations of the respective kinase molecules, [JNK∗]+[JNK∗∗] and [p38∗]+[p38∗∗] correspond to the

concentrations of the respective (single or double) phosphorylated forms, while rJNK and rp38 represent the ratio of phosphorylated kinase to

total kinase concentrations. Control refers to the unstimulated system, while the different times (viz., 3 minutes, 10 minutes, 15 minutes and

30 minutes) correspond to the duration for which the stimulus is applied.
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The experiments validate the key prediction from our model: blocking the phosphory-

lation of MAPKA by targeting the ATP binding site enhances the phosphorylation of

MAPKB (Table 2.1). As there is no experimental evidence of explicit feedback regu-

lation between JNK and p38MAPK, it is extremely likely that the observed modulation

of phosphorylation amplitudes of JNK and p38MAPK emerges as a result of long-range

coordination through retrograde information propagation. The experiments additionally

show that under perturbation, the retrograde propagation from JNK to p38MAPK is sig-

nificantly higher than from p38MAPK to JNK (Table 2.1). Plausible reasons for this could

lie in the asymmetry of the molecular concentration values and/or the reaction parameters

in the two branches. Thus, we next analyze the effect of such asymmetry on the retrograde

propagation of information.

We observe that when the ESK complex binding rates (kA
3 , kA

5
and kA

7 ) in the perturbed

branch A are much higher (viz., by a factor of 10) than those in the unperturbed branch

B (kB
3
, kB

5
and kB

7
), there is a remarkable increase in the activity of the latter branch, e.g.,

by three orders of magnitude in [MAPKB
∗∗], over a certain range of signal strength S

(Fig. 2.7 A) as compared to the opposite situation, i.e., when the binding rates of the un-

perturbed branch are much higher than those of the perturbed branch (Fig. 2.7 B; see also

Fig. 2.8). Also, when the total concentrations of MAPK and MAP2K in the perturbed

branch A are much larger (viz., by a factor of 10) than the corresponding quantities in the

unperturbed branch B, on blocking activation of MAPKA there is an observable increase

in the activity of the unperturbed branch, e.g., about 20-fold increase in [MAPKB
∗∗] over

a range of input stimuli strength (Fig. 2.7 C), compared to the case when the total concen-

trations of MAPK and MAP2K in the unperturbed branch are higher than the perturbed

branch (Fig. 2.7 D). These results indicate that the extent of retrograde information prop-

agation seen in a signaling cascade will depend on the magnitude of forward reaction flux

(i.e., the strength of the flow “down” the cascade from MAP3K to MAPK) in the different

branches of the system. If the branch having a larger downstream flux (resulting from

relatively higher binding rates or larger total concentrations of the molecules belonging
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Figure 2.7: Role of branch asymmetry. Relative increase in response as a function of

signal concentration on blocking MAPKA activation when the binding reaction rates for

(A) branch A (kA
3
, kA

5
and kA

7
) or (B) branch B (kB

3
, kB

5
and kB

7
) are 10 times higher than

those in the other branch, and, when the total concentrations of MAPK and MAP2K in

(C) branch A or (D) branch B are 10 times higher than the corresponding values for the

other branch (= mean value in the Huang-Ferrell range). Note that in (A) the MAPKB

activation can increase by more than 1000 times for a particular range of signal strength.

In contrast, there is relatively little change in the activity of the two branches when the

activation of the terminal kinase for the branch having lower values of reaction rates is

blocked.
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to that branch) is perturbed by inhibiting the activation of its terminal kinase, this will

result in a much larger proportional increase in access to MAP3K for molecules in the

unperturbed branch. On the other hand, if the branch having a lower magnitude of for-

ward reaction flux is perturbed, the resulting increase in the activation of the unperturbed

branch will be marginal as compared to the already higher activation levels of this branch

in the control condition. This is further corroborated by the effect of asymmetry in other

parameters of the perturbed and unperturbed branches, viz., (i) the product formation rates

in the activation enzyme-substrate reactions, (ii) the binding rates with phosphatases in

the deactivation reactions and (iii) the total phosphatase concentrations (Fig. 2.9). Thus,

the experimentally observed asymmetry in the response of JNK and p38MAPK (Fig. 2.6)

can be explained as a result of the differences in the reaction parameters or total concen-

trations of components of the two pathways.

Previous demonstrations of implicit feedback in linear signaling pathways had identified

sequestration as the key mechanism [107, 121]. However, in the complex branched net-

work motif investigated here, there are additional effects contributing to the retrograde

propagation of information. In particular, we note the presence of competitive inhibition,

e.g., through competition between singly phosphorylated and unphosphorylated forms of

a substrate molecule (e.g., MAPKA
∗ and MAPKA) for the common kinase enzyme (e.g.,

MAP2KA
∗∗). We have investigated the contribution of such competition in producing ret-

rograde propagation by comparing the system with an artificial cascade model that allows

only single phosphorylation of MAPKA,B and MAP2KA,B so that competitive inhibition is

absent. We observe that the magnitude of retrograde propagation (and hence the ampli-

fication of kinase activation in the unperturbed branch) for the system with singly phos-

phorylated MAP2K and MAPK is significantly reduced (Fig. 2.10 A) compared to the

original branched motif where the corresponding kinase molecules are doubly phospho-

rylated (Fig. 2.4 A). Retrograde propagation is also perceptibly weaker in model systems

with reduced competitive inhibition, viz., where either (i) only MAP2K is singly phos-

phorylated while MAPK is doubly phosphorylated (Fig. 2.10 B), or (ii) only MAPK is
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Figure 2.8: Role of competition between the two branches in binding to MAP3K∗.

Relative increase of response as a function of the ratio of the binding rates of MAP2KA

(kA
3
= 1.67×107 held constant) and MAP2KB (kB

3
) with MAP3K∗ on blocking (A) MAPKA

activation and (B) MAPKB activation. Relative increase of response as a function of the

ratio of the binding rates of MAP2KA (kA
3
) and MAP2KB (kB

3
= 1.67 × 107 held constant)

with MAP3K∗ on blocking (C) MAPKA activation and (D) MAPKB activation.
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Figure 2.9: Role of asymmetry for reaction parameters in the two branches. Rela-

tive increase of response as a function of the signal on blocking MAPKA activation when

(A) the product formation rates for branch A (kA
4

and kA
6
) are 5 times higher than those

in branch B and (B) the product formation rates for branch B (kB
4 and kB

6
) are 5 times

higher than those in branch A; (C) the binding reaction rates for branch A (kpA
3

and kpA
5
)

are 10 times higher than those in branch B; (D) the binding reaction rates for branch B

(kpB
3 and kpB

5
) are 10 times higher than those in branch A; (E) the total concentrations of

phosphatase of MAP2K∗ and MAP2K∗∗ of branch A are 10 times larger than the corre-

sponding values for branch B (=mean value in the Huang-Ferrell range) and (F) the total

concentrations of phosphatase of MAP2K∗ and MAP2K∗∗ of branch B are 10 times larger

than the corresponding values for branch A (=mean value in the Huang-Ferrell range).
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Figure 2.10: Role of competitive inhibition. Relative increase with stimulus strength

of the steady-state response of different molecular species in the unperturbed branch B

(MAP2KB and MAPKB) shown as a function of signal concentration, when phosphoryla-

tion of MAPKA is prevented. In (A) both MAP2K and MAPK are singly phosphorylated,

while in (B) MAP2K are singly phosphorylated but MAPK are doubly phosphorylated.

Note that there is a small increase in the steady-state response of MAP2KB and MAPKB

in (B) compared to (A). (C) When MAP2K are doubly phosphorylated whereas MAPK

are singly phosphorylated, the relative increase in steady-state activity of MAP2KB and

MAPKB is more prominent.

55



Figure 2.11: Effect of multiple branches. (A–B) Relative increase in steady-state re-

sponse in a four-branch cascade which allows only single phosphorylation of MAP2K

while MAPK is doubly phosphorylated as a function of stimulus strength for the cases

(A) when MAPKA phosphorylation is prevented and (B) when phosphorylation of in

two branches, i.e., of both MAPKA and MAPKB, are blocked. The effect of having four

branches but with singly phosphorylated MAP2K is similar to having two branches with

double phosphorylated MAP2K but with a lower relative change in the response. This

suggests that competitive inhibition is playing a role but is not solely responsible for the

retrograde propagation in the branched cascade model. (C–D) Relative increase in steady-

state response of doubly phosphorylated MAP2K and MAPK in the unperturbed branches

as a function of signal strength when phosphorylation of MAPKA is prevented in a (C) a

four-branch and (D) a three-branch cascade. As the number of branches are increased, the

relative change in MAP2K activity on perturbation decreases faster than that of MAPK.

singly phosphorylated while MAP2K is doubly phosphorylated (Fig. 2.10 C); however

both exhibit higher degree of amplification of kinase activity in the unperturbed branch as

compared to the situation when there is no competitive inhibition (Fig. 2.10 A).

Thus, sequestration effects inherent to the cascade reaction mechanism, as well as, compe-

tition between multiple substrates (e.g., MAP2KA, MAP2KB, MAP2KA
∗ and MAP2KB

∗)

for the same enzyme (MAP3K∗), both contribute to the magnitude of retrograde propaga-

tion seen in a branched network. If these are the only factors affecting the degree of am-

plification of kinase activity in the unperturbed branch then the results of the original two-
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branch system should be reproducible in a hypothetical four-branch model network with

doubly phosphorylated MAPK but only singly phosphorylated MAP2K (Figs. 2.11 A–B).

When a single branch in such a system is perturbed (e.g., by inhibiting the phosphory-

lation of MAPKA), the effect on the unperturbed branches is relatively less compared to

the original system where the MAP2K molecules are doubly phosphorylated (Fig. 2.4 A).

In the former situation, the four competing substrates (MAP2KA,B,C,D) are all present ini-

tially, whereas, in the original network model (as well as in the experimental system

comprising JNK and p38MAPK pathways), two of the competing substrates (MAP2K∗A,B)

are the reaction products of the other two competing substrates (MAP2KA,B) and are not

present initially. Thus, in the latter case, the rise in concentrations of (and hence, the re-

sulting competition from) two of the competing substrates has a time-delay with respect

to the remaining two, making this system fundamentally different from the four-branch

cascade. Further, double phosphorylation of MAP2KA,B introduces an additional delay in

the activation dynamics of the downstream MAPKs.

Based on these results, the extent of retrograde propagation of information in a branched

network structure is seen to depend on multiple factors, viz.,: (i) the competition be-

tween branches for a common enzyme at the branch-point, (ii) sequestration of a kinase

through binding in an ESK complex [121] and (iii) competitive inhibition between the

un-phosphorylated and singly phosphorylated forms of the same kinase (capable of dou-

ble phosphorylation) for its enzyme [122]. Fig. 2.11 (B) shows the relative increase of

response in a four-branch network where the MAP2K molecules are phosphorylated only

at a single site while the MAPK molecules are doubly phosphorylated, when the activa-

tion of MAPK in two branches (A and B) is prevented. For a range of strengths of the

input stimulus, it is seen that the retrograde flow of information on blocking activation in

two branches is higher as compared to blocking only one branch (compare Figs. 2.11 A

and B). On the other hand, we observe that allowing double phosphorylation of MAP2K

molecules (Fig. 2.11 C) results in a stronger response (compared to allowing only single

phosphorylation of MAP2K as in Fig. 2.11 A) in the unperturbed branches (B,C,D) when
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activation of MAPK in one branch (A) is blocked. Note that in a four-branch cascade with

double phosphorylation of MAPK and MAP2K, the relative increase in activity resulting

from the perturbation is higher for MAPK as compared to MAP2K in the unperturbed

branches (which is opposite to the situation observed in a two-branch network). How-

ever, when the number of branches is reduced from four to three (Fig. 2.11 D) the relative

increase of activity for MAPK and MAP2K in the unperturbed branches (B,C) become

comparable. Thus, comparing Figs. 2.11 (C–D) and 2.4 (A), we note that as the number

of branches increase, on inhibiting the activation of the terminal molecule (MAPK) in

one of the branches, the resulting relative increase in activity of the MAP2K molecules in

the unperturbed branches is reduced, while that of the corresponding MAPK molecules

remains comparatively unchanged.

In a biological setting, the concentrations of kinases and phosphatases are usually of com-

parable magnitude and the systems are exposed to a wide range of signal strengths [87,

121]; our results are valid under these realistic conditions. We also stress that our results

have been obtained by simulating the full dynamical model without using quasi-steady-

state assumptions that focus exclusively on steady-state behavior. Such approximations

ignore rapid transient changes in the concentrations of signaling molecules and do not

reproduce the effect of feedback interactions [110,123]. We also note that critical biolog-

ical properties should be robust against parameter changes [111], caused by variations in

the environment, polymorphisms or mutations [124] that can influence not only a single

parameter but many of them simultaneously [106]. Thus, if retrograde propagation of in-

formation is indeed expected to play a significant role in intracellular signaling it should

be robust. We have established the robustness of our observations by verifying that the

results are not sensitively dependent on system parameters (Fig. 2.12).
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Figure 2.12: Robustness of the effect of retrograde propagation in branched mo-

tifs with respect to parameter variation. The variation in the relative increase in re-

sponse, i.e., concentrations of MAPKB
∗∗ and MAP2KB

∗∗ on blocking the phosphorylation

of MAPKA, measured in terms of Total Parameter Variation (TPV) on randomly varying

the 38 parameters in the model. The dots in each figure indicate the individual values

obtained from 104 realizations for three different signal strengths: (a-b) [S0] = 10−12 M,

(c-d) [S0] = 10−10 M and (e-f) [S0] = 10−8 M. The 38 parameters, which include total

concentrations and reaction rates for all kinases and phosphatases at a given branch (the

corresponding values for the other branch are taken to be the same) are randomly cho-

sen from uniform distributions bounded between physiologically plausible minimum and

maximum values for the parameters.
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2.4 Discussion and Conclusion

Our demonstration that local intervention in a signaling network can have remarkable

non-local consequences has implications for understanding how the intricate machinery

of information processing functions in the cell. In particular, reciprocal inhibition between

parallel pathways can occur without the involved agents directly reacting with each other.

This allows a high level of adaptability in control without a concomitant increase in the

wiring complexity in the network, leading to a more efficient system design. Long-range

effects also assume importance in light of the current experimental paradigm in systems

biology where the observation of up- or down-regulation of activity for a molecule as

a result of perturbing another molecule is assumed to indicate the existence of a direct

interaction between them [125]. While interconnections in a signaling network are often

inferred on the basis of such observations, our results show that dynamical correlations be-

tween molecular activities may have a fundamentally different origin. Note that although

we have used the MAPK module to illustrate the mechanism of retrograde propagation,

it is conceivable that branching in the signaling network can occur upstream of MAP3K

resulting in indirect communication over even larger distances in the system.

The results reported here have potential significance for designing drugs against systems-

level diseases such as cancer that proliferate through complex orchestration of multiple

signaling molecules [86,126,127]. Such diseases are multi-factorial and may have multi-

ple possible targets for pharmaceutical intervention. Conversely, many drugs that are used

for treatment may be working through as yet undetermined mechanisms, so that even if

they have a known target, there can be potentially undesirable ‘off-target’ effects [128].

From the point of view of drug design for systems-level diseases, the crucial implication

of the results reported here is that the effect of competitive blocking of a ATP binding site

with a pharmaceutical agent may be completely different from the effect of suppressing

the kinase expression by siRNA mediated inhibition. This is critical when one considers

the ‘off-target’ effect of such intervention on the activity of other molecules in the sys-
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tem which may also be playing a crucial role in the disease. In fact, these two methods

are classically assumed to have the same effect on the system and siRNA experiments

are often used to validate the model driven hypothesis suggested by experiments involv-

ing pharmaceutical inhibitors. Thus, the physiological impact of retrograde information

propagation is realized with dramatic effect in branched signaling cascades as the multiple

pathways show strikingly different response to apparently similar interventions.

We can, for example, consider the proteins JNK and p38MAPK, both of which are now

established to be intimately involved in the proliferation of cancer and its cure. How-

ever, the respective functions of these two molecules in cancer development are not well-

understood and their contribution to genesis and propagation of cancer may sometimes

appear to be contradictory [85]. Certain cells use these signalling pathways to oppose

cell proliferation and morphological transformation, whereas cancer cells can subvert

these pathways to facilitate proliferation, survival and invasion. For example, while the

JNK and p38MAPK can both act as pro-apoptotic pathways that may help cure cancer,

they have also been found to function as oncoproteins that help cancer cells survive [85].

Hence depending on the cellular context, the JNK and p38MAPK pathways could be

used by the cell either to deliver complementary outputs, or, to trigger antagonistic cells

fates [85]. Under these circumstances, drug design for such diseases should take into con-

sideration the system-level consequence of inhibiting a particular kinase on the activity

of other kinases. This can have consequences for drug therapy as one can control the

activity of a molecular species with a pharmaceutical agent that interacts with a differ-

ent molecule, provided the two species are indirectly related by the long-range control

mechanism described here.

Complexity of a signaling network [48, 104] may be increased further through inter-

modular cross-talk [105]. In principle, there can be multiple inputs impinging on a signal-

ing motif, as well as, interference between signals traveling through different pathways

activated by the same receptor. For example, it is observed that the kinase Cot can activate
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the ERK MAPK independent of the corresponding MAP3K (Raf) [129]. This implies that

there can be additional inputs to MAP2K, apart from its usual MAP3K. For such a sit-

uation in the branched module discussed here, retrograde propagation will affect all the

inputs, its magnitude varying according to the strength of crosstalk between the additional

input and the branched MAPK cascade. Thus, the perturbation of a terminal kinase will

not only affect the immediate module of which it is part, but through the interaction of

the module with other inputs the retrograde propagation of information can connect ap-

parently remote and unrelated modules of the network, e.g., through Cot the perturbation

of MAPK may eventually affect regulation of IkB kinase [130].

We have shown here that different types of perturbations having the same objective (e.g.,

both siRNA inhibitor as well as ATP binding blocker aims at reducing MAPK activity),

while having similar consequences in a linear signaling cascade, can give rise to very

different results in a branched network. Such distinct responses to apparently similar per-

turbations may be crucial when dealing with co-regulated diseases. For example, JNK

signaling is enhanced and p38MAPK signaling is abrogated in different cancers [85,131].

On the other hand, both JNK and p38MAPK signaling promotes diabetes by negatively

regulating the function of insulin receptor [132,133]. Co-diagnosis of both cancer and dia-

betes in the same individual is not uncommon, although the system level causality behind

such occurrence is not understood [134]. More importantly, the protein IRS1 (insulin

receptor substrate 1) which has a critical role in insulin-signaling pathways and whose

mutation is known to result in genetic risk for type 2 diabetes [135], has been identified

as a drug target for cancer [136]. We can qualitatively argue from our analysis that phar-

maceutical intervention designed to inhibit JNK phosphorylation for suppressing cancer

might result in prolonged enhancement of p38MAPK signaling which could consequently

exceed a cellular threshold, worsening any pre-existing diabetic condition. Thus, while

an ATP blocker-type drug can be used to inhibit JNK phosphorylation, if the resulting in-

crease in p38MAPK phosphorylation is undesirable, a better option is to use an inhibitor

reducing JNK expression. Such insights on the differential effects of drugs designed for
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the same disease is an important outcome of studying how the local dynamical proper-

ties of modules (such as the branched cascade motif) can affect the function of the larger

signaling networks in which they are embedded [123].

Our results may also be used to understand the evolutionary advantage of intracellu-

lar pathogens which only target molecules in one branch of parallel MAPK pathways

but which can nevertheless modulate the cellular response to its own advantage. These

pathogens often target the MAPK module as the upstream signaling intermediates con-

verge to MAPK for final integration of the signal deciding the cellular responses. As

a result, the pathogens do not need to devise extremely complicated interception strate-

gies targeting many types of molecules in order to survive within the host. As the signal

strength cannot be adjusted beyond the MAPK module, the pathogen strategy would be

a winning one. The retrograde propagation capability of a branched motif described here

can explain how host cell signaling can still be adjusted to maintain the MAPK-dependent

cellular functions.

63



64



3

Mesoscopic organization of cancer gene

network

3.1 Introduction

Cancer is the collective name of a group of diseases characterized by unconstrained cell

growth which have significant mortality and high public health cost. In developed coun-

tries where life expectancy has increased and “diseases of poverty” such as tuberculosis

have largely been controlled, cancer is one of the leading causes of death [137]. Despite

years of sustained research efforts cancer is still untamed [138]. This is at least in part

because cancer is a “systems disease” [139], i.e., it cannot be completely understood with-

out considering the network of interactions between a number of different elements. It is

therefore unlikely that it can be cured by treating a single cause.

The difficulty of investigating cancer as a network disease is in the large number of el-

ements that are involved and the myriad ways in which they interact. A possible ap-

proach to this complex disease is to compartmentalize the entire system of interactions

into sub-networks that are easier to analyze by exploiting the modular nature of biologi-

65



cal networks [28,123]. By focusing on the modules of networks related to cancer and the

interactions between them, it is possible to use a mesoscopic approach for understanding

the system-level aspect of cancer without getting mired in the complexity of the large

number of molecules and interactions involved.

In this chapter we have reconstructed a cancer gene network and a cancer category/tumor

type network using a comprehensive database relating different categories of cancers and

types of tumors with mutations of specific genes. This is done by taking projections from

the bipartite network that connects nodes representing genes with the nodes represent-

ing the types of tumor in which mutations of those genes have been implicated. Using

community detection algorithms, we identified several modules in these networks. By

classifying genes in terms of their connectivity to members of their own module and to

members of different modules, we identify their functional importance in the cancer net-

work. We show that genes playing the role of connector hubs and global hubs, i.e., having

high connectivity with other modules in addition to genes belonging to their own module,

have a disproportionately high representation in the human signaling pathways related to

cancer. Therefore, these genes can be identified as potential targets for therapeutic inter-

vention. The importance of connector and global hubs is further underlined by observing

that nodes having these roles in the protein-protein interaction network have an extremely

high probability of being related to cancer compared to the corresponding probability for

a randomly chosen protein. Finally, we show that genes that are connector hubs are as-

sociated with diseases that have a much lower survival rate than others, pointing to the

critical positions they occupy in the cancer network.

3.2 Materials and Methods

Connectivity data

For constructing the networks analyzed here we have used information on the associa-
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tion of 927 cancer-related genes with 35 different cancer categories and 146 tumor types,

obtained from the F-Census or functional census database of human cancer genes [140].

These are derived from high-throughput mutational screens of cancer genomes collected

from various sources including Cancer Gene Census (CGC) [35] and Online Mendelian

Inheritance in Man (OMIM) [141]. For constructing the protein-protein interaction net-

work we have used data for interactions between different proteins obtained from the Hu-

man Protein Reference Database (HPRD) [142]. The data set we consider comprise 9645

proteins whose inter-connections have been identified using yeast two-hybrid analysis, in

vitro or in vivo methods [143].

Network Randomization

Ensembles of randomized versions of the empirical networks has been constructed using

two different methods: (i) by degree preserved randomization of links [144] (106 links

randomly swapped) with link weights remaining associated with the swapped connections

and (ii) strength preserved link randomization [145] of links (106 randomizations) by

adjusting weights according to wi j → wi j + δi(
wi j

∑

j wi j
) where δi = si −

∑

j wi j in order to

balance si and
∑

j wi j. Note that while the first method preserves the empirical distribution

of degree weights (although it alters the strength of each node, i.e., the sum of link weights

associated with it), the second method does not (Fig. 3.1).

Modular spectra

We analyze the relation between different tumor types (and cancer categories) by using a

decomposition in terms of the overlap of their associated genes with the different modules

of the gene network. Let the set of all genes be optimally partitioned into M modules. We

then define an overlap matrix O, whose rows correspond to the different groups of genes

associated with specific tumor types or cancer categories, and the columns correspond to

the different modules of the cancer gene network. An element of this overlap matrix Oi j

is the number of genes in group i that are from the module j. Thus, the decomposition of

67



Figure 3.1: Comparison of weight distributions of empirical network with that of strength-

preserved randomized networks.

the ith group in the abstract M dimensional basis space formed by the modules is

{

Oi1

Ni

,
Oi2

Ni

, . . . ,
OiM

Ni

}

,

where Ni =
∑M

k=1 Oik is the total number of genes in the i-th group. The distance between

two groups i and j in this “modular” space is defined as

dmodular
i, j =

√

√

∑

k

[

Oik

Ni

−
O jk

N j

]2

.

This measure can be used as a metric for closeness or proximity between different tumor

types or cancer categories. For visualization of the relation between different groups, a

dendrogram is constructed where the ordinate represents the closeness between a pair of

groups.

Determining the intra- and inter-modular role of a gene

The role played by each gene in terms of its connectivity within its own module and in

the entire network is determined according to two properties [146]: (i) the relative within

module degree, z, and (ii) the participation coefficient, P.

The z-score of the within module degree distinguishes nodes that are hubs of their com-
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munities from those that are non-hubs. It is defined as

zi =
κi

ci
− 〈κ

j
ci
〉 j∈ci

√

〈(κ
j
ci

)2〉 j∈ci
− 〈κ

j
ci
〉2

j∈ci

, (3.1)

where κi
c is the number of links of node i to other nodes in its community c and 〈· · · 〉 j∈c are

taken over all nodes in module c. The within-community degree z-score measures how

well-connected node i is to other nodes in the community.

The nodes are also distinguished based on their connectivity profile over the entire net-

work, in particular, their connections to nodes in other communities. Two nodes with

same within module degree z-score can play different roles, if one of them has signifi-

cantly higher inter-modular connections compared to the other. This is measured by the

participation coefficient Pi of node i, defined as

Pi = 1 −

M
∑

c=1

(

κi
c

ki

)2

, (3.2)

where M is the total number of communities, κi
c is the number of links from node i to

other nodes in its community c and ki =
∑

c κ
i
c is the total degree of node i. Therefore,

the participation coefficient of a node is close to 1, if its links are uniformly distributed

among all the communities, and is 0, if all its links are within its own community.

3.3 Results

Modular structure of the network of cancer-related genes

We first construct a bipartite network consisting of two types of nodes, viz., cancer-related

genes (G) and tumor types (TT)[alternatively, we also use cancer categories (CC)]. Nodes

of different types are connected based on association between genes and tumor types

(or cancer categories) related to them according to information obtained from the F-

Census database [140]. From this bipartite network, we produce a tumor type cancer
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Figure 3.2: Networks of cancer genes and tumor types. (a) Schematic diagram showing

the bipartite network comprising genes (represented by circles) and tumor types (trian-

gles). A gene is connected to a tumor type if mutations in the gene result in a tumor of

that specific type. The tumor type-cancer gene network (TT-GN) is obtained from a pro-

jection of the bipartite network, where two genes are connected if there is a tumor type

that can be related to mutations in either gene. In the tumor type-cancer gene weighted

network (TT-GWN), a link between two cancer related genes (e.g., 1 and 2) in the pro-

jected network is weighted by the number of tumor types (B,C, ... etc ) to which both

nodes (viz., 1 and 2) are connected in the bipartite network. The other possible projec-

tion yields the tumor type network (TTN) where two tumor types are connected if either

can result from mutations in the same gene. Each link can be weighted in proportion to

the number of common genes with which the two tumor types are associated. (b-d) The

cumulative degree distribution Pc(k), i.e., the probability that a nodes will have k or more

links is shown for the (b) genes and (c) tumor types of the bipartite network, as well as

for the two networks obtained by projection, viz., (d) the network of cancer genes and (e)

the network of tumor types. (f-g) Pictorial representation of (f) the cancer gene network

comprising 910 nodes and (g) the network of 135 tumor types.
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gene network (TT-GN) and tumor type network (TTN) by using the method of projec-

tions [Fig. 3.2 (a)]. According to this technique, from a bipartite network consisting of

two categories of nodes, Type I and Type II respectively, one can construct two networks,

one comprising only Type I nodes (obtained by connecting any pair of Type I nodes that

share as a common neighbor a Type II node in the bipartite network) and the other only

Type II nodes (connecting pairs of Type II nodes that share a common Type I node as

neighbor) [32]. In the tumor type-cancer gene network (TT-GN), the nodes represent dif-

ferent cancer-related genes. Two genes are connected to each other if they have at least

one tumor type that they are associated with in common. In the tumor type-cancer gene

weighted network (TT-GWN), the links are weighted in proportion to the number of com-

mon tumor types associated with any pair of connected genes. In the tumor type network

(TTN), the nodes represent tumor types and two tumor types are connected if there is at

least one common element in the set of genes that each is related to. The weight associated

with a link is proportional to the number of genes that appear in common for both tumor

types. The cumulative degree distribution Pc(k) for cancer genes in the bipartite network

shows a rapidly decreasing exponential nature [Fig. 3.2 (b)] while that of the nodes corre-

sponding to tumor types decays more slowly, resembling a power-law (as indicated by the

approximately linear nature in double logarithmic scale) [Fig. 3.2 (c)]. However, the pro-

jected networks of cancer genes and tumor types both have rapidly decaying tails in the

cumulative degree distribution [Fig. 3.2 (d-e)]. The representation of the two projected

networks [Fig. 3.2 (f-g)] appears to suggest that they both have a densely connected core

surrounded by a periphery of sparsely connected set of nodes.

We have analyzed the mesoscopic organization of TT-GWN by first identifying its modu-

lar arrangement using the Infomap method [147]. The basic principle of this community

finding algorithm is that optimal compression of network topology uses the regularities in

network structure, in particular, the occurrence of modules [95]. Based on its performance

in several benchmark tests, the Infomap method has recently emerged as one of the most

efficient algorithms for partitioning a network into communities [88, 91]. Figure 3.3 (a)
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Figure 3.3: Modular interconnectivity in the tumor types-gene network. (a) Matrix rep-

resenting the average connection density between genes occurring within modules and

those in different modules of the TT-GWN. Note that the genes within a module are not

only much more densely interconnected compared to the overall connectivity of the net-

work, but modules 1,2,5 and 6 show almost complete intra-connectivity within the genes

belonging to them. (b) The overlap between the modules of TT-GWN and those of the

Protein-Protein Interaction Network (PPIN) with the modules arranged according to their

decreasing size. Several of the smaller PPIN modules have a high degree of overlap

with the larger modules of the TT-GWN implying that some of the latter modules contain

groups of genes encoding mutually interacting proteins. (c) The overlap between modules

of TT-GWN and genes present in different human signaling pathways related to cancer

obtained from the National Cancer Institute (NCI) database.
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shows the clustering of the network into 25 communities using this method suggesting

that the network has a strong modular organization. The modules are of heterogeneous

sizes, the largest having 246 genes while the smallest has only 1.

Next we perform a modular decomposition of the largest connected component of the

human protein-protein interaction network(PPIN) comprising 9270 proteins which yields

542 modules using the Infomap method [95]. Fig. 3.3 (b) shows that several of the smaller

PPIN modules have large overlap with the larger TT-GWN modules implying that the

latter modules contain genes that code for mutually interacting proteins. The overlap

between modules of TT-GWN and the genes present in the National Cancer Institute

(NCI) pathway interaction database [Fig. 3.3 (c)] indicate that many of the genes in the

larger modules belong to different human signaling pathways related to cancer.

We also do a k-core decomposition of TT-GN inspired by the apparent core-periphery

structure of the gene network suggested by Fig. 3.2 (f). In this method, we recursively

remove all nodes having degree less than k to obtain the core of order k. Fig. 3.4 (a-

b) show that while members of inner cores have strong inter-connectivity those in the

outermost cores have sparse connections, providing quantitative support to the impression

given by Fig. 3.2 (f). Fig. 3.4 (c) implies that this is a straightforward consequence of the

modular organization of the network as there is significant overlap between the modules

of TT-GWN and the shells of different orders (a k-shell is defined as comprising nodes

belonging to the kth order core but not that of (k+1)-th order). As the core decomposition

technique can strictly be applied only to unweighted networks, we use a threshold ω to

obtain a sequence of such networks from the TT-GWN 3.4 (d). In these networks a pair

of nodes are considered to be connected only if their link weight > ω. We then carry

out core-decomposition on each of these networks. The highest link weight in TT-GWN

is 6 (between genes ABCA1 and ABCA3) and we note that identifying the innermost

core members for networks obtained at large value of ω may provide targets for clinical

treatment of cancer as they will be associated with several types of tumor.
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Figure 3.4: Core-periphery analysis of TT-GN. (a) Matrix representing the connections

between different genes, which are arranged according to the highest order k-core they

belong to (innermost core to the left, outermost or periphery to the right) and then by

degree as indicated in (b). The dotted vertical lines represent the boundary of each k-

shell, comprising of elements which belong to the k-core but not the (k + 1)-th core.

(c) The overlap between modules of TT-GWN and the different k-shells indicating that

most of the shells can be identified with one or more specific modules. (d) The core-

periphery structure of TT-GWN using a threshold ω. A sequence of unweighted networks

are generated for different values of ω from TT-GWN by considering a pair of nodes to

be connected only if their link weight > ω. The corresponding unweighted networks are

then analyzed using k-core decomposition.
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Figure 3.5: Core-periphery analysis of degree and strength-preserved randomized TT-

GWN. There is absence of any core-periphery organization similar to that seen in the

empirical network.

In order to test the significance of the core-periphery organization of the empirical net-

work, we have performed the same analysis on degree-preserved randomized networks.

The randomization of the TT-GWN results in a homogeneous network that does not have

any apparent modular or core-periphery organization (Fig. 3.5), suggesting that the ob-

served mesoscopic structure of the cancer-related gene network is highly significant.

Modules, Cancer Categories and Gene Ontology

We have analyzed the composition of the different modules in terms of gene ontology.

Fig. 3.6 shows all the TT-GWN modules represented as circles and the inter-connections

between them represented as lines whose thickness is related to the total number of con-
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Figure 3.6: The composition of the modules of TT-GWN in terms of different cancer

categories. Each circle represents a module of TT-GWN with its size being proportional

to the number of genes in that module. The thickness of a line representing a link between

a pair of modules is related to total number of connections that exist between the genes of

the two modules.
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Figure 3.7: The composition of the modules of TT-GWN in terms of different cellular

components.

nections between genes belonging in module with genes in the other module. We observe

that most of the important cancer categories dominate a particular module. For example,

Breast cancer related genes comprise about half of the members of module 1, genes re-

lated to cancers of Large Intestine are responsible for more than half the genes belonging

to module 2, cancers of the Pancreas and of Central Nervous System dominate modules 5

and 6 respectively, etc. More importantly, a major fraction of genes in eight of the mod-

ules are related to Haematopoietic and Lymphoid tissue cancers, making this category

the most prolific in terms of dominating the mesoscopic organization of the cancer gene

network, even though fewer genes (237) are associated with it than breast cancer(244

genes).

Figs. 3.7 and 3.8 show the dominance of different ontology domains, viz., cellular com-

ponents and biological processes, in the different modules of the TT-GWN. Apart from
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Figure 3.8: The composition of the modules of TT-GWN in terms of different biological

processes.

these we have also considered the molecular functions (figure not shown). Unlike the

case of cancer categories (Figs. 3.6), none of the modules of TT-GWN can be consid-

ered to be related to a specific cellular component or biological processes or molecular

function. These appear to have almost similar distribution in the different modules, e.g.,

the genes belonging to cellular locations corresponding to the cytoplasm, the nucleus and

the plasma membrane dominate most of the modules, while in the case of biological pro-

cesses, genes responsible for cell communication, signal transduction or regulation of

nucleobase metabolism contribute the majority of elements in most modules. This result

can be understood in light of the fact that cancer is a complex group of multi-factorial dis-

eases involving several genes in multiple cellular locations and responsible for different

biological processes and molecular functions.

Closeness between different cancer categories and tumor types

The relation between different cancer categories or tumor types can be understood in terms
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Figure 3.9: (a) Dendrogram of cancer categories obtained by projecting CC gene classes

over the space of modules of TT-GWN. Closely connected cancer categories related via

environmental factors are highlighted. (b) Dendrogram of tumor types obtained by pro-

jecting TT gene classes over the space of PPIN modules (only a section of the entire tree is

shown). The closeness of breast and ovarian tumor types, which are related by hormones,

hereditary linkages and clinical treatments is indicated in the figure.
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of the degree of overlap of the genes associated with the different modules of TT-GWN

or PPIN. For this purpose we cluster the cancers or tumors in terms of the similarity in

their modular spectra (see Materials and Methods). Relations between the different cancer

categories (CC) are represented in terms of a dendrogram shown in Fig. 3.9 (a) where the

CC gene classes are projected on the space of modules of TT-GWN. Closely connected

cancer categories that are related through environmental factors, viz., oral cancers, cancer

of upper aerodigestive tract, liver cancer and urinary tract cancers, have been highlighted.

By performing a similar decomposition of the different tumor types in modular space we

observe the closeness between breast and ovarian tumors which are related by hormones,

hereditary link and clinical treatment [Fig. 3.9 (b)].

Functional roles of cancer genes

We now investigate the importance of individual genes in terms of their connectivity. This

is revealed by a comparison between the localization of their connections within their own

community and their global connectivity profile over the entire network. In order to do

this, we focus on (i) the degree of a node within its module, z, that indicates the number

of connections a node i has to other members of its module, and (ii) its participation

coefficient, P, which measures how dispersed the connections of a node are among the

different modules [146]. A node having low within-module degree is called a non-hub

(z < 1) which can be further classified according to their fraction of connections with other

modules. Following Ref. [146], these are classified as (R1) ultra-peripheral nodes (P ≤

0.05), having connections only within their module, (R2) peripheral nodes (0.05 < P ≥

0.62), which have a majority of their links within their module, (R3) nonhub connectors

(0.62 < P ≥ 0.8), with many links connecting nodes outside their modules, and (R4)

kinless nodes (P > 0.8), which form links uniformly across the network. Hubs, i.e.,

nodes having relatively large number of connections within their module(z ≥ 1), are also

divided according to their participation coefficient into (R5) provincial hubs (P ≤ 0.62),

with most connections within their module, (R6) connector hubs (0.62 < P ≤ 0.8), with

a significant fraction of links distributed among many modules, and (R7) global hubs
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Figure 3.10: Classification of genes in terms of their functional role according to intra-

and inter-modular connectivity in TT-GWN. (a) The within-module degree z score of each

gene in TT-GWN is shown against the corresponding participation coefficient P. The

within module degree measures the connectivity of a node to other nodes within its own

module, while the participation coefficient measures its connectivity with nodes in the

entire network. Nodes in different regions in the P − z space are categorized as R1: ultra-

peripheral nodes, i.e., nodes with all their links within the module, R2: peripheral nodes,

i.e., nodes with most of their links within their module, R3: nonhub connector nodes,

i.e., nodes with many links to other modules, R4: nonhub kinless nodes, i.e., nodes with

links homogeneously distributed among all modules, R5: provincial hubs, i.e., hub nodes

with the vast majority of links within their module, R6: connector hubs, i.e., hubs with

many links to most of the other modules and R7: global hubs, i.e., hubs with links homo-

geneously distributed among all modules. (b) Matrix representing the overlap between

modules of TT-GWN and the functional roles of their constituent elements (modules are

arranged in terms of decreasing size). (c) The fraction of genes with a particular func-

tional role associated with a specified number of human signaling pathways related to

cancer (NCI database). (d) The number of signaling pathways in the NCI database that a

gene with a specific functional role is associated with on average.
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(P > 0.8), which connect homogeneously to all modules. This classification allows us to

distinguish nodes according to their different roles as brought out by their intra-modular

and inter-modular connectivity patterns.

We now use this classification method on the nodes of TT-GWN in order to identify genes

that play a vital role in cancer through coordinating the behavior of the network either lo-

cally within their community or globally over the entire system [Figure 3.10 (a)]. Our

analysis reveals that while the network does not have any global hubs, there are several

connector hubs - e.g., MAPK14, TP53, BCL10, etc. (see Table 3.1) - that can be poten-

tial targets for therapeutic intervention, e.g., through pharmaceutical drugs. Fig. 3.10 (b)

shows the overlap between the modules and the functional role of the genes belonging

to them. The overlap is measured in terms of the fraction of genes in a specific module

that has a particular functional role. Next, we investigate the significance of the func-

tional role of a gene determined from its intra- and inter-modular connectivity by looking

at its association with the probability that the gene is connected to one or more human

signaling pathways related to cancer. For this purpose we use the Pathway Interaction

Database(PID) [148] maintained by the U.S. National Cancer Institute (NCI) and Nature

Publishing Group [149]. This is a highly-structured collection of 137 curated and peer-

reviewed human signaling pathways. These have been assembled from 9248 known hu-

man biomolecular interactions and key cellular processes. Fig. 3.10 (c) shows the fraction

of genes with a particular functional role (R1-R6) associated with a specified number of

human signaling pathways related to cancer. The distribution clearly shows that there are

many more pathways associated with connector hubs (R6) than with genes having other

functional roles. Further, genes which are hub nodes (R5 and R6) have a much higher

number of signaling pathways associated with them, on average [Fig. 3.10 (d)]. Thus,

this supports our earlier conclusion that connector hub genes can be potential therapeutic

targets.

Functional roles of proteins in the protein-protein interaction network (PPIN)
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Figure 3.11: The role of individual proteins according to their intra- and inter-modular

connectivity in the Protein-Protein Interaction Network (PPIN). (a) The within-module

degree z-score of each protein in the PPIN is shown against the corresponding participa-

tion coefficient P. The red color circles represent the cancer proteins. The probability

that a global hub (R7) or connector hub (R6) protein is related to cancer is extremely high

(0.38 and 0.27, respectively) compared to the corresponding average probability for any

node in the PPIN (=0.07). (b) The proportion of cancer proteins (and the total number of

cancer and non-cancer proteins, inset) in the population of proteins with each functional

role.

The basis of all biological functions in the cell in health and disease are the interactions

between proteins. Therefore, to further support our hypothesis regarding the importance

of network elements having functional roles R6 and R7 we have also analyzed the largest

connected component of the protein-protein interaction network(PPIN) comprising 9270

proteins. Classification of proteins into different functional roles in terms of their intra-

and inter-modular connectivity shows a preponderance of cancer genes among the con-

nector hubs and global hubs [Fig. 3.11 (a)]. Compared to the probability of a randomly

chosen element of the PPIN being related to cancer (0.07), the probability that a global

hub (R7) or connector hub (R6) is related to cancer is seen to be extremely high (0.38 and

0.27, respectively) [Fig. 3.11 (b)].

Our mesoscopic structural study of the PPIN reveals several global hubs of which 12 are

known to be cancer genes. The 20 other genes which have also been identified as being

global hubs in our analysis may have previously unsuspected roles in the genesis and

83



Figure 3.12: Distribution of cancer survival rates associated with genes having specific

functional roles in TT-GWN. (a) The ratio of number of tumor types to genes for each

functional role category (R1-R6) of genes in TT-GWN. (b) The mean 5-year survival

rates for different tumor types corresponding to genes having different roles (R1-R6).

The broken line represents the mean 5-year survival rate for all cancers. The data is

for US population of cancer patients obtained from the Surveillance, Epidemiology, and

End Results (SEER) Program of the National Cancer Institute [150]. The rates become

progressively low from R1 to R6 signifying that genes that are connector hubs (R6) have

relatively high risk than others. (c) The frequency distribution of 5-year survival rates for

tumor types associated with genes having different functional roles (R1-R6). It explicitly

shows that tumor types associated with connector hub genes of TT-GWN have lower 5-

year survival rates than other genes.

treatment of cancer (Table 3.1).

Relating functional role of cancer gene and patient survivability

It is well known that survival probability of a cancer patient depends on the tumor type or

cancer category. For instance, the 5-year survival rate for breast or prostate cancer patients

is significantly higher than patients diagnosed with brain or lung cancer. Therefore, we

have also investigated the relation between tumor types associated with genes that have

specific functional roles (R1-R6) and the 5-year survivability rates for patients having

these types of tumors. For this purpose, we have used 5-year survival statistics from the

Surveillance Epidemiology and End Results (SEER) Program database [150], compiled

by the National Cancer Institute as a service to researchers and physicians. The survival

rates for 73 tumor types is available from the SEER data (see Table 3.2) is compared to
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the classification into 135 tumor types we have used for constructing TT-GWN.

Fig. 3.12 (a) shows the ratio of the number of tumor types to genes for each functional role

category of genes in TT-GWN. This shows that connector hub genes are associated on av-

erage with a much larger number of tumor types than genes having other functional roles.

Fig. 3.12 (b) shows that the 5-year survival rates for tumor types associated with connector

hub genes are lower than those associated with genes having other functional roles. For

comparison, we show the average 5-year survival rate for all tumor types (broken line).

The importance of connector hub genes is even more clearly brought out in Fig. 3.12 (c)

which shows the frequency distribution of 5-year survival rates for tumor types associated

with genes having different functional roles. Thus, genes which act as connector hubs in

TT-GWN are associated with tumors having higher mortality and should be preferentially

targeted for therapeutic intervention.

3.4 Discussion and Conclusion

Despite being one of the leading causes of death in the developed world, cancer is yet to

be tamed owing to the complex, heterogeneous nature of the disease. Despite the under-

standing that cancer is a systems-level disease and cannot be treated by targeting a single

factor, the large number of elements involved and the dense set of interactions between

them have prevented a major breakthrough in this area. In this chapter we have adopted a

mesoscopic approach by identifying structural modules in the network of cancer-related

genes. This has helped us identifying several genes that have the important functional

role of connecting members in their own module with members of other modules. Thus,

these genes help coordinate the behavior of the entire network in health and disease -

and play a vital role in the origin and treatment of cancer. We validate our hypothesis by

showing that tumors associated with these genes are involved in many human signaling

pathways related to cancer. More importantly, we show that patients suffering for tumors
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involving these genes have a much lower survival rate than those suffering from other

types of tumors. The integrated knowledge of cancer network gained by assembling and

evaluating the functional roles of the different genes and proteins associated with many

tumor types and cancer categories may provide new insights towards understanding the

inter-connectedness of key players in the genesis and treatment of the disease. This may

have implications for enhancing the efficacy of multiple drug action and proper drug ad-

ministration, as well as in discovery of novel drug targets.

Table 3.1: Identities of genes that are connector hubs (R6) and global hubs (R7) in

TT-GWN and PPIN.

Connector Hubs (R6) of TT-GWN

APC INSRR RPS6KA2 MELK

FAS MARK1 MAP2K4 KIF1B

ATM NRAS TFE3 RAD54B

BRAF ROR1 TGFBR2 TRIM33

MAPK14 PCM1 TP53 TEX14

EPHB1 PDGFRA TTN WNK4

FRAP1 PRCC TRRAP ALPK2

FYN PTCH1 BCL10 NEK10

IGH@ ROS1 AATK NEK8

Connector Hubs (R6) of PPIN

CREBBP GNAI1 SKP1 CCDC85B

DLG1 JUN SRC C1orf103

DLG4 SMAD1 TGFBR1 KRTAP4-12

ESR1 MDFI TRIP13 SFRS12

FN1 PCNA SLC9A3R1

FYN SHBG SETDB1

Global Hubs (R7) of PPIN

ACTA1 EWSR1 PRKACA YWHAB

ACTB HDAC1 PRKCA YWHAG

AR HRAS RAC1 GFI1B

CDC42 SMAD2 RB1 NDRG1

MAPK14 SMAD4 ATXN1 PRPF40A

CTNNB1 SMAD9 STX1A ATF7IP

ATN1 MAGEA11 TP53 UBQLN4

EP300 PPP1CA TRAF2 SUMO4
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Table 3.2: 5-year survival rates (5YSR) for different tumor types obtained from SEER program database [150]

Tumor Type 5YSR Tumor Type 5YSR Tumor Type 5YSR

Acute leukemia 5.8 Esophageal 13.6 Oligo dendro glioma 68.2

Anaplastic large-cell lymphoma 53.9 Ewingsarcoma 48.4 Oral 59.4

Acute lymphocytic leukemia 62.2 Extra skeletal myxoidchondro sarcoma 91 Osteo sarcoma 59.2

Acute myelogenous leukemia 16.5 Gastro intestinal 27.5 Ovarian 53.8

Acute promyelocytic leukemia 60 Glio blastoma 2.9 Pancreatic 4.8

Adrenal 38.7 Glioma 45.2 Papillary thyroid 98.7

Adreno cortical 41.2 Head-neck 57.1 Paraganglioma 65.1

B-cell Non-Hodgkin Lymphoma 50.4 Hepatic 8 Parathyroid 93.1

Basal cell carcinoma 99.4 Hyper parathyroidism-jawtumor syndrome 93.1 Pheochromo cytoma 60.3

Bladder 81.9 Leiomyomata 51.9 Pilocyticastro cytoma 35.8

Brain 23.6 Leukemia 55 Pituitary adenoma 63.8

Breast 87.1 Lipoma 82.8 Prostate 97.6

Burkitt lymphoma 45.4 Lymphocytic leukemia 79.5 Renal 60.2

Chronic lymphatic leukemia 74.9 Lymphoma 70.6 Retinoblastoma 93.5

Chronic myelomonocytic leukemia 37.7 Multiple myeloma 29.4 Rhabdomyo sarcoma 64

CNS 69.5 Myelo proliferative disorder 31.7 Salivarygland 73.9

Cervical 71.5 Medullary thyroid 82.1 Schwannomatosis 99

Cholangio carcinoma 4.5 Medullo blastoma 66.4 Sezary syndrome 88.4

Chondro sarcoma 81.6 Melanoma 90.2 Stomach 21

Clear cell sarcoma 83.4 Meningioma 60 T-cell acute lymphoblastic leukemia 24.3

Colon 64 Merkel cell carcinoma 62.8 Testis 96

Colorectal 62.6 Mesothelioma 8.2 Thyroid 96

Difuse large B-cell lymphoma 50.4 Non-Hodgkin lymphoma 60 Wilms syndrome 78.1

Dermatofibrosarcoma protuberans 99.9 Non-small cell lung cancer 12.1

Endometrial 74.6 Nasopharyngeal 56.6
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4

Epidemiological dynamics of the 2009

influenza A(H1N1)v outbreak in India

4.1 Introduction

In the preceding chapters we have seen how analysis of networks in the cellular level,

in particular, those related to intra-cellular signaling and gene-tumor associations, can

help us in understanding certain aspects of different diseases. Networks play an equally

important role in the macro-scale dynamics of disease, viz., in the spreading of epidemics

in populations of individuals. In this and subsequent chapters we will investigate different

aspects of epidemic dynamics and their modeling. While the mathematical investigation

of the propagation of biological contagia has received much attention, it is only recently

that the role of complex networks has been looked at in detail.

One of the simplifying assumptions often used in mathematical epidemiology is that pop-

ulations are “well-mixed”, i.e., any individual in a population has a equal probability of

contact with (and hence, contracting an infection from) any other randomly chosen indi-

vidual. In reality, people tend to have a higher likelihood of interaction with members
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of their immediate social circle, and this property can be used to define a social contact

network along which pathogens can spread. Such considerations become important in

reality when one is estimating crucial parameters that govern the growth of an epidemic

from disease incidence data. For example, when investigating the propagation of an infec-

tious disease in a spatially extended setting, e.g., over an entire country, one may need to

obtain a overall growth rate for the epidemic, although it is clear that residents of a partic-

ular location (e.g., a town or a city) are much more likely to be infected by people living

in the same location than from people staying elsewhere. However, the ease with which

people move between geographically dispersed regions at present (through a highly con-

nected transport network) suggests that rapid communication between different locations

would allow the “well-mixed” assumption - at least at a coarse level - to be still valid. In

this chapter, we analyze empirical data from the 2009 outbreak of influenza A(H1N1) in

India and estimate the basic reproduction number R0 for the epidemic. We observe that

despite small regional variations in this parameter, one can estimate a reasonable value

for R0 valid for the entire country.

Influenza is a viral disease which has outbreaks occurring somewhere around the world

in most years [151]. Several pandemics of influenza have been reported in the past three

centuries, emerging at 10 to 50 year intervals [152]. The pandemic of 1918-19 (“Span-

ish flu”) traveled across the world in three separate waves and resulted in the death of

about 50 million people [153], making it one of the worst natural disasters in the history

of mankind. Pandemics result from new influenza virus subtypes arising through reas-

sortment of different virus strains [152]. It is important to understand the dynamics of

the initial stages of such pandemics in order to come up with possible control strategies.

In 2009, a novel influenza strain termed influenza A(H1N1)v, that was first identified in

Mexico in March, rapidly spread to different countries and became the predominant in-

fluenza virus in circulation worldwide [154, 155]. By April 11, 2010 it caused at least

17798 deaths in 214 countries [156]. The first confirmed case in India, a passenger arriv-

ing from the USA, was detected on May 16, 2009 in Hyderabad. The initial cases were
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passengers arriving by international flights. However, towards the end of July, the infec-

tions appeared to have spread into the resident population with an increasing number of

cases being reported for people who had not been abroad. By April 11, 2010, there were

30352 laboratory confirmed cases in India (out of 132796 tested) and 1472 deaths were

reported, i.e., 5 % of the cases which had tested positive for influenza A(H1N1)v were

fatal [157].

To devise effective strategies for combating the spread of pandemic influenza A(H1N1),

it is essential to estimate the transmissibility of this disease in a reliable manner. This is

generally characterized by the reproductive rate R of the epidemic which is defined as the

average number of secondary infections resulting from a single (primary) infection. A

special case is the basic reproduction number R0, which is the value of R measured when

the overall population is susceptible to the infection as is the case at the initial stage of an

epidemic. Estimate of the basic reproduction number for influenza A(H1N1)v in reports

published from data obtained for different countries have varied widely. For example, R0

has been variously estimated to be between 2.2 to 3.0 for Mexico [158], 1.72 for Mexico

City [159], between 1.4 and 1.6 for La Gloria in Mexico [160], between 1.3 to 1.7 for

the United States [161] and 2.4 for Victoria State in Australia [162]. The divergence in

the estimates for the basic reproduction number may be a result of under-reporting in

the early stages of the epidemic or due to climatic variations. They may also possibly

reflect the effect of different control strategies used in different regions, ranging from

social distancing such as school closures and confinement to antiviral treatments.

Here we estimate the basic reproduction number for the infections using the time-series

of infections in India extracted from reported data. By assuming an exponential rise in

the number of infected cases I(t) during the initial stage of the epidemic when most of the

population is susceptible, we can express the basic reproduction number as R0 = 1 + λτ

(see, e.g., Ref. [57], p. 19), where λ is the rate of exponential growth in the number

of infections, and τ is the mean generation interval1, which is approximately equal to 3

1Mean generation interval is a measure of the time period between the occurrence of a primary infec-
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days [159]. Using the time-series data we obtain the slope λ of the exponential growth

using several different statistical techniques. Our results show that this quantity has a

value of around 0.15, corresponding to R0 ≃ 1.45.

4.2 Materials and Methods

We have used data from the daily situation updates for influenza A(H1N1) available from

the website of the Ministry of Health and Family Welfare, Government of India [163].

In our analysis, data up to September 30, 2009 was used, corresponding to a total of

10078 positive cases. Note that, after September 30, 2009, patients exhibiting mild flu

like symptoms (classified as categories A and B) were no longer tested for the presence

of the influenza A(H1N1) virus.

As the data exhibit very large fluctuations, with some days not showing a single case while

the following days show extremely large number of cases, it is necessary to smooth the

data using a moving window average. We have used an n-day moving average (n = 2−10),

which removes large fluctuations while remaining faithful to the overall trend.

4.3 Results

From the incidence data for the 2009 pandemic influenza in India it appears that the

disease has been largely confined to the urban areas of the country. Indeed, 6 of the 7

largest metropolitan areas of India (which together accommodate about 5 % of the Indian

population [164]) account for 7139 infected cases up to September 30, 2009, i.e., 70.8 %

of the data-set we have used. However, it is possible that this is partly a result of bias

tion and a secondary case caused by the primary infected individual (i.e., "the average time taken for the

secondary cases to be infected by a primary case", as defined in Ref. [57]). It has alternatively been defined

as the “sum of the average latent and the average infectious period” where latent period refers to the time

that an individual has been infected but is not yet infectious [57].
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Figure 4.1: Time-series of the number of infected cases, #Infected, of influenza

A(H1N1)v showing the daily data (dotted) as well as the 5-day moving average (solid

line) for India and the six metropolitan areas with the highest number of infections (whose

geographic locations are shown in the adjoining map). The period shown is from June 1

to September 30, 2009. At the beginning of this period most of the infected people were

arriving from abroad, while at the end of it the infection was entrenched in the local pop-

ulation. The data shows that almost all the cities showed a simultaneous increase in the

number of infections towards the end of July and the beginning of August. This is mani-

fested as a sudden rise in #Infected for India as a whole (note the semilogarithmic scale),

and can be taken as the period in which the infection started spreading in the resident

population.

introduced by the easier accessibility to testing facilities for urban populations.

Figure 4.1 shows the daily number of confirmed infected cases, as well as, the 5-day

moving average from June 1 to September 30, 2009, for the country as a whole and the six

major metropolitan areas which showed the highest incidence of the disease: Hyderabad,

Delhi, Bangalore, Mumbai, Chennai and Pune. The adjoining map shows the geographic

locations of these six cities. In the period up to July 2009, infections were largely reported

in people arriving from abroad. There is a marked increase in the number of infections

towards the end of July and the beginning of August 2009 in all of these cities (note that

the ordinate is in logarithmic scale). This is manifested as a sudden rise in the number of

infected cases for the country as a whole, implying that the infection started spreading in
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the resident population between July 28 and August 12.

Figure 4.2 (a) shows the exponential slope λ estimated in the following way. The time-

series of the number of infections is first smoothed by taking a 5-day moving average.

The resulting smoothed time-series is then used to estimate λ by a regression procedure

applied to the logarithm of the number of infected cases [log(#infected)] across a moving

window of length ∆t days. The origin of the window is varied across the period 1st June

to 20th August (in steps of 1 day). We then repeat the procedure by varying the length

of the window over the range of 7 days to 36 days. To quantify the quality of regression

we calculate the correlation coefficient r [Fig. 4.2 (b)] between log (#Infected) and time

(in days), and its measure of significance p [Fig. 4.2 (c)]. The correlation coefficient r

is bounded between −1 and 1, with a value closer to 1 indicating a good fit of the data

to an exponential increase in the number of infections. The measure of significance of

the fitting is expressed by the corresponding p-value, which expresses the probability of

obtaining the same correlation by random chance from uncorrelated data. The average

of the estimated exponential slope λ is obtained by taking the mean of all values of λ

obtained for windows originating between July 28-Aug 12 and of various sizes, for which

the correlation coefficient r > rcuto f f (we consider 0.75 < rcuto f f < 1 in our analysis) and

the measure of significance p < 0.01. For comparison, we show again in Figure 4.2 (d)

the number of infected cases of H1N1 in India (dotted) together with its 5-day moving

average (solid line). The horizontal broken lines running across the figure indicate the

period between July 28 and August 12 which exhibited the highest increase in number of

infections within the period under study (from 1st June to 30th September) .

Figure 4.3 shows the average exponential slope 〈λ〉 as a function of rcuto f f , calculated for

the original data and for different periods n over which the moving average is taken (n =

2, 3, 4, 5 and 10). For n = 3-5, the data show a similar profile indicating the robustness

of the estimate of the average exponential slope 〈λ〉 with respect to different values of

n. The sudden increase in 〈λ〉 around rcuto f f ≃ 0.9 implies that beyond this region the
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Figure 4.2: (a) The exponential slope λ estimated from the time-series data of number of

infected cases, #Infected, averaged over a 5-day period to smoothen the fluctuations (d,

solid curve). The slope λ is calculated by considering the number of infected cases over

a moving window having different sizes (∆t), ranging between 7 days and 36 days. By

moving the starting point of the window across the period 1st June-20th August (in steps

of 1 day) and calculating the best fit linear slope of the data on a semi-logarithmic scale

(i.e., time in normal axis, number of infections in logarithmic axis) we obtain an estimate

of λ. The arrow indicates the region between July 28-August 12 (region within the broken

lines), which shows the largest increase in number of infections within the period under

study, corresponding to the period when the epidemic broke out in the resident population.

Over this time-interval, the average of λ is calculated for the set of starting dates and

window sizes over which (b) the correlation coefficient r between log(#Infected) and t, is

greater than rcuto f f (we consider 0.75 < rcuto f f < 1 in our analysis) and (c), the measure

of significance for the correlation p < 0.01.
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Figure 4.3: Average slope 〈λ〉 of the variation in log(#Infected) with time t, as a function

of the threshold of correlation coefficient, rcuto f f , used to filter the data. The averaging is

performed for infections occurring within the period July 28-August 12 (for details see

caption to Fig. 4.2). Different symbols indicate the actual daily time-series data (squares)

and the data smoothed over a moving n-day period, with n = 2 (right-pointed triangle), 3

(diamond), 4 (inverted triangle), 5 (circle) and 10 (triangle). The significance of the corre-

lation between log(#Infected) with time t, p < 0.01 for all data points used in performing

the average. Note that for n = 3, 4, 5 the data show very similar profiles for variation of

〈λ〉with rcuto f f , indicating the robustness of the estimate with respect to different values of

n used. The sudden increase in the value of the average slope around rcuto f f ≃ 0.9 implies

that beyond this region the slope depends sensitively on the cutoff value. Considering the

region where the variation is more gradual gives us an approximate value of the slope

λ ∼ 0.15, corresponding to a basic reproduction number R0 ≃ 1.45.
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slope depends sensitively on the cutoff value. Considering the region where the variation

is smoother gives an approximate value λ ∼ 0.15, corresponding to a basic reproduction

number for the epidemic R0 = 1 + λτ ≃ 1.45, assuming the mean generation interval,

τ = 3 days.

We compute the confidence bounds for the estimate of R0 from the 5-day moving average

time-series by using the confint function of the scientific software MATLAB [165]. This

function generates the goodness of fit statistics using the solution of the least squares

fitting of log(#Infected) to a linear function. It results in a mean value 〈λ〉 = 0.16, with

the corresponding 95 % confidence intervals calculated as [0.116, 0.206], consistent with

our previous estimate of R0 ≃ 1.45.

We have also used bootstrap methods to estimate the exponential slope, λ. This involves

selecting random samples with replacement from the data such that the sample size equals

the size of the actual data-set. The same analysis that was performed on the empirical

data is then repeated on each of these samples. The range of the estimated values λ′

calculated from the random samples allows determination of the uncertainty in estimation

of λ. Fig. 4.4 (a) shows the average, 〈λ′〉, calculated for different periods (with abscissa

indicating the starting date and the symbol indicating the duration of the period) from the

5-day moving average time-series data of infected cases. The curves corresponding to

the periods of different durations (14-16 days) intersect around July 31, 2009, indicating

that the value of the average exponential slope is relatively robust with respect to the

choice of the period about this date. The average value of the bootstrap estimates λ′ at the

intersection of the three curves is 0.15, in agreement with our earlier calculations of λ.

Fig. 4.4 (b) shows the distribution of the bootstrap estimates of the exponential slope for

a particular period, July 31 to August 15, 2009. The average slope 〈λ′〉 obtained from

1000 bootstrap samples for this period is 0.166 with a standard deviation of 0.024, which

indicates that the spread of values around the average estimate of 〈λ′〉 = 0.15 is not large.

This confirms the reliability of the estimated value of the exponential slope, and hence of
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Figure 4.4: (a) The averages of the bootstrap estimates for the exponential slope, λ′,

calculated for different periods (with the abscissa indicating the starting date and the sym-

bol indicating the duration) from the 5-day moving average time-series data of infected

cases in India. The curves corresponding to the periods of different durations (14-16

days) intersect around July 31, 2009, indicating that the value of the average exponen-

tial slope is relatively robust with respect to the choice of the period about this date. (b)

The distribution of bootstrap estimates of the exponential slope for the period July 31 to

August 15, 2009. The average slope 〈λ′〉 obtained from 1000 bootstrap samples is 0.166

with a standard deviation of 0.024, which agrees with the approximate value of λ = 0.15

(corresponding to R0 = 1.45) calculated in Fig. 4.3.
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Table 4.1: Regional variation of basic reproduction number for 2009 Influenza

A(H1N1)v epidemic in India. R0 is estimated by the method of exponential curve fit-

ting from 5-day moving averages of incidence data for different regions/cities. In each

case, bootstrap estimates yielded similar values. For each region/city, the time interval

over which R0 is determined (Period) is chosen on the basis of exhibiting the highest rise

in disease incidence. Note that the Southern Region comprises the cities of Bangalore,

Chennai and Hyderabad.

Region or City Period 〈λ〉 R0

Pune 30/07-14/08 0.25 ± 0.04 1.74 ± 0.14

Mumbai 05/08-20/08 0.22 ± 0.06 1.65 ± 0.18

Delhi 13/08-28/08 0.12 ± 0.02 1.36 ± 0.06

Southern Region 15/08-30/08 0.11 ± 0.02 1.34 ± 0.05

our calculation of the basic reproduction number.

In addition to estimating R0 for the entire country, we have also separately evaluated

the basic reproduction number for the different regions in which the epidemic occurred

(Table 4.1).

4.4 Discussion and Conclusion

It may appear surprising that there was a very high number of infections in Pune (1238

positive cases up to September 30), despite it being less well-connected to the other ma-

jor metropolitan cities of India, in comparison to urban centers that did not show a high

incidence of the disease. For example, the Kolkata metropolitan area, which has a popula-

tion around three times the population of the Pune metropolitan area [164], had only 113

positive cases up to September 30. This could possibly reflect the role of local climatic

conditions: Pune, located at a relatively higher altitude, has a generally cooler climate

than most Indian cities. In addition, the close proximity of Pune to Mumbai and the high

volume of road traffic between these two cities could have helped in the transmission of

the disease. Another feature pointing to the role of local climate is the fact that in Chen-

nai, most infected cases were visitors from outside the city, while in Pune, the majority of

the cases were from the local population, even though the total number of infected cases
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listed for the two cities in our data-set are comparable (928 in Chennai and 1213 in Pune).

This suggests the possibility that the incidence of the disease in Pune could have been

aided by its cool climate, in contrast to the hotter climate of the coastal city of Chennai.

The rapid spread of the disease in Pune may also have originated in transmission amongst

the large crowds of people who had gathered in the H1N1 testing centers, given that the

numbers appearing for testing here were much larger than elsewhere.

The calculation of R0 for India assumes well-mixing of the population (i.e., homogene-

ity of the contact structure) among the major cities in India. Given the rapidity of travel

between the different metropolitan areas via air and rail, this may not be an unreason-

able assumption. However, some local variation in the development of the epidemic in

different regions can indeed be seen (Fig. 4.1). Around the end of July, almost all the

cities under investigation showed a marked increase in the number of infected cases -

indicating spread of the epidemic in the local population. This justifies our assumption

of well-mixing in the urban population over the entire country for calculating the basic

reproduction number.

To conclude, we stress the implications of our finding that the basic reproduction num-

ber for pandemic influenza A(H1N1)v in India lies towards the lower end of the values

reported for other affected countries. This suggests that season-to-season and country-

to-country variations need to be taken into account in order to formulate strategies for

countering the spread of the disease. Evaluation of the reproductive rate, once control

measures have been initiated, is vital in determining the future pattern of spread of the

disease.
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5

Persistence of epidemics in networks

with modular organization

5.1 Introduction

Infectious diseases continue to be one of the major causes of death for human populations

around the world. Especially in developing countries they pose a large threat to society in

terms of individual suffering, economic losses and social tension [56, 166]. Outbreaks of

several new and re-emerging infectious diseases (such as avian influenza, SARS, Ebola,

tuberculosis, etc.) have been reported in the past decade. It is important to understand

how the transmission processes and effects of such diseases can change as a result of

climate change, variations in economic patterns, growing human population, increased

international travel, environmental degradation and spread of human and animal popu-

lations to new ecosystems [166, 176]. The increasing prevalence of antibiotic-resistant

pathogens, which strategically adapt and evolve continuously, have also introduced new

factors in the design of new drugs and chemicals that target infectious agents and their

vectors [166, 176].
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Mathematical models and computer simulations have become important tools for under-

standing and analyzing the transmission patterns of infectious diseases [56,57]. They can

also be used to quantitatively test the effectiveness of control measures. The mathemat-

ical formulation of infectious disease dynamics models clarifies assumptions, identifies

the key variables and parameters related to the spreading process and provide important

results such as the calculation of the basic reproduction R0 for various epidemics. These

have the potential to provide valuable ideas and methods to control the spread and sever-

ity of infectious diseases. They also enable governmental and other agencies to plan and

implement control or eradication programs [56, 154, 156, 157].

In this chapter we use modular network models on which we implement a well-known

epidemic dynamical model in order to identify the role of mesoscopic structural organi-

zation of contact networks in making a highly infectious disease persistent. We show that

while for epidemics with less degree of infectiousness (quantified by the basic reproduc-

tion rate R0) the disease can persist even in homogeneous networks, for higher levels of

infectiousness the epidemic persists only in networks with high degree of modular orga-

nization. This has obvious implications in the determination of critical community sizes

below which a disease cannot become endemic.

5.2 Materials and Methods

The contact network model we have used to investigate the role of community organiza-

tion in the long-term dynamics of epidemics is constructed such that the N nodes (rep-

resenting agents) comprising the system are arranged into M modules with n(= N/M)

nodes each [63]. The connection probability between a pair of nodes belonging to the

same module is ρi, while that between nodes belonging to different is ρo. The modular

nature of the network can be varied continuously by altering the ratio of inter- to intra-

modular connectivity, r = ρo/ρi ∈ [0, 1], keeping the average degree k constant (Fig. 5.1).
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Figure 5.1: (a) Schematic representation of the modular network model having four

modules whose members are indicated using different colors. (b-d) Adjacency matri-

ces A defining the network connections at different values of the modularity parameter

r = ρout/ρin ∈ [0, 1], the ratio of inter-modular to intra-modular connection density for a

fixed average degree k of the nodes. Starting from a collection of isolated clusters ((a),

r = 0), by increasing r we obtain modular networks ((b), r = 0.1) eventually arriving at a

homogeneous network ((c), r = 1).

The epidemic dynamics model we have used is the well-known SIRS (S usceptible →

In f ected → Recovered → S usceptible) compartmental model(Fig. 5.2). Each node of

the network represents an individual in the population that can be in any one of three

possible states: susceptible (S), infected (I) or recovered (R). Each link between a pair of

nodes is a contact along which an infection can propagate. Susceptible nodes having kin f

infected neighbors become infected with the probability of q = [1 − (1 − α)kin f ], where α

is the rate of infection transmission from an infected to a susceptible individual. Infected

individuals recover at the rate β when their state changes recovered. For a epidemic
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Susceptible(S)

Infected(I) Recovered(R)

Recovery: I → R

γ = τ
R
-1

γ : rate of immunity loss

τ
R

 : avg period of immunity

α : rate of infection

β: rate of recovery

τ
I
 : avg period of infection

Infection: S+I → 2I

β = τ
I
-1

α

Loss of 
immunity: R → S

Figure 5.2: Schematic illustration of the dynamics of the SIRS model. The dynamical pro-

cesses underlying the transition between the different states, viz., Susceptible (S), Infected

(I) and Recovered (R) are shown. Initially most of the population is in the compartment

S. Passage of a few individuals to the compartment I results in more and more individuals

transferring from S to I over time at a rate α. At the same time, individuals move from

compartment I to R as they recover at the rate β (= 1/τI, the period of infection). Over

long times, individuals move from R back to S because of loss of immunity at the rate γ

(= 1/τR, the recovery time).

104



having a fixed infection period τI , β = 1/τI. A recovered individual cannot be infected

owing to immunity provided by previous exposure to the disease. Finally, after a time

τR, an individual loses immunity and becomes susceptible again. The transition from the

recovered state to the susceptible state occurs at the rate γ = 1/τR.

5.3 Results

We have generated modular networks with different sizes upto N = 2048 (most of the

results shown here are for N = 1024) for different values of the modularity parameter r

ranging between 10−4 and 1. Initially a randomly chosen 1 % of the nodes are infected

while the remaining nodes are susceptible. We consider the long-term behaviour of the

epidemic spreading on a modular network by simulating the process for more than 104

time steps and calculating the time upto which the disease persists in the system. The epi-

demic persistence time τ is a central issue in epidemiology [175]. After the outbreak of

an epidemic the disease can either become extinct or remain endemic in the community.

This has resulted in the definition of a critical community size (CCS), the minimum popu-

lation required for a disease to become endemic. For populations whose size is lower than

CCS the disease is expected to become extinct. As most theoretical studies of CCS have

considered homogeneous random mixing, here we study how the presence of a realistic

community structure in the population that will result in a modular contact network will

affect the CCS for a highly infectious disease. In our simulations we continuous record

the number of infected in the population at any given time instant t, I(t), and declare a dis-

ease to have become extinct if at any time I(t) = 0 (note that I(t−1), I(t−2), . . . , I(1) > 0).

The time-step at which this happens is recorded as the persistence time. If the epidemic

persists upto the time for which the simulation is carried out (typically 2×104 time steps),

the epidemic is said to persist indefinitely, as this time is much longer than any of the

time-scales of the SIRS epidemic model.

105



no
de

s

0 400
0

1

t

f i

no
de

s

0 400
0

1

t

f i

0  400
0

1

t

f i
no

de
s

10
0

10
1

10
-4

10
-3

10
-2

10
-1

1
10

2

10
4

rR
0

〈 τ
 〉

db

a

c

Figure 5.3: Modular organization of the contact network can make highly infectious dis-

eases persistent. (a) The average persistence time of an epidemic in a modular random

network shown as a function of the basic reproduction number R0(= αkτI) of the epidemic

and the modularity parameter r. While the epidemic persists indefinitely in the homoge-

neous network (r = 1) for lower values of R0, for a highly infectious epidemic (e.g.,

R0 = 6, indicated by the thick broken line) the disease rapidly runs its course through a

homogeneous network and becomes extinct. However, if the network is modular, e.g.,

when r ∼ 10−3, the epidemic becomes recurrent, persisting in the system for extremely

long times. However, as one approaches the limit of the modules becoming almost iso-

lated, the infection is unable to transfer from one module to another and the epidemic

again becomes extinct rapidly. This is shown explicitly in the space-time diagrams and

the time-series of the infected fraction of population for (b) r = 2 × 10−4, (c) r = 2 × 10−3

and (d) r = 2 × 10−2, for R0 = 6. While both for the case of isolated modules (b) and the

relatively homogeneous network (d), the epidemic becomes extinct within 100 time units,

for an optimal range of modular organization (c) the epidemic persists for as long as the

simulation is continued. For all simulation results shown here we have used a network of

N = 1024 nodes having M = 64 modules of size n = 16 each. The nodes have average

degree k = 12, with τI = 5 and τR = 10 time units.
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Fig. 5.3 shows that modular organization of the contact network can make highly infec-

tious diseases persistent. A disease having R0 < 1 will not be able to initiate an epidemic

regardless of the network structure as the number of secondary infections arising through

contact are actually less than the number of initially infected individuals. Thus, as the in-

fected fraction of the population fi(= I/N) rapidly decays to zero, the time for which the

disease persists in the population is typically short. For R0 ≥ 1, relatively homogeneous

networks (i.e., having higher values of r) show a rapid rise in the disease incidence char-

acteristic of an epidemic as the network spreads the infection to a much larger fraction

than that which had been infected initially. The infected fraction time-series then settles

down to an irregular series of oscillations with the disease persisting in the population

for the duration of simulation, provided R0 is not too high. However, if R0 is increased

indefinitely, we eventually observe a very different long-term behavior where the entire

population becomes infected in a short space of time followed by recovery and extinction

of the disease. This can be understood in terms of a delay difference equation describing

the time-evolution of infections under a mean-field approximation (where we can assume

kin f = k fi). For such a case, the fraction of individuals who are infected at a particular

time-step n + 1, xn+1 = [1 − (1 − α)
k
∑τI−1

j=0
x(n− j)

][1 −
∑τI+τR−1

j=0
x(n − j)].

When the network becomes modular, the effective threshold for epidemic effectively in-

creases so that we only see the disease spreading through the entire population at values

of R0 much larger than 1. While the epidemic persists indefinitely in the homogeneous

network (r = 1) for lower values of R0, for a highly infectious epidemic (e.g., R0 = 6, indi-

cated by the thick broken line) the disease rapidly runs its course through a homogeneous

network and becomes extinct. However, if the network is modular, e.g., when r ∼ 10−3,

the epidemic becomes recurrent, persisting in the system for extremely long times. How-

ever, as one approaches the limit of the modules becoming almost isolated, the infection

is unable to transfer from one module to another and the epidemic again becomes extinct

rapidly. This is shown explicitly in the space-time diagrams and the time-series of the in-

fected fraction of population for (b) r = 2×10−4, (c) r = 2×10−3 and (d) r = 2×10−2, for
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R0 = 6. While both for the case of isolated modules (b) and the relatively homogeneous

network (d), the epidemic becomes extinct within 100 time units, for an optimal range of

modular organization (c) the epidemic persists for as long as the simulation is continued.

Fig. 5.4 shows the variation of the probability distribution of persistence time τ with net-

work modularity. The distribution of the time τ (with logarithmic binning) for which an

epidemic persists in the network shows a bimodal nature for higher values of the modular-

ity parameter r, with the upper branch diverging as the network becomes more modular.

For lower values of r, the distribution is unimodal and the average value of τ decreases

rapidly as the modules become effectively isolated. Fig. 5.4 (b) shows the probability

that the epidemic persists for more than 104 time units as a function of the modularity

parameter r for networks having different number of modules M.

In order to understand the simulation results we investigate the Laplacian spectrum of the

contact network. The Laplacian matrix L for a network is defined as L = D − A, where

A is adjacency matrix and D is the degree matrix whose only non-zero entries are along

the diagonal that are the degrees of the constituent nodes. For an undirected network as

we have considered here, the Laplacian matrix is symmetric and positive semi-definite,

with nonnegative real eigenvalues λ1 = 0 < λ2 ≤ λ3....λN. The second eigenvalue λ2

is nonzero if and only if the network is connected. The reciprocal of this eigenvalue

corresponds to the time-scale at which a dynamical process such as synchronization or

diffusion spread over the entire network. Fig. 5.5 (a) shows that this time-scale decreases

with the modularity parameter r.

For a network with M modules, the difference of the reciprocals of the eigenvalues λM

and λM+1 define the spectral gap, which corresponds to the difference in the time-scales

of fast intra-modular processes and slow inter-modular processes [63]. The existence

of these distinct time-scales is a consequence of modular structure and is often taken

as a signature of modular organization in a complex system. Fig. 5.5 (b) shows that

the spectral gap decreases with the modularity parameter r. However, networks having
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Figure 5.4: The variation of the probability distribution of persistence time τwith network

modularity. (a) The distribution of the time τ (with logarithmic binning) for which an epi-

demic persists in the network shows a bimodal nature for higher values of the modularity

parameter r, with the upper branch diverging as the network becomes more modular. For

lower values of r, the distribution is unimodal and the average value of τ decreases rapidly

as the modules become effectively isolated. Results shown for N = 1024 with M = 64

modules each with n = 16 nodes having average degree k = 12. (b) The probability that

the epidemic persists for more than 104 time units is shown as function of the modularity

parameter r for networks having different number of modules M (N = 1024 with each

node having average degree k = 12.) For all results shown here α = 0.1, τI = 5 and

τR = 10 time units (i.e., R0 = 6).
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Figure 5.5: The variation of (a) the inverse of the smallest finite eigenvalue of the Lapla-

cian matrix corresponding to the modular network and (b) the Laplacian spectral gap as

a function of the modularity parameter r. They represent the global dynamical time-scale

(i.e., for a dynamical even like synchronization or diffusion to take place over the entire

network) and the time-scale separation between intra- and inter-modular processes respec-

tively. The ratio of these two time-scales with the scaling factor M (number of modules)

is shown in (c). The different symbols indicate data for networks having different number

of modules explained in the key shown in panel (c). For all results shown here N = 1024

and k = 12.
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different number of modules behave somewhat differently. By scaling with the number of

modules M, we observe that the different curves collapse on each other.

Fig. 5.5 (c) shows the ratio of the two time-scales, viz., the global time-scale given by

the reciprocal of the smallest finite eigenvalue and the spectral gap. We observe that this

peaks at an intermediate value of r, implying that there is an optimal range of modularity

where the epidemic propagates fast enough from module to module so as not to die out

before spreading; at the same time, the inter-modular passage takes long enough so that

when the epidemic returns to a region after cycling around the network, it would have

recovered so that the nodes can be infected once more. Thus, the epidemic can persist

indefinitely.

5.4 Discussion and Conclusion

In this chapter we have explored the persistence of epidemic dynamics on modular net-

works where individuals after having recovered from an infection can again becomes sus-

ceptible with a certain probability. Our study of SIRS (Susceptible-Infectious-Recovered-

Susceptible) dynamics in a modular network suggests that under certain circumstances an

epidemic can become persistently recurrent in a population. We show how the proba-

bility of persistence of an epidemic depends on the network mesoscopic organization as

well as on individual dynamical parameters such as the infection rate. In particular, we

show that highly contagious diseases, which quickly die out in a population with homoge-

neous contact structure, can survive indefinitely (becoming endemic) when there is strong

community organization in the population.
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6

Spatiotemporal patterns of incidence

for a vector-borne infectious disease

6.1 Introduction

Malaria is one of the most important vector-borne infectious diseases in the modern world

resulting in the death of more than a million people each year [177]. It is endemic in many

developing countries, where the social and economic burden of this disease is consider-

able [178]. Malaria is caused by infection of parasitic protozoans of the genus Plas-

modium. Humans and other animals get infected after being bitten by female Anopheles

mosquitos that act as the vector. Four species of Plasmodium are known to infect human

beings, the commonest being Plasmodium vivax while the most lethal is Plasmodium

falciparum [179].

In this chapter we analyze the spatio-temporal patterns of incidence for malaria in a region

of northern Bengal, India in order to understand the role of space in the diffusion dynam-

ics of a vector-borne disease. We consider infections of both Plasmodium vivax and Plas-

modium falciparum for a period extending from January 2005 and February 2009. As
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epidemiological time-series data are generally noisy and non-stationary, resulting from

climatic variations, changes in the socio-economic patterns of the population, large scale

infra-structural projects etc., we subject our data to wavelet analysis [185] that reveals

a dominant periodicity of corresponding to 1 year. Exploiting the wavelet phase rela-

tions between different regions, we identify the epicenters for both vivax and falciparum

infections. While the former appears to have a single source from which the infection

spreads out to the entire region, the latter appears to have two different epicenters. Our

measurement of the correlation between phase angle difference and the physical distance

separating different locations substantiate the spatio-temporal traveling wave nature of

the spreading of malaria infections in this area. To account for the annual periodicity of

malaria incidence, we look at the correlation with rainfall data and observe that indeed

the pattern of infections appear to follow that of rainfall with a lag of 1-2 months for

Plasmodium vivax and 2-3 months for Plasmodium falciparum. Using a spatially detailed

malaria transmission model, we show that seasonal variations such as in rainfall that in-

fluence the vector emergence rate can indeed result in the incidence data showing the

same periodicity as that of the environmental factor. Our results can potentially be used

to identify pockets where vector eradication program can be intensified in order to control

malaria.

6.2 Materials and Methods

Data

Numbers of Plasmodium vivax and Plasmodium falciparum cases for every month be-

tween January 2005 and February 2009 have been obtained from the Mal Sub-divisional

Hospital at Malbazar, Jalpaiguri, West Bengal. Only cases where serological confirma-

tion of malaria has been conducted is included. Data from each of the 51 different health

centers (Fig. 6.1) which are responsible for the villages and tea estates in this area allow

us to investigate the spatial spreading of the disease.
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Figure 6.1: Population distribution in locations under different health centers in the rural

sub-division. The boundaries of the 51 health centers are indicated and their identities

represented by numbers 1-51 (the names of the individual health centers corresponding to

these numbers is given in Table 6.1.
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To look at the correlation between incidence data and periodic variations in the environ-

ment we have used monthly rainfall data (in mm) for Jalpaiguri district obtained from the

website of the Indian Meteorological Department, Government of India. In our analysis

we used data for the period July 2004 to February 2009.

Wavelet time series analysis All incidence time-series are logarithm transformed (af-

ter adding a constant of one) and subsequently scaled to have zero mean and unit vari-

ance. We analyze temporal changes in the distribution of power at different scales s

(approximately periods) using a Morlet basis function. The Morlet function is essentially

a damped complex exponential, which can capture local (in time) cyclical fluctuations in

the time series.

The continuous wavelet transform (CWT) of the incidence time series is calculated as the

convolution of the incidence data with a scaled and translated version of the Morlet basis

function [182, 185]. For this basis, scale is approximately equal to the period obtained

from Fourier analysis. Therefore, the lowest scale corresponds to the maximum (Nyquist)

frequency of 0.5 periods per time step. The local wavelet power spectrum at a specific

time point and a particular scale is given by the square of modulus of the CWT. We have

used the MATLAB program made available publicly by Torrence and Compo [180].

The cone of influence shown in Figs. 6.2-6.3 indicates the loss in statistical power near the

start and end of the series as a result of edge effects. The width of the cone gives a lower

limit on how wide a feature needs to be at a given scale for it to represent genuine cyclical

behavior, rather than a spike. Significance tests were done using methods described and

discussed in Ref. [180].

Phase relationships between time series

A wavelet transform Wn(s) obtained using the Morlet basis function has a phase angle

defined by

Θ(s) = tan−1

[

ℑ {Wn(s)}

ℜ {Wn(s)}

]

,
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where ℜ{Wn(s)} and ℑ {Wn(s)} are the real and imaginary parts, respectively, of the

wavelet transform Wn(s) of the time series. The time series of phase angles Θ associ-

ated with the wavelet transform corresponding to the dominant time-scale (=1 year) has

been reconstructed for each of the 51 Health Centers for both Plasmodium vivax and

Plasmodium falciparum infections. These series are used to compute phase differences

between different regions, restricting them to the range ±π.

6.3 Results

The population distribution in the area we have investigated is shown in Fig. 6.1, the

color indicating the number of people who fall under the jurisdiction of each of the 51

health centers into which the entire area is divided. It shows that HC-26 (Rangamati tea

estate), HC-29 (New Mal Panchayat), HC-36 (Leesh river tea estate) and HC-38 (Chanda

company) are relatively high population areas, while HC-39 (Sologhoria) has the least

population density, as it is a large forested area. It has neighboring regions with relatively

high populations, e.g., HC-40 (SouthHanskhali), HC-41 (Anandapur tea estate), HC-42

(Baroghoria), HC-43 (Dhalabari) and HC-44 (Kodalkati) (see Table 6.1 for identities of

the regions indicated by numbers in Fig. 3.2).

We first perform wavelet analysis on the monthly time series of the entire area for both

Plasmodium vivax (Fig. 6.2) and Plasmodium falciparum (Fig. 6.3) cases and identify

the dominant periodicity to correspond to 12 months, i.e., 1 year. Next, the time series

of falciparum and vivax for each of the different health centers are subjected to wavelet

decomposition. For cycles with a given period, the wavelet analysis generates a phase

angle at each time step. From the wavelet decomposition for the 12 month period, the

time series of wavelet phase angles is obtained for each of the health centers.

As the number of cases go from a trough to a peak, the phase angle increases from −π

to 0, and as the number of cases cycles back from a peak to a trough, the phase angle
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Figure 6.2: Wavelet time series analysis for Plasmodium vivax incidence in the sub-

division. (a) The time-series of the monthly number of Plasmodium vivax cases reported

for the entire sub-division during January 2005-February 2009. The incidence data has

been first been log-transformed and then scaled to have zero mean and unit variance. (b)

Local wavelet power spectrum (LWPS) with the Morlet basis function, normalized by

variance (σ2). The power is indicated by the color coding, the key to which is given

above the figure. The ordinate indicates the periodicity (in years). The curve represents

the “cone of influence” below which boundary effects cannot be neglected. (c) The global

wavelet spectrum over the entire period being considered, indicating a dominant time-

scale corresponding to 1 year. (d) The variation of the power with time, averaged over the

scales corresponding to 11-13 months.
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Figure 6.3: Wavelet time series analysis for Plasmodium falciparum incidence in the sub-

division. (a) The time-series of the monthly number of Plasmodium falciparum cases re-

ported for the entire sub-division during January 2005-February 2009. The incidence data

has been first been log-transformed and then scaled to have zero mean and unit variance.

(b) Local wavelet power spectrum (LWPS) with the Morlet basis function, normalized

by variance (σ2). The power is indicated by the color coding, the key to which is given

above the figure. The ordinate indicates the periodicity (in years). The curve represents

the “cone of influence” below which boundary effects cannot be neglected. (c) The global

wavelet spectrum over the entire period being considered, indicating a dominant time-

scale corresponding to 1 year. (d) The variation of the power with time, averaged over the

scales corresponding to 11-13 months.
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Figure 6.4: Epicenter of Plasmodium vivax incidence. The spatial distribution of inter-

polated mean relative phase angles (MRPA) obtained from a series reconstructed from

wavelet spectral components corresponding to the dominant period of 1 year indicates

that the infections spread throughout the region from an epicenter located in region under

the health center HC-43.

continues to increase from 0 to π. The time-series of relative phase angles are calculated

for each health center by subtracting the temporal vector of spatial mean phase angles

from the corresponding temporal vector of phase angles. A mean relative phase angle

(MRPA) is calculated for each health center by averaging the vector of time-specific rela-

tive phase angles. The MRPA is the average phase angle of a given location relative to the

spatial average over all regions. Thus, the health center with the highest MRPA represent

the locations where a infection outbreak originates (i.e., epicenter), while regions having

smaller MRPAs indicate where the infection spread subsequently. Fig. 6.4 shows that the
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Figure 6.5: Epicenters of Plasmodium falciparum incidence. The spatial distribution of

interpolated mean relative phase angles (MRPA) obtained from a series reconstructed

from wavelet spectral components corresponding to the dominant period of 1 year indi-

cates that the infections spread throughout the region from two different epicenters which

are located in regions under the health centers HC-26 and HC-44 respectively.
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region under health center HC-43 has been identified as the epicenter of Plasmodium vi-

vax infection. Note that, this is a region which does not have very high population. Thus,

this result contrasts with similar investigations carried out for diseases spread by direct

transmission between infected individuals (such as measles) [182] where the epicenter

coincides with the region having largest population. We surmise that despite the low pop-

ulation, HC-43 plays a key role in spreading malaria as it is a important crossroad where

high-volume transportation routes going through the area intersect. In addition, it is also

located next to a major irrigation canal that was under construction during the period the

data was collected.

Fig. 6.5 shows that the Plasmodium falciparum infection appears to have two different

epicenters located some distance apart from each other. One of these (HC-44) is adjacent

to the epicenter HC-43 for Plasmodium vivax, so that the same reasons attributed to HC-

43 being a source of infection may apply here. The other epicenter, HC-26, occurs in a

region which has one of the highest populations in this area. It is also located close to the

sub-divisional administrative headquarters, suggesting that people from areas outside the

sub-division may be frequent visitors. The infection may thus enter the area under study

from other areas through this region. The spatio-temporal propagating wave nature of the

infections is further supported by the correlation between the phase angle differences and

physical distance measured for different regions from the epicenters HC-43 and HC-26

(Figs. 6.6 and 6.7, respectively).

As already mentioned, the incidence time-series shows a dominant periodicity corre-

sponding to 1 year. While there can be multiple environmental factors that are related

to the spreading of malaria, here we have focused on seasonal variations in rainfall to ac-

count for this observed annual period in malaria incidence. Fig. 6.8 shows that the pattern

of infections appear to follow the variation in rainfall with a short delay. We quantitatively

establish this by calculating the time-delayed correlation between rainfall and incidence

of vivax and falciparum (Fig. 6.9). The peak in correlation of vivax is seen for a delay

122



0 1614128642 10 18 20 22 24
-175

-150

-125

-100

0

-75

100

-50

-25

50

75

150

125

25

 

 

P
ha

se
  d

iff
er

en
ce

 fr
om

 H
C

 4
3 

Distance from HC 43 (Km)

Figure 6.6: The pattern of spreading of Plasmodium vivax infection from the region un-

der health center HC-43. Mean phase difference from HC-43 for the neighboring ar-

eas (served by 37 different health centers) shown as a function of the distance from the

health center HC-43. Within 22 kms of the health center, there is a significant correlation

between phase angle difference and distance as indicated by the correlation coefficient

rcor = −0.35 (95% bootstrap limits: −0.57 to −0.09 for 1000 bootstraps). The error bars

are 99% bootstrapped confidence limits.

123



0 10 20 30 405 15 25 35
-140

-120

-100

-80

-60

-40

-20

0

20

40

60

Distance from HC 26 (Km)

P
ha

se
 d

iff
er

en
ce

 fr
om

 H
C

 2
6

 

 

Figure 6.7: The pattern of spreading of Plasmodium falciparum infection from the region

under health center HC-26. Mean phase difference from HC-26 for the neighboring ar-

eas (served by 41 different health centers) shown as a function of the distance from the

health center HC-26. Within 35 kms of the health center, there is a significant correlation

between phase angle difference and distance as indicated by the correlation coefficient

rcor = −0.43 (95% bootstrap limits: −0.65 to −0.21 for 1000 bootstraps). The error bars

are 99% bootstrapped confidence limits.
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Figure 6.8: Monthly time-series of rainfall and malaria incidence in the sub-division dur-

ing the period of January 2005 to February 2009. It can be seen that variation in the

incidence of malaria types follows that of rainfall with a short delay in time.
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Figure 6.9: Correlation between rainfall and malaria incidence. (a) The time-delayed

correlation calculated between the amount of rainfall and the number of Plasmodium

vivax cases reported every month shows a peak for a delay period of 1-2 months. (b) The

corresponding time-delayed correlation between the number of Plasmodium falciparum

cases and amount of rainfall shows highest value for a delay period of 2-3 months.
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of 1-2 months, while the peak for falciparum is observed for a delay of 2-3 months. We

conjecture that the difference in the delay periods for vivax and falciparum has to do with

the different geographical nature of their epicenters.

Malaria transmission model

In order to further establish the origin of the annual periodicity of incidence as result-

ing from the temporal variations in rainfall, we take recourse to quantitative modeling of

malaria transmission in a spatially detailed scenario. We use a network model incorporat-

ing spatial heterogeneity and time varying emergence of mosquitoes, with the dynamics

of individual nodes being similar to model proposed earlier by Smith et al. [184]. In

our model the network has N = 51 nodes corresponding to the 51 health centers in the

empirical data. The interaction between the nodes is governed by an adjacency matrix

Ai j which is constructed from the matrix of actual physical distances between the health

centers. Thus, a link is assumed to exist between two nodes i and j, i.e., Ai j = 1, if the

physical distance between the corresponding pair of health centers is less than dc km, and

Ai j = 0, otherwise. In the results shown here, dc = 6.5 km. However, our results are not

sensitively dependent on the exact value of dc.

To describe the dynamics of the epidemic at each node, we define Xi as the proportion

of humans in node i who are infected (Hi being the human population density in that

node) and Zi as the density of infectious mosquitoes (Mi being the population density of

mosquitoes in that node). The local dynamics is given by the following equations:

dXi

dt
= ab

Zi

Hi

(1 − Xi) − rXi + Dc

















N
∑

j

Ai jX j − kiXi

















,

dMi

dt
= ǫt − gMi,

dZi

dt
= acXi (Mi − Zi) − gZi,

where ki is the degree of node i, ǫ denotes the rate at which adult mosquitoes emerge from
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Figure 6.10: Time-evolution of the fraction of infected humans in a spatially extended

malaria transmission model. (a) In the absence of any temporal variation in the parame-

ters, the time series for different regions show monotonic variation. (b) When the rate of

emergence of adult female mosquitoes from the larval habitat (ǫt) varies over time, cor-

related with the recorded rainfall in that area (having a mean-value 〈ǫ〉 = 0.025 identical

to its constant value in the time-independent case), the time-series for different HCs show

seasonal peaks with a period of 1 year. In both cases r = 0.01, g = 0.1, a = 0.1, b = 0.3,

c = 0.3 and Dc = 0.01. Initial conditions used are Mi = 2Hi and X43 = 0.01.

larval habitat, 1/r is the average duration of infection period in days, 1/g the mean lifetime

of mosquito, a is the human feeding rate of a mosquito, b is the probability an uninfected

human becomes infected through a single bite from an infectious mosquito, and c is the

probability that a mosquito becomes infected from biting an infectious human host. Note

that the emergence rate ǫ depends on rainfall [186], and should thus be considered as a

time-varying parameter ǫt. In fact, we construct the time-series for ǫt by interpolating

the empirical rainfall data. This is because rainfall generates new possible breeding sites

as well as enhances the existing ones. Thus, malaria incidence generally increases with

rainfall; however, excessive rainfall can reduce transmission due to flushing out of aquatic

breeding habitats [186].

Fig. 6.10 shows that in the absence of any temporal variation in the parameters, none

of the nodes show any periodic (or even, non-monotonic) variation in malaria incidence.

However, on driving the emergence rate ǫ by the temporal variation of rainfall obtained

empirically, we immediately observe seasonal peaks in the incidence corresponding to a
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period of 1 year. This suggests that periodically varying environmental factors, especially

rainfall, can impose their periodicity on the incidence of certain vector-borne diseases.

6.4 Discussion and Conclusion

In this chapter we have analyzed the time-series data of malaria infection in 51 different

health centers located in a region of norther Bengal by using wavelet analysis. Through

the use of relative phase angles obtained from wavelet reconstruction of the time-series

we establish that infections spread in the form of travelling waves emerging from specific

epicenters. The wave nature of spreading is supported by the correlation between phase

angle difference and the physical distance between different health centers. The identified

epicenters for Plasmodium vivax and falciparum appear to be distinct and may be ex-

plained on the basis of being located in the most favorable conditions for dense mosquito

habitat which includes water stagnation and forest coverage, relatively high human pop-

ulations or well-connected landscapes. We also observe that rainfall significantly affects

the dynamics of malaria incidence with the pattern of infections following that of rainfall

with a short time delay. The importance of environmental seasonal variations is further

established by using a spatially detailed model of malaria transmission. In the absence of

any temporal variations in the parameter values, the model exhibits monotonic temporal

behavior in infections. However, if the emergence rate of adult mosquitos are driven by

periodic variations in rainfall, we immediately observe seasonal peaks in the infection

time-series which have a period of one year.
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Table 6.1: Identities of the 51 health centers (HCs) in the rural sub-division from

which malaria incidence data has been collected for analysis.

Health center id Health center Health center id Health center

1 Chapadanga 27 Meenglass

2 Basusuba 28 SyleeTE

3 Babupara 29 NewMalPanchayat

4 SouthMatiali 30 ToonBari

5 ChakMaulani 31 KrantiSC

6 SouthChakMaulani 32 UttarSaripakuriP

7 WestTesimla 33 UttarKhalpara

8 HaiHaiPathar 34 SouthKhalpara

9 PatharJhoraTE 35 Ellenbury

10 Manabari 36 LeeshRiverTE

11 OdlabariP 37 Washabari

12 HindiSchool 38 ChandaCompany

13 Gajaldoba10 39 Sologhoria

14 Gajaldoba7 40 SouthHanskhali

15 SouthOdlabari 41 AnandapurTE

16 OdlabariTG 42 Baroghoria

17 Baradighi 43 Dhalabari

18 Kumlai 44 KodalKati

19 EastDamdim 45 Lataguri

20 NeoraNadiTG 46 UttarMatiali

21 RanicheraTE 47 JharMatiali

22 DamdimSC 48 Gachimari

23 BaintguriTE 49 JogeshChTE

24 KumlaiTE 50 WestDolaigaon

25 DamdimTE 51 Karaibari

26 RangamatiTE
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7

Conclusions

The work described in this thesis is a contribution towards developing a a systems-level

description of biology by focussing on the different networks that are relevant in the mi-

croscopic and macroscopic dynamics of host-pathogen interactions. Although the com-

ponents of the networks analyzed in the various chapters are quite different, ranging from

kinase proteins to human individuals, focusing on the network description of these sys-

tems allow us to observe the functional importance of mesoscopic structural organization,

in particular motifs and modules, of these networks. In the following subsections, the

important results and conclusions reported in the thesis are summarized. We conclude

with a brief discussion of possible future extensions of our results.

7.1 Summary of main results

Branched motifs enable long-range interactions in signaling networks

through retrograde propagation

One of the most challenging problems in biology is to understand how robust yet sensi-

tive coordination of response to stimuli is achieved in the intra-cellular signaling network.
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The molecular components of this network are often arranged into modules containing

branched motifs where the signal from an upstream signaling intermediate is channeled

through two (or more) parallel pathways which can be counteractive. To generate appro-

priate cellular response, the activity in the parallel branches need to be suitably regulated,

possibly through direct interaction between them such that activation of an intermediate

in one pathway inhibits an intermediate in the other pathway. By contrast, we show in

this chapter that even in the absence of such direct interactions, long-range coordination

is possible between branches of signaling pathways through retrograde propagation of in-

formation. Thus a high level of homeostatic regulation of cellular responsiveness to stim-

uli can be achieved without a concomitant increase in the connection complexity of the

signaling network. An important aspect of retrograde propagation in branched pathways

that is distinct from previous work on retroactivity focusing exclusively on single chains

is that varying the type of perturbation, e.g., between pharmaceutical agent mediated in-

hibition of phosphorylation or suppression of protein expression, can result in opposing

responses in the other branches. This can have potential significance in designing drugs

targeting key molecules which regulate multiple pathways implicated in systems-level

diseases such as cancer and diabetes. Our results can potentially explain the evolutionary

advantage of pathogens which target only selected intra-cellular signaling components as

they do not need to devise extremely complicated interception strategies involving many

types of molecules in order to survive within the host.

Mesoscopic organization of cancer gene network

The focus in cancer research has been gradually shifting away from the study of indi-

vidual molecules and the effect of single gene mutations to an emerging consensus that

it is a complex disease involving significant disruptions of the intra-cellular signalling

network. One of the drawbacks of a network-based approach to analyzing cancer is the

immensely large number of cellular agents whose interactions need to be investigated.
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We have tried to solve this problem by taking a mesoscopic view of the cancer network,

built up by considering the bipartite network of 146 tumor types and 927 cancer genes

(and the corresponding proteins). Projecting this data onto a single network, we construct

a largest connected component of 910 genes. Partitioning of this network yields 25 com-

munities, with genes within each community having much stronger interaction with each

other than with members belonging to other communities. We then project this onto the

modular decomposition of the largest connected component of the human protein-protein

interaction network having 9270 proteins grouped into 542 communities. Considering

the distance of the cancer gene communities in the abstract protein-modular space allows

us to build a relational dendrogram between different tumor types (as well as between

different classes of cancer) which allows us to appreciate the relations between different

types of tumors (and cancer categories). For example, our analysis shows that the hor-

monally related disease types of breast cancer and ovarian cancer indeed occur very close

to each other in the dendrogram hierarchy. We also investigate the functional role of dif-

ferent cancer genes as revealed by their importance in the modular organization of the

network by investigating the joint distribution of their participation coefficients and their

within module degree z-scores. We have identified about 36 genes as “connector hubs”

that occupy crucial positions in the cancer network and which can be potential targets for

therapeutic efforts.

Epidemiological dynamics of the 2009 influenza A(H1N1)v outbreak

in India

Influenza is a viral disease that has periodic breakouts almost every year in different parts

of the world. In the last few centuries there have been several pandemics of this dis-

ease, the most infamous being the 1918-19 “Spanish flu” that killed about 50 million

people worldwide. It is important to understand the dynamics of the initial stages of such

pandemics in order to come up with possible control strategies. In this chapter we have
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analyzed the incidence time-series data in the initial stage of the A(H1N1)v influenza pan-

demic in India during the period June 1- September 30, 2009. Using a variety of statistical

fitting procedures, we obtain a robust estimate of the exponential growth rate 〈λ〉 ≃ 0.15

in the number of infections. This corresponds to a basic reproduction number R0 ≃ 1.45

for influenza A(H1N1)v in India, a value which lies towards the lower end of the range of

values reported for different countries affected by the pandemic. Our study indicates that

the seasonal and regional variations in the spreading rate of an epidemic need to be taken

into account while devising strategies for controlling it.

Persistence of epidemics in networks with modular organization

Spread of infectious diseases (such as influenza, measles, etc) from person to person

mainly depends on the structure of human contact networks. Empirical data shows evi-

dence for community or modular organization in such networks. In a modular network,

individuals tend to have many more and/or stronger links with members within their own

community (or module) compared to members of other modules. Thus, investigating the

dynamics of epidemic spreading on modular networks may provide us insights on how to

efficiently control human pandemics. In this chapter we have explored the persistence of

epidemic dynamics on modular networks where individuals after having recovered from

an infection can again becomes susceptible with a certain probability. Our study of SIRS

(Susceptible-Infectious-Recovered-Susceptible) dynamics in a modular network suggests

that under certain circumstances an epidemic can become persistently recurrent in a popu-

lation. We show how the probability of persistence of an epidemic depends on the network

mesoscopic organization as well as on individual dynamical parameters such as the infec-

tion rate. In particular, we show that highly contagious diseases, which quickly die out

in a population with homogeneous contact structure, can survive indefinitely (becoming

endemic) when there is strong community organization in the population.
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Spatiotemporal patterns of incidence for a vector-borne infectious dis-

ease

Malaria is a mosquito-borne infectious disease that results in more than a million peo-

ple dying around the world each year. It is endemic in many tropical and subtropical

countries, including India, and is a heavy burden on their public health systems. Identi-

fying and understanding characteristic spatio-temporal patterns of malaria incidence can

help in arriving at better control and containment strategies for epidemics. In this chapter

we have investigated the spatio-temporal incidence of Plasmodium falciparum and Plas-

modium vivax in a data-set describing infections occurring in villages grouped under 51

health centers in a district sub-division of northern Bengal. We use the method of wavelet

phase analysis to identify certain health centers acting as epicenters of the diseases, from

which the infections spread as traveling waves. In contrast to earlier studies of diseases

spread by direct transmission between infected individuals, we observe that epicenters

for a vector-borne infectious disease do not necessarily occur in zones having the highest

population density. The identification of a dominant periodicity in the data corresponding

to one year points to the important role played by seasonal variation in environmental fac-

tors affecting vector population growth. We confirm this by simulating a spatially detailed

model of malaria transmission where a periodic environmental signal (viz., rainfall with

a periodicity of one year) that affects the adult mosquito emergence rate is seen to result

in a periodically varying incidence of infection having the same period.

7.2 Outlook

In this thesis, we have addressed several problems that can contribute to a general under-

standing of how structure of networks affect diffusion of signals or contagia, in the context

of host-pathogen interactions. A natural extension of the work presented here would be to

develop a comprehensive theory of how appearance of specific mesoscopic organizational
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structures affect communication over the system. For instance, we have shown here that

branching in the intra-cellular signaling cascade, that results in pathways diverging from

a common upstream kinase, gives rise to unexpected long-range communication in the

network through retrograde propagation. A natural extension of this research would be

to ask about the role of convergent pathways in the transmission of information in such

networks. One could intuitively surmise that this may result in congestion at the node

where multiple pathways meet and this may identify vulnerable points in the signaling

network that pathogens can exploit.

Another possible extension relates to the investigation of the mesoscopic structural or-

ganization in the network of cancer-related genes. One could conceive of adding more

factors to those already considered. For instance, it is possible to consider including data

related to DNA microarray analysis of samples from cancer patients. Alternatively, a net-

work can be constructed by connecting tumor types or cancer categories with the specific

pharmaceutical drugs or clinical treatment used for such diseases. From this bipartite net-

work, gene network projections can be constructed whose mesoscopic organization can

then be compared to the one analyzed in this thesis.

Proceeding to the scale of epidemic networks, we can extend the work reported in this

thesis by investigating the effect of increasing speed of transportation between population

centers on the initial spreading dynamics, characterized by the basic reproduction number,

of an epidemic. This issue is important in view of the debate on how appropriate the “well-

mixed population” assumption is at different spatial scales. For example, one could argue

that representing the spreading dynamics of a large region (e.g., an entire country) by a

single basic reproduction number may be misleading. To see how well a single number

represents the epidemic dynamics of large regions with multiple urban centers one could

set up a spatially detailed model where the spreading rate of the disease at each location, in

the absence of any communication between neighboring areas, is different. Once people

are allowed to move from one region to another, it is possible that the disease will spread
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at a rate that is common to all the regions, provided that the dispersion of values for the

local spreading rates is not too high. However, one can still ask whether this common rate

will be close to the mean value of the different local spreading rates, or whether it will

approach the maximum of all these rates. An equally important question is what is the

minimum rate of communication that is required in order for the entire system to attain a

common spreading rate. These studies would have practical implications on the validity

of calculating basic reproduction numbers for epidemics in different situations.
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