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SYNOPSIS 

Nanoclusters, i.e. clusters having diameter ~ 1-100nm, have immense 

technological importance in both fundamental science and industry due to their small size 

and ability to exhibit intriguing size-dependent properties. For many applications, small 

size is a necessity, for eg. (i) Electronic Device Industry: In electronic devices, where the 
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idea is to accommodate maximum possible structures on a single chip, small individual 

elements would come in handy; (ii) Nanodrugs: Drugs have maximum potency when 

their size is comparable to the size of the target cell. The average size of human cell 

constituents is ~ 10-100nm. Therefore, to achieve good bioavailability, in vivo stability, 

solubility, intestinal absorption, sustained and targeted delivery to site of action, 

therapeutic effectiveness and low generalized side effects, nano-sized drugs are required. 

(iii) Plasmon Band: Several opto-electronic devices function on the basis of Surface 

Plasmon Resonance (SPR). SPR occurs due to scattering of conduction electrons by the 

nanocluster surface when the nanocluster diameter is less than the mean free path of the 

conduction electrons in the bulk metal. (iv) Sensors: Small size improves the efficiency 

and specificity of sensors.    

Due to their small size, nanoclusters possess large surface to volume ratio, making 

them extremely reactive (since more surface is available to react) and hence potential 

candidates for catalysts.  In fact, the reactivity becomes so remarkably high that even the 

so called noble metals (Au, Ag, Pt etc.) cease being noble in the nano-regime! Moreover, 

the high aspect ratio further simplifies the task of functionalizing nanocluster surfaces for 

various applications (from drug delivery to clothing insulation) simple.  

In the nano-size regime, quantum size effects rule the properties of clusters. As a 

result, size becomes an additional degree of freedom, strongly influencing the optical, 

electric, magnetic, thermal and electronic properties. At this small size, nanoclusters are 

prone to various defects, mainly surface defects and vacancy. The strain induced by these 

defects makes the nanoclusters prone to disorder, resulting in a variety of interesting 

consequences, like alloying, de-alloying and segregation.  X-ray Absorption Fine 

Structure (XAFS) is the only technique that can be used to obtain structural information 

on such highly disordered systems, and we have employed the same to investigate 
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disordered clusters in different configurations. Due to the weak nature of XAFS 

oscillations, continuous energy spectrum, having high flux, high intensity and high 

resolution is required to override statistical noise and obtain good quality XAFS data. 

Synchrotron, due to its energy tunability, high brilliance and polarization represents the 

ideal source for XAFS experiments.   

In parallel, we have also undertaken the task of augmentation of the XAFS 

beamlines at the Indus-2 synchrotron source for studying such systems at extreme 

thermodynamic conditions. Pressure and temperature offer additional control parameters 

to derive insights into the phase diagram of nanoclusters.  

This dissertation is divided into two parts: (i) XAFS characterization of disordered 

nanoclusters and (ii) augmentation of Indus-2 XAFS beamlines for extreme 

thermodynamic conditions. In the former part, we have characterized disordered 

nanoclusters in different configurations, viz. embedded nanoclusters in thin films, 

bimetallic nanorods synthesized via swift heavy ion irradiation and nanomedicine. In the 

latter part, we present the newly installed low temperature and high pressure XAFS 

facilities at Indus-2. The dissertation is organized into nine chapters, which are 

summarized as follows: 

 

Chapter 1: Introduction 

In this chapter, we present a basic introduction to nanoclusters.  Their various possible 

applications and the size dependence of their properties are discussed. We then move on 

to discuss one important consequence of small size – the presence of disorder in these 

clusters. The various techniques that can be used for characterization of such disordered 

clusters are discussed. Finally we emphasize the need for XAFS for characterization and 
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highlight the new information that can be extracted using the same. The various systems 

studied in this dissertation are presented.  

 

 

Chapter 2: Theory of XAFS 

In this chapter, the underlying physics of XAFS is explained. The XAFS equation is 

derived and each of the terms in the equation is described in detail.  The approximations 

used for derivation of the equation are summarized. The equation is extended to include 

effects due to multiple scattering. A brief overview of XANES (X-ray Absorption Near 

Edge Structure) phenomenon is also given. Finally, the strengths and limitations of 

XAFS in comparison with other techniques are discussed.  

 

Chapter 3: Experimental Apparatus for XAFS 

In this chapter, we describe the instrumentation required for carrying out XAFS 

experiments. The experimental setup for XAFS is broadly classified into source and 

beamline instrumentation. Synchrotrons are the ideal source for XAFS experiments, and 

we discuss their strengths. The different generations of synchrotron sources, viz. 

bending magnet, insertion devices and free electron lasers are described. XAFS 

experiments require streamlined optics for getting good quality data.  We describe in 

detail the optical components of XAFS beamlines and detectors for transmission and 

fluorescence mode XAFS, sample holders for various XAFS experiments and the 

sample preparation method for XAFS. Finally, we discuss the methods to eliminate 

noise in XAFS data. 
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Chapter 4: XAFS data analysis 

In this chapter, we explain the method of analysis of XAFS data using the IFEFFIT 

fitting package.  XAFS data analysis breaks up into (i) data processing, (ii) data 

modelling and (iii) data fitting. We discuss each of these steps in detail.  

 

Chapter 5: Augmentation of Indus-2 XAFS beamlines for extreme 

thermodynamic conditions. 

The synchrotron source in India, Indus-2, is a second generation source operating at 2.5 

GeV ring energy and 300mA current. Presently two XAFS beamlines are operational at 

Indus-2 – one operates in energy dispersive mode and the other operates in energy 

scanning mode. Recently, we have upgraded these beamlines to accommodate 

experiments under extreme conditions, viz. low temperature and high pressure. This 

chapter describes (i) installation displex closed cycle cryostat and assessment of the 

possibility of performing experiments using the same by measuring XAFS on standard 

Au foil, and (ii) modification of optical layout of dispersive XAFS beamline for 

experiments under high pressure.  

 

Chapter 6: XAFS characterization of embedded bimetallic 

nanoclusters in multilayer film 

In this chapter, we characterize bimetallic clusters embedded in C matrix. These clusters 

were formed following ion irradiation of a Pt/Ni/C multilayer film. TEM, X-ray 

Reflectivity and X-ray Fluorescence measurements on the film pre- and post- irradiation 

provided information on layer periodicity and roughness, and also revealed cluster 

formation with irradiation. But they could not ascertain the composition and 
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configuration of these clusters; neither could they determine the nature of the formed 

clusters. We have used XAFS in X-ray Standing Wave mode to derive this information. 

With rigorous XAFS coordination analysis, we have de-coupled the interfacial and layer 

contributions and derived the structure of the clusters to be Ni centered Ni/Pt bimetallic 

alloy clusters, highly disordered beyond first nearest neighbour. The possible 

applications of the same are discussed. 

 

Chapter 7: XAFS characterization of bimetallic nanorods synthesized 

via Swift Heavy Ion Irradiation 

In this chapter, we characterize bimetallic nanorods in silica matrix synthesized via 

Swift Heavy Ion Irradiation (SHII) of co-sputtered metal/metal//silica film. Although 

several methods have been previously used for synthesis of such nanorods, this is the 

first time they have been synthesized by SHII. We present two systems – Ag/Pt (bulk 

immiscible) and Ag/Au (bulk miscible). These are amorphous and crystalline 

respectively pre-SHII. We attempt to understand the relative effect of SHII on these two 

systems by deriving their composition and configuration using XAFS. 

 

Chapter 8: XAFS characterization of Ayurvedic nanomedicine 

In the absence of scientific evidence towards their claimed non-toxicity, Ayurvedic drugs 

are facing a world-wide ban due to their heavy metal content. In this chapter, we 

investigate the structure of Hg based ayurvedic drug, ‘Rasasindura’, with the objective of 

finding evidence towards its putative non-toxicity.  Our results establish that the system 

contains HgS nanocrystals in stable α-HgS configuration and that metallic Hg
0
 is 

completely absent, ensuring absence of Hg-based toxicity. With rigorous, novel XAFS 

analysis strategies, we have estimated the number and nature of defects, confirming the 
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robust structure of the HgS nano-crystals (<3% defects). This ensures integrity of the 

nano-crystals during the drug-delivery process. 

Chapter 9: Conclusions and future directions 

In this chapter, we summarize the main conclusions of this dissertation. (i) The utility of 

XAFS to deduce the structure of disordered nanoclusters has been clearly demonstrated.  

XAFS successfully helped in understanding the composition and configuration of these 

clusters. Additionally, XANES characterization of these clusters led us to understand the 

chemical nature of cluster formation. (ii) The XAFS beamlines at Indus-2 have been 

augmented for performing experiments under low temperature and high pressure. We 

have assessed the feasibility of performing experiments using these new setups.    

This Chapter is concluded by bringing out the future scope of the work. 

 

Publication in Refereed Journals: 

b. Published 

1. Nitya Ramanan, Sumalay Roy, Debdutta Lahiri, Surinder M. Sharma and B.N. Dev, 

‘Ascertaining the nano-cluster formation within ion-irradiated Pt/Ni/C multi-

trilayer, with X-ray Absorption Spectroscopy’, Journal of Synchrotron Radiation, 

20, 137 (2013). 

2. Nitya Ramanan, Sumalay Roy, Debdutta Lahiri, Surinder M. Sharma and B.N. Dev, 

‘XSW-XAFS characterization of ion-irradiated Pt/Ni/C Multilayer’, Journal of 

Physics: Conference Series, 430, 012063 (2013). 

3.  Debdutta Lahiri, Tomohiro Shibata, Soma Chattopadhyay, Nitya Ramanan, Swati 

Pandya, P D Kulkarni, A Thamizhavel, A K Grover, S Ramakrishnan and Surinder 



20 

 

 M. Sharma, ‘XAFS understanding of “repeated” magnetic compensation in Nd0.8 

 Tb 0.2Al2’ Journal of Physics: Conference Series, 430, 012106 (2013). 

4.  Nitya Ramanan, Debdutta Lahiri, Nandini Garg, D. Bhattacharyya, S.N. Jha, N 

K Sahoo and Surinder M Sharma, ‘High Pressure experiments at the XAFS 

beamline, Indus-2’, Journal of Physics: Conference Series, 377, 012011 (2012).  

 

c. Accepted 

1. Nitya Ramanan, Parasmani Rajput, S.N. Jha and Debdutta Lahiri, ‘Assessing the 

feasibility of Low temperature XAFS experiments at Indus-2, India: first results’, 

in press, Nuclear Instruments and Methods in Physics Research A. 

 

d. Under review 

1. Nitya Ramanan, Debdutta Lahiri, Parasmani Rajput, Ramesh Chandra Varma, A. 

Arun, T.S. Muraleedharan, K.K. Pandey, Nandita Maiti, S.N. Jha and Surinder 

M. Sharma, ‘Investigating structural aspects to understand the putative/claimed 

non-toxicity of Hg-based Ayurvedic drug “Rasasindura”, using XAFS’, under 

review, Journal of Synchrotron Radiation. 

2. Nitya Ramanan, Debdutta Lahiri, Ashwani Kumar, Parasmani Rajput, K. 

Thankarajan, D. Bhattacharyya and S.N. Jha, ‘First  phase commissioning of  

High Pressure XAFS setup at ED-XAFS beamline, Indus-2 Synchrotron 

Radiation Source, India’, under review, Journal of Optics (Optical Society of 

India).  

 



21 

 

e. Other publications 

1. ‘Investigating alloying/de-alloying of Ag/Pt and Ag/Au nanorods under Swift 

Heavy-ion Irradiation’, manuscript under preparation. 

2. N. Ramanan, D. Lahiri, D. Bhattacharyya and S. N. Jha, ‘Calibration of standard 

Ni foil XAFS data recorded at the EXAFS Beamline, INDUS-2 SRS’, BARC 

report, BARC/2012/E/009 (2012). 

3. N. Ramanan, D. Lahiri, S.M. Sharma, N.C. Das, D.V. Udupa and A.D. Patil, 

‘Development of a bendable mirror  for studying materials under high pressure 

using EXAFS beamline at INDUS-2 SRS’, BARC report, BARC/2010/E/12 

(2010). 

  



22 

 

 

 

 

 



23 

 

 

CHAPTER 1 

INTRODUCTION 

 Nanoclusters (NCs) are of immense technological importance in fundamental 

science and industry due to their small size (<100nm) and ability to exhibit intriguing 

size-dependent properties.
1
 Over the past decade or so, development and synthesis of NCs 

has gained impetus primarily due to the growing need for smaller sized materials. There 

are several cases wherein small size is a prerequisite, for e.g.: (i) Electronic devices: In 

the device industry, where the perpetual aim is to accommodate more and more 

components on a single small chip, resulting in faster operation, lower cost and lesser 

power consumption, designing smaller, more compact individual components holds the 

key.
2-3

 (ii) Nanodrugs: Since the sizes of human cell constituents are ~ 10-100nm, use of 

large sized materials for drug delivery has serious drawbacks in terms of poor 

bioavailability, in vivo stability, solubility, intestinal absorption, sustained and targeted 

delivery to site of action, therapeutic effectiveness and generalized side effects.
4
 

Furthermore, small size is also a necessity for gene sequencing.
5-6

 (iii) Sensors:   Surface 

Plasmon Resonance (SPR) occurs due to scattering of conduction electrons by the NC 

surface. SPR band occurs only when the NC diameter is less than the mean free path of 

the conduction electrons in the bulk metal.
7
 This phenomenon is extensively utilized in 

optical sensors. Additionally, smaller size improves the efficiency and specificity of 

sensors.
8-9 

NCs possess large surface-to-volume ratio owing to their small size, which makes 

them highly reactive (since more surface is available to react), and hence potential 

candidates for catalysts.
 10

 In fact, the reactivity becomes so remarkably high that even the 
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so called noble metals (Au, Ag, Pt etc.) cease being noble in the nano-regime!
11

 Besides 

this, they are also ideal candidates for water treatment and desalination.
12

 The high aspect 

ratio further simplifies the task of functionalizing NC surfaces for various diverse 

applications (from drug delivery to clothing insulation) simple.  

In the nano-size regime, quantum size effects rule the properties of clusters.
13

  

Size becomes an additional degree of freedom, strongly influencing the following 

properties: (a) Band Gap: NCs exhibit size dependent tunability of band gap. As a result, 

their interaction with light and hence their ‘color’ is size-dependent.
14

 Band gap tunability 

is particularly profitable for photovoltaics
15

 wherein band structure and energy level 

alignment hold the key to device performance. (b) Thermal Properties (e.g. Melting 

Point): NCs have large number of surface atoms, facilitating lower melting point as 

compared to bulk, which can even lower down to room temperature in some cases.
16

 (c) 

Electrical Properties (e.g. conductivity): In composite materials, small particle size favors 

formation of conduction pathway, hence resulting in high conductivity.
17

 (d) Magnetic 

Properties: The saturation magnetization in NCs is size dependent.
18-20

  Such size 

controlled magnetism has interesting applications in spintronics.
21-22

 (e) Control of 

Negative Thermal Expansion (NTE) is correlated with NC size control in the case of 

polymer/NTE composites, wherein uniform dispersion is the main requirement.
23

  

Due to their small size, nanoclusters are prone to various defects, mainly surface 

defects and vacancy. The strain induced by these defects makes the nanoclusters prone to 

disorder, resulting in a variety of interesting consequences, like alloying, de-alloying and 

segregation. In this dissertation, we have attempted to characterize disordered NCs in 

different configurations, namely (a) Ion irradiation generated embedded Ni/Pt clusters in 

Pt/Ni/C multilayer films, (b) Ag/Pt and Ag/Au nanorods synthesized via Swift Heavy Ion 

Irradiation, (iii) Nano-medicine. All of these possess only short range order. Several 
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techniques can be used for characterization of NCs, including X-ray Diffraction (XRD), 

Transmission Electron Microscopy (TEM), Selective Area Electron Diffraction (SAED), 

Scanning Electron Microscopy (SEM), UV-Visible Absorption Spectroscopy (UV-Vis), 

Vibrational Spectroscopy (infrared (IR) and Raman). XRD and SAED can be used to 

detect crystal structure within the NCs. TEM and SEM give information on size, shape 

and distribution of the NCs. UV-Vis is used for size estimation and also to detect 

alloying. Vibrational spectroscopy can be used to understand the surface interaction of the 

NCs with the environment. However, for very small clusters with large degree of 

amorphous character, these techniques are incapable of deriving the complete structure.  

 XAFS is the only technique that can be used for characterization of highly 

disordered clusters of size < 2 nm. Due to the “local” nature of XAFS information and its 

elemental specificity, XAFS can be used to derive detailed structure around selected 

atoms of interest. In the present work, with the aid of rigorous XAFS coordination 

analysis, we provide unambiguous characterization of clusters in terms of their 

composition, configuration (segregated / alloyed / core-shell / icosahedra etc.), degree and 

nature of disorder (orientation disorder / amorphous). In conjunction with XAFS, the 

exhaustive local structure details pertaining to chemical origin of NC formation have been 

derived through X-ray Absorption Near Edge Structure (XANES).  

 While investigating these systems, it was realized that external stimuli in the form 

of extreme thermodynamic conditions could provide an additional parameter for tuning 

the properties of NCs. Therefore, in parallel, we have undertaken the task of 

augmentation of the XAFS beamlines at the Indus-2 synchrotron source for studying such 

systems at extreme thermodynamic conditions, viz. low temperature and high pressure.  
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This dissertation is therefore divided into two parts: (i) X-ray Absorption Fine 

Structure (XAFS) characterization of Disordered Nanoclusters, and (ii) Augmentation of 

Indus-2 XAFS beamlines for extreme thermodynamic conditions.   

1.1 XAFS characterization of disordered nanoclusters  

1.1.1 Embedded bimetallic Ni/Pt clusters in Pt/Ni/C multilayer film synthesized by 

ion irradiation  

 Bimetallic Ni/Pt clusters embedded in C (dielectric) matrix were synthesized via 

ion irradiation of a Pt/Ni/C multilayer.
24

 In contrast with other fabrication methods, viz. 

sol-gel synthesis, colloidal synthesis, ion irradiation is a dry synthesis method, and 

therefore helps in overcoming the ‘wetting’ issue in electronic devices. Moreover, the 

composition and configuration of the generated clusters is not dictated by 

thermodynamics alone, but depends on collision kinetics, the initial layer thickness and 

the interfacial integrity as well. TEM, X-ray Reflectivity (XRR), X-ray Fluorescence 

(XRF) gave information on roughness, ion-irradiation induced inter-layer mixing and 

cluster formation, but could not determine the composition and configuration of the 

clusters. XAFS in Standing Wave mode
25

 was employed to (i) determine degree and 

nature of interfacial mixing leading to cluster formation, (ii) understand the relative 

susceptibility of the interfaces and its role in cluster formation, (iii) determine whether Ni 

and Pt exist as isolated or alloyed clusters and the configuration of the clusters.  

Additionally, we have determined the nature of the clusters to be Ni centered Ni/Pt 

bimetallic alloy clusters. Novel and non-trivial XAFS coordination analysis was used in 

this work. We have directly established the correlation between cluster composition and 

chemical / physical nature of the interfaces of the multilayer. These results have utmost 

significance in the design of spintronic devices, with magnetic clusters (Ni/Pt) on non-

magnetic matrix (C) and where cluster composition is crucial to ferromagnetic character.  
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1.1.2 Ag/Pt and Ag/Au nanorods synthesized by Swift Heavy Ion Irradiation  

 Ag/Pt nanorods in silica matrix were synthesized by Swift Heavy Ion Irradiation 

(SHII) of Ag/Pt/silica film [prepared by atom beam co-sputtering].  Several methods have 

been used previously for synthesis of bimetallic nanorods; however, to the best of our 

knowledge, this is the first time bimetallic nanorods have been synthesized by SHII – a 

technique objected at generating aligned nanorods, uniformly distributed in the matrix 

both in terms of size and separation. Alignment is of utmost importance, since the high 

sensing capabilities of nanorods are best realized when they are parallel aligned. Ag/Pt is 

bulk immiscible due to the large positive heat of mixing of Ag and Pt. These are potential 

economic catalysts for methanol oxidation in Fuel Cells, considering the lower cost of Ag 

as compared to Pt.
26-27

 Transmission Electron Microscopy revealed formation of nano-

rods, following critical ion-flux. X-ray Diffraction and Optical Absorption Spectroscopy 

confirmed highly disordered structure that could not be resolved; SAED suggested 

crystalline phase locally though it could not determine whether Ag and Pt are alloyed or 

segregated. Degree of alloying is the defining parameter for the use of these nanorods as 

fuel cell catalysts. We have used XAFS coordination analysis to quantitatively determine 

the degree and nature of alloying. Further, we have compared our results on this system 

with bulk miscible Ag/Au system to evaluate the relative role of thermodynamics, 

diffusion etc. on the alloying abilities of these systems.  

 1.1.3 HgS nanoclusters in Ayurvedic nanodrug  

 Hg is one of the most toxic elements known to humans and Hg contamination in 

water, soil and environment is of worldwide concern.  For this reason, the use of Hg in 

ayurvedic drugs in concentrations higher than WHO prescribed limits is questionable. In 

the absence of scientific evidence of their non-toxicity, Ayurvedic drugs are facing a 

world-wide ban.  
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The system chosen was Hg-based Indian ayurvedic drug, “Rasasindura”. We have 

investigated this system using XAFS with the objective of providing evidence towards the 

claimed non-toxicity of this drug. Our results establish that the system contains HgS 

nanocrystals in stable α-HgS configuration and that metallic Hg
0
 is completely absent, 

ensuring absence of Hg-based toxicity. With rigorous, novel XAFS analysis strategies, we 

have estimated the number and nature of defects, confirming the robust structure of the 

HgS nano-crystals (<3% defects). This ensures integrity of the nano-crystals during the 

drug-delivery process. Our results provide significant lead that the chemical form of 

heavy metal, rather than its content, is the correct parameter to evaluate toxicity of 

Ayurvedic drugs. 

 

1.2 Augmentation of XAFS beamlines at Indus-2 for extreme 

thermodynamic conditions 

 Indus-2 is a 2.5GeV/300mA third generation synchrotron source at the Raja 

Ramanna Centre for Advanced Technology (RRCAT), India. Presently, Indus-2 houses 

two XAFS beamlines – one operates in energy dispersive mode (BL-08) and the other 

operates in energy scanning mode (BL-09). Although both these beamlines were initially 

designed for ambient conditions, to cater to the increasing demand for experiments under 

extreme conditions, we have augmented these beamlines to accommodate experiments 

under low temperature and high pressure. 

1.2.1 High Pressure XAFS experiments at Indus-2 

 Structural changes of materials under high pressure have direct bearing on 

practical applications, where they could be in nano-size and subject to high surface 

pressure.  In this regard, there are several problems which are of prominent interest to the 

high pressure community: Negative Thermal Expansion (NTE) materials
28-30

, Fe-based 
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superconductors
31-32

,   perovskites (e.g. BiFeO3
33

, BaLiF3
34

, Sr2MgWO6 
35

), pyrochlores 

(e.g. Yb2Ti2O7
36

, LaHf2O7 
37

, Rare earth oxides (e.g. Dy2O3
38

, CeO2
39

, CeVO4
40

, 

Nd2O3
41

), metal-filled carbon nanotubes
42

 etc.  

 High Pressure (HP) experiments are Diamond Anvil Cell (DAC) based and have 

stringent spot size requirements, considering the small sample size in DAC (~50-120µm). 

Therefore, highly focused, stable beam is a necessity for such experiments. In the Energy 

Dispersive geometry, there is zero mechanical movement (of optics, etc.) during the 

course of the experiment. Sharp focusing, short acquisition time (~ 300ms) and reduced 

cost make it the ideal choice for HP experiments.  

 In the energy dispersive XAFS beamline (BL-08), the present experimental spot 

size (at 10 keV) is ~ 192 µm × 460 µm (H × V).  To reduce the vertical spot size to DAC 

compatible values, additional focusing element had to be installed at BL-08. To achieve 

this goal without disturbing the current setup, an additional bendable elliptical post-mirror 

has been designed and installed prior to sample position.  

1.2.2 Low temperature XAFS experiments at Indus-2 

 Low temperature XAFS experiments have gained impetus over the years, due to 

the growing importance of understanding short-range-order (SRO) changes across 

magneto-electronic phase transitions that generally occur at low temperature (

KTc 300 ). In several cases, paradoxes which could not be explained by studying 

temperature evolution of Long Range Order (non-coincident superconducting and phase 

transition temperatures
43

, pairing mechanism
44

) could be solved by XAFS detection of 

disorder on local scale.  

  To cater to the increasing demand for low-temperature XAFS, low-temperature 

XAFS-compatible cryostat (low vibration; Temperature range = 4.2-300K) has been 

commissioned at Indus-2. The cryostat was tested down to 5K. We have assessed the 
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feasibility of XAFS experiments using this cryostat in terms of data quality, possible 

temperature range, temperature calibration and temperature resolution by measuring 

XAFS of standard Au foil. Debye Model based method of calibration was adopted in this 

case.
45
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CHAPTER 2 

THEORY OF XAFS 

2.1 Introduction 

 The X-ray absorption spectrum of any material around the absorption edge of any 

of its constituent atoms exhibits a series of oscillatory fine features that modulate the 

monotonically decreasing atomic absorption coefficient µo by a few percent. This is 

known as X-ray absorption fine structure (XAFS).
46

 XAFS has been attributed to the 

presence of other atoms around the excited atom. By analyzing XAFS, detailed structural 

information about the “local” environment of the absorbing atom can be derived.  

Fig. 2.1 shows a typical XAFS spectrum (Au L3 edge, 11,919 eV). The spectrum can 

be divided into two main regions: X-ray Absorption Near Edge Structure (XANES) and 

Extended X-ray Absorption Fine Structure (EXAFS). XANES refers to the region close 

to the absorption edge ( eV30 ) and contains information about the chemical state 

(oxidation state, site symmetry, etc.) of the absorbing atom. EXAFS refers to the 

oscillations well above the edge ( eV30 ) and contains local structural information (near 

neighbor coordination number, bond lengths, Debye Waller Factors). The only real 

distinction between the physics of XANES and EXAFS is in terms of resolution and in 

the complexity of the spectra. The most important strength of XAFS is the ability to 

simultaneously measure chemical state and local structure. XAFS has wide ranged 

applications in several fields ranging from basic physics/chemistry/biology to catalysis, 

environmental science, device physics, optoelectronics etc.  
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Fig. 2.1: Typical XAFS spectrum 

2.2 Physics of XAFS 

When an atom absorbs an x-ray of energy E  E0, where E0 is the binding energy, 

a photo-electron with energy (E − E0) is ejected (Fig. 2.2). If the x-ray energy is large 

enough to promote a core-level electron to the continuum, there is a sharp increase in 

absorption. For an isolated atom, μ(E) resembles typical resonance spectrum i.e. rises 

sharply at and then monotonically drops with increasing energy (Fig. 2.3(a)). Quantum 

mechanically, this is due to the fact that the probability of the photon being absorbed by 

the electron depends on the initial and the final state of the electron, which includes the 

superposition of the outgoing and all incoming, backscattered waves and the potential 

energy difference between the atomic state and the Fermi energy. In real material, one 

observes oscillatory features superimposed on the mean background. The origin of these 

oscillations could be understood considering wave-form of the ejected photo-electron and 

scattering phenomenon. In real material, atoms are not isolated but surrounded by 

neighboring atoms. The ejected photo-electron wave back-scatters from neighboring 

atoms (Fig. 2.3 (b)) and interferes with itself. Thus, the final state electron wave-function 

is not decaying anymore; instead it is oscillatory as function of energy. The oscillations of 

the final electron wave are reflected as oscillations in μ(E), called XAFS.  
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Fig. 2.2: Physics of X-ray Absorption (Newville, 2004) 

 

 

Fig. 2.3: (a) X-ray absorption by a free atom, (b) X-ray absorption in the presence of neighboring 

atoms (Newville, 2004) 

Being electron wave scattering phenomenon, XAFS information is inherently 

local in nature and hence can be used for studying local-scale defects. Over the years, 

understanding of local-scale defects (for example, their role on electronic structure) has 
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gained importance, as long-range-order (LRO) could not adequately explain many of the 

phase transitions.
47-52

 The other strengths of XAFS are (i) due to the “local” nature of 

information, crystalline samples are not required. This makes XAFS the unique structural 

tool for both crystalline and amorphous systems (e.g. disordered nanoparticles, metallic 

glass, soil, liquid) 
53-59

 which lack Long Range Order, and hence structural tools such as 

X-ray Diffraction are insufficient to decode the structure.  (ii) Tunability: In a multi-

component system, XAFS, being an element-specific probe, can extract site-resolved 

structural information.
60-64

 This is useful to understand the exact role of each component 

in the scientific problem of interest. (iii) Since XAFS is not inherently surface sensitive, 

penetration depth can be controlled to carry out both bulk and surface measurements by 

changing the angle of incidence of x-rays on the sample. (iv) XAFS has ppm range 

detection limit, and hence can be applied to even very dilute dopants. (v) XAFS can be 

measured under extreme thermodynamic conditions – low temperature, high pressure, 

high temperature.  

 

2.3 The XAFS Equation 

 XAFS is defined as:  
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                                                                                             (2.1) 

where, )(E is the measured absorption coefficient; )(0 E is the slowly varying 

background absorption from isolated absorbing atom and other processes; )( 00 E is the 

measured jump in absorption coefficient at threshold energy E0.  

 XAFS is an interference effect and depends on the wave-nature of the photo 

electron. Therefore it is convenient to think of XAFS in terms of the photo-electron wave 
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number rather than the X-ray energy. The XAFS oscillations are hence conventionally 

described wrt the photo-electron wave number, k.  

2

0 )(2



EEm
k


 ,                                                                                                        (2.2) 

where m=electron mass, wE  is the energy of the absorbed x-ray photon. 

 X-ray absorption is a transition between two quantum states. The initial state 

contains an x-ray photon and a core-electron and no photo-electron. The final state 

contains no x-ray photon, a core-hole and a photo-electron. Therefore, )(E can be 

described using Fermi’s Golden Rule
65

:  

  

2

~)( fHiE
,                                                                                                      (2.3) 

where, i : The initial state (x-ray photon + core electron). This is not altered by the 

neighboring atom. 

H: the interaction. In the dipole approximation,  

1 ikreH .                                                                                                                  (2.4) 

f : The final state (core-hole + photo-electron).This is altered by the neighboring atom. 

Hence the absorption is modulated. 

Now, fff  0 , i.e. sum of the bare atom 0f  and the effect of the neighboring 

atom f . 

Then, the bare atom absorption,  

2
00 fHi                                                                                                            (2.5) 

and the fine structure,  

2
)( fHiE 

.                                                                                                        (2.6) 

H represents the process of interchange of two energy and momentum states.  
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The absorption is proportional to the amplitude of the photo electron at the origin. 

Consider an outgoing photo-electron described by a spherical wave number k ( ;2


k

p
h ) and amplitude A:  

r

e
A

ikr

                                                                                                                        (2.7) 

The neighboring atoms scatter this spherical wave into a
 

new spherical wave. This 

backscattered wave is proportional to the amplitude of the incident wave and the 

backscatter type-dependent backscattering amplitude )2( kF , i.e.
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The backscattered wave emanates from r and not from the point of origin of the 

outgoing spherical wave. However, it is the intensity of the backscattered wave at the 

origin (r~0) which is of interest to us. This is because the initial state is an s-state, which 

is non-zero close to the origin, therefore 0fHi  only close to the origin. Amplitude 

of the backscattered wave at the origin is proportional to 
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e
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The factor 2kri is the phase shift introduced by a wave of wave number 


2k  

in traveling distance 2ri from the origin and back from the backscatterer. However, since 

the electron is not traveling in constant potential, a phase shift δ(k) must be incorporated 

to account for the varying potentials of the absorber and backscattering atoms. 

)()(2)( klkk ba   ,                                                                                            (2.8) 

where δa(k) and δb(k) denote the phase shifts due to absorber and backscatterer 
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respectively (Fig. 2.4); l=1 for K-edge. [Note that δa(k) has to be counted twice in the 

sum]. 

Therefore,   
22
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                                      (2.9) 

 The backscattered wave modifies the absorption as it interferes with the outgoing 

wave, and this modification is, by definition, the EXAFS. 

 Since the absorber atom usually has more than one neighboring atom, the above 

equation must be summed over the scattering contributions from all neighboring atoms. 

In the single scattering approximation, the effect of many scatterers can be obtained 

simply by adding the effects of each scatterer, and the total EXAFS becomes 
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 where K is a constant of proportionality.  
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In any coordination shell, all the atoms will not be exactly at the same distance 

because of thermal vibrations or structural disorder. Thus the contributions of these atoms 

will not all exactly be in phase. If this disorder is small, and has a Gaussian distribution 

about the average distance Ri, i.e. it has a probability of deviating from the average by 
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the de-phasing produced by it adds a factor )2exp( 22

jj kN   to the EXAFS expression 

instead of Nj, where Nj is the number of atoms of type j in the shell and σj is the RMS 

deviation from the average distance Rj. The EXAFS expression in equation 2.10 is 

modified as 
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  So far, this derivation has left out an important physical effect: the lifetime 0  of 

the photo-electronic states. This has two contributions: (i) the time taken for the core-hole 

to be filled by another electron and (ii) the lifetime of the photo-electron itself. These two 

lifetimes contribute to determine the finite lifetime of the excited state consisting of the 

photo electron together with the core-hole from which it came. The lifetime is important 

because in order for the backscattered wave to interfere with the outgoing wave, the two 

must be coherent, i.e. the phase difference between the two must be well defined. This 

depends on λ, the mean free path of the electron, which defines the distance upto which 

an electron can travel before being inelastically scattered. λ ~ 8-10Å, which is responsible 

for the local nature of XAFS.  Therefore, another exponential decay factor )
2

exp(


jr
 is 

introduced into equation 2.12, which accounts for the inelastic losses suffered by the 

electron during the scattering process. The equation now becomes: 
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Further, an additional factor, called the amplitude reduction factor or 
2

0S , is introduced, 

which accounts for relaxation of all other electrons in the absorber atom due to creation of 

the core-hole.  It has element-specific constant value.
66

 Usually, 17.0 2

0  S . The 

equation is then modified as:
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Fig. 2.4: Dependence of (a) scattering amplitude f(k) and (b) phase shift δ(k) on scatterer type (Newville, 

2004)
 

 The XAFS equation is the superimposed result of the structural information from 

different atoms at different distances. From equation 2.14, it is clear that the period of 

XAFS oscillations is given by rj, the radial coordinates of the neighboring atoms, and the 

amplitude is proportional to Nj, the coordination number of the neighboring atoms. To 

decouple this information, the oscillations are Fourier transformed to yield a radial 

distribution function (corrected phase shifts) of atoms. The positions of the peaks in the 

distribution correspond to the different radial distances from the absorbing atom at which 

the surrounding atoms are located and the amplitudes of the peaks correspond to the 

number of these atoms. Each of these peaks is then fitted using the structural parameters 

(coordination number, atomic type, bond length, Debye Waller Factor) as variables. The 
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theoretical accuracy with which these parameters can be determined are 01.0r Ǻ, 

002.02   Ǻ
2
, 1N , 5Z . 

 The following is the summary of approximations used while deriving the XAFS 

equation: 

1. Dipole Approximation: The Electric Field over the electromagnetic wave is 

assumed to be constant over the dimensions of the K-shell, so that the interaction 

Hamiltonian,  

1 ikreH .                                                                                                    (2.15) 

This selection rule (Δl=±1) implies that (a) if the initial core has s-symmetry (l=0, 

edges K and LI), the final state has p symmetry (l=1); (b) if the initial core-state 

has p symmetry (l=1, edges LII and LIII, the final state can have s or d symmetry 

(l=0 or l=2 respectively). However, sometimes, dipole-forbidden transitions 

become ‘allowed’ due to hybridization between states, giving non-negligible 

contributions to XAFS.  

2. Muffin-tin approximation: The muffin-tin potential is a spherical scattering 

potential centered on each atom, with a constant value of potential in the 

interstitial region between the atoms.  In the EXAFS domain, the kinetic energy of 

the photo-electron is large; therefore the electron is less sensitive to details of the 

potential at the outer edges of the atom and in the region between the atoms. As a 

result, the electron is mainly scattered by the inner parts of the atomic potential 

and it moves more-or-less freely in the average potential within the flat interstitial 

region. Therefore, the muffin-tin potential approximation works well in the 

EXAFS regime.  However, the details of the potential are much more important 

for XANES calculations where the photoelectron has low kinetic energy. 



41 

 

3. Plane wave approximation: The plane wave approximation is valid if the effective 

size of the atom in backscattering is small compared with the distance between the 

atom and the center atom. At low k, this is not case, because the effective atomic 

size is about the same as inter-atomic distance. As the k of the photoelectron 

increases, the effective size of the atom decreases as the photoelectron penetrates 

deeper into the atom before scattering. The electron will scatter significantly only 

when the spatial variation of the atomic potential has a significant fractional 

change in the distance of 1/k. At high k the diminishing effective size of the 

backscattering atom makes the small-atom approximation satisfactory. 

The effect of the breakdown of the small-atom approximation on the phase 

of EXAFS can be approximately compensated for by a shift of E0. Here E0 is the 

binding energy of the photoelectron and is related to k: 
2

0 )(2



EEm
k


 . 

However, E0 shifts cannot correct for amplitude error introduced by the small 

atom approximation. Eliminating the small-atom approximation makes EXAFS 

less convenient because f(2k) and (k) then depend on rj in addition to k, and their 

tabulation would become prohibitive because of the additional parameter of rj. 

4. Quasi-independent particle approximation: While deriving the XAFS equation, we 

have initially ignored the fact that the remaining (N-1) states will no longer have 

the same wave function as the core-electron is rejected and correspondingly a hole 

is created. This incomplete overlap reduces the measured XAFS amplitudes. To 

compensate for this, the term  2

0S  is introduced in the equation.  

5. Single scattering approximation: The derivation of XAFS equation was based only 

on single scattering process of the photo-electron. Multiple scattering effects, 

which are important for XANES and also in the EXAFS regime in certain cases, 
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have been ignored. The multiple scattering effects are discussed in the following 

section. 

6. The equation was derived for 1s initial state (K-edge) for which there is only one 

possible final state (p-state). For a p or d initial state (L or M edge), there will be 

two possible final states and hence the equation will have a more complicated 

angular dependence.  

 

2.4 Multiple Scattering 

As mentioned above, the derivation of the EXAFS equation (2.14) was based on the 

single scattering approximation – that the outgoing wave is backscattered from the 

surrounding atom only once before combining with the unscattered wave. This 

approximation is valid only so long as the scattering is small. For further scatterings such 

as scattering from one neighbor to the next before combining with the unscattered wave, 

the equation must be modified further. 

 

Fig. 2.5: (a) Single Scattering path for photo electron, (b) Double scattering path for photo electron 
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Consider the three atom systems shown in Fig. 2.5, with atom A being excited by 

absorbing the x-ray photon. We compare two processes. Fig. 2.5 (a) is the single 

scattering case wherein the photo-electron is back scattered from atom B and interferes 

with the outgoing state at atom A. Fig. 2.5(b) is the double scattering case wherein the 

photoelectron scatters from atom B and then atom C before returning to atom A and 

interfering with the outgoing state. This double scattering contribution produces a 

backscattered wave of the form 




cos
]2/)()2([exp)()(

2

BCj

mBCjCB

rkr

krrkiFF 
                                         (2.16) 

where CBm k   12)( , )( BF  is the amplitude of scattering from atom B through 

an angle B , and B is the phase introduced by that scattering.   is the angle between the 

first and last scattering paths. cos measures the overlap of the p state of the final 

incoming electron with the p-state excited by the x-ray. A Fourier Transform of equation 

2.16 will peak at the larger distance 
2

BCj rr
R


 , neglecting the shift caused by the k 

dependence of the phase m . The magnitude of the backscattering amplitude is F/rBC 

times that of single scattering. For B , c >40°, BCBC rFrF /)(/)(   , which is small for 

2BCr Ǻ. However, for  0 , F(0) peaks and becomes much larger (see Fig. 2.4(a)). 

1/)( BCrF   and double scattering becomes important. This forward scattering 

configuration is called the focusing or shadowing effect and is the only case where double 

scattering is important relative to single scattering in the same shell. 

Forward multiple scattering has been used to determine atomic configurations where 

three atoms are aligned or almost aligned.
67

  It has also been used to determine unit cell 

tilt angles in several cases.
43,55,68
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It is to be noted that all multiple scatterings peak in the Fourier Transform only at 

distances larger than that of the single scattering first neighbor. Thus the first neighbor 

peak in the Fourier Transform has rigorously no multiple scattering contributions.  

 

2.5 Brief overview of XANES 

XANES is a region of x-ray absorption spectrum within 30eV of the absorption edge. 

Although the basic physics of XANES is same as that of EXAFS, the low kinetic energy 

of the photo-electron in the XANES region results in a different phenomenon. Since the 

De-Broglie wavelength of the photo-electron is very large (~100Ǻ) in the XANES region, 

it spills over several bondlengths; therefore the local structural resolution is lost. 

However, due to low kinetic energy, the photo-electron wave becomes very sensitive to 

the chemical potential so that it can recognize chemical state of the atom. Because of low 

kinetic energy, it is susceptible to multiple scattering so that it can detect site symmetry 

(tetrahedral vs. octahedral). Hence, important information such as charge 

transfer/oxidation state/site symmetry can be obtained from XANES 

Fig. 2.6 shows a typical XANES spectrum. It can be divided into the following regions:  

(i) Pre-edge refers to the region just before the edge step. Pre-edge features are caused by 

electronic transitions to empty bound states, the transition probability being governed by 

dipole selection rules. The pre-edge contains information pertaining to local geometry 

around absorbing atom and shows strong dependence on oxidation state and bonding 

characteristics (chemical shift) of absorbing atom.  

(ii) Edge refers to the absorption edge. It defines the ionization threshold for transition to 

continuum states. It shows strong oxidation state dependence as well. 
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(iii) Whiteline refers to a sharp peak in the spectrum just above the edge. Its intensity is 

proportional to the density of unoccupied states and it is strongly dependent on the 

oxidation state as well. 

 

Fig. 2.6: (a) Typical XANES spectrum. XANES can be used to qualitatively detect (b) oxidation state, (c) 

site symmetry. (Newville, 2004) 

 (iv) XANES features arise due to multiple scattering resonances of photo electrons 

ejected at low kinetic energy. They contain information on inter-atomic distances and 

bond angles.  

 A lot of chemical information is obtainable from XANES, particularly the valence 

(very difficult to experimentally determine in a non-destructive way) state of the 

absorbing atom and its coordination environment. Since the edge position and shape are 

sensitive to formal valence state, ligand type, and coordination environment, the same are 

reflected in the edge features. 
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2.5.1 Oxidation State:  Change in oxidation state is reflected as:  (i) shift in absorption 

edge position (positive shift = higher oxidation state). Increase in oxidation state is 

equivalent to an increase in the attractive potential of the nucleus following loss of an 

electron. (ii) change in “whiteline” intensity. Whiteline intensity is proportional to the 

density of unoccupied final states, which is related to the oxidation state of the sample. 

Higher the oxidation state, sharper is the whiteline intensity. The determination of exact 

oxidation state from whiteline intensity is complicated by the effect of coordination 

geometry on the transition probabilities. But, the systematic change in whiteline intensity 

can be used to monitor relative charge-transfer related phenomena as a function of dopant 

concentration for eg. in intermetallics or the time evolution of species during a chemical 

reaction by time-resolved in-situ experiments. This leads to important applications of 

XANES in two important fields – environmental science and catalysis.  

2.5.2 Site symmetry: Coordination geometry of nearest neighbors around the absorbing 

atom lays its signature in XANES through orbital hybridization of unoccupied states. 

Although X-ray absorption is dominated by dipole transition rule (l=±1), weak pre-edge 

features result if there is hybridization between orbitals of suitable symmetry.  For eg. in 

K-edge XANES, although the transition is from 1sp state, there could be pre-edge 

features resulting from p-d mixing.  For octahedral symmetry, no p-d mixing is allowed 

and only a weak pre-edge feature may be present from quadrupole transition. For 

tetrahedral symmetry, pre-edge feature has highest intensity. Distorted octahedral also 

result in pre-edge features. Therefore, pre-edge intensity is a qualitative mark of distortion 

from octahedral symmetry. 

 2.6 Strengths and Limitations of XAFS 

Just like every other technique, XAFS has its own advantages and limitations. The 

main advantage is the “local” nature of XAFS information, making it possible to 
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determine accurate structures for non-crystalline samples. Several important length scales 

in science, e.g. coherence length of charge carriers in high Tc superconductors, length 

scales of magnetic interactions, chemical interactions, interface binding, fall in the “local” 

structure regime. This local structure is at times significantly different from the average 

Long Range Order detected by conventional structural techniques like diffraction. Local 

structural information, for e.g. nanoscale phase separation, local structural 

inhomogenities, dopant induced disorder, can provide the key to understanding several 

material properties and novel phenomena like Metal-insulator transition, persistence of 

superconductivity beyond crystallographic transition, switching phenomena, 

luminescence stability, glass forming ability  etc..
49,51,53-69

 

 In ideal circumstances, EXAFS data can be analyzed to determine the absorber-

scatterer distance with an accuracy of at least ~ 0.02 Å. Coordination numbers can be 

determined with an accuracy of ~ 25% and scatterer identity can typically be defined to 

the nearest row of the periodic table. 

XANES analysis provides oxidation state and spin-state information that can be 

difficult or sometimes even impossible to extract from crystallographic measurements. In 

comparison with other spectroscopic methods, XAFS has the decided advantage that it is 

always detectable, without the need for specific spin states or isotopic substitution, and 

that it is element specific.   

There are, of course, some limitations of EXAFS.  Firstly, it provides only limited 

chemical resolution - scattering atoms that differ by ΔZ≤5 (e.g. C, O, N, and F) typically 

cannot be resolved. Secondly, the finite k range of the EXAFS spectrum limits the bond-

length resolution of the method. Two scattering shells can only be resolved if they differ 

sufficiently in frequency to cause a detectable change in the EXAFS amplitude. Finally, it 

only gives the bond distances and not the actual coordinates of the neighboring atoms.  
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CHAPTER 3 

EXPERIMENTAL APPARATUS FOR XAFS 

 Experimental apparatus for XAFS maybe sub-divided into the following sections: 

synchrotron source, beamline optics, detectors and sample holders.  

3.1 Source  

 The XAFS signal is typically only 1% of the absorption coefficient, and is 

measured over an extended energy range over a wide range of atomic species. Therefore, 

x-ray source with continuous energy spectrum, high intensity and high resolution is 

required to override statistical noise and obtain good quality XAFS data (Signal-to-Noise 

ratio ~ 10
4
). Any noise in the data can be misinterpreted as a sharp oscillation, which, 

when Fourier Transformed, gives rise to spurious peaks in R-space and interferes with the 

real structure. Laboratory X-ray sources are limited by poor counting statistics and 

resolution. Synchrotrons fulfill all of the above criteria, and hence are ideal sources for 

XAFS.  

3.1.1 History of synchrotrons 

A synchrotron is a machine that accelerates charged particles such as electrons in 

circular paths to extremely high energies (2-8 GeV), generating electron beam that travels 

at almost the speed of light. The circular motion is driven by strong magnetic field under 

Lorentz force ( )( BvEeF  , where e and v are the charge and velocity of the electron 

respectively; E and B are the electric and magnetic fields). Powerful electromagnets are 

used to focus and steer the beam inside ring-shaped vacuum chamber (~10
-10 

Torr 

vacuum) called “storage ring” and allows storage of the beam at high energy levels for 

many hours (Fig. 3.1).  
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Synchrotron radiation (SR) was first observed in Betatron in 1947, though its 

properties had been predicted much earlier. It was initially thought of as nuisance, 

sapping energy from circulating electron beams and upsetting calculations. Gradually 

physicists learned that the tangential fan of synchrotron radiation 'waste' from high energy 

electron rings could be used to probe the structure of a wide range of samples, and 

parasitic synchrotron radiation studies began to be carried out at machines built to supply 

electrons for particle physics studies. This represented the first generation SR facilities. 

 

Fig. 3.1: Synchrotron radiation from Bending Magnet source 

 

In the late-1970s, the world’s first dedicated Synchrotron Radiation Source was 

built at Daresbury in the UK, which started user experiments in 1981. This was followed 

up with the completion of the National Synchrotron Light Source (NSLS) at the 

Brookhaven National Laboratory, USA in 1981. During the same period, the Photon 

Factory was completed in 1982 at the KEK laboratory in Tsukuba, Japan, and the BESSY 

facility at Berlin, Germany, began serving users in 1982. These early-dedicated facilities, 

in which SR was mainly produced by bending magnets, are called second generation 

sources. Later, magnetic field devices called “insertion devices”, such as wigglers and 

undulators were placed in straight sections and made possible the realization of very low-

divergence and very bright SR beam.  This is the so-called third generation source [ESRF 
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(France), APS (USA) and SPRING-8 (Japan)] that has made new experiments (micro-

imaging, XMCD, dilute environmental samples etc.) feasible.  The comparison of flux for 

different generations of SR is shown in Fig. 3.2.  

While improvements in third generation synchrotron radiation sources are still 

possible, fourth generation sources are being developed, based on free electron lasers 

(FELs) able to produce very short coherent light pulses of very high peak intensity and 

brightness. 

The path of the electrons: Electrons are accelerated by a linear accelerator (linac) 

till their energy ~ MeV, and then by a booster ring that boosts their energy to ~GeV. At 

this point they are transferred to a storage ring. Storage rings consist of circular evacuated 

pipes where electrons are forced to follow a circular path under the action of bending 

magnets placed along the circumference (Fig. 3.1). Electrons traveling at a speed close to 

c, the speed of light, are forced to change the direction of their motion under the effect of 

magnetic fields (perpendicular to the direction of their motion) and emit SR. 

Synchronization of electrons: The electrons are further accelerated to higher fields 

by Radio Frequency (RF) electric fields. After reaching the expected energy, the electrons 

are forced to follow circular paths by the magnetic fields of the bending magnets. At each 

turn they lose a part of their energy, emitting SR. The energy lost this way is regained 

while passing through the RF cavity (Frequency ~ 500 MHz). So, basically, it is the RF 

cavities which accelerate the particles.  

The main advantage of synchrotron over cyclotron is that in a synchrotron, 

particles can be accelerated to much higher velocities. The upper bound on energy 

obtainable from the cyclotron is set by relativistic effects. Since the cyclotron 

frequency of the RF accelerating voltage depends upon the particle mass, the effects 

of relativistic mass cause the particle to get progressively more out of step with the 

http://hyperphysics.phy-astr.gsu.edu/hbase/magnetic/cyclot.html#c2
http://hyperphysics.phy-astr.gsu.edu/hbase/magnetic/cyclot.html#c2
http://hyperphysics.phy-astr.gsu.edu/hbase/relativ/tdil.html#c3
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accelerating voltage as its speed increases. In contrast, in synchrotrons, the frequency of 

the accelerating voltage is varied to track the relativistic effects.    

 

Fig. 3.2: Generations of synchrotron sources 

3.1.2 Properties of synchrotron radiation from Bending Magnets (BM) 

 SR
70-71

 emitted by electrons in particle accelerators is extremely intense and 

extends over a broad energy range from the infrared through the visible and ultraviolet, 

into the soft and hard x-ray regions of the electromagnetic spectrum (120 eV to 120 keV). 

Due to these and other characteristics, SR is used to study many aspects of the structure 

of matter at the atomic and molecular scale, from surface properties of solids to the 

structure of protein molecules.  

The properties of SR making it the ideal source for XAFS experiments are: 

1. Wide spectral range, including photon energies in the infrared (~10meV to 1eV), 

visible (~1eV to 10eV), ultraviolet (~10eV to 120eV), soft x-ray (120 eV to 10 keV) and 

hard x-ray (10 keV to 120 keV), facilitating a high degree of energy tunability. 

2. High intensity, allowing rapid experiments even on weakly scattering samples.  
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3. Collimation- The emission of SR from bending magnets is confined to a narrow range 

of vertical angles, centered at the plane of the reference electron orbit (spatial coherence), 

making it easier to concentrate the intense photon beam into a small area of the specimen 

in the experimental chamber. This also leads to high brilliance, i.e. the flux per unit area 

per unit opening angle.  

4. Polarization, which is linear for emission in the plane of the orbit and elliptical outside 

the plane. This is often used to resolve the structure of the sample into two directions – 

along the axis and perpendicular to the axis by simply orienting the sample axis along and 

perpendicular to the plane of polarization respectively. This is particularly useful for 

detection of anisotropic structural changes (e.g. Jahn Teller Distortion). 

5. Time structure, which consists of short pulses (electron bunches) of femto-second 

width and separated by longer intervals (pico-second), allowing resolution of processes 

on the same time scale. 

6. High beam stability (submicron level).  

3.1.2.1 Storage ring operation and Power Spectrum of Synchrotron: 

Storage rings consist of circular evacuated pipes where the electrons are forced to 

follow circular paths under the action of magnets placed along the circumference 

(bending magnets). The array of magnets, connected by straight linear sections, focuses 

and bends the beam. In one or more of these linear sections, RF cavities are installed in 

order to accelerate the particles. 

 The first step in the operation of a storage ring is the injection of new electrons 

into the ring (produced and pre-accelerated by the injection system). There are two 

possible ways to do this: (i) Top-up mode – The injector brings the electrons to energy 

equal to the final desired energy for circulation in the storage ring. (ii) Bunch mode – The 

electrons are pre-accelerated to energy lower than the final desired energy. The electrons 
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are stacked in the ring and then accelerated to their final energy by the combined action of 

the RF cavity and the magnetic lattice.   

 The electrons pre-accelerated by the injection system are brought into the vacuum 

chamber of the storage ring by an injection line equipped with a suitable magnet system. 

Once inside the storage ring, bending magnets keep the electrons moving in a closed 

trajectory applying a magnetic field perpendicular to their velocity.
72

 The acceleration of 

such particles is given by the Lorentz equation: 

)(
c

Bv
Ee

dt

dp 
 ,                                                                                                       (3.1) 

where p, e and v are respectively the particle momentum, charge and velocity of the 

electron; E and B are the electric and magnetic fields. 

The power radiated
73

 by a relativistic electron forced to move along a circular 

orbit, with a radius of curvature, R, is given by Schwinger’s formula
72
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where λ is the wavelength of the emitted radiation, ψ is the azimuthal or vertical half-

opening angle perpendicular to the orbital plane. P(λ,ψ) is the power radiated by an 

electron in a unit wavelength interval centered at λ and in a unit vertical angular aperture 

centered at ψ. E is the electron energy, m its mass, c is the speed of light. mc
2
 is the 

electron rest mass energy. E
4
 dependence implies that to increase the energy of the 

storage ring, it is necessary to increase their radius, so that the radiated power is kept at 

reasonable values. Further, due to the dependence on m
−4

, the radiation produced by 

proton accelerators is negligible. 

 The energy lost per turn by the charged particle, taking into account a revolution 

time of 2πR/c, is given by: 
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To compensate for the energy loss and keep the electrons at a constant energy, RF 

cavities are used. In a RF cavity, a longitudinal electric field accelerates the electrons. RF 

fields have an accelerating effect during one half of their period and a decelerating action 

during the other half; so effectively the RF restores the electron energy only for one half 

of the time. Additional considerations have to be performed, regarding the stability of the 

electron orbit. Let us suppose that at the time t0 an electron passing through the RF finds 

exactly the electric field needed to fully restore the energy lost during a turn. This 

electron is called a “synchronous” electron (Fig. 3.3). 

  Synchronous electrons continue their motion along the ring returning in the RF 

again in time to regain the exact amount of energy lost along the circular path. So, the 

synchronous electrons are in a stable condition. Let us now consider electrons arriving in 

the RF slightly later than the synchronous electrons. They are slower than the first ones, 

i.e. they have lower energy. In order to restore the energy, they have to find an electric 

field higher than that found by the synchronous electrons; otherwise they will continue to 

lose energy with respect to them. In the next turn they will arrive later, and after some 

turns they will enter the RF during the decelerating semi-period and will be lost. 

Similarly, electrons arriving before the synchronous ones must find a lower electric field, 

otherwise their energy will increase with respect to the synchronous electrons. These 

considerations show that only one half of the accelerating semi-period (i.e. one fourth of 

the period) is effective in maintaining the electrons on the orbit (Fig. 3.3). Actually, the 

stability condition is much more stringent – only 5–10 % of the RF period is effective in 

restoring the electron energy. Those electrons which pass through the RF out-of-phase 

with this effective time deviate from the ideal circular orbit of the ring, and are therefore 
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lost. As a consequence, the electrons in the storage ring are grouped in bunches with time 

lengths that are typically 5–10 % of the RF period. Additionally, the radiation appears in 

pulses with the same time duration and separation (Fig. 3.4). 

 

Fig. 3.3: Time dependence of voltage of RF cavity 

 

Fig. 3.4: Electron bunches moving in the storage ring produce radiation peaks having the same bunch length 

(ps) and separation (ns) 

 

 Multiple bunches can be distributed along the storage ring. The time interval 

between them is an integer multiple of the RF period (called harmonic number of the 

ring). The maximum separation between two pulses is obtained in the single bunch mode, 

i.e. when only one bunch in the full ring is present. In this case the time interval is equal 

to the period of revolution, typically of the order of microseconds. When more bunches 

are present the time interval is lower; the minimum possible time interval between 

bunches is equal to the RF period. The filling of bunches in a machine is a parameter that 

can be completely controlled; it is possible to choose how many and which bunches to 
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have in the ring. This flexibility is often used to relate different time dependence 

characteristics to the photon source. The total current depends on the number of filled 

bunches. The current is lower when few bunches are filled, because the total amount of 

current that can be stored in a single bunch is limited. 

3.1.2.2  Angular, spectral and intensity distribution of synchrotron 

For a classical electron moving at a speed, v<<c, the emitted radiation pattern is 

similar to that of an oscillating dipole with its maximum of intensity in the direction 

perpendicular to the acceleration and is independent of v. However, for v ≈ c, the 

radiation pattern gets compressed into a narrow cone in the direction of motion, resulting 

in an emission tangential to the particle orbit. The vertical half-opening angle, ψ, is given 

by: 

electron)an (For  19571
2

E
E

mc
                                                           (3.4) 

This implies that for a storage ring of energy E=2.5GeV, ψ=0.204mrad = 0.012°, i.e. 

synchrotron radiation is highly collimated. In a bending magnet the horizontal collimation 

is lost because the electrons move along a circular orbit emitting the radiation along the 

tangent. The radiation is collected, for experiments, through a horizontal slit (S) of width, 

w, at a distance, D, from the electron orbit (see Fig. 3.5); this corresponds to an angular 

collection angle, Δθ = w/D >> ψ. This means that the natural narrow collimation, ψ, is 

preserved only in the direction perpendicular to the plane of the orbit (Fig.3.5). Using 

undulators results in collimation in both directions. 
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Fig. 3.5 Radiation pattern for electron in circular orbit when (a) v<<c and (b) v~c 

 

 The spectral distribution of the bending magnet SR flux, is a continuous function 

(x-ray to infra-red) (see Fig. 3.6) and is characterized by a critical wavelength, λc, which 

divides the power spectrum (of the emitted radiation) into two equal parts, i.e. half the 

total emitted power is due to photons with energy greater than λc and half is emitted by 

photons with frequency below λc. 
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The corresponding critical energy,  
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Fig. 3.6: Spectral flux vs (a) wavelength and (b) photon energy of synchrotron. 

(a) (b)

(a) (b)
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3.1.2.3 Polarization 

The radiation emitted by a bending magnet is mostly linearly polarized. When 

observed in the horizontal plane, the electric field is parallel to the plane of the electron 

orbit (horizontal). Observing the radiation above and below this plane at finite vertical 

angles, a polarization component perpendicular to the plane of the electron orbit is 

present. 

3.1.2.4 Spectral Brightness and Emittance 

Spectral Brightness is defined as the number of photons emitted per second, in a 

spectral bandwidth ΔE/E= 0.1% in a unit source area and per unit of solid angle. 

Brightness is preserved by focusing, such that brightness of the source is equal to the 

brightness of focused beam on the sample. The brightness is determined by the size of the 

source, which is given by the convolution of the angular distribution of synchrotron 

radiation, Δψ, with the angular divergence of the electron beam. Therefore brightness of 

the photon source is determined by the characteristics of the electron beam source. 

    

Table 3.1 Comparison of Indus-2 Source parameters with popular sources across the 

world 

 Indus 2 Elettra ESRF APS Petra III Spring 8 

Energy 

(GeV) 

2.5 2  6 7 6 8 

Current  

(mA) 

300 300 200 100 100 100 

Critical 

wavelength 

1.986Ǻ 3.872Ǻ 1.29Ǻ (3.5 

mrad opening 

angle) and 

0.604Ǻ  (10.5 

mrad opening 

angle) 

0.635Ǻ 0.592Ǻ 0.429Ǻ 
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 In a storage ring the product of the electron beam transverse size and angular 

divergence is a constant along the ring and is called emittance. Emittance is measured 

both in horizontal and vertical directions, and the vertical emittance is normally a few 

percent of the horizontal one. Machines with smaller emittance have higher brightness. 

3.1.5 Insertion Devices 

Insertion devices (ID) are periodic magnetic structures installed in the straight 

sections of a storage ring. Passing through such structures, electrons are accelerated 

perpendicularly to the direction of their motion and therefore emit SR (Fig. 3.7). The 

primary effects of IDs are (i) the shift of the critical energy to higher values due to the 

smaller bending radius with respect to the bending magnets, (ii) the increase of the 

intensity of the radiation by a factor related to the number of wiggles induced by the 

many poles of the magnetic structure, (iii) increase in spectral brilliance with respect to 

that achievable with bending magnets. IDs are of two kinds, wigglers and undulators. The 

electron beam is periodically deflected only inside both these devices. 

 

Fig. 3.7:  Schematic of insertion devices 

. 
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Fig. 3.8: Comparison of spectra from Bending Magnet, Undulator and Wiggler. 

 

(a) Wigglers: Wigglers produce a spectrum similar to that of bending magnet radiation. A 

wiggler or a ‘wavelength shifter’, is a multi pole magnet comprising of a periodic series 

of magnets (N periods of length λu, the overall length being L = N λu), whose magnetic 

field forces the electrons to wiggle around their otherwise straight trajectory. The 

alternating magnetic field is applied in the vertical direction so that the sinusoidal 

trajectory of the electron beam lies in the horizontal plane. This causes the electrons to 

follow a curved trajectory with a smaller local radius of curvature with respect to the one 

of the dipole-bending magnet, because in a wiggler magnetic fields higher than those in 

bending magnet can be used. The use of higher magnetic fields increases the critical 

energy with respect to the values achievable with bending magnets and extends the 

spectral range of a storage ring towards higher energies. 

The radiation observed is the incoherent sum of the radiation emitted by each 

individual pole. Therefore the overall characteristics of the beam are the same as those of 

a bending magnet with the same magnetic field but with an intensity enhanced by the 

factor N, the number of poles. 
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The basic parameter used to distinguish between wiggler from undulator is a 

dimensionless parameter, called the deflection parameter, which is the ratio of the 

wiggling angle of the trajectory, α, to the natural angular aperture of SR, γ
-1

 .  

K .                                                                                                              (3.7) 

This K parameter measures the angular (horizontal) deflection of the beam from 

its original straight path in the magnet array. For an electron moving in a sinusoidal 

magnetic field, 

B
mc

e
K u

2
 .                                                                                                  (3.8) 

In a wiggler the transverse oscillations of the electrons are very large and the 

angular deviations, α, much wider than the natural opening angle ψ = γ 
−1

, therefore K >> 

1. In these large K devices, the interference effects between the emissions from the 

different poles can be neglected and the overall intensity is obtained by summing the 

contribution of the individual poles. 

(b) Undulators: An undulator consists of a periodic structure of dipole magnets. 

Electrons traversing the periodic structure are forced to undergo oscillation, thus emitting 

radiation. 

 Undulators are very similar to wigglers, but their K < 1, i.e., the wiggling angle, α 

≤ γ
−1

.
 
The interference occurs between the radiation emitted by electrons at different 

points along the trajectory. Considering the phase differences between the photons 

emitted at different points along the sinusoidal orbit, if one observes the radiation in a 

direction forming an angle θ with the axis of the undulator, constructive interference 

occurs at the wavelength  
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 In addition to the fundamental wavelength, higher harmonics of shorter 

wavelength are also emitted. Their number and intensity increases with K; on the axis (θ 

= 0) only odd harmonics are emitted. K
2
 dependence allows for variation of the energy of 

photon emission.   

In an undulator, the amplitudes of the fields radiated by each individual period (N) 

of the undulator add up coherently, so the intensity increases with N
2
 while it increases 

only as 2N in a wiggler. Each harmonic has a limited wavelength bandwidth 

approximately given by: 

nN
1


 .                                                                                                                (3.10) 

Therefore the bandwidth decreases with the number, N, of periods of the undulator and 

with the harmonic number, n. 

The angular distribution, of the n
th

 harmonic is concentrated in a narrow cone in 

both the horizontal and vertical directions whose half width is given by: 

nNnN
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2                                                                                  (3.11) 

Hence it is always smaller than the natural emission angle of bending magnet. 

This very narrow angular distribution together with the N
2
 dependence of the intensity 

radiated in the ‘undulator’ regime explain why the spectral brightness 

achievable with undulators exceeds by several order of magnitude that of bending 

magnets and of wigglers. 

At present, undulators are in operation at several synchrotron facilities including 

APS (USA), Petra III (Germany), ESRF (France), Spring 8 (Japan), BESSY (Germany). 

Currently, undulator has also been installed at Indus-2 (India). 
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3.1.6 Free Electron Lasers (FELs) 

FELs represent the next generation of light sources. FELs produce extremely high 

brightness, transversely coherent radiation by inducing a bunch-density modulation of the 

electron beam at the optical wavelength. This is achieved by the interaction of a bright 

electron beam with an intense optical field in the spatially periodic magnetic field of an 

undulator.  

Electron beam from an undulator is incoherent, because the electromagnetic 

waves from randomly distributed electrons interfere constructively and destructively in 

time, and the resulting radiation power scales linearly with the number of electrons. An 

external laser causes interaction of the transverse electric field of the radiation beam with 

the transverse electron current created by the sinusoidal wiggling motion, causing some 

electrons to gain and others to lose energy to the optical field. This energy modulation 

evolves into electron density (current) modulations with a period of one optical 

wavelength. The electrons are thus clumped, called micro-bunches, separated by one 

optical wavelength along the axis. The radiation emitted by the bunched electrons are in 

phase and hence coherent. The FEL radiation intensity grows, causing additional micro-

bunching of the electrons, which continue to radiate in phase with each other. This 

process continues until the electrons are completely micro-bunched and the radiation 

reaches a saturated power several orders of magnitude higher than that of the undulator 

radiation. 

The wavelength of the emitted radiation, λFEL, is given by 
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3.2 Beamline Optics 

3.2.1 Energy selection from the beam 

As mentioned earlier, XAFS data are recorded as a function of energy. To extract 

each energy point, white beam from the source needs to be filtered out to the desired 

energy/energy band.  This is achieved with the help of monochromator /polychromator 

(Fig. 3.9 (a-b)).  

The working principle for both the monochromator and the polychromator is Bragg’s law, 

which states that a lattice plane will diffract x-ray only of a particular wavelength (λ) [or 

its higher harmonics, n] at a particular angle (θ). If d is the lattice spacing,  

 nd sin2                                                                                               (3.13) 

The desired wavelength (energy) of incident x-ray is obtained by tuning θ. 

 

 

Fig. 3.9 (a) Schematic of XAFS experiment using monochromator 

Typically, a monochromator consists of a pair of crystals, usually Si or Ge, cut at 

(111), (220) or (311) planes, in parallel arrangement. The first crystal diffracts the x-ray 

with a certain wavelength towards the second crystal. The second crystal further reflects 

the beam into the experimental station. The primary requirement for a monochromator is 

rapid tunability, since the monochromator has to be scanned to vary the x-ray photon 

energy. Besides, the energy resolution should be comparable to lifetime broadening of the 

absorption edges of interest.   

Monochromator

Sample Detector
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One common drawback associated with monochromators is the origin of 

“glitches”. When the rotation of the monochromator leads to additional oblique lattice 

planes coming into the reflecting position for the same wavelength as the main lattice 

planes, a spill into the intensity in the main channel takes place, with several complex 

geometry-determined effects on the measured signal. These can usually be eliminated 

during data processing.  

Alternatively, a bent crystal polychromator can be used to focus a broad 

bandwidth beam onto the sample (Fig. 3.9(b)). A position sensitive detector behind the 

sample then receives x-rays whose position is then correlated with their energy. In that 

case, the x-ray absorption spectrum can be recorded in a short time, without any scanning 

required. When a polychromator is used, the geometry is such that it forms an arc of the 

ellipse in which the source and the sample form the two foci.  

 

Fig. 3.9 (b) Schematic of XAFS experiment using polychromator 

The material for the monochromator/polychromator crystal should have the 

following properties: (i) It should not have absorption edges in the energy range of 

interest. (ii) It should have low coefficient of thermal expansion so that it gives stable 

output energy. (iii) It should have good thermal conductivity to minimize thermal 
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gradients underhigh thermal and radiation loads. For this reason, monochromators are 

generally kept cooled by liquid nitrogen. (iv) It should have long lifetime.  

3.2.2 Higher harmonic rejection from the beam 

The beam from the monochromator contains higher harmonics of the desired 

fundamental energy. For the most commonly used Si (111) crystal, the second order 

reflection is forbidden so that the most intense high order harmonic is the (333) reflection 

at three times the energy.  These harmonics can seriously distort the XAFS amplitude, if 

not removed. An illustration of the same is shown in Fig. 3.10 for Ga K edge of Ga foil 

obtained using Si (111) monochromator.
74

 Fig. 3.10a is the absorption spectrum measured 

at one third the energy of the K-edge ( eV458.3
3

368.10
 ), due to the third order 

harmonic contamination. Fig. 3.10b is the “true” absorption spectrum.  

 

Fig. 3.10: Absorption spectrum of Ga foil at Ga K edge (10.368 keV) obtained with the Si(111) 

monochromator  (a) set within one third the energy region of Ga K-edge. This is clearly due to third 

harmonic contamination, (b) true absorption spectrum.
76
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Fig. 3.11: Detuning of monochromator to eliminate higher energy harmonics
76

 

One way to eliminate the high energy harmonics in practice is to adjust the pair of 

crystals in such a way that these two crystals are slightly off from parallel alignment. The 

harmonics passed by the first crystal are then outside the rocking curve of the second 

crystal and are hence prevented from being reflected. This process is called detuning (Fig. 

3.11).  

Alternately, higher harmonic rejection is performed using a ‘harmonic rejection mirror’. 

The refractive index of a material,  

 in  1  ,                                                                                                             (3.14) 

where δ and β are proportional to the electron density and the linear absorption coefficient 

of the material respectively. The absorption in a material is accounted for by the negative 

part of the refractive index. Since the refractive index in the x-ray regime is less than one, 

total external reflection occurs for angle of incidence less than the critical angle. For a 

particular energy, the critical angle (Fig. 3.12) 

Ec /                                                                                                                   (3.15) 

Δθ
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Therefore, beam will be reflected only for angles c  , and there will be a sharp drop in 

intensity for c  . Since Ec /1 , c for the first harmonic is much higher than that 

for higher harmonics. Thus by placing the mirror at angle 

harmonicfirst harmonichigher )()( cc   , higher harmonics can be avoided in the beam. 

 

Fig. 3.12: Reflectivity of Rh as function of angle
76

 

3.2.3 Experimental Geometry for XAFS 

Two geometries are widely used for XAFS experiments: transmission and 

fluorescence. In a transmission experiment (Fig. 3.13 (a)), the absorption is directly 

measured by the attenuation of the x-ray as it passes through the sample. The absorption 

is then obtained from the equation 
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where I0 and It are the intensities of the beam before and after the sample respectively. 

Fluorescence mode (Fig. 3.13(b)) measures the absorption indirectly through the 

fluorescence photons emitted from the excited atom, such that the absorption is given by 
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where If is the fluorescence intensity from the sample. In this mode, the sample and the 

fluorescence detector are aligned at 45° and 90° respectively wrt the beam. This geometry 

minimizes the background from the elastically scattered photons. The two modes are 

compared in Table 3.2.  The choice of mode of XAFS measurement is determined by the 

sample in question and the energy edges to be measured.  

 

 

Fig. 3.13: Experimental geometry for (a) Transmission mode and (b) Fluorescence mode XAFS 

 

Table 3.2 Choice of experimental geometry for XAFS  

 Transmission Fluorescence 

Sample requirements  Uniform and concentrated 

samples 

Dilute samples, Thin films 

Energy range No limitations Low fluorescence yield for Z<30. 

Therefore possible energy range E > 

2keV 

Information obtained Bulk Surface or bulk depending on the angle 

of incidence of beam on the sample. 

 

SampleIncident
X-ray
beam

I0 It

Sample

Incident
X-ray
beam

I0

If

(a)

(b)
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3.2.4 Detectors 

The most important factors to be considered while selecting a detector for XAFS 

measurements are count rate, energy resolution, linearity and noise. Different detectors 

are used for measuring transmitted and fluorescence intensities. Two detectors were 

mainly used for transmission mode XAFS measurements reported in this thesis – 

ionization chamber and Charge Coupled Device (CCD). These are described in detail 

below. Additionally, fluorescence detectors, viz. Lytle detector and Solid State Detector 

are also described. 

3.2.4.1 Ionization Chambers 

The ionization chamber is a gas-filled radiation detector, widely used for x-ray 

detection. It measures the charge from the number of ion pairs created within a gas caused 

by incident radiation. It consists of a gas-filled chamber with two parallel conducting 

plates. A voltage potential is applied between the plates to create an electric field in the 

fill gas. When this gas is ionized by the incident radiation, ion-pairs are created which 

move towards oppositely charged plates under the influence of the electric field. This 

generates an ionization current which is measured by an electrometer circuit. Each ion 

pair created deposits or removes a small electric charge to or from a plate, such that the 

accumulated charge is proportional to the number of ion pairs created, and hence the 

radiation dose. This continual generation of charge produces an ionization current, which 

is a measure of the total ionizing dose entering the chamber.  

The incident intensity monitor in front of the sample is optimized for absorption 

of around 20% of the incident flux so that the major fraction of the beam falls on the 

sample, while the post sample detector should absorb 80-90% of the transmitted beam or 

the fluorescence photons from the sample for good statistics. The absorbing gas is 

selected based on the energy of the x-rays to be detected. At lower edges, I0 chamber 
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usually contains 80% He and 20% N2 gas while at higher edges, 100% N2 gas is used. 

The post-sample detectors are usually filled with heavier gases like N2, Ar or Kr.  

 

Fig. 3.14: Efficiency of an ionization chamber as a function of energy for different gases at normal 

pressure.
76

 

Calculation of a suitable choice of fill gases is usually straightforward. 

The probability of a photon of energy E being absorbed by the fill gas is 

))(exp(1 lEfg , where l is the length of the electrode along the direction of beam 

travel, and µfg(E) is the energy dependent fill gas absorption coefficient in the chamber. 

This can be calculated from the cross section values available at 

http://csrri.iit.edu/mucal.html. Fig. 3.14 shows the efficiency of an ionization chamber (10 

cm length) for different fill gases as a function of energy.  

3.2.4.2 Charge Coupled Device (CCD) detector  

CCD is a position sensitive detector commonly used for transmission XAFS 

measurements.  

An X-ray photon entering the CCD, it is captured by photoelectric absorption, 

thereby generating a primary charge cloud in which the number of electrons is 

http://csrri.iit.edu/mucal.html


72 

 

proportional to the incident X-ray energy. The primary charge cloud expands through 

diffusion as it travels through the depletion region of the CCD to the buried channel, 

where the charge is collected into pixel structures defined by electric fields near the 

surface of the CCD. The incident X-ray energy is estimated by summing up the signal 

contained inside the event. 

The CCD used for XAFS measurements in this thesis has an area of 25 x 25 mm
2
 

area with 2048 x 2048 pixels, each of 13.5mm x 13.5mm size. A strip of a material, 

known as phosphor or scintillator, coupled to the CCD by means of a fibre-optic taper 

[Phosphor is deposited onto one end of the taper and the CCD sensor is coupled to the 

other end] is used to convert the x-ray photons into visible photons, which are then 

detected by the CCD. This phosphor absorbs x-ray photons and emits visible photons 

predominately at 545nm (2.28eV), with approximately 15% conversion efficiency, i.e. 

15% of the absorbed x-ray photon energy is converted into visible photons.  

The CCD detector is cooled to -40C, which results in a very low dark count 

(without the synchrotron beam), approximately a few counts per pixel. A vertical column 

of few hundred pixels is binned at each horizontal pixel to capture the full vertical beam 

and hence total dark count at each horizontal pixel is approximately a few hundred 

counts. This integrated count goes up to 10
6
 with the synchrotron beam on, which 

enables a reasonably good signal to noise ratio. It may be mentioned that in a dispersive 

setup, the band width covered by the CCD and hence the energy per pixel value depends 

on the particular settings of the bent crystal, sample and detector, which are again defined 

by the photon energy range of interest. The energy resolution of the beamline at a 

particular energy can also be improved by restricting the band width by moving the 

detector away from the sample.  
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3.2.4.3 Lytle Detector 

Fluorescence XAFS experiments requires detectors of large area, or atleast large 

solid angle, for which transmission ionization chambers are not optimal. By modifying 

the geometry of the transmission ionization chamber, so that the x-rays pass through one 

or more of the electrodes and are absorbed by the fill gas, Stern and Heald developed a 

detector for fluorescence XAFS measurements.
75

 The through-plate geometry, combined 

with use of suitable filters and slits, permits collection of photons over a large area and 

the rejection of elastically scattered background from the sample. The electrodes can be 

made of any electrically conductive but X-ray transparent material, such as tightly 

stretched aluminized mylar, Ni mesh, or electrically conductive polymers. It is very 

important that the electrodes be mechanically stable, otherwise vibrations and sound 

waves can introduce excessive noise. Detectors of this type, known as “Lytle Detectors”, 

with 3 or 5 electrodes of alternating polarity (to increase the sensitive volume of fill gas) 

are available on many beamlines.
76

 

 

Fig. 3.15: Concept of usage of Lytle detectosr. Z − 1 filters preferentially absorb elastic scatter 

above the filter’s absorption edge. The slits transmit the sample fluorescence, but block most of the filter re-

fluorescence.
76
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In most cases the effective use of such detectors requires the use of “Z −1” 

filters and slits to reject elastically scattered background, i.e. scattered x-rays that are at 

the energy of the incident beam. The concept of such filters is illustrated in Fig. 3.15. The 

X-ray filters usually are composed of a thin support with a uniform coating consisting 

mostly of the element one atomic number lower than that of the element of interest in the 

sample. This places the absorption edge of the filter between the Kα fluorescence peak 

and the absorption edge of the element of interest, resulting in low absorption by the filter 

of the fluorescence, but high absorption for the elastically scattered background, which is 

at the energy of the incident beam. 

Table 3.3: Summary of Detectors 

Detector Energy Range 

(keV)  

Resolution 

(ΔE/E) 

Applications 

Ionization chamber 0.2-50 n/a Transmission 

CCD 1-70 n/a Transmission  

Solid state detector 1-10,000 150 eV at 

5.9 keV 

Fluorescence 

Lytle detector 0.2-50 n/a Fluorescence of very 

dilute samples 

 

3.2.4.4 Solid State detector 

Si and Ge detectors can make excellent energy-resolving detectors of single 

photons (about 150 eV at 5.9 keV). These are large, reverse-biased n
+
–i–p

+
 diodes. When 

a photon interacts in the intrinsic region, tracks of electron-hole pairs are produced 

(analogous to electron– positive ion pairs in a counting gas). These pairs separate in the 

presence of electric field and rapidly drift to the detector contacts. The average energy 

required to generate an electron-hole pair is 3.6 eV for Si and 2.98 eV for Ge. To keep the 

leakage current low, the detector must have very few electrically active impurities. For 

example, Ge detectors are made from zone-refined crystals that have fewer than 10
10
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electrically active impurities/cm
3
. They are usually cooled to reduce the thermal leakage 

current. The count rate capability with an energy resolution of <200 eV is limited to about 

2 × 10
5
 per second. To handle the high counting rates available at synchrotrons, 

multielement arrays of 4–30 elements have been developed for fluorescence EXAFS 

experiments.
77

 

 

3.3 Sample preparation for XAFS 

As mentioned earlier, XAFS measurements can be performed on several different 

types of samples, viz. powder, liquid, metal foil, thin film. XAFS data quality is also very 

much dependent on the quality and uniformity of the samples.  

Sample requirements for XAFS experiments are dependent on the mode in which 

the experiment is to be carried out – transmission mode or fluorescence mode. 

For transmission XAFS experiments, the concentration of the element of interest 

in the sample should be one weight % or more. A thin, uniformly thick sample, free of pin 

holes is a requirement for production of high quality absorption signal.  

For a uniform, homogeneous sample of thickness t, 

 ))(exp(
0

tE
I

I
 .                                                                                          (3.18) 

µ(E), the linear absorption coefficient, decreases as 1/E
3 

between absorption edges. Now 

the absorption length (1/µ) is the distance over which x-ray intensity decreases by a factor 

of 1/E (~37%). It determines the basic length scale for selection of sample thickness, 

particle size, and sample homogeneity. For a single substance, 

 )/()/()( 231 gcmcmgcm  
,                                                                (3.19) 

where ρ and σ are the density and absorption cross section of the material respectively. σ 
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values can be obtained from Ref.78-79. For compounds, the absorption coefficient is 

approximately given by 

i
i

Ni
i

Mii
N

n

M

m
   ,                                                                    (3.20) 

where  ρM is the mass density of the material as a whole, ρN is the number density of the 

material as a whole, and mi/M and ni/N are the mass fraction and number fraction of 

element i. 

The thickness should be optimized such that the partial absorption due to the 

absorber atoms is approximately one absorption length (∆µx = 1) and the total absorption 

from all atoms in the sample is less than 2.5 absorption lengths (µx = 2.5). Amount of 

sample required is calculated using the following equation:  

 









i

i

w

w





5.2
,                                                                                                        (3.21) 

where wi is the weight of element i  in the sample.  

The calculated sample is weighed out and sieved using a mesh. It is then ground to 

fine powder using a mortar and pestle. The ground powder is placed in a non-reactive 

liquid (e.g. isopropyl alcohol) and allowed to stand for several hours. Once the large 

particles settle down, the supernatant liquid is decanted into a petridish and left 

undisturbed for a prolonged period of time. The liquid eventually evaporates, leaving 

uniformly sized fine (5 µm) particles behind. The particle size is checked with 

microscope. These particles are brushed onto scotch tape. The tape can be folded to 4-6 

folds to minimize the effect of holes on the XAFS spectrum of the sample.  

An alternate method is to press the fine particles obtained via evaporation of the 

decanted liquid into pellets. For this the particles are mixed with light, non-reactive, non-
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absorbing material like cellulose, boron nitride, etc. The absorption length is then 

recalculated by considering the amount of filler.   

 

3.4 Sample holders for XAFS  

Different types of samples require different sample holders. Additionally, specific 

conditions like low temperatures, high pressures, high temperatures etc. require special 

sample holders.  

3.4.1 Powder samples: Powder samples are commonly brushed onto scotch tape or 

pressed into a pellet. The tape/pellet is mounted onto a sample holder. The most common 

type of sample holder is a simple Aluminium plate with a slot in the centre for mounting 

samples prepared as pellets or tapes (Fig. 3.16(a)). These can also be used for studying 

thin film samples in fluorescence mode. However, for more complicated experimental 

conditions (and for more complicated samples), different sample holders are used.  

3.4.1.1 Low temperature: For XAFS experiments at lower temperatures, cryostat sample 

holder is used. Typically, a Cu sample holder with multiple slots for samples is mounted 

onto a cryostat (open or closed cycle, depending on the availability of supply Helium at 

the beamline). The cryostat is then pumped down to lower temperatures. This type of 

sample holder is described in detail in chapter 5. 

3.4.1.2 High Pressure: XAFS experiments at high pressures are performed using a 

diamond anvil cell (DAC). A DAC consists of two opposing diamonds with a sample 

compressed between the culets (tips). Pressure is monitored using a reference material 

whose behavior under pressure is known. Common pressure standards include ruby
80

 

fluorescence, and various structurally simple metals, such as copper, gold or platinum.
81

 

The uniaxial pressure supplied by the DAC is transformed into uniform hydrostatic 

pressure using a pressure transmitting medium, such as argon, xenon, hydrogen, helium, 
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paraffin oil or a mixture of methanol and ethanol.
82

 The pressure-transmitting medium is 

enclosed by a gasket and the two diamond anvils. The sample is viewed through the 

diamonds.  

 

Fig. 3.16 (a) Aluminium sample holder for powder pellets/tapes; (b) Liquid sample holder; (c) Schematic of 

moisture proof sample holder for measurements under low temperature 

The operation of the diamond anvil cell relies on a simple principle: 

A

F
p 

,                                                                                                                          (3.22)  

where p is the pressure, F the applied force, and A the area. 

Therefore high pressure can be achieved by applying a moderate force on a sample with a 

small area.  

3.4.1.3 Moisture Proof Sample Holder: This is a special type of sample holder designed 

to study moisture-sensitive samples under low temperature. The trouble with such 

samples is that they cannot be in contact with the cryostat vacuum. 

Schematic of the holder is shown in Fig. 3.16 (c). The sample holder assembly 

consists of two parts: an inner sample holder (part A) and an outer vacuum shroud (part 

Kapton
Window

Slot for mounting sample

(a)

(b)

(c)
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B), both made of non-magnetic Al 6061 alloy instead of the usual Cu, so that Cu K edge 

XAFS can also be measured for Cu containing samples. The central part of part A is 

milled down to create a mounting surface, which has a slot long enough to accommodate 

three sample tapes. Part B is a hollow cylinder with kapton sealed window for beam entry 

and exit. Parts A and B are sealed together inside a He filled glove box. Indium wire 

wrapped around Part A serves as cryogenic seal (Indium cold welds and creates a 

hermetic seal). Part B completely isolates the samples from the cryostat vacuum.  

3.4.2 Liquid samples 

Liquid samples are generally filled into special cells made of quartz (Fig. 3.16(b)). The 

cells have kapton windows for entry and exit of the beam. They are mounted upright at 

sample position.   

 

3.5 Obtaining good quality data 

Good quality data, with low noise, can be obtained by maximizing the signal to 

noise ratio. Noise in EXAFS experiments has a number of sources, among them 

unavoidable random fluctuations in the number of photons absorbed by the detectors 

(“photon counting noise”), electronic noise, and noise that arises from sensitivity to 

fluctuations of the x-ray beam. In the typical EXAFS experiment, one acknowledges the 

fact that the incident x-ray intensity varies with time, and attempts to compensate for it by 

dividing the measured signal by the measured incident flux, each integrated over the same 

time interval. A number of experimental problems often interfere with exact 

compensation for such beam intensity fluctuations (Fig. 3.17). Most of these problems 

can be avoided if sufficient care is taken, but they can (and often do) cause glitches, 

noise, and distorted amplitudes if they are ignored. The most important of these problems 

can be summarized in the mnemonic HALO: Harmonics, Alignment, Linearity, Offsets.
76 
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3.5.1. Harmonics: In order to precisely compensate for the incident intensity fluctuations, 

it is necessary that the incident (I0) and transmitted/fluorescence (It/If) intensity detectors 

“see” exactly the same beam, in the same way. If harmonics are present in the incident 

beam, both the detectors will in general measure different proportions of the harmonic 

radiation and the fundamental, even if the detectors are identical. This is because the It/If 

detector senses the transmitted/fluorescence photons, plus scattered background (most of 

which is elastic scattering at the excitation energy, but some of which is inelastically 

scattered radiation at lower energies), plus scattered harmonic radiation. The I0 detector 

measures the x-ray intensity at the excitation energy (the fundamental), and also some 

small fraction of the harmonic radiation. Thus the two detectors, in effect, see different 

beams, and as a result, the fluctuations in the incident beam intensity do not divide out 

perfectly. For this reason it is essential to minimize the harmonic content of the beam, 

either by detuning the monochromator, or by using a harmonic reject mirror. 

 

Fig. 3.17: Example of noise in XAFS data 

 

3.5.2. Alignment: The second major reason why the two detectors may “see different 

beams” is that the sample alignment may be incorrect. The x-ray beam size and shape 

should be defined by a slit placed before the I0 detector, and nothing except for spatially 

χ(
k)
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Χ
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uniform objects such as smooth windows and a homogeneous sample should intercept the 

beam after that point. Even a small clip in the beam between I0 detector and the sample 

(from the edge of the exit aperture of the front ion chamber or the edge of a cryostat 

entrance window, or even a wrinkled cryostat entrance window) can lead to small 

fluctuations in beam position, causing noise, glitches, or other distortions. Therefore 

alignment is a major factor contributing to the quality of experimental data. 

3.5.3. Linearity: The intensity fluctuations will divide out only if the detectors and 

electronics are linear, that is, their outputs are proportional to the inputs. If ion chambers 

are used, the applied voltage must be high enough that they are in their “plateau region”, 

where the output for a given x-ray flux is independent of high voltage. The value of the 

plateau voltage depends on the construction of the ion chamber, the photon flux, the fill 

gas (es), and other variables. If other types of detectors are used, it is crucial that their 

linearity also be checked. The electronics (e.g. amplifiers, voltage to frequency 

converters) should be operated over their linear ranges by suitably adjusting the gains and 

offsets. Any amplifier offset must be subtracted out during data collection.  

3.5.4. Offset: “Offsets” (i.e. the signal produced when the x-ray beam is off) should be 

periodically measured and subtracted out. Fluctuations in incident intensity will not 

divide out between I0 and It/If if the proper offsets have not been subtracted.  

Typically the amplitude of the EXAFS over the data range is only a few percent of 

the size of the edge step. In order to have signal to noise ratio (S/N ratio) of 1–10%, 

relative to the edge step, we must obtain a signal to noise ratio of .01–.1%, i.e. S/N~ 10
3
. 

Attaining such a signal to noise ratio requires 10
6
–10

7
 effective counts total per energy 

point. If the time required exceeds the time available, the energy range of the scan can be 

reduced.  

  



82 

 

CHAPTER 4 

XAFS DATA ANALYSIS 

 

In practice, the XAFS data is recorded as a function of energy. In most XAFS 

experiments, the exact concentration of the absorbing atom and the sample thickness is 

not precisely known. Besides, a variety of materials such as kapton windows and the 

sample matrix enter into the beam path before reaching the detector. This causes the 

observed signals to be multiplied by energy dependent absorption factors. To compensate 

for this, in transmission experiments, a logarithm of the ratio of the incident and 

transmitted intensities is taken so that the multiplicative factor is converted into an 

additive background which slowly varies with energy. However, in fluorescence 

experiments, no logarithm is taken and the energy dependent factors are carried through 

the entire analysis. The elastically and inelastically scattered x-ray photons from the 

incident beam contribute an additive background to the fluorescence data. Therefore,  
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Fig. 4.1: Schematic of XAFS data analysis 
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The collected data is then converted to wave-number (k), which is Fourier 

Transformed to yield radial distribution about the absorbing atom.  Fig. 4.1 shows the 

schematic of XAFS data analysis. 

 XAFS data analysis is non-trivial and proceeds via two main steps: (1) Data 

Processing, (2) Data Modeling and Fitting. (Fig. 4.2) 

 

 

Fig. 4.2: Data Analysis Flowchart 

 

4.1. Data Processing  

 Data processing is the most challenging step in XAFS data analysis. The most 

popular software for data processing is ATHENA.
83

 Data processing involves several 

steps:  

(i) Merging of scans: XAFS oscillations are very weak in nature and hence very 

high signal-to-noise ratio (
310~

N
S ) is required to get meaningful 

information from the data. Due to the effect of radiation on the sample and due 

to oxidation of the sample, the XAFS spectrum may vary from scan to scan. 

Moreover, there could be noise arising from instrumental errors. Therefore, in 
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practice, several data scans are taken to check data reproducibility. The scans 

are merged to reduce statistical noise.  

(ii) Determining of threshold energy E0: k, the photoelectron wave number in the 

EXAFS equation, is defined with respect to threshold energy E0 (binding 

energy of the electron) as 
2

0 )(2



EEm
k


 . E0 for the onset of absorption 

depends on the chemical state of the central atom and the structural symmetry 

of its surroundings. So, for the same absorbing atom in different samples, E0 

may vary upto a few eV. The purpose of E0 determination is to correctly and 

quantitatively account for any edge shift observed in the different samples. In 

practice, E0 is chosen to be the energy at half of the edge step. Only relative 

shift in E0 between standard and unknown samples is very important: if both 

are shifted by the same amount, the answer will be the same to a good 

approximation. Relative E0 shifts primarily affect the data at low values of k 

which are distinguishable from changes in other structural parameters. Thus, 

ambiguities in absolute E0 position, and small (~3 eV) differences in relative 

E0 position, do not introduce corresponding ambiguities in structure 

determination by EXAFS. The choice of E0 does pose significant uncertainties 

for k-space analysis in the XANES region, however.  

After the edge energy E0 is fixed, the whole data gets divided into the pre-edge 

and the post-edge regions. 

(iii) Deglitching of the data: Absorption and fluorescence data often include sharp 

points, called glitches, which may be many times larger than the EXAFS 

signal. Although they have a small energy width, because of the finite data 

content, upon Fourier transformation, they may be magnified manifold and 
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have a small effect on the data. The background subtraction may also be 

incorrect because of the presence of these spiky glitches and can change the 

chi-space spectrum. So these must be removed in the initial stages of data 

processing. In order to distinguish a glitch from a data point, one must look at 

the plot for I0. A glitch in the µ(E) plot corresponds to a dip in energy in the I0 

plot. 

(iv) Pre-edge background subtraction: The removal of pre-edge background 

involves fitting of a functional form to the data before the edge and 

extrapolation of this function to the XAFS data region. Since the pre-edge 

background is a slowly varying function of energy, it can be fitted to a linear 

function between 200 eV and 50 eV below the edge and then extrapolated to 

the post-edge region. 

(v) Post-edge background subtraction: Extracting the post-edge background 

function, 0, is the most critical step of background removal, as this function 

can affect the final conclusions for the structural information. Incorrect 

background removal leads to leakage of the background peak into the nearest 

neighbor peak of interest and distorts the latter’s structural information 

(particularly coordination number).  

The XAFS oscillations should be even about the background line.  

 The background is approximated by a single cubic least-squares-spline 

polynomial
84

 over the energy region of interest, with the first and last data 

points respectively at the beginning and end of the energy range defined. The 

polynomial function is solved using these data points. If the background 

subtraction using this method does not look good, then the background may be 

approximated by a series of cubic polynomial functions that are joined at 
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“knots” where the functions and their first derivative are continuous. It must 

be ensured that the data is not distorted by background removal process. Too 

few knots might not approximate the background oscillation well enough and 

might show as a low-r peak in the Fourier transform. On the other hand, too 

many knots might tend to follow the true XAFS oscillations and distort the 

analysis. The position of the knots can be varied and the background may also 

be forced to pass through a certain point in cases of a complicated background 

fitting. Once the fitting parameters are fixed, the fitting program tries to adjust 

the ordinates for the minimization of the mean square error between the data 

and the polynomial. 

Alternately, a program called AUTOBK
85

 is popularly used to remove 

the "background function" from a measured XAFS spectrum, using an 

automated algorithm based on the Fourier content of the XAFS spectrum. 

AUTOBK considers the background function to be that part of the measured 

absorption which does not contain any structural information. Salient features 

of this method of background subtraction are (1) No point on the absorption 

curve is assumed to be on the background curve, (2) AUTOBK chooses a 

smooth spline to best fit only the low-frequency components of (E), (3) The 

number and the abscissas of knots in the AUTOBK method are explicitly 

determined because of the restrictions put on the background spline from the 

information content of )(~ r . 


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bkg

knots




2
,                                                                               (4.3) 

where k is the k-range of useful data and rbkg is the upper limit of the low-R 

region over which the background is to be fit. rbkg is typically about half the 
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distance of the first shell peak. The knots are set to be equally spaced in k-

space while the ordinates of the knots are determined by minimizing the 

difference between data and standard )(~ r in the low-r region. 

Difficulty in using AUTOBK arises when leakage from the first shell 

causes substantial low-r component of )(~ r . In such cases, a suitable standard 

may be measured to give an estimate of the leakage into the low-r region from 

the first shell. 

For very noisy data, the first background subtraction method tends to 

do a better job. Mostly, background subtractions from the two methods are 

comparable. However, AUTOBK tends to give slightly more even oscillations 

about the background line in k-space. 

(vi) Transformation to k-space: This involves extracting the oscillations χ(k) and 

interpolating them to an equally spaced grid in photoelectron wave number k. 

The extraction to k-space (from energy space) is essential to derive the 

structural parameters since (k,R) are the conjugate variables, not (E,R). 

(vii) Fourier Transform to r-space: Fourier transform of the data is taken over a 

finite range from kmin  to kmax. 
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                                                                               (4.4) 

 In order to increase the data content, k is chosen upto a long range (at least 

upto 12 Å
-1

). The choice of k is such that good quality data exists upto the 

value of kmax. kmin is chosen in the region where the background doesn’t 

change rapidly.
86

  

A practical problem associated with the Fourier transforming technique here is 

due to the finite range. Truncation ripples often interfere with physical features 
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of interest. For a limited range of k as in our case, (k) may be replaced by 

W(k)(k) where
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k0 is the center of transform range and k is the width. This is a damped sine 

function with a peak at r = 0. The convolution of this )(
~

rA  with )(
~

rW  results 

in peak broadening as well as truncation ripples on the sides of the main 

transform peak. These ripples can contaminate neighboring peaks. 

It is possible to reduce the amplitude of truncation ripple at the expense of 

further peak broadening by using a tapered windowing function of the form 
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where k0 and k are as defined before. The cos
2
 window is often referred to as 

Hanning function. The transform of this function is given by 
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 Comparing this with the result of that without window, it is apparent that 

the truncation ripples die out much faster at large (r – r0) using the smooth 

window, but the central peak is significantly broader. It is often useful to 

combine a flat region over the middle of the data range with a Hanning 

function at the ends, that is:  
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where k1, k2, k3, k4 delimit three different ranges corresponding to the two end 

regions and the flat central region. 

To sum up, window functions are used to weigh different portions of the 

data, truncate the data smoothly at the ends of the transform range and make 

data from two samples appear as close as possible.  

After selecting appropriate k-range, the data is exported as a chi (k) file.  

Further analysis is performed on this exported data as described in the 

following section.  

 

4.2. Data Modeling and Fitting 

This step involves the following sub-steps:   

4.2.1 Construction of the appropriate structural model using FEFF6
87

 

 Suitable structural model is simply based on physical intuition. The scattering 

phase shifts and amplitudes corresponding to the input model are generated ab initio by 

program FEFF6. FEFF6 calculates wave phase shifts, effective scattering amplitudes and 

single and multiple scattering curved XAFS spectra, including polarization dependence, 

for clusters of atoms (Z<95). FEFF6 requires atomic coordinates for the input model and 

physical information about the system such as absorbing atom and excited core level for 

its calculation. For crystalline systems, the program ATOMS
88

 is used to generate list of 

atomic coordinates. ATOMS generates the required coordinates starting from a 

crystallographic description of the system, for e.g., lattice type, lattice parameters and 

space group.  For a disordered system, the model bond lengths are assumed from the peak 

positions of the Fourier transformed data. 
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 FEFF6 calculates EXAFS using four internal modules:  

1. POTPH (Potentials and Phases): This module calculates the scattering potentials for 

each type of atom by overlapping their wave functions based on their geometric 

distribution. To calculate free atomic potentials, the inputs required by this module are 

the atomic numbers of all the atoms and the type of core-hole being considered.  

2. PATHS (Path enumeration): This module identifies all significant single and multiple 

scattering paths for an arbitrary cluster of atoms, in order of increasing path length, 

based on a list of atomic coordinates. Different paths are weighed on the basis of 

scattering amplitudes and subsequently the low amplitude paths are neglected.  

3. GENFMT (Scattering amplitude and other XAFS parameters calculation): For each 

path the code calculates the effective scattering amplitude (Feff from which FEFF gets 

its name), total scattering phase shift and other XAFS parameters and writes the result 

to a corresponding file feffnnnn.dat. 

4. FF2CHI (XAFS spectrum calculation): This module constructs the XAFS spectrum 

chi (k) using the XAFS parameters from one or more paths. Single and multiple 

scattering Debye-Waller factors are calculated using a correlated Debye model. 

Output from this module is the total XAFS spectrum and optionally, the contribution 

to the XAFS from each path individually.  

4.2.2 Fitting the peaks in r-space using least squares fitting method
 
and FEFFIT

89
  

FEFFIT compares the experimental XAFS data to theoretical calculations. It fits 

the calculations from FEFF to XAFS  chi (k) data, hence aiding in the determination of 

local structure around an atom. It can determine inter-atomic distances, co-ordination 

numbers and atomic species of neighboring atoms. Finer details of atomic configurations, 

including detailed descriptions of two-body distribution functions and certain aspects of 

three-body correlations, are also measurable with FEFFIT. 
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FEFFIT fits the XAFS data using FEFFnnnn.dat files output from FEFF as the 

basis.  The XAFS contribution of each scattering path (read from each feffnnnn.dat file) is 

adjusted by applying standard XAFS parameters such as co-ordination number, change in 

distance, Debye Waller Factor, and shift in energy origin) until the best-fit to the data is 

found. Standard numerical techniques are used to find the set of variables that minimizes 

the sum of squares of the difference between model and data and to estimate the 

uncertainties in the variables. Fitting can be done in either r-space or back-transformed k-

space, with Fourier Transforms done by FEFFIT on both the XAFS data and the 

calculated model during the fitting process. However, r-space is preferred because in that 

case, any difference between the fit and the data is a direct measure of the quality of fit. 

On the other hand, in k-space there is no limit to the number of multiple scattering paths 

required, which increases the number of variable parameters. Because of the finite content 

of an XAFS signal, so many parameters cannot all be independently measured as 

indicated from the equation  



rk
N idp


                                                                                                        (4.7) 

 Therefore, if k-space fitting is considered, difference between data and fit has two 

contributions – one from the accuracy of the model used and the other from the neglect of 

higher order multiple scattering paths; there is no reliable way to separate the two. Thus, 

in order to limit the number of paths used, r-space fitting is considered.  

 Conversion to r-space is undertaken via equation 4.4. k-range should be selected 

such that data of good quality exists in k-space upto the maximum value of kmax and kmin  

is beyond 2 Å
-1

, in order to avoid multiple scattering and other effects. The r-range is 

defined by the peaks (bonds) of interest.  
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4.3 Error Analysis 

4.3.1 χ
2
 as an estimate of goodness of fit 

The best set of variables in FEFFIT will minimize the sum of the squares of the 

difference of model and data XAFS. The statistic called chi-square (χ
2
), which is a scaled 

measure of the sum of squares of a function, is generally considered the best figure of 

merit to judge the quality of the fit. By definition, 
















N

i i

if

1

2

2


 ,                                                                                                             (4.8) 

where fi is the function to be minimized, N is the number of function evaluations and εi 

are the uncertainties in fi approximated by a constant value due to random fluctuations.  

FEFFIT
90

 allows the fit to be performed in r- or k-space, but there is no conceptual 

difference in the way the fit is done. When fitting in r-space, the function to minimize is 

maxminmod ),(~)(~)( rrrrrrf iielidatai   ,                                                                  (4.9) 

 and when fitting in k-space, the function to minimize is  

maxminmod ),(~)(~)( kkkhkkf iielidatai  
                                                              

(4.10) 

There is one real and one imaginary evaluation for each data point. Therefore the 

number of evaluations is  

r

rr
N



)(2 minmax                                                                                               (4.11) 

when fitting in r-space. Likewise, when fitting in k-space,  

k

kk
N



)(2 minmax                                                                                           (4.12). 

r and k  are the grid spacings in r and k space respectively. N has no physical 

significance, since r and k are chosen arbitrarily. The more important number is the 

number of relevant independent measurements: 
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 (4.13)

 

The explanation for the above equation is as follows: (a) the conjugate variables 

considered are k and 2r, (b) since we are measuring real and imaginary parts of )(~ r the 

information must be an even number of points, (c) even for an infinitesimally small r-

range, we must have atleast one pair of points.  

This implies that 
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   (4.14) 

FEFIT uses a single value of ε for all values of εi for the sake of simplicity. Assuming a 

reasonable estimate for ε,  
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This is the definition of χ
2
 used by FEFFIT, and it is the primary figure of merit to 

characterize the goodness of fit. There is a related figure of merit, χv
2
 or reduced chi-

square. 

v
v

2
2 

  ,                                                                                                          (4.16) 

where v = no. of degrees of freedom in the fit = varNNidp   , varN being the number of 

variables in the fit.  

χ
2
and χv

2
 are useful quantities for comparing the quality of different fits. The general rule 

is that the fit with lower χv
2
 is the best. χv

2 
is lowered for useful variables. If addition of a 

variable causes decrease in χ
2
 but increase in χv

2
 then the fit does not improve. 

In principle, a good fit should have χv
2
~1. However, practically, χv

2
>>1! 

Specifically, it is unclear from the value of  χv
2
 alone if hard-to-estimate systematic errors 

are drowning out the random measurement errors or if the fit is truly bad. To distinguish 
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between these two very different conclusions, R-factor is introduced which is scaled to 

the magnitude of the data itself.  
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.                                                               (4.17) 

This number is directly proportional to χ
2
, and gives a sum-of-squares measure of 

the fractional misfit. As long as the measurement uncertainty is not a significant fraction 

of the measurement itself, any fit with R-factor greater than a few percent is not a good 

fit. General acceptable values are R≤0.02, χv
2
>10. Such fits are considered as good fits as 

the theory and data agree within a percent.  

4.3.2 Measurement Uncertainty  

 Estimating systematic errors in )(~ r is the main difficulty in error analysis in 

FEFFIT. ε contains both random fluctuations and systematic error in the data.  

4.3.2.1 Systematic Uncertainty 

  Systematic errors are dominated by (i) leakage of imperfect background into the 

first few shells, (ii) systematic errors in the measurement of µ(E). It is possible to estimate 

the size of the systematic errors by trying different reasonable background removals. 

Analyzing different data scans taken under different experimental conditions could give 

an estimate of (ii). A third source of systematic errors in the fit comes from the FEFF 

calculation itself. Such errors are important as they contribute to the small amount of 

misfit expected in a good fit. 

4.3.2.2 Statistical uncertainty 

The scale of ε depends on the Fourier Transform parameters used. Assuming that 

the noise is dominated by random fluctuations, the measurement uncertainty in k-space 

data is linearly related to εk, i.e. the unfiltered fluctuations in χ(k) data: 
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where ω is the k-weighting. 

4.3.3 Error estimation for the variables 

FEFFIT estimates the uncertainties in the variables once the best-fit values of the 

variables are found. The uncertainties are estimated using standard χ
2
 minimization 

technique. The goal of the fit is to minimize χ
2
 in each of its varN dimensions. Generally 

the Levenberg-Marquardt non-linear least squares fitting algorithm
91

 is used (For details 

about the algorithm, see Appendix A). The first and second derivatives of χ
2
 are found 

wrt each of the variables. These are used for finding the next estimate of the best 

variables, and are found to be useful for estimating the uncertainties in the variables after 

the best fit has been found.  

 

 

Fig. 4.3: Contour map of χ
2
 as a function of two variables x and y 
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At the best fit solution, χ
2
 is roughly parabolic in each of its varN  dimensions. The 

curvature of the χ
2
 is given by the ( varN  × varN  ) matrix of the second derivatives around 

the solution. Fig. 4.3 shows a contour plot of the χ
2
 surface for a two variable problem. 

The surface is elliptical since the errors in the variables are not equal.  At the solution, the 

variables x and y have values x0 and y0 respectively and χ
2
= χ0

2
. As x or y move away 

from their best fit solution, χ
2
 increases. For normally distributed uncertainties, the 

contour of χ
2 

is elliptical for two dimensions. The uncertainty in the value of a variable is 

the amount by which it can be increased and still have χ
2
 below some limit. FEFFIT uses 

the χ0
2 

+1 criterion (same as the one commonly used for randomly distributed errors). The 

uncertainties in x and y are Δx and Δy respectively, and these ensure that χ
2
 is increased 

by 1 from its best value.  

While evaluating the uncertainty in a variable, all the other variables are allowed 

to vary, so that the correlations between variables can be taken in to account. The 

correlation is a measure of how much the best-fit value of one of the variables changes in 

response to changing another variable away from its best-fit value. In Fig. 4.3, the 

correlation between the variables x and y is equivalent to the projection of x on y, i.e. 

ccos . If x and y had been completely correlated, the ellipse in Fig. 4.3 would have had 

its major and minor axes parallel to the x and y axes. If we ignore the correlations and 

hold y constant, then the uncertainty in x would be estimated to be ∆x’. This is 

considerably smaller than ∆x, and is a worse estimate of the uncertainty in x  

Algebraically, the uncertainties in the variables are given by the inverse of the 

curvature matrix (the matrix of the second derivatives), called the correlation matrix. The 

uncertainties in the variables are the square roots of the diagonal terms, and the 

correlations between pairs of variables are given by the off-diagonal terms of this matrix. 
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The uncertainties of the variables and the correlations between variables are 

estimated at the best fit condition. Needless to say, each analysis requires its own 

assessment of uncertainties, including estimation of the relative importance of systematic 

and random errors; therefore it is not possible to state universal values for these 

uncertainties. Since the fits involve simultaneously varying several variables, it is 

possible that a local minimum may be found instead of a global minimum. Another 

possibility is that the initial structural model considered is very far away from the correct 

model, and the model does not have the freedom required to allow the necessary variation 

for reaching the correct model. Yet another possibility is that there exists some correlation 

between the variables employed and with the available data, it is not possible to 

unambiguously determine these correlated variables.   

Before stating conclusive results, several models must be considered and 

accounted for by applying appropriate error bars. One particularly useful way to reduce 

error bars is by simultaneously fitting different datasets. Sometimes, choice of appropriate 

k-weight for the data is also important for obtaining low error bars.   

Therefore, XAFS data analysis is largely non-trivial and rigorous, and arriving at 

the correct conclusion significantly depends on the ability of the analyst to judge the 

quality of fit.  
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CHAPTER 5 

AUGMENTATION OF INDUS-2 XAFS BEAMLINES 

FOR EXTREME THERMODYNAMIC CONDITIONS 

5.1  Background  

The Indian Synchrotron, Indus-2, is a 2.5GeV third generation synchrotron source at 

the Raja Ramanna Centre for Advanced Technology (RRCAT)
92

, presently working at 

200mA beam current (designed for 300mA current). Currently, two bending magnet port-

XAFS beamlines (BL-08&09) are operational at Indus-2. While BL-08 is a 

polychromator-based beamline which operates in energy-dispersive mode, BL-09 is a 

monochromator-based beamline which operates in energy-scanning mode. Schematic of 

the two modes is shown in Fig. 5.1.  

 

Fig. 5.1: Schematic of beamline operating in (a) energy dispersive mode and (b) energy scanning 

mode.  
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 Both these beamlines were initially designed for ambient conditions. To cater to 

the increasing demand for experiments under extreme conditions, we have augmented 

these beamlines to accommodate experiments under low temperature and high pressure. 

Data from dispersive beamlines often suffer from non-linearity due to non-linearity of the 

CCD or erroneous bending of the polychromator. Critical assessment of linear calibrated 

BL-08 XAFS data
93

 revealed that it required non-linear correction. We therefore 

developed an algorithm for correction.   

This chapter is divided into three parts: (i) non-linear correction of dispersive XAFS 

data (ii) modification of BL-08 for high pressure XAFS experiments. (iii) low temp setup 

for XAFS experiments. 

 

5.2 Non-Linear Correction of Dispersive XAFS Data 

 The Energy Dispersive EXAFS beamline, BL-08 [Fig. 5.2], at Indus-2 works in 

the energy range 5-20 keV. The heart of this beamline is a bent Si (111) polychromator 

crystal, which functions as the energy dispersive-cum-focusing element. White 

synchrotron beam, emerging from the bending magnet port of the storage ring, is first 

incident on a Rhodium coated harmonic rejection mirror (M) (kept at 0.2° wrt the incident 

beam) at grazing angle of incidence, which also functions as the vertically focusing 

element. Reflected beam from this mirror undergoes Bragg reflection from the bent 

crystal (CC) and is, eventually, dispersed with a certain bandwidth around the central x-

ray photon energy. The crystal focuses the beam (horizontally) at the sample position (S). 

Transmitted radiation from the sample is incident on a position sensitive CCD detector 

(D) having 2048×2048 pixels (1pixel=13.5µm). This detector records the whole EXAFS 

spectrum in millisecond time scale 
94-95

. Table 5.1 summarizes the optical elements of this 

beamline and their focusing characteristics.  
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Fig. 5.2: Optical layout of the BL-08 
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The raw data is recorded on the CCD as a function of pixel number. To extract µ 

(E), the pixel number has to be converted into energy point. For this purpose, reference 

data on two standard foils are recorded.
96

 The values of CCD channel numbers 

corresponding to the edge energy positions of these two foils are noted. The dispersion 

(i.e. the linear calibration factor) is obtained by dividing the difference of these two 

energies by the difference in the corresponding channel numbers. The conversion to 

energy is carried out using: 

 0E  dispersion number  channelE(eV)  ,                                                                  (5.1) 

where E0 is the energy of the desired edge.  

Table 5.1: Optical Elements of BL-08 

1. Harmonic Rejection Mirror 

Coating Rhodium 

Length 1000 mm 

Radius, R (fixed)  1.32 km  

Angle (fixed), θM 0.2° 

Distance from Source (p) (Fixed) 18000mm 

Focusing Direction Vertical  

2. Bent crystal polychromator (CC) 

 Material Si (111) 

Bending Elliptical 

Radius, RCC (variable) 0.028-0.265 km 

Bragg angle, θ0 (variable) 5.67°-23.29° 

Focus direction Horizontal  

Focus distance, qH (variable) 570-1404mm 

Distance from M (fixed) 2000 mm 

Energy Band around central energy (E0), ΔE 

(variable) 

300-2000 eV  

3. Detector Position sensitive CCD 

2048×2048 pixels 



102 

 

EXAFS at Ni K edge (8.333 keV) was recorded on standard Ni foil at 74mA beam 

current, 2 GeV ring energy. The data recorded (in pixels, µ (pixel)) was first converted to 

µ(E) using the method described in the previous paragraph, using Ni foil and Tm2O3 as 

calibration standards. The linear calibration factor was determined to be 0.29 eV/ pixel, 

following our previous method of linear calibration. Fig. 5.3 shows the comparison of 

linear-calibrated Ni foil data from BL-08 (Indus-2 data) with standard Ni foil data from 

NSLS beamline X18B, USA. NSLS storage ring parameters are comparable to those of 

Indus-2. Clearly, the calibration is not linear and needs further refinement.   

The data were processed using ATHENA and the extracted XAFS oscillations, χ 

(k), were Fourier transformed into real space for fitting. An initial structural model was 

reasonably constructed, for which the theoretical scattering amplitudes and phase shifts 

were generated by FEFF 6.l. The model parameters were allowed to vary while fitting 

(using FEFFIT) to yield the best-fit values for bond lengths (r), coordination numbers 

(N), and Debye-Waller factors (DWF).  The R-factor was considered as an estimate of the 

quality of fit.
89,97

 

 

Fig. 5.3: Comparison (k-space) linearly calibrated Indus-2 Ni foil data with data from NSLS 

 The fitting plan includes fitting the following: (I) NSLS data, (II) linear calibrated 

Indus-2 data, (III) Non-linear calibrated Indus-2 data obtained using a mathematical 

algorithm, employing least squares minimization method, described in section 5.2.1.  
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5.2.1. Determination of EXAFS parameters for Standard Ni foil from NSLS and 

calibrated Ni foil data from Indus-2: 

 

Table 5.2: Structural parameters obtained from XAFS data fitting  

Fitting k-range( Å
-

1
) 

R-range 

(Å)  

R-factor N DWF (Å
2
) R(Å) 

Standard NSLS data 

N= variable 2.5-8 

Or  

3.9-8 

1-2.8 0.0097 12 0.006 (1) 2.473 (7) 

Linear calibrated Indus-2 data 

N= variable 2.5-8 1-2.8  0.007 7.7 (5) 0.005 (1) 2.482 (5) 

N= variable 3.9-8 1.2-3 0.013 8.2 (9) 0.005 (2) 2.49 (1) 

N=12 2.5-8 1-2.8 0.026 12 0.0106(6) 2.49 (8) 

Non-linear calibrated Indus-2 data 

N= variable 3.9-8 1.2-3 0.029 12.791

.88 

0.012 (3) 2.50 (2) 

 

(i) Simultaneous fitting of standard Ni foil data from NSLS for k
w 

(w=1,2) [to reduce 

error bars] over k-range 2.5-8Å
-1

,  r-range 1-2.8 Å. The results obtained are summarized 

in Table 5.2.  

(ii) Simultaneous fitting of Ni foil Indus-2 data for k
w
(w=1,2) [to reduce error bars] over 

k-range 2.5-8Å
-1

,  R-range 1-2.8 Å. The results obtained are summarized in Table 5.3. 

Clearly there is a difference in the structural parameters compared to standard NSLS data. 

The value of N is significantly lower than that for standard Ni foil. On the other hand, 

fixing the N value for Indus-2 data yields high DWF.  

5.2.2 Calibration of Indus-2 data in k-space using range of data points  

One possible method to non-linearly calibrate dispersive XAFS data is by using 

the ‘Calibrate dispersive XAS’ option in ATHENA. In this method, the recorded data is 
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compared with international standard data to determine the mapping of µ(pixel) to µ(E). 

This mapping function can then be presumed constant for all data measured under that 

experimental geometry. ATHENA assumes that the function mapping  µ(pixel) to µ(E) is 

quadratic in pixel position. Thus  

2

210 iii pCpCCE  .                                                                                       (5.2) 

 Each energy value is thus a quadratic function of pixel position. To calibrate µ 

(pixel), the polynomial coefficients, C0, C1 and C2 are adjusted manually. The parameters 

are refined by optimizing the difference between the international standard and the 

converted µ(E) of the dispersive data.   

However, this calibration method is very tedious and fragile as it is extremely 

sensitive to very minute changes to C2 (as much as fifth decimal place). A starting value 

for the linear term C1 that is too far away from the best value will almost certainly result 

in the refinement finding a false minimum. Besides, this calibration works best when the 

data being compared are recorded under the same conditions. We therefore devised a 

more general method, which leads to direct, part-by-part calibration of the data.  

The data were first converted to k-space. Let k denote the k values for the standard 

(NSLS) spectrum and k’ denote the corresponding k values for the experimental (Indus-2) 

spectrum. The spectra were divided into segments, each segment containing the part of 

the spectrum between an antinode and a node. Referring to Fig. 5.3, point A in the 

standard NSLS spectrum corresponds to point B in the linear calibrated Indus-2 spectrum, 

point C in the standard NSLS spectrum corresponds to point D in the linear calibrated 

Indus-2 spectrum and so on. The first segment corresponds to the region between point A 

and point C for Standard NSLS spectrum and between point B and point D for linear 

calibrated Indus-2 spectrum.  Similarly, segments CE and DF correspond to the second 

segment for Standard NSLS and Indus-2 data respectively  The points with low values of 
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k’ (< 4 Å
-1

, i.e. before point C in Indus-2 spectrum) were not used for calibration due to 

poor resolution and noise (Ref. Fig. 5.3). Amplitude difference for the Indus-2 data (w.r.t. 

NSLS data) had to be corrected for. The amplitude ratios for corresponding points in the 

two spectra were calculated and the Indus-2 spectrum was multiplied by these values. The 

amplitude ratios for different k-ranges of the spectrum have been plotted in Fig. 5.4. 

 

Fig. 5.4. Plot of (a) α vs k; (b) amplitude ratios (for Indus-2 data w.r.t. NSLS data) vs k. 

Assuming linear correlation between corresponding data points in k –space 

between standard NSLS data and Indus-2 data (to first order), for each of the segments 

  )( Akk                                                                                                (5.3) 

Using least squares minimization method, 

0))(( 2  Akk  
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Differentiating w.r.t. α, 
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where A =k’min                                                                                                                (5.6) 

β is the y intercept and α is the slope.   

At k’=k’min, β=k.  
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Therefore, β=kmin.                                                                                                          (5.7)  

Substituting these values in eq (5.1) gives α. 

Let k’’ denote the calibrated k values for experimental data. Then, 

                                                                                                  (5.8) 

The k’’ values were generated for the entire segment by interpolation. The 

calibration was repeated for different segments of the spectrum and the revised dataset 

was generated (In Table 5.3, this has been shown for the first segment). The consolidated 

k’’ and corresponding intensities were plotted and compared with the standard spectrum 

in Fig. 5.5. Clearly, Indus-2 Ni foil data for the selected range now matches with standard 

Ni foil data. The difference in amplitude is possibly caused by the difference in the 

qualities of the foils and correspondingly different DWF.  

 

Fig. 5.5: Comparison of standard NSLS data with non-linear calibrated Indus-2 data 

5.2.3 Fitting the calibrated (Indus-2) spectrum obtained from 5.2.2 

 The (non-linear) calibrated Indus-2 spectrum (from 5.3.1.2) was fit for k
w 

(w=1,2) 

[to reduce error bars] over k = 3.9-8Å
-1

, r = 1.2-3 Å. The standard NSLS and linear 

calibrated Indus2 data were re-fitted over the revised range. The structural parameters 

obtained are now comparable to those of standard NSLS data. [Table 5.2] 
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Table 5.3: k’’ values generated for the first segment 

k k’ A α Β k'’ 

3.9 3.9 3.98 0.86 3.92 3.8942 

3.95 3.95 3.9372 

4 4 3.9802 

4.05 4.05 4.0232 

4.1 4.1 4.0662 

4.15 4.15 4.1092 

4.2 4.2 4.1522 

4.25 4.25 4.1952 

4.3 4.3 4.2382 

4.35 4.35 4.2812 

4.4 4.4 4.3242 

4.45 4.45 4.3672 

4.5 4.5 4.4102 

4.55 4.55 4.4532 

4.6 4.6 4.4962 

4.65 4.65 4.5392 

4.7 4.7 4.5822 

4.75 4.75 4.6252 

4.8 4.8 4.6682 

4.85 4.85 4.7112 

4.9 4.9 4.7542 

4.9 4.95 4.7972 

4.95 5 4.89202 

5 3.9 4.93192 

 

 The selection of points was done manually. Over the selected (short) data range, it 

is possible to calibrate (non-linearly) Indus-2 data with standard NSLS data. For more 

complicated analysis involving second neighbors and farther neighbors, extended data 

range is required. For such cases, a computer program with a Graphical User Interface 

(GUI) would be necessary. 
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5.4 High Pressure XAFS at Indus-2 

The main effect of high pressure on compounds is reduction in inter-atomic 

distances, modifying the interaction between atoms. This can lead to phase 

transformations with large changes in the bonds: breaking of hybridization, delocalization 

of electrons, metallization of semiconductors, charge transfer between intra-molecular 

and inter-molecular bonds etc. The study of the structure of high pressure melts is of great 

interest to the scientific community worldwide, mainly because it would contribute to the 

understanding of the evolution of the earth, planetary cores and their magnetic fields, and 

also to the study of hydrothermal solutions in relation with mineral formation. Some 

chemical reactions need high pressure to occur or are more efficient under pressure, for 

e.g., large oxygen pressure allows for production of unusual oxidation states. Moreover, 

structural changes of materials under high pressure have direct bearing on practical 

applications, where they could be in nano-size and subject to high surface pressure. 

Additionally, high-pressure studies also provide data for the determination of accurate 

inter-atomic potentials used for condensed matter simulations. 

Systems widely studied under pressure include Negative Thermal Expansion 

(NTE) materials
2930,98

, Fe-based superconductors
31-32

, Perovskites
99-100

, nanoclusters
101-

102
, semiconductors

103
 etc.. Problems of our current interest involve transitions at <40 GPa 

pressure. XAFS with synchrotron radiation is used to correlate changes in the local and 

electronic structures.  

High Pressure (HP) XAFS experiments are Diamond Anvil Cell (DAC) based and 

therefore required highly focused, stable beam spot (described in detail in the following 

section). Energy Dispersive X-ray Absorption Spectroscopy (EDXAS) is best suited for 

studies at extreme conditions of pressure using DAC, where the strongly focusing crystal 

and the absence of movements provide the necessary small and stable focal spot, 
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respectively. Moreover, from a practical point of view, Bragg reflections from the 

diamond anvils can be removed quickly from the energy range of interest, because the 

whole spectral range is observed simultaneously. Due to these characteristics, dedicated 

HP-XAFS beamlines worldwide are based on dispersive geometry, for e.g. ID24 (ESRF, 

France)
104

, D11 (LURE, France).
105

  

On the other hand, for high pressure studies using scanning beamline, sharp 

focussing optics is a pre-requisite for obtaining reasonable signal-to-noise ratio. Thus, in 

general, while a dispersive beamline is preferred for high pressure XAFS measurements, 

scanning beamline can also serve the purpose provided suitable focusing optics is 

available. We have performed one such experiment at the Hard X-ray microprobe 

beamline (P06), PETRA III synchrotron facility, Germany, by using the KB mirror 

system available at the beamline (focussed spot size ~  250nm ×250nm). Our aim was to 

understand the effect of pressure on the local structure which might have implications on 

pressure dependent superconductivity in PrOFe0.9Co0.1As.
106

  As-K edge (11.867 keV) 

XANES data were recorded as a function of pressure over 0-10 GPa.  We have obtained a 

very good signal-to-noise ratio as shown in Fig. 5.6. Preliminary observations indicate 

that with increase in pressure, there is drop in intensity and area of XANES features, 

suggesting decrease in density of unoccupied states at Fermi Level. The most likely 

reason is charge transfer to As with pressure, resulting in possible change in metallicity 

across 2 GPa. Complementary studies are underway to corroborate XANES results with 

theory and pressure dependent Tc measurements. We have also planned to carry out 

detailed high pressure investigations in future on this system at Indus-2, especially at 

close pressure steps in the region of transition pressure (2 – 6 GPa) indicated from our 

preliminary study. In fact, to cater to the large user base of high pressure studies, we have 

initiated the installation of high pressure XAFS facility at Indus-2. 
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Fig. 5.6: As K edge XANES data on PrOFe0.9Co0.1As as function of pressure 

Under the present conditions, considering the lack of focusing optics at BL-09 

(scanning type) and the advantages of dispersive geometry, we have utilized BL-08 

(dispersive) for our HP-XAFS experiments
107

 to the best of our ability. In the next 

sections, modification of the optical layout of BL-08 to accommodate HP-XAFS 

experiments is described. In future, we plan to explore possibilities of HP-XAFS 

experiments at BL-09 and also at Energy Dispersive X-ray Diffraction (ED-XRD) 

beamline (BL-11), by employing compound refractive lenses that are being developed at 

BL-07, Indus-2.
108

  

 5.4.1 Requirements of HP-XAFS  

Diamond Anvil Cell (DAC)-based (Fig. 5.7(a)) HP-XAFS experiments have the 

following requirements:  

5.4.1.1 Requirements for diamonds  

 The use of DACs for HP-XAFS results in distortion of XAFS spectra due to the 

Bragg reflections from the diamond anvils, restricted sample thickness, and reduced signal 

quality due to absorption by diamond at low energy (Fig. 5.7(b)). The Bragg reflection of 

the diamond anvils can suddenly reduce the transmitted intensity and makes a strong 

contribution to the measured attenuation of x-ray photons, i.e. glitches, at certain x-ray 

energies and orientations of the diamonds. These DAC Bragg glitches are often more 

A

B
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intense than XAFS oscillations and hence spoil the high-quality XAFS data necessary for 

precise structural information. To counteract these problems, use of the following are 

recommended: (i) Thin diamonds (≤1mm) to reduce loss of intensity due to absorption by 

the diamonds (Fig. 5.7(b)). For experiments at energy ≤ 8keV, perforated diamonds (~ 

500µm thickness) supported on a backing plate should be used. (ii) Nano-polycrystalline 

diamond instead of single crystal anvils. This significantly reduces the influence of 

diamond diffraction on XAFS data
109-110

  

 

Fig. 5.7 (a) Schematic of Diamond Anvil Cell, (b) Plot of diamond thickness vs transmitted x-ray intensity 

through diamond. 

5.4.1.2 Beam requirements  

HP-XAFS experiments have stringent beam requirements:  

(i) Small beam size to (a) ensure that the beam size is less than size of diamond window 

and (b) minimize beam footprint on the diamonds. [Characteristics of diamonds for HP 

XAFS are listed in Table 5.4
111

].  

(ii) Beam stability-Because of small size of the sample, any movement can lead to 

reduction in beam intensity; therefore, it is important that the experiment be done under 

one constant condition.  

(a) (b)
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(iii) High flux (~10
12

 photons/sec) to compensate for absorption in diamond window 

(Fig. 5.7(b)) and small sample size. [Note that signal-to-noise ratio requirement for 

XAFS:  310
N

S ].  

 

Table 5.4: Characteristics of diamonds used for HP-XAFS 

Culet size 150-500µm 

Gasket hole size 
3

1
culet size = 50-150 µm 

Sample size 30-120 µm 

 

The beamline was originally designed for non-HPXAFS experiments with target 

spot size   2)133,18(, mVH  
112

, assuming ideal source size and polychromator 

curvature. The target size for HP-XAFS:   2)51,18(, mVH   .by reduction of Expt V

.
113

 However, in the present experimental setup at BL-08, the spot sizes at S1 are much 

larger than theoretical values:   2)460,192(, mVH   i.e. mismatch factor  3,61 F  

for  VH  , . Spot size enlargement could be partly from enlarged source size and 

scattering from some optical element; talH exp particularly increased as the 

polychromator has been relaxed from ideal curvature to avoid breaking of crystal. In 

principle, talH exp can be reduced by bending the polychromator. However, this is 

practically not feasible for HP-XAFS at ~10 keV due to space constraint (explained later). 

On the other hand, Expt V  cannot be reduced further in the present setup due to fixed 

vertically focusing optics (pre-mirror). Reduction of Expt V  is possible only with the 

inclusion of additional focusing element. Employing SHADOW
114

 calculations with initial 

theoretical size m V  133 , we had estimated the attainable spot size for different 

combinations of optical elements 
113

,: (i) simply replacing the present spherical pre-mirror 
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(M) with elliptical ( mV  75 ) (ii) elliptical pre-mirror M + elliptical post-

polychromator mirror M1 ( mV  27 ) (iii) present spherical pre-mirror M + elliptical 

post-mirror M1 ( mV  51 ).
113

 While (ii) provides the ideal spot size for HP-XAFS, we 

decided temporarily not to disturb the current pre-mirror setup. Instead, we opted for (iii) 

to be installed between CC and S1
115

 (Fig. 5.8). The elliptical mirror has been designed for 

variable radii at different energy ranges. Since our starting beam size:

theoryVtV   3exp , it is understood that the targeted focal spot size cannot be attained 

with the mirror. Nevertheless, we have installed the mirror and discuss the alignment to 

obtain the best feasible spot size in the current situation.   

Table 5.5: Spot size at qH: H×V = σH ×σV  

(σH ×σV)HP 30 µm ×30 µm 

(σH ×σV)Design 32 µm ×133 µm 

(σH ×σV)Experimental 

[Ideal] 

192 µm ×460 µm 

 

 

Fig. 5.8: Modified optical layout of BL-08 after inclusion of bendable elliptical post-mirror M1 
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5.4.2 Design of post-mirror M1  

A major consideration in the design goal has been space-constraint. In this 

beamline, horizontal and vertical foci (  Hq and Vq respectively, wrt CC) are non-

equivalent, since different focusing elements are involved in horizontal (polychromator 

CC) and vertical (pre-mirror M) focusing. The function of M1 would be to shift the 

vertical focal spot to the horizontal focal position so that HV qq '
. Synchronizing 

horizontal and vertical foci at the same point would maximize the incident beam intensity. 

Since  Hq is energy-dependent ( constantVq ), [
0sin

211

CCH Rqp
 ;[

0
0

1sin
E

 ] 

and Vq energy-independent, M1 radius should be varied accordingly to achieve 

synchronization at all energies.  

122

22
1

sin)(

)(2
)(

M

M
qq

qq
ER




                                                                                  (5.9)

  

For the selection of geometry of mirror M1, we considered both spherical and 

elliptical profiles for M1. Ray tracing was carried out using SHADOW ray tracing 

program
116

 for both these cases, and the spot sizes at the final image position S2 were 

estimated. It was found that the spot size at the final image position was smaller when the 

post mirror M1 was shaped in the form of elliptic cylinder.
113

 Therefore, this particular 

geometry was selected for M1. 

The mirror was procured from SESO (France). Picture of the mirror system is 

shown in Fig. 5.9. It consists of a parallelepiped shaped mirror with two stepper motors. 

The system can be kinematically mounted inside a vacuum chamber using the 3 balls 

provided for mounting. Size and bending radius of the mirror were specified according to 
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the space and focus distance available at the beamline. Substrate material and the location 

of mirror material on the substrate were customized for mechanical strength. 

Specifications of the mirror are listed in Table 5.6. 

                                                          

 

 

Fig. 5.9: Post-mirror design 

 

Table 5.6: Post Mirror Specifications 

Substrate Glidcop 

Coating Rhodium (~500Ǻ thickness) 

Reflecting area 150mm×15mm 

Shape Elliptical cylinder (with bender) 

Focus direction Vertical 

Radius (Variable) 0.442km-0.401km 

Mirror chamber 

dimensions  

340mm × 275mm 
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5.4.3 Feasibility tests to check the transmission of synchrotron radiation through 

diamond 

To check the transmission of synchrotron radiation through diamond, feasibility 

test was performed at Sr K edge (~16 keV) at BL-08 (Beam current = 60mA, Ring energy 

= 2GeV) without M1. At this energy, diamond absorption is less
117

  (Fig. 5.7(b)).  SrRuO3 

sample was ground to powder of average particle size ~ 5 μm and pasted uniformly on 

tape.
49

 XAFS was measured both within and without the DAC (2 diamonds, each having 

thickness = 2mm). A Mao Bell type DAC, with anvil culet of diameter 400µm, was used 

for this experiment. The optimized spot size in this experiment was 192µm × 460µm 

(H×V). We obtained reasonable intensity signal for the DAC setup. The decrease in 

transmitted signal intensity was by ~40% when DAC was used (Fig. 5.10). Installation of 

M1 would significantly improve the intensity, due to reduced spot size.   
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Fig. 5.10: Transmitted intensity through the sample without DAC (black curve) and with DAC (red curve). 

5.4.4 Installation of the mirror 

 For feasibility test, we conducted the installation at the worst possible beamline 

condition i.e. minimum available space. The installation involved: (i) space estimation, 

(ii) Characterization of focal spot parameters in the current beamline i.e. without M1, (iii) 
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inserting M1 and characterization of spot parameters at M1, (iv) alignment of M1 without 

bending, (v) Bending and characterization of final spot parameters. 

(i) Estimation of Space availability 

Fig. 5.11(a) shows the variation of available space ( )(EqH ) between CC chamber 

and S1, for ideal focusing condition. The worst space condition corresponds to 0-available 

space after accommodating M1 chamber viz. mmqH 855)( min  .
i
 [Note that this chamber 

will be removed for regular / non-HPXAFS experiments so that XAFS at lower energies 

(< 12 keV) can be performed as per design goal.]  

From Fig. 5.11(a), mmqH 855)( min   corresponds to keVE 120  . Thus, it is clear that 

M1 can be accommodated without any problem for keVE 120  . For ,120 keVE   

additional space would have to be created in order to accommodate chamber M1 by 

focusing at ])([)( min idealHH qq  . This would require relaxation of the polychromator (RCC) 

from its design goal, resulting in compromised energy band E.  [(ΔE =380 eV, kmax = 10 

Å
-1

) is sufficient for XANES and first shell EXAFS analysis. Larger energy band (kmax > 

10 Å
-1

) is encouraged to obtain well-resolved peaks in real space and accommodate more 

fitting variables for higher shell EXAFS analysis.]  To determine the bandwidth (E) 

attainable in the compromised geometry, we have calculated RCC (E) and ΔE (E) for the 

worst condition ( mmqq HH 855)( min  ), at E0= 10keV, from the equations below:   

 ,
sin1

cot 0

00 









pR
lEE

CC


  where 













HCC qppR

11

2

sin1

1

0 , and l = illuminated 

length of CC.
112

 The results are plotted in Fig. 5.11(b);  kmax = 10 Å
-1

  corresponds to 

.70 keVE   It is clearly possible to carry out XANES and first shell EXAFS analysis for 

                                                 
i
 Radius of CC chamber = 400mm, Length of M1 chamber = 340mm, S1 stage protrusion length = 115mm. 

Therefore, minimum space condition = (400+340+115) mm = 855mm 
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keVE 70   , which may be sufficient for problems involving catalysts, amorphous alloys. 

Complicated higher shell EXAFS analysis is possible only for .70 keVE    

For the first phase of commissioning, we have considered Cu K edge = 8.979 keV. 

For first-hand experience, we created 200 mm extra (wrt minimum condition) space for 

mirror translation by focusing the polychromator beam at min||)1100( HH qmmq  . This 

was achieved by relaxing crystal curvature ( kmRCC 0105.0 ), which resulted in 

compromised energy-bandwidth ( 5.11,500 max  keVE Ǻ
-1

).   

  

Fig. 5.11: (a) Space available between CC and S1, (b) Plot of ΔE and  kmax vs E for min)( Hq  

 

Table 5.7:  BL-08 parameters at E0=10keV 

 Design Experimental 

(Ideal) 

Experimental (relaxed 

polychromator) 

Bragg angle, θ0 11.4° 11.4° 11.4° 

Radius of CC, RCC 0.063 km 0.063 km 0.011 km 

Energy bandwidth, 

ΔE 

1123 eV 700 eV 500eV 

qH 641 mm 900 mm 1100 mm 

σH 32 µm 192 µm 338 µm 

σV 140 µm 460 µm 460 µm 
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(ii) Characterization of primary focal spot: Pre-Mirror (M) and CC 

Primary spot parameters:  

The spot size was measured in units of number-of-pixels: [
2)5.13,5.13( mpixel  ]. To 

locate the primary focal point at Cu K-edge, the CCD was translated along the beam 

direction and spot size was measured as function of q in Fig.5.12. The smallest spot size 

obtained in the relaxed CC configuration: mH  338 at mmqH 1120 and 

mV  460 at mmqV 1240 . Since the radius of curvature of pre-mirror M is very large, 

the variation in V with distance is small (within 10 µm). Thus, extra crystal relaxation 

introduces extra mismatch factor  1,7.12 F . The net mismatch factor after this stage is

 3,1012  FFFCC                                                                                                     (5.11) 

 

Fig. 5.12: Horizontal and vertical focusing 

(i)  Post Mirror (M1): Determining spot parameters at M1  

Post-mirror (M1) was placed between CC and S1 (Fig. 5.13). Accommodating CC and 

mirror chambers within mmqH 1120 , the allowed q1-range = 570-835 mm. For 

convenience, we have placed the mirror at mmq 6201  .  
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Fig. 5.13: Photograph of (a) Mirror chamber with the mirror installed, (b) BL-08 with the post mirror in 

place 

 The spot parameters at M1 were derived from the mirror geometry, shown in Fig. 

5.14a.
112.

 Post mirror parameters are listed in Table 5.8. 

 

Fig. 5.14 (a) Post mirror parameters, (b) Footprint of beam on the post mirror 

 

Kinematic mounts for tilting

(a) (b)
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Table 5.8: Parameters for post mirror M1 

 Formula used Calculated value 

CC-M1 distance (q1) q1 620 mm 

(q1)min Radius of CC chamber (=400 

mm)+ 0.5×length of M1 chamber 

570 mm 

M1-qv distance qv-q1 620 mm 

M1-qH distance qH-q1=q2’ 500 mm 

Vertical angle subtended 

by pre-mirror at qv( ) )2000(

2.0

Vq

p




 

1.11 mrad 

Width of beam falling on 

M1 (w) 

 )( 1qqV  0.68 mm 

Footprint of beam on M1 

(l) tan

w
 

Plotted in Fig. 5.12(b)  

 

Although under these alignment conditions mmq 570)( min1  , we have placed M1 at a 

farther distance so that it can be translated along the beam direction both towards and 

away from CC. Fig. 5.14b shows the variation of footprint of the beam on M1 as function 

of  . Clearly, the footprint is larger than the mirror itself for .2.0   Therefore the 

mirror must be placed at  2.0 to the beam. 

 

(ii)  Post-mirror (M1) Alignment (0-bending) 

While the procurement of automated mirror accessories (e.g. translation stage etc.) is 

in process, we conducted the alignment procedure with manual setup (Fig. 5.13). The 

setup consists of a mirror chamber mounted on frame. The mirror was placed inside this 

chamber on three kinematic mounts, which are used for tilting the mirror wrt the beam. 

There are two stages for translating the mirror perpendicular to and along the beam. The 

mirror alignment procedure described below and summarized in Table 5.9. 
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(a) 0-angle alignment wrt beam : 

The pre-mirror, M, is at angle o

M 2.0 wrt beam. Therefore, beam angle at M1, 

o

M 4.01  . Desired angle of M1 wrt horizontal for 0-angle alignment wrt beam = 0.4°.   

To place the mirror at 0-angle wrt the beam, we calculate the height difference (h) 

between the ends of the mirror corresponding to 0.4° angle: 

mm). ( mm) l (h 4.240tan340  ,                                                    (5.12) 

where l is the length of the chamber.  

Subsequently, the mirror was placed such that its two ends (along the beam axis) had a 

height difference h.  

(b) Bringing mirror down into the beam 

Standard half-cut procedure was followed in which M1 was slowly lowered into 

the beam path until only half of the beam was visible (vertically) on CCD.  

 

 

(c) Tilting the mirror 

The target tilt angle was set at )4.0(2.0 oRh
c

o   . Experimentally,  was 

determined from the vertical separation (= c) between direct and reflected beam spots on 

CCD: 

)
3

(tan 1

q

c mcei o  15002.0..  .                                                     (5.13) 

The mirror was tilted until the desired separation was obtained (Fig. 5.15).  
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Fig. 5.15: Tilting the mirror 

(iii)  Bending post-mirror M1:  

Requisite M1-radius: 

km
qq

qq
RM 158.0

2.0sin1100

5006202

)2.0sin()(

2

22

22
1 












                                              (5.14) 

Where ., 1

'

212 qqqqqq HV                                                                                 (5.15) 

 

 The mirror is bent by two stepper-motor driven actuators (MA, MB) [Fig. 5.16].  

 

Fig. 5.16: Schematic diagram of elliptically bent mirror 

Elliptical shape is represented by 
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32 21 xAxAz  ;                                                                                                     (5.16) 

)21(432

)21(211

NNKKA

NNKKA




,                                                                                         (5.17) 

where  21, NN  = number of half-steps for (MA, MB) and  4321 ,,, KKKK are mirror 

constants. ( 21 NN   non-spherical shape). 

 

Fig. 5.17: Number of steps required for motors MA and MB, to obtain focused spot 

 From Fig. 5.17,  
1

21, R
NN was calculated and input into the motor-control program 

(developed by M/S SESO). Elliptical surface curvature was confirmed as the spot 

position remained static while M1 was translated along the beam direction.  The final spot 

S2 (Fig. 5.18) has size   2)220,338(, mVH   . Bending-induced spot reduction

m
R

V  220360
1

 . M1-demagnification  

8.0
2

2
1 




q

q
fM

.                                                                                                           (5.18) 

(iv) Recording XAFS spectrum of Cu foil 

Cu foil was placed at sample position S1 and Cu K- edge (8.979 keV) XAFS 

spectrum was recorded in transmission mode (Fig. 5.19). The data quality is reasonably 

good, with Signal-Noise ratio ~ . 
2103
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Fig. 5.18: Focal spot photograph 

This was a concentrated sample. For dilute samples, although we expect the data to be 

noisier, the effect of focusing would be more prominent.  

 

Fig. 5.19: XAFS spectrum of Cu foil 
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Table 5.9 : Summary of alignment procedure for M1 

  Symbol/Formula Value 

1. Zero-angle alignment wrt beam 

 

M1 was aligned parallel to the beam 

Pre-Mirror angle wrt beam,  θM 0.2° 

Post Mirror angle wrt horizontal (for 0° 

alignment) 

θM1 0.4° 

Mirror chamber length L 340 mm 

Height difference between the ends of 

mirror chamber corresponding to 

θM1=0.4° 

1tan MLh   2.4 mm 

2. Bringing mirror down into the beam (Half cutting the beam) 

 

3. Centering the beam  

The mirror was translated along the beam direction until there was no shift in beam spot 

position on the CCD. This ensured that the beam was centred on the mirror.  

4.  Tilting the mirror wrt the beam 

 

Separation between direct and reflected beam (c) on the CCD determines tilt angle of the 

mirror. (Tilt angle should be less than critical angle of mirror coating material,  4.0Rh
c ). 

Mirror 
Chamber

Windows

BEAM

CCD

Mirror

θ
L

h

WINDOWS

BEAM

MIRROR 
M1

h

L

CCD

BEAM

CCD

Direct beam

Reflected beam


c

BEAM

CCD
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The mirror was tilted until the desired separation was obtained  

 

           Table5.9  continued 

 M1-CCD distance q3 
430 mm 

Separation between direct and reflected 

spot on CCD 

c  

Desired tilt angle of mirror   0.2° 

Desired value of c corresponding to 

 2.0  

tan3 qc  1500µm (~111 

pixels) 

Size of unfocused, reflected beam 338 µm×360µm 

5. Maximizing reflected intensity 

  was further increased till the intensity started to drop. The value of  corresponding to 

maximum reflected intensity was just below this angle.  

 

Table 5.10: Post mirror focusing parameters 

 Design Experimental Mismatch Factor  

designM

erimentalM

M
f

f
F

)(

)(

1

exp1

1   

bendingpreV )(

[reflected spot] 

140 µm 360µm  

bendingpostV )(  40µm 220µm  

1

1
1

qq

qq
f

V

H
M




  

0.35 0.8 2.1 

 

5.4.5 Scope of improvement 

designV

H

V

H

tV

H

F

F







































58

32

4

10

220

338

exp







i.e. the experimental spot size is 

significantly larger than design goal. The mismatch in horizontal spot size is very large 

and due to large increase (worst condition) in horizontal focusing distance (qH). The 

purpose of extending focal spot farther was to (i) accommodate mirror chamber in limited 
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space and (ii) relax the polychromator crystal and avoid breaking due to bending. In 

principle, we can moderate the setup (within space constraint) by bringing the horizontal 

focus closer to design goal viz.  mmqH 920 . Recalculation with mmqH 920  

confirms simultaneous reduction of 2)130,277(),( mVH   . By reducing mirror chamber 

size, we can create extra 140 mm space i.e. mmqH 715)( min  and obtain

2)55,215(),( mVH    (Fig. 5.20). This is the best we can achieve in the near future, 

with design modification and minimal space constraint.  

 For future, we may consider replacement of spherical pre-mirror with elliptical. 

As demonstrated from our SHADOW calculations
113

 , this would result in mV  27 . 

Besides, optics that leads to large initial beam size must be identified and replaced.  

Thus, we conclude that for (< 10 keV), the main limitation of spot size will be in the 

horizontal direction due to space constraint.   

 

Fig. 5.20: Plot of (a) qH vs horizontal spot size σH, and (b) M1 demagnification vs qH 

 

5.5 Low Temperature XAFS at Indus-2 

Low temperature XAFS experiments have gained impetus over the years, due to 

the growing importance of understanding short-range-order (SRO) changes across 
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magneto-electronic phase transitions ( KTc 300 ).118-122 In Ref. 43, long-range structural 

phase transition temperature did not coincide with superconducting transition temperature 

for La2-xSrxCuO4. In Ref.44, temperature-evolution of long-range-order could not explain 

pairing mechanism in La1.6-xSrxNd0.4CuO4. These paradoxes could be solved by XAFS 

detection of distortions on local scale (<5%): viz. changes in disorder, Jahn-Teller 

distortion, octahedral tilts, buckling angle etc.   

To cater to the increasing demand of low-temperature XAFS, low-temperature 

XAFS-compatible closed cycle displex cryostat [DE-210, Advanced Research System 

(USA)] has been commissioned at Indus-2 under the initiative of Bhabha Atomic 

Research Centre (BARC), Mumbai (India) and Raja Ramanna Centre for Advanced 

Technology (RRCAT), Indore (India). Since XAFS analysis is based on Fourier analysis 

of oscillations, any noise can lead to spurious peaks in real space and convey false 

information. Therefore, XAFS has stringent requirement of noise elimination [Signal-to-

noise ratio, 
310

N
S ]. Design parameters of the cryostat are listed in Table 5.11.  

Table 5.11. Specifications of XAFS compatible cryostat 

Design Parameter Specification 

Vibration Amplitude 15µm 

Operational Temperature Range  4.2-300K 

Heat Capacity  

Windows Kapton
ii
 [<5µm thickness] 

 

We have assessed the feasibility of low temperature XAFS experiments by 

measuring temperature-dependent XAFS on known system. We discuss the feasibility in 

                                                 
ii
 Selected for its x-ray transparency, low coefficient of thermal expansion, mechanical strength, non-toxicity 

and low cost. 

KHzW 2.4@60@8.0
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terms of (i) temperature range that can be covered i.e. identifying phase transitions with 

Tc in this range (ii) data quality and reproducibility with international standards (iii) 

temperature calibration and (iv) temperature resolution with which the phase transition 

can be mapped (generally, phase transition spreads across 20K). 

Most of the phase transitions of our current interest occur in the temperature range 

50-250 K [e.g. spintronic material Sr1-yCayRu1-xTixO3 ( KTC 165 )
123-125

; Fe-based 

superconductors ( KTC 55~ )
55,126

, spin glass YBaCo4O7 ( KTc 65 )
127-128

,half-metallic 

CeMnNi4 ( KTc 140 ).
50 

Correspondingly, we have selected standard Au foil for 

feasibility test and standardization, since Au L3 XAFS shows significant and standardized 

DWF evolution [ )(2 TDebye ] in this temperature range. Debye Model predicts )(2 TDebye

function for metals (Au). The Debye Temperature, [ KAuDebye 165)(  ], denotes the 

temperature beyond which )(( 2 T
dT

d
Debye  remains constant. Being metal-specific, it can 

be used for temperature calibration. Experimental AuDebye )( can be obtained from

)(2

exp Tt , by Debye Model fitting (option in FEFFIT) of temperature-dependent 

experimental XAFS data. The actual temperature ( 'T ) of the foil can then be determined 

and compared with the temperature readout ( setT ) from sensor. This method of 

temperature calibration (using XAFS standard Au foil) is unique since it is directly based 

on the sample and bypasses any error (e.g. loose connectivity) in the electronic circuit of 

the sensor. Although the cryostat features two sensors (described below in section 5.5.1), 

this method of calibration would be particularly useful when these sensors fail.  Besides 

electronic error, there could be systematic error in data due to absorption in windows, 

contraction of windows at low-temperature (though probability is low), condensation of 
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water etc., leading to extra noise in the data. Calibrating with XAFS on standard foil 

would provide first-hand evaluation of these sources of systematic error.  

5.5.1. Closed Cycle Displex Cryostat- Description of Components 

Fig. 5.21 shows the schematic diagram (A-E) of the low temperature setup that operates 

on the principle of Gifford McMahon refrigeration cycle.   

A. Expander: Expander (DE210) is the heart of the cryostat where the cooling 

cycle takes place. Sample holder is mounted on the cold head of the cryostat. Sample 

holder (Fig. 5.3) is insulated from the atmosphere by radiation shield and vacuum 

shroud.   

B. Compressor: Compressor (ARS-10 HW) provides the requisite He gas 

flow rate for operating the expander.  

C. Sample Holder: Sample Holder consists of two plates made of highly 

conducting material like Cu to ensure good thermal conductivity. The sample is 

sandwiched between the two plates. It is mounted on the cold head.  

D. Gas lines: Two gas lines connect the expander to the compressor – one 

supplies high pressure He gas to the expander and the other returns low pressure He 

gas from the expander. 

E. Chiller: Water-chiller (3TB10WC1X, Werner Finley Pvt. Ltd.) is 

connected to the compressor to circulate chilled water and maintain the temperature 

of He- gas at 15
o
C.   

F. Temperature controller: Temperature controller (Lakeshore Cryotronics) is 

connected to the cold head by Cernox sensor (CX-SD, Lakeshore Cryotronics) 

[Cernox is ideal due to its (i) temperature range 100mK -420K, (ii) high sensitivity at 

low temperatures (iii) excellent resistance to ionizing radiation.] and to the sample by 

silicon diode sensor. The controller has closed loop PID (Proportional-Integral-
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Derivative) controlled outputs. In this mode, the controller attempts to keep the load 

at exactly the user defined setpoint, which can be entered in temperature. This is done 

by using feedback from the control sensor to calculate and actively adjust the control 

(heater) output. 

 

 

Fig. 5.21: Schematic diagram of low temperature setup 

 

5.5.2. Principle of operation 

The cryostat works on the pneumatically driven Gifford McMahon refrigeration 

cycle (Fig. 5.22), in four main stages:  

I. The valve disk rotates, opening the high pressure path and allowing high 

pressure He gas to pass through the regenerating material into the expansion space.
129
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II. The pressure differential drives the piston "up" allowing the gas at the 

bottom to expand and cool.  

III. The valve disk rotates and opens the low pressure path, allowing the cold 

gas to flow through the regenerating material, hence removing heat from the system.  

IV. The pressure differential returns the displacer to its original position, 

completing the cycle. 

 

Fig.5.22: Schematic diagram of low temperature setup. Green arrows depict He being supplied to 

the expander for cooling. Red arrows depict return cycle of He. 

 

5.5.3 Calibration of the Cryostat 

Calibration of the cryostat was undertaken at scanning XAFS beamline (BL-09). 

Fig. 5.23 shows schematic of BL-09. A pair of Si(111) crystals in parallel geometry 

functions as Double Crystal Monochromator (DCM), which is used for energy selection 

from the white synchrotron beam. A 1.5 m long, Rh/Pt coated horizontal pre-mirror with 
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meridionial cylindrical curvature is used to obtain collimated beam on the first crystal of 

DCM and to reject higher harmonics from the beam. Incident ( 0I ) and transmitted ( tI ) / 

fluorescent ( fI ) intensities from the sample are measured using N2/Ar filled ionization 

chambers. The absorption data for the sample are recorded by scanning the DCM over the 

entire energy range of interest.  

 

Fig. 5.23: Schematic diagram of BL-09 
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 Fig 5.24: Photograph of (a) BL-09 experimental station with the cryostat in place, (b) Cu sample 

holder 

The Au foil (thickness, mt 5 ) was sandwiched between two plates of Cu sample 

holder (ensuring good thermal contact) (Fig. 5.24(b)), which in turn was mounted on the 

cold head of the cryostat. The cryostat was mounted at the sample position at BL-09 (Fig. 

5.24 (a)). Distance of each ion chamber from the sample was adjusted to minimize 

leakage of fluorescence photons (from the sample) into the chamber. By optimizing all 

these factors, we could obtain good signal-to-noise ratio. The size of the Au foil [

mmmm 1015  ] was large enough to utilize the entire beam [ mmmm 2.01  ]. 

First room temperature (RT) data of the foil was measured, both before and after 

inserting into cryostat: the spectra were reproducible (Fig. 5.25(a-b)), ruling out any 

impact of absorption by the cryostat windows. Subsequently XAFS at lower temperatures 

were measured. The temperature was controlled using the sensor located at the sample 

holder-cold head interface, since, being closer to the sample, it is a better representation 

of the temperature at the sample.  

(a) (b)
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Fig. 5.25: Comparison of Au foil XAFS data recorded outside and inside the cryostat at room 

temperature in (a) k-space, (b) R-space  

Obtaining good quality data with low noise (signal-to-noise ratio ~ 10
3
) is very 

important – in this case, data quality determines the precision of the calibration. Signal-

to-noise ratio depends on several factors: (i) gas pressure in the ion chambers, (ii) 

geometry, particularly the distance between the sample and the ion chambers (iii) beam 

stability (iv) sample quality. Our initial temperature-dependent data on Au foil was 

extremely noisy (Fig. 5.26). At higher k-range )Å6( -1 , background fluctuations were 

comparable with reduced data amplitude (due to DWF effect), rendering the data 

extremely noisy and unusable. When this data was Fourier-transformed, it did not give 

rise to the expected temperature evolution, leading us to think that the cryostat was not 

cooling properly. The most likely reasons for poor data quality were (i) inadequate gas (or 

pressure) in the ion chamber detectors, (ii) fluorescence leakage (due to current space 

limitations) into the ion chamber. Fluorescence photons add non-trivial background signal 

that is difficult to remove and causes fluctuation in data (iii) small fluctuations in the 

beam (iv) sample thickness inhomogeneity. (iv) condensation of water on the cryostat 

windows.  

 



137 

 

 

 

 

 

 

 

 

Fig. 5.26: Initial attempt at low temperature data collection 

To improve the data quality, the following measures were implemented: (i) The 

inner components of the cryostat were wrapped with Aluminized mylar sheets to prevent 

outgassing and absorb any thermal radiation from the shielding materials.
130

 (ii) The 

cryostat windows were removed, greased and re-sealed to prevent vacuum leak (and 

hence water-condensation). (iii) The second Ionization Chamber (used for measuring 

transmitted intensity from the sample) was moved farther from the sample to reduce 

fluorescence leakage (in this configuration, the fluorescence leakage was estimated to be 

only 0.02% of the total signal). (iv) Both the Ionization Chambers were evacuated and re-

filled with appropriate gases. This time, we obtained good quality data for all temperature 

points in the range 50-300K (Fig. 5.27 (a-b)) [Note that we did not measure Au for 10-

50K, since no variation is expected for this foil. Earlier, we had tested the cryostat down 

to 5K]. No condensation was visibly observed on the cryostat windows at low 

temperatures (In case there is any moisture, we have the option of blowing it away with 

dry nitrogen gas); no change was observed in the windows (contraction etc.) at low 

temperature.  
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Fig. 5.27: Temperature dependent XAFS data on Au foil recorded at BL-09 

 in (a) k-space, (b) R-space 

Au foil data from BL-09 were processed using ATHENA
83

 and the extracted 

XAFS oscillations, χ (k), were Fourier transformed into real space for fitting. Fitting data 

involves (i) structural modeling using ATOMS
88

 [space group= )( 3 fccmfm , 4.08Å   =a ], 

(ii) generation of theoretical XAFS scattering amplitudes and phase shifts using FEFF6
89

 

(iii) Data fitting with FEFFIT 
89

 using the scattering parameter output of FEFF6. 

We first compared the room temperature XAFS data of Au foil (inside/ outside 

cryostat) with international standard viz. Au foil at APS (USA) (Fig.5.28). Indus-2 and 

APS datasets are slightly phase-shifted relative to each other; this could be due to small 

optical misalignment at beamline e.g. slight loss of parallelism between the 

monochromator crystals. Small energy correction ( eVE 30  ) to APS data, using 

ATHENA, matches it with Indus-2 data. (Fig.5.29). There is small difference in 

amplitudes (DWF) of Indus-2 and APS XAFS data, which is due to small variation in foil 

quality.  
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Fig. 5.28: Comparison of RT Au foil data (Indus-2) (blue line) with standard Au foil (RT) data from APS 

(USA) (green line). Phase mismatch between the two data could be corrected with small energy correction 

ΔE0=3eV (red line). 

For DWF analysis of our XAFS data, we considered fit range

-1Å108.2  rangek , Å4.38.1  rangeR , which includes contributions from 

nearest Au neighbors at Å88.2R ( 12N ). To minimize error bars, eliminate 

systematic error in analysis (for example, leakage of background into first peak) and 

perform temperature calibration with maximum accuracy, various comprehensive 

strategies were employed to fit the temperature-dependent XAFS data unambiguously. 

These include (i) fitting individual datasets; (ii) simultaneous fitting of datasets for 

different temperatures, varying common ],[ 2

0 RS  but different DWF between the datasets; 

(iii) simultaneous fitting of datasets for different temperatures using Debye Model i.e. 

varying common ],,[ 2

0 RSD : KKD 2163  was obtained. R-factor was considered as 

an estimate of fit quality
88,97

; comparison between data and fit spectra, for RT and 50K, is 

shown in Fig.5.29. 
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Fig. 5.29: Comparison between data and fit for Au foil data at RT and at 50K. 

  DWF fit results, from strategies (i-iii), are shown in Table 5.12 and plotted in Fig. 

5.30(a). The results, from all these strategies, agree with each other within error bars. We 

have generated theoretical DWF evolution curves from Debye Model (Fig. 5.30(a)), using 

‘NOFIT’ option in FEFFIT
89

, for 170K. and KKD 165,160 . We have compared the 

experimental results from strategies (i-iii) with these theoretical curves. Our XAFS fit 

results (  KD 163 ) match closely with the theoretical curve (Fig. 5.30(a)) 

corresponding to  KD 165 , assuring credibility of temperature calibration. [Small 

deviations in )(2

exp Tt from Debye curve could be due to an-harmonic vibration 

components present in the foil, which are not taken into account in Debye Model. The 

deviations are contained within  .5KD  ]. The error bars in )(2

exp Tt  correspond to 

temperature uncertainty KT 5 on the same curve. From D value obtained using 

strategy (iii), we deduce the relation between the readout temperature of the sensor, 

readoutT , and actual temperature of the foil, 'T : KK ExptalAuDAuD 163])([ ; 165)( 

KTT readout 2'  .                                                                                               (5.19) 
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Fig. 5.30(b) shows the final comparison of our XAFS-derived temperature 'T  vs. readout 

temperature of the sensor readoutT .  

 

Fig. 5.30: (a). Evolution of DWF with temperature. Strategies (i) and (ii) involve fitting the data without 

using Debye Model. In (i), datasets for different temperatures were fit individually while in (ii), they were 

fit simultaneously. Strategy (iii) involved simultaneous fitting of the datasets using Debye Model.  [Inset 

shows the derivative of the theoretical curves for different ΘD (160K, 165K, 170K). ΘD(marked by solid 

square) represents the Temperature beyond which the rate of change of derivative remains constant. (b) Plot 

of temperature of foil (T
’
) vs temperature readout of the sensor (Tset) 

To summarize, we have obtained good quality XAFS data on Au foil in the 

temperature range 50-300K. The data is free of artifact related to absorption inside 

cryostat etc., as room temperature XAFS data, recorded inside cryostat, matches well with 

that measured outside the cryostat and with international data. XAFS-derived )(2

exp Tt  

matches well with theoretical Debye model generated )(2 TDebye  and experimental 

AuDebye )( is determined to be within  2K of the theoretical value. The .minimum 

temperature step size, for low temperature-dependent XAFS experiments, is determined 

to be KT 5 . We expect the calibration to be as good for metallic samples in general. 

For insulating samples, adequate temperature accuracy can be attained if thin and uniform 

samples (on tape / pellets) are sandwiched between the plates of Cu sample holder.
49,50,55
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Table 5.12 : XAFS Fit results for Au foil  

 

 

(Å
2
)  

Strategy (i) Strategy (ii)  Strategy (iii)  

300  0.0069 (2)  0.0074 (3)  0.0073 (3)  

250  0.0063 (1)  0.0065 (3)  0.0060 (3)  

200  0.0047 (1)  0.0050 (2)  0.0046 (2)  

180  0.0039 (1)  0.0042 (2)  0.0041 (2)  

150  0.0033 (1)  0.0035 (2)  0.0033 (1)  

100  0.0022 (1)  0.0024 (2)  0.0020 (1)  

50  0.0009 (0)  0.0012 (2)  0.0010 (0)  

 

Following this commissioning of low temperature XAFS facility at Indus-2, we 

plan to pursue lower (<50 K) temperature-XAFS of non-standard samples in the future. 

As mentioned earlier, we had already tested and confirmed temperature stability down to 

5 K; XAFS data, at lower temperature, is expected to have large signal-to-noise ratio (i.e. 

very good quality), due to lower DWF. The entire sample series (e.g. different dopant 

concentrations plus one standard) will be fixed onto vertically separated multi-slot sample 

holder (Fig.5.23). At each temperature point, all the samples will be measured in turn by 

vertical adjustment of the sample stage. [Since samples tend to condense at low 

temperature, sample centers could shift slightly (~0.1mm) and should be re-adjusted at 

every temperature]. This configuration would not only increase data collection efficiency 

but maintain the same temperature calibration for all the samples of the series.  

 

5.6 Conclusions 

 We have commissioned high pressure and low temperature XAFS facilities at 

Indus-2. For high pressure XAFS experiments at ED-XAS beamline (BL-08), we have 

installed bendable elliptical mirror M1 designed for the reduction of vertical spot size. We 

)(KTset

2

AuAu
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have aligned the mirror at Cu K edge (8.979 keV) energy. By combination of pre-mirror, 

polychromator CC and post mirror M1, we could obtain spot size mm  220338  . We 

have suggested several corrections for further improvement in the spot size. Overall, the 

suggested corrections are feasible and we are optimistic about carrying out HP EXAFS 

experiments for keVE 9 , and XANES and first shell EXAFS analysis for

keVEkeV 95  . 

 For low temperature XAFS experiments, we have installed displex closed cycle 

cryostat. The cryostat was tested down to 5 K. We have critically evaluated the feasibility 

of performing low temperature XAFS experiments using this cryostat at scanning XAFS 

beamline (BL-09). For this purpose, temperature-dependent (50-300K) XAFS were 

measured for standard Au foil and )(2
exp Tt  obtained from fitting the data. The highlights 

of our results are (i) Data are reproducible inside and outside cryostat (thus ruling out 

systematic error from window absorption etc.) and match well with international XAFS 

data on Au foil. (ii) Data quality is sufficiently good to reduce uncertainties in fit results. 

(iii) Our )(2
exp Tt results matched with standard Debye Model [ )(2 TDebye ] for Au, thus 

confirming temperature calibration (2K) of the cryostat. (iv) Temperature accuracy:

KT 5 . This demonstrates the feasibility of measuring any structural phase transition 

over 50-300K and mapping the transition in steps of 5K; in principle, the transition 

temperature range can be extended down to 5K. Systems with 63;4226 Z are 

compatible with the energy range available at BL-09 and should be in pellet/foil/ribbon 

form for low temperature experiments.    
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CHAPTER 6 

XAFS CHARACTERIZATION OF EMBEDDED 

BIMETALLIC NANOCLUSTERS IN MULTILAYER 

FILM 

 

6.1. Background 

  Bimetallic magnetic NCs embedded in non-magnetic matrix have gained impetus 

due to their ability wide-ranged applications. The employment of a matrix gives an 

additional degree of freedom and allows tuning the properties depending on the particle 

arrangement within the matrix. Additionally, the matrix stabilizes the NCs (even those 

present in non-equilibrium state), protects them from the environment, arrests their 

position and prevents coalescence. They are widely employed in (i) opto-electronic 

devices (for their large third-order susceptibility with pico second response time)
131

 ((ii) 

surface lubricants for MEMS switch contacts; (iii) ultra high density data storage.
132-133 

(iv) Catalysis
134-136

, including specific reactions like hydrogenation of olefins and 

structural rearrangement (of Carbon skeleton) in hydrocarbons
137

, decontamination of 

ground water
138

, Metal-filled carbon nanotubes as electrocatalysts in fuel cells.
139

 

Wetting being an issue in electronic devices, a dry method of synthesis would be 

advantageous. Several dry synthesis methods viz. lithography
140

, co-sputtering
141

, ion 

implantation
142

, laser ablation
143

 have also been used previously for embedded NC 

synthesis. Over the years, Ion irradiation has gained importance as a method for 

synthesis/modification/characterization materials depending on the energy of the incident 

ions (~keV to GeV).
144

 Ion irradiation results in a variety of ion-solid interactions, 

including (i) incorporation of ions into the solid, (ii) creation of vacancies (defects and 

interstitials), (iii) sputtering (ejection of atoms and molecules), depending on the energy 
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of the incident ion. Energetic ions, during their passage through a material lose energy via 

two processes: Nuclear energy loss Sn and electronic energy loss Se. Sn refers to energy 

loss due to elastic collisions of the incident ions with the atoms in the material, and is 

dominant at low energies (~ keV to 1 MeV). It results in atomic displacement from their 

lattice sites either by ejection from the surface or by relocation within the solid. Se refers 

to the energy lost by inelastic collisions of the ion with the atoms in the material, leading 

to ionization or excitation of the atoms. It is dominant at high energies (>>1MeV). 

 In multilayer (ML) thin films, MeV ion irradiation has been observed to introduce 

a number of effects with interesting consequences. In magnetic Co/Pt MLs, interfacial 

mixing induced by ion irradiation resulted in spin-reorientation transition, and change of 

giant magnetoresistance.
145

 Small concentrations of magnetic impurity in non magnetic 

layers of a magnetic ML, which can cause changes in magnetic coupling and 

magnetoresistance
146

, can be introduced in the non-magnetic layers by ion irradiation. In 

general, irradiation induced inter-layer mixing, interfacial broadening and period dilation 

is commonly observed in MLs
147-148

, as demonstrated in several previous reports.
149- 152

 

 A Pt/C ML has been used as a regular X-ray mirror.
153-154

 Addition of a Ni layer is 

expected to extend the functional energy range beyond 80 keV, i.e. beyond the Pt K-edge. 

Ion irradiation of the mirror was intended to simulate the defects that could possibly be 

induced by high-flux, high-energy X-rays, in order to understand device functionality.  

 However, the main impact of this work lies beyond mirror assessment in terms of 

damage. Instead, we explore the possibility/feasibility to synthesize bimetallic (magnetic) 

Ni/Pt clusters on (non-magnetic) C matrix by ion irradiation of Pt/Ni/C multilayer (ML). 

C is selected for its low density (2.5g/cc) and high stiffness (> glass). Additionally, 

Carbon can provide magnetic isolation between neighboring clusters, which causes the 

reduction of inter-particle exchange coupling.  
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  This method would be unique in the sense that, if successful, it would lead to the 

generation of ML structure which contains alternating layers of magnetic clusters 

embedded in non-magnetic matrix separated by magnetic layers.  

 Herein, the control parameter for composition of the bimetallic clusters will not be 

limited to thermodynamics alone, but can be controlled by collision kinetics, initial 

thickness of the layers and interfacial integrity.    

 

6.2 Sample Synthesis details 

 

Fig. 6.1: Schematic of the deposited multilayer 

 

 A depth graded Pt/Ni/C multi tri-layer (15 tri-layers in the multilayer stack), in 

which the thickness of the C layer gradually varies with depth, was prepared by alternate 

deposition of Pt, Ni and C layers on a 30mm×70mm float glass substrate by ion beam 

sputtering technique 
155,167

  at a low Argon pressure of 0.1 mbar. Tri-layer periodicity, d ~ 

7 nm. Schematic of the multilayer is shown in Fig. 6.1. 20mm ×4mm pieces of the sample 

were cut and irradiated with 2 MeV Au
2+

 ions 2×10
15

 ions/cm
2
 at the 3MV Pelletron 

accelerator at the Institute of Physics, Bhubhaneshwar (India).  
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6.3 Structural characterization of the ML pre-and post-irradiation 

 Several techniques can be used to probe ion-irradiation induced changes in MLs. 

Transmission Electron Microscopy (TEM) and Scanning Electron Microscopy (SEM) can 

be used to gain insight into the multilayer structure. X-ray Reflectivity (XRR) and 

Neutron Reflectometry can be used to determine roughness and thickness of individual 

layers. X-ray Fluorescence (XRF) is generally used to detect inter-layer mixing, X-ray 

Photoelectron Spectroscopy (XPS) can be used to chemically characterize the surface of 

the ML.  

 In this work, micro-structural details of the ML were derived using X-ray 

Reflectivity (XRR), X-ray Fluorescence (XRF) and Transmission Electron Microscopy 

(TEM).
157

 

 TEM measurements on the samples
157 

revealed well separated Pt, Ni and C layers 

in the pre-irradiated (pristine) ML (Fig. 6.2). The irradiated ML shows mixing between 

the layers and some dark spots in the C layers
157

, which could be nanoscale  particles  of  

higher  density  material  within  the  C layers.  Negative heat of mixing between Ni and 

Pt favors formation of Ni-Pt alloy. In contrast, positive heat of mixing between Ni and C 

and Pt and C favors segregation. Therefore, the observed clusters are likely to contain Ni 

and Pt. The average diameter of the clusters was determined to be ~ 1.7 nm, with size 

dispersion of ~10 %. The average inter-cluster separation was determined to be ~ 3.6 

(0.9) nm and 0.8 (0.1) nm across the plane of C layer.
157 
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Fig. 6.2: XTEM micrographs of (a) pristine and (b) irradiated (ion fluence = 2×10
15

 ions/cm
2
) samples.

 157
 

 

XRR and XRF were recorded in X-ray Standing Wave mode to overcome the limitations 

of conventional XRR and XRF.  

 

Fig. 6.3: Illustration of formation of standing waves of X-rays in Pt/Ni/C Multilayer. As the angle of 

incidence increases through the diffraction peak region (top), antinodes move from the low electron-density 

medium (C layers) to the high electron-density medium (Pt layers) (bottom). 

 The XSW technique is extensively used in condensed matter science. In a periodic 

ML, XSW are generated when Bragg diffraction occurs from the 
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ML.
156

 The standing wave pattern has the periodicity of the corresponding diffraction 

planes (typically 0.2 nm). In this case atomic displacements of typically one-hundredth of 

this distance (i.e. 2 pm) can be detected, along with details of the displacement direction 

(inward or outward). Details of XSW technique are given in the next section. Fig. 6.3 

schematically shows the formation of standing wave patterns while a first order Bragg 

diffraction of x-rays occurs from a periodic ML. At the rising edge of the Bragg peak, the 

antinodes of the standing wave are in the C layers. As the grazing angle of incidence 

advances through the Bragg peak, the standing wave pattern moves inward finally 

moving by half the ML period (d) at the falling edge of the Bragg peak, where the 

antinodes coincide with the Pt layers. The intensity of emission of fluorescence is 

proportional to the intensity of x rays.  

 

Fig. 6.4: (A) X-ray Reflectivity of pristine and irradiated MLs. (B) (a) Reflectivity under first order Bragg 

peak and integrated field intensities in 1-Pt layer, 2-Ni layer and 3-C layer. Reflectivity data and 

fluorescence yield for (b) pristine and (c) irradiated samples.
157

 

 

 Fig. 6.4 (A) shows the reflectivity plot for the pristine and irradiated samples.
157

 

Clearly there is an increase in interlayer roughness with irradiation. Fig. 6.4 (B) shows the 

Pristine

Irradiated

(A) (B)
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fluorescence yields for both the samples. Clearly the Pt- and Ni-fluorescence yields are 

almost indistinguishable in the irradiated ML (Fig. 6.4 (B) (c)). This indistinguishability 

implies that the Pt and Ni layers are completely mixed at this ion-fluence.  

 The knowledge from these structural studies had limitations of cluster details and 

the origin of assumed cluster configuration. In this context, XAFS would provide first-

hand impression
150,157

 of the cluster structure, for the given irradiation condition. For 

example, our results would establish if Ni and Pt form isolated clusters in C-matrix or 

core-shell structure
158-159

 or alloy. These predictions cannot be drawn simplistically from 

bulk binary phase diagrams since factors such as surface energetics
160

, Ni/C or Pt/C 

interactions (i.e. ternary phase diagrams), could come into play.  

  XAFS at Ni K-edge can (in principle) detect possible Ni-Pt alloy formation
161-162

 

at the Ni-Pt interface or Ni-C compound formation
163-164

 at the Ni-C interface. These 

changes are typically reflected in coordination or bond-lengths in EXAFS results or 

whiteline features (oxidation state) in XANES.  

To solve this problem, it is clear that XAFS cannot be measured in normal 

reflection mode, since it would be impossible to separate information coming from the 

layers and the interfaces, which is the key to decoding the structure of the ion irradiation 

generated clusters. The layers and interfaces of the ML can be selectively filtered for 

information by x-ray standing wave (XSW) technique. The standing-wave field is 

generated within the periodic ML as a result of a superposition of incident and diffracted 

waves when x-rays are Bragg reflected by the periodic ML.
165-166

 The equi-intensity 

planes of the standing-wave field are parallel to and have the periodicity of the diffracting 

planes in the periodic MLs. At an angle of incidence corresponding to the rising edge of 

the diffraction peak, the antinodal planes of the standing-wave field lie between the 

diffracting planes. As the angle of incidence increases, the antinodal planes move 
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continuously inward onto the diffracting planes at the falling edge of the diffraction peak. 

Over the angular region of Bragg reflection, emission of fluorescent X-rays
165-166

 from the 

periodic ML is strongly modulated, being at a maximum (minimum) when the antinodal 

(nodal) planes coincide with positions of the atoms in the periodic ML. Bragg diffraction 

is also obtained from a ML with a slightly varying period and consequently XSW is 

generated in such graded MLs. By scanning across the Bragg angle, we center the 

antinode successively in each layer. The present system is same as described in Ref. 157 

and 167. On the Bragg peak [Fig. 6.5(a)], we select two angles on rising ( = 0.554
o
) and 

falling ( = 0.638
o
) edges of the Bragg peak which we refer to as “low” and “high” 

respectively. For the present pristine ML system, although the low angle corresponds to 

the location of antinodes on the C layer, rising edges of the antinodes coincide with the 

Ni/C interfaces [Black curve: Fig. 6.5(b)]. Fluorescence-mode Ni K-edge XAFS for this 

angle, therefore, yields the structural information around Ni diffused into C layer. At the 

high angle, the anti-nodes coincide with C/Pt interfaces [blue curve: Fig. 6.5(b)]. 

However, the main contribution to Ni fluorescence comes from the relatively denser Ni 

atomic concentration at Pt/Ni interfaces as the falling edges of the antinodes coincide 

with these interfaces [Fig.6.5 (b)]. Therefore, Ni K-edge XAFS at high angle reveals the 

Ni environment predominantly at the Pt/Ni interface
iii

. Any dissolved Ni, although 

expected to be in very small amount at this interface, can contribute to the observed Ni 

fluorescence. In the irradiated ML, the XSW-pattern shifts due to changes in structure 

(mixing) and density. At low angle, the antinodes of XSW coincide with the C layer of 

the irradiated ML while the nodes coincide with the Ni/Pt interface [or rather, at the 

                                                 
iii

 In the system under consideration, the thicknesses of the Pt layer and Ni layer are 23 Å and 22 Å 

respectively.  The thickness of the C layer was varied from 29.7 Å (at the bottom-most layer) to 35.7 Å (at 

the top-most layer), since the system is a depth graded multilayer. Despite the location of anti-node at 

interfaces, there will be some contribution to the signal from the non-interfacial regions of the layers.   



152 

 

middle of the mixed Ni-Pt layer as in Ref. 157] (Black curve, Fig.6.5 (b)). Ni K edge 

XAFS at this angle, for the irradiated ML, reveals structural information around Ni 

diffused into C layer (as in the pristine ML).  At high angle, the antinodes of the XSW 

shift to the Ni/Pt interface or the middle of the Ni-Pt layer (instead of C/Pt interface as in 

pristine ML) while the nodes are located in the C layer [Blue curve, Fig. 6.5 (b)].  

Therefore, Ni K edge XAFS at this angle reveals the structural information around Ni at 

Ni/Pt interface of irradiated ML.   

 

Fig. 6.5: (a) First order Bragg peak; the positions of antinodes and nodes of the X-ray standing wave (XSW) 

formed within the first few layers (7 consecutive layers from surface) of our graded Pt/Ni/C multi-trilayer in 

(b) Pristine ML and (c) Irradiated ML. The black curve corresponds to the angle chosen in left (lower 

angle) side of the Bragg peak (BP) while the blue curve corresponds to the angle chosen at the right (high 

angle) side of the BP. 

 

The structural model is retrieved mainly from the XAFS coordination results. We 

theoretically calculated the coordination number for various degrees of interfacial mixing 

and compared with the XAFS results. The theoretical coordination calculation is non-

trivial, having to include the variation in field intensity over the individual layers of the 

ML from XSW pattern (since this causes variation in the number of Ni atoms excited in 
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different depths over a period of the ML sample).
iv

 With rigorous XAFS analysis, we are 

able to derive finer (beyond XRR/XRF/XTEM) micro-structural details: e.g. 

quantification of intermixing, chemical nature of mixing, cluster identification. The most 

important outcome is the identification of bimetallic nano-clusters formed within 

irradiated C matrix.  

 

6.4. XAFS Experimental details 

 XAFS data were collected in fluorescence mode at the Ni-K edge (8.333 keV) at 

the ROEMO (E2) beamline at Hamburg Synchrotron Radiation Laboratory (HASYLAB) 

at DESY, Germany. A pair of Si (111) crystals in parallel geometry was used as 

monochromator to filter out the wavelengths.  The first Si (111) crystal in the path of the 

incident beam was given suitable offset (from parallel geometry) to suppress higher 

harmonics from the monochromator.  During energy scan of EXAFS experiments, an 

appropriate adjustment of the angle of incidence was made in order to maintain the 

antinodal positions within the sample unchanged. A Si (Li) detector was used to collect 

the fluorescence photons.   

 

6.5. Results and discussion 

6.5.1 XAFS results 

  The XAFS data sets (Fig. 6.6a) were analyzed for the first coordination shell 

around Ni. The rather large noise (possibly due to disordered interface) in the data 

precluded higher shell analysis. However, the first shell (nearest neighbor) analysis is 

                                                 
iv

 The penetration depth of 2 MeV Au
2+

 ions being ~microns ions go through the ML sample and get 

embedded deep into the substrate; the variation due to ion impact factor is negligible.  
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found to sufficiently extract the irradiation-induced structural changes (shown below).  

Correlation-free coordination (N) and Debye Waller Factor (DWF) were obtained by 

simultaneously fitting each dataset for k
w
 (w = 1, 2).

v
 The data were fit over the k-range 

2.2-8 Å
-1

 and r-range 1.2-3.4 Å.  The results are listed in Table 6.2. An example of fit 

quality (R-factor = 0.001-0.014) is shown in Fig. 6.6b.  

 

Fig. 6.6a: Comparison of data in k-space before and after irradiation for (a) Ni/C interface and (b) Ni/Pt 

interface 

 

Fig. 6.6b: Comparison of data with fit 

 Several fitting strategies were considered to test the robustness of the fit 

parameters, such as (or non-) inclusion of third cumulant
vi

 into disorder, (or non-) 

constraining the coordination number around Ni to 12 (fcc) or that between the pristine 

                                                 
v Simultaneous fitting of the datasets was necessary in order to have sufficient variables for fitting. 

vi
 The third cumulant is a measure of the anharmonicity in the atomic distribution. 
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and irradiated MLs to be the same.  The error bars in Table 6.1 reflect the maximum 

possible variation from all these fits.  

6.5.1.1 Low angle (C layer and its interfaces with Ni and Pt) 

XAFS data for pristine ML at low angle was fit by considering Ni-Ni and Ni-C 

scattering paths (any attempt to include Ni-Pt path resulted in a bad fit; this is not 

surprising as there are nodes in the XSW pattern at the Pt/Ni interfaces). The large error 

bars for NNi-C are due to the extremely low Ni-C coordination.  

 

TABLE 6.1. XAFS fit results for Pt/Ni/C ML 

Bond ML N  
2
 (Å

2
) 

 

R(Å) 

 

Theoretical 

R(Å)  

Low Angle   

Ni-Ni Pristine 5.46  0.12 0.018  0.0004 2.445  0.003 2.48  

Irradiated 6.24  0.17 0.021  0.0005 2.612  0.001 

 

Ni-C Pristine 0.88  0.18 0.016  0.006 1.964  0.007 2.00 

Irradiated 0.33 ± 0.18 0.016 ± 0.006 1.964 ± 0.007 

Ni-Pt Pristine - - - 2.60 

Irradiated 4.14  0.14 0.024  0.002 2.727  0.007 

High Angle  

Ni-Ni Pristine 7.27  1.11 0.021  0.003 2.54  0.01 2.48 

Irradiated 8.49  0.92 0.025  0.003 2.60  0.01 

Ni-Pt Pristine 3.4  . 0.016  0.009 2.72  0.04 2.60 

Irradiated 3.51  0.92 0.02  0.01  0.03 

  

 From Fig. 6.6(b), it is clear that in the data there are contributions from part of the 

Ni layer, Ni/C interface and (possible) diffused Ni atoms in the bulk C layer. Considering 

interfacial planes to be {111}/{100}/{110} and taking into account the relative variation 
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in field intensity across the ML (as explained earlier) (Refer Fig. 6.6(b)),  the weighted- 

average Ni-Ni coordination may be formulated as
vii-ix168-170

: 
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                                                                       (6.1),  

where NA is the number of Ni atoms in Ni layer, NB is the number of interfacial Ni atoms, 

INi is the  intensity in Ni layer, IC is the intensity in C layer, INi/C is the intensity at Ni/C 

interface, I0 is the maximum intensity, in this case, IC.   

The first and second terms in the numerator reflect the contribution from Ni-Ni 

bonds in Ni layer and at Ni/C interface respectively. (Note that Ni cluster formation inside 

C layer is excluded preliminarily). The denominator represents the sum of Ni atoms 

excited in Ni layer and Ni/C interface. Assuming the interfacial roughness (Ni-C = 1.7 Å, 

from reflectivity experiments) to be preliminarily representative of interfacial extent and 

the thickness of Ni layer = 22 Å, interface-volume ratio %7
)(


 BA

B

NN

N . However, this ratio 

should have yielded 63.11NiNiN  
from Eq. (6.1) (instead of 5.4 in Table 6.1).  

On the other hand, the average interfacial Ni-C coordination (for adsorption) may 

be formulated as: 

)()(

67.3

)(

0

/

0

0

/

max

B
CNi

A
Ni

B
CNi

CNi

N
I

I
N

I

I

N
I

I

N


















                                                                    (6.2).  

 

 

                                                 
vii Bulk Ni fcc lattice has 12 neighbors while interfacial Ni has 9 neighbors. 3 missing neighbors correspond to dangling 

bonds for {111} plane. In the case of {110} and {100} planes, interfacial Ni has 8 neighbors and the 4 missing 

neighbors correspond to dangling bonds. Since the layers are polycrystalline in the sample, we have to consider an 

average over these three planes.   
viii The intensity variation (Figure.1) in the various layers is normalized with respect to the intensity in the (i) C layer for 

low angle of the Bragg peak and (ii) Pt layer for high angle of the Bragg peak. 
ix There are no Ni atoms at the C/Pt interface. 
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Table 6.2: XAFS coordination analysis steps for Ni/C interface* 

1. Using XRR determined roughness layer thickness, calculate fraction of Ni atoms at Ni/C  

interface  

2. From the normalized XSW intensity variation across the ML, extract the no. of x-ray excited 

Ni atoms ((NNi) ex) (that contribute to XAFS signal), at different locations of the ML. 

3. Considering the structure of Ni -layer to be fcc and the Ni/C interfacial plane to be consisting 

of {111}:{110}:{100} =1:1:1, calculate the weight-averaged surface coordination for Ni 

atoms at this interface. 

4.  Using equations 6.1 and 6.2, calculate the weighted average NNi-Ni and (NNi-C)max. 

5.  If (NNi-Ni)calculated ≠  (NNi-Ni)XAFS and (NNi-C)max.< (NNi-C)XAFS, the interface is not sharp and some 

Ni atoms are pre-diffused into C layer. 

(NNi-C)C layer= (NNi-C) XAFS -(NNiC)interfacial 

6. Calculate % of Ni atoms diffused into C layer 

*The above procedure is true for all interfaces 

 

From this equation, NNi-C = 0.37 (instead of 0.879 in Table 6.2).   Lower NNi-Ni (in Table 

6.1) and higher NNi-C (compared to calculated results from above eqn.) suggest 

replacement of some Ni near neighbors by C atoms, possibly due to additional (random) 

diffusion of Ni into C layer (beyond the reflectivity-derived simplistic binary model of 

layer + interface) (Fig.. 6.7). Solving Eq. (6.2) for XAFS-derived coordination yielded 

this additional Ni proportion to be 26%.
x
 Thus, the salient conclusion on the pristine Ni/C 

interfacial structure, from XAFS (and beyond XRR), is the existence of significant 

proportion of sporadic pre-diffused Ni atoms within C layer. The implications of this 

finding will be evident later in this paper.  

The nature of Ni-C bond is determined to be chemical from XANES: XANES at 

Ni K-edge (Fig. 6.8(a)), for the pristine ML, shows conspicuous (positive) deviation of Ni 

                                                 
x
  Total NNi-C=0.88, out of which 0.37 is interfacial.  This implies that 0.51 is in C layer.  Now, each Ni 

atom in C layer has 2 C coordination (amorphous carbon).  2×(total no. of Ni atoms) contribute to NNi-C 

=0.51 Therefore % of Ni atoms diffused into C layer = 0.51/2 = 26%. 
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valence from that of pure Ni (i.e. 0 oxidation state).  We attribute the integrity of Ni/C 

interface, during irradiation, to this chemical binding.   

 

 

Fig. 6.7: Structural model for the multilayer before and after irradiation. 

 

Fig.6.8: XANES at (a) Ni/C interface and (b) Ni/Pt interface 

The data for the irradiated ML was best fit by Ni-C, Ni-Ni and Ni-Pt scattering 

paths (simulations for different values of NNi-Ni (and NNi-Pt) reveal resolution limit of ΔN 

= 2). The emergence of Ni-Pt coordination (in contrast to pristine ML) is consistent with 

XTEM results and due to irradiation-induced diffusion of Pt atoms into C layer 

(suggested by XRR). [Pt/C interfaces
171,172

 are reported to be vulnerable due to absence of 

Pt-C chemical bond
173

, unlike Ni-C.
174

 This is consistent with increase in roughness with 

irradiation in Ref. 157: σPt/C increases by ~ 400% while the corresponding increase in 
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σNi/C is by 32%]. The bond-length changes are consistent with the mixing of Ni and Pt. 

Ni-Ni bond-length (2.44 Å), which is close to the metallic value (2.48 Å) before 

irradiation, expands (to 2.6 Å) towards Pt-Pt bond-length (2.7 Å) after irradiation. This 

bond-length change is duly directed towards accommodating the larger intercalated Pt 

atoms.  

6.5.1.2 Cluster Models  

While XTEM indicates the formation of Pt-Ni nanoclusters, it is unable to 

determine their exact configuration. We consider various models of nano-clusters to 

deduce the configuration of Ni-Pt within C layer (i) isolated clusters of Ni and Pt; (ii) Ni 

core - Pt shell; (iii) Pt core – Ni shell; (iv) Ni-centered icosahedral bimetallic cluster 

[Icosahedral model has been considered since this is a highly disordered system. In highly 

disordered systems (for e.g. metallic glass), such icosahedral structural units have been 

observed
175

] and (v) Pt-centered icosahedral bimetallic cluster. (Fig. 6.9) 

 

Fig. 6.9: (a) Various cluster models considered, (b) final model for embedded clusters in C layers 
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For this, the contributions to NNi-Ni from Ni/C interface, Ni+Pt mixed layer and 

within C layer were decoupled.
xi

 Subtracting the interfacial contribution and Ni+Pt layer 

contribution from the total in Table 6.2, NNi-Ni (from C layer) and NNi-Pt are calculated to 

be 6.35 and 3.64 respectively. Next, for models (i-iv) we calculated NNi-Ni and NNi-Pt for 

different surface-volume ratios of the number of Ni atoms
xii

 (i.e. different cluster sizes of 

Ni). 

Model (i) is ruled out since experimentally-deduced NNi-Ni (~6.35) is significantly 

lower than that for the smallest Ni cluster. On the other hand, significant NNi-Pt (~ 3.64) 

rules out isolated Pt clusters. The same logistics rule out Model (ii), since the latter would 

have resulted in a minimum NNi-Ni ~ 9. Model (iii) is ruled out since our NNi-Pt > 0.3.
xiii

  

Model (iv-v) would have resulted in NNi-Ni + NNi-Pt  ~ 7. The same being ~ 9 from our 

XAFS results rules out 13 atom icosahedral clusters.   

Therefore, Ni-Pt bimetallic clusters around Ni centre, having Ni:Pt = 0.6:0.4, 

highly disordered beyond the first shell, may be the best representation for the Ni/Pt 

configuration within the C layer. The first shell radius of the clusters is estimated to be ~ 

0.25 nm, corresponding to Ni-Pt bond-length in Table 6.1. The solution is consistent with 

Ni-Pt alloy formation, as indicated by Ni-Pt binary phase diagram for this atomic 

concentration ratio. Previous reports on Ni/Pt alloys have shown clusters of this particular 

composition to be ferromagnetic.
176-178

  

 

 

                                                 
xi

 The integrated intensities for each interface and layer were calculated.  The total  NNi-Ni has contributions 

from Ni+Pt mixed layer + C layer + Ni/C interface. 

 

 







CNiPtNiC

CNiCNiPtNierPtmixedlayNiCClayer
TotalNiNi

III

INININ
N

/

//
][  

xii
 

x
PtNi

Nxx
NiNi

N 3;9)1(12 





 

xiii
 Pt core, Ni shell would imply that surface Pt atoms see an average of 3 Ni nearest neighbor, assuming the 

surface to be (111). So each Ni atom will see 1/3 = 0.3 Pt atoms. 
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6.5.1.3 High Angle (Ni-Pt interface) 

The data for both the pristine and the irradiated MLs (Fig. 6.10) were best fit by 

Ni-Ni and Ni-Pt scattering paths. (Note that any attempt to include Ni-C path resulted in 

bad fit.). Metallic interfaces are generally marked by intermixing
179

 between the layers: 

Ni-Pt form alloys
180-181

at very low energies.  Lower NNi-Ni (~ 7.3) and increased NNi-Pt 

(~3.4), for the pristine ML, compared to those theoretically calculated [replacing IC by IPt 

(Intensity in Pt layer) and INi/C by INi/Pt (Intensity at Ni/Pt interface) in Eqn.(6.1)-(6.2)] for 

ideal sharp interface
xiv

 implies pre-existing intermixing, consistent with XRR. From the 

coordination ratio NNi-Ni:NNi-Pt (and density), the atomic concentration ratio Ni:Pt was 

calculated to be 0.82: 0.16. Ni-Pt binary phase diagram suggests the possibility of alloy 

formation for this concentration ratio.
163

 This is further supported by XANES at Ni K-

edge (Fig.6.8(b)) for the pristine ML, which shows conspicuous (negative) deviation from 

that of pure Ni (i.e.0 oxidation state). It implies charge transfer to Ni at this interface, 

most likely from Pt.
182

 Therefore, Ni-Pt alloy could be reasonably justified structural 

representation for this interface. 

 

Fig. 6.10: Fourier Transform for both the MLs at Ni/Pt interface 

For the irradiated ML, NNi-Ni and NNi-Pt were calculated for various degrees of 

interfacial mixing and by including the intensity variation. It is deduced that interlayer 

                                                 
xiv

 Ideal sharp interface implies that there is no diffusion between the layers beyond the interface. 
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diffusion of 54% Pt →Ni and 22% Ni → Pt best matches with the XAFS coordination.
xv

 

The asymmetry in diffusion is consistent with pre-existing vacancy in Ni layer (due to 26 

% Ni →C diffusion), which accommodates the apparently extra Pt atoms.
xvi

  

Comparing the results for pristine and irradiated Ni/Pt interfaces, we observe 

significant enhancement in interfacial broadening (consistent with XRR) due to ion-

driven diffusion, depicted in Fig. 6.7. The oxidation state of Ni remains unchanged, as 

confirmed by the similarity in the XANES spectra (Fig. 6.8(b)) for both the pristine and 

irradiated MLs. Thus, XAFS conclusion of Ni/Pt interface (beyond XRR) is the 

quantification of degree of atomic mixing and alloy composition of the interface.   

6.5.2 Cluster Formation Method  

  We now decouple the role of kinetics, thermodynamics and nature of interfaces in 

cluster formation. The nature of interface (i.e. chemically bound/physically bound) 

determines the relative ratio of metallic diffusion into C matrix. This in turn determines 

the composition/density of the bimetallic clusters.  

In this case, Pt/C is a physically bound interface due to large positive heat of 

mixing between Pt and C; hence it is susceptible to ion irradiation.
171-173

 On the other 

hand, Ni/C is chemically bound
174 

(Ni-carbide compound formation) and hence less 

susceptible to ion irradiation. Ni/Pt is an alloyed interface. As a result, ion irradiation 

induces diffusion of large number of Pt atoms into C layer, while the number of Ni atoms 

diffusing from Ni/C interface is much lower. (Note that from our XAFS coordination 

results, Ni/C interface is unaffected by ion irradiation).  

                                                 
xv

 The following equations were used to deduce the degree of mixing between Ni and Pt  layers: 
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 ∆N = no of Ni atoms exchanged, NA  = no. of Ni atoms in Ni layer, NB  = no. of Ni atoms at Ni/Pt interface.
 

xvi
 Note that total Ni vacancy, due to diffusion  = 26 % (Ni→C) + 22% (Ni →Pt) = 48%, is consistent with 

total Pt → Ni diffusion = 54%  
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6.5.3 Significance of Cluster Results 

 A remarkable aspect of these clusters is the presence of large disorder beyond the 

nearest neighbor, similar to our observation for multi-component metallic glasses. 

Notably, ordering features persisted up to second nearest neighbor for our bimetallic 

glasses. The striking difference in the degree of disorder between multi-component and 

bimetallic glasses is understandably consistent with “confusion principle”.
175

  In contrast, 

we observe that the bimetallic clusters formed on C matrix (induced by ion irradiation) 

are far more disordered and resemble multi-component cluster characteristics. Carbon 

matrix possibly helps the amorphous structure.
183

 Highly disordered clusters, resembling 

glassy structure, find usage as patterned magnetic recording media. Their amorphous 

nature promotes growth in preferred orientation.
184

 Moreover, glasses being defect free, 

the issue of different bits having different switching fields due to defects can be avoided 

(during writing).
185

  Thus, ion irradiated Pt/Ni/C ML offers promise as magnetic device. 

The subsequent design goal in ion-irradiation based fabrication method should be 

optimization of the cluster composition (to tune Tc, susceptibility etc.
175

), size and inter-

cluster separation (to tune luminescence properties) by selection of matrix and metals, 

controlling interfacial charge transfer, layer thickness, ion flux etc.  

   

6.4. Conclusion 

We have probed the structural changes of a Pt/Ni/C multi tri-layer upon ion 

irradiation, using a combination of XSW and Ni K-edge XAFS.  Our XAFS (and 

XANES) analysis detects pre-existing charge and atomic transfer at pristine Ni/C and 

Ni/Pt interfaces (directly) and determines the character of Pt/C to be physically adsorbed 

Pt-C (indirectly). Metallic diffusion into C matrix is observed to be directly correlated 

with the extent of charge transfer at metal /C interface. Physical adsorption (at Pt/C 
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interface) evidently encourages interfacial diffusion (Pt into C). Following irradiation, Pt 

atoms from the disrupted Pt/C interfaces migrate towards pre-diffused Ni atoms within C 

layer to form Ni-centered Ni-Pt bimetallic nano-clusters. These clusters having Ni:Pt 

=60:40, are ferromagnetic in nature. The clusters are highly disordered beyond nearest 

neighbor and resemble the short range order of multi-component glasses. Such disordered 

clusters on C-matrix have promising applications as magnetic devices.  
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CHAPTER 7 

XAFS CHARACTERIZATION OF BIMETALLIC 

NANORODS SYNTHESIZED VIA SWIFT HEAVY ION 

IRRADIATION 

7.1 Background 

 Nanorods possess high aspect ratio 









D

L
AR , which splits the Surface Plasmon 

Resonance (SPR) along major and minor axes.
 186-188

  Due to this, they offer enhanced 

optical-sensitivity due to sharp increase in near-field intensity
189

 and high polarization 

sensitivity. Their high sensing capabilities are best realized when they are parallel 

aligned. They have interesting applications in a wide variety of fields ranging from 

electronics
190-191

 and optoelectronics to biology
192

, for e.g. (i) ZnO nanorod arrays on 

fluorine doped, SnO2 coated, glass substrates have been observed to be efficient 

electrodes for dye-sensitized solar cells,
193

 (ii) biomedical applications – Au nanorods 

have been used for detecting the target sequences of infecting agents of many diseases, 

for eg. HIV, based on the electrostatic interaction between DNA and gold nanorods
194

, 

(iii) Tunability with applied electric field: (a) Display Technologies: By changing the 

orientation of the nanorods with respect to an applied electric field, the reflectivity of the 

rods can be altered, resulting in superior displays, hence radically improved picture 

quality. Such TVs, known as field emission TVs, are brighter since the pixels (picture 

element) can glow better in every color they take up.
195

 This is because they pass though 

a small potential gap at high currents, emitting electrons at the same time. (b) Nanorod-

based flexible, thin-film computers can revolutionize the retail industry, enabling 

customers to checkout easily without the hassles of having to pay cash.  (iv) Humidity 

monitor: ZnO nanorod films on Si substrate show high-humidity sensitivity, good long-
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term stability and fast response time. Further, their resistance decreases with increasing 

relative humidity. Hence they can be efficiently used as humidity sensors.
196

  

 Several methods have been used to synthesize nanorods. These include (i) Seed-

mediated growth
197

: In this method, metal salts are reduced initially with a strong 

reducing agent to seed particles. Subsequent reduction of more metal salt with a weak 

reducing agent, with the presence of structure-directing additives results in the controlled 

formation of nanorods of specific aspect ratio; (ii) surfactant mediated growth
198-199

; (iii) 

reduction
200

; (iv) Template based synthesis: The templates provide a regular array of sites 

with nanometer dimensions to guide the growth of nanorods in an organized fashion
201

; 

(v) electrochemical deposition; (vi) radiolysis
54,202

; (vii) Lithography; (viii) Oblique angle 

deposition: This is an electron-beam deposition method. Initially, some amount of metal 

is deposited at normal incidence with substrate rotation. Following this, the substrate is 

kept at grazing angle wrt the incident beam so that nanorods of different lengths are 

deposited.
203

 The most important issues that need to be addressed for selection of the 

appropriate synthesis method are simultaneous control over morphology, uniformity, 

aspect ratio and alignment. 

 
 Ion beams have been extensively used to tailor the properties of materials and for 

developing new materials. Ion beams, depending on the energy, can play different roles in 

material science such as synthesis, modification and characterization.  

For heavy ions at high energies, Electronic Energy Loss (Se) dominates, leading to 

excitation or ionization of the atoms in the material.  At these energies, the velocity of the 

ion is comparable to or higher than the velocity of Bohr electron. The ions with such high 

energies are referred to as Swift Heavy Ions (SHI). The deposited energy from the ions 

generates transient extreme conditions (e.g. WHCTMPaP o 1910,1600,100  ) and 

melts the material along the path resulting in the formation of ion track  nmD 10 . The 
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number / dimensions of these defects depend on the material and can be controlled by the 

mass/energy/ flux of the ion. There is a material-specific threshold of Se, beyond which 

ion tracks form. It can vary from ~eV/Å for polymers and other insulators to keV/Å for 

metals. This method of defect engineering, called SHI-Irradiation (SHII), could utilize the 

directional reference of ion track to generate aligned nano-rods in the matrix.
204

 

 

 

 

Synthesis of metallic nano-rods: The ion impact in the medium imparts in-plane 

strain perpendicular to ion path, which acts on the core of any embedded nanoparticles, 

causing them to flow along the ion path. Rapid )10010(~ ps quenching drives 

amorphous track formation along ion path, arresting the nanoparticles in deformed state. 

In principle, the method is comparable to the formation of metallic glasses (Fig. 7.1).  

ION BEAMS

SYNTHESIS

eV to MeV

MODIFICATION CHARACTERIZATION

< MeV
•Nuclear Energy 

Loss
(elastic collisions)

eV to MeV

> 10MeV
•Electronic 
Energy Loss
(inelastic 
collisions)
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Fig. 7.1: Schematic of SHI induced modification 

So far, this method has been extensively used to produce only mono-metallic 

nanorods.
205-213

 Micro-structural characterization (viz. shape, size, amorphous content) of 

SHII-synthesized monometallic nano-rods is well-established.
214-218

 However, multi-

metallic (rather than monometallic) nano-rods are the systems of practical interest (e.g. 

multiplexing, coding, vaccination applications, magnetic tweezers for biophysics 

applications).
219-230

 Degree of alloying is an important control parameter for nano-rods for 

sensor applications, since it affects the electronic properties of the nanorods by modifying 

the Fermi level
231

, and can be markedly different from bulk phase diagram due to 

enhanced disorder
232

 or surface energetics.
233

 During SHII, the local temperature along 

the ion track rises above the melting points of the substrate and the embedded 

nanoparticles. This results in molten phase formation along the ion track, which could 

cause the nanoparticles to ‘flow’; hence there is a possibility of alloying. The only 

reports, on SHII-synthesized multi-metallic nanorods, involve bulk-miscible systems 

(Fe/Pt)
234-235

. These cases are not particularly insightful: being thermodynamically 

favoured, mixing is guaranteed and nano-scale disorder only accelerates the process. On 

the contrary, immiscible systems are significantly more sensitive to size reduction. 

Competition between counteractive factors, viz. de-alloying (melting point, surface 

energy, oxidation or reduction potential) versus alloying [disorder], makes the final phase 

unpredictable. Depending on the relative strengths of de-alloying and alloying factors, 

SHII
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immiscible or miscible phase might result. This allows one to identify threshold 

size/disorder for immiscible  miscible transition and define the comparative-scale for 

different alloying techniques.  

 

Fig. 7.2: Ag/Pt phase diagram
236

 

In this work, we study mixing behaviour in SHII-irradiated [Au ions, 

212 /10)1001(;100 cmionsFMeVE  ] Ag/Pt nanoparticles embedded in silica 

matrix.
237

Ag/Pt is bulk-immiscible (Fig. 7.2) and from all earlier reports, immiscibility 

was retained down to the lowest attainable size (2 nm).
54

 We expect the miscibility to 

improve under the extreme synthesis conditions of SHII:  

(i) }1200)(,600{1700 CnanoTCTCT oPt

m

oAg

m

o

SHII  ensures liquid phase across the 

entire composition range [Ag/Pt bulk phase diagram].
238

 

(ii) Local temperature increase in SHI-irradiated Ag/Pt leads to formation of molten Ag/Pt 

and rapid quenching [ sKrate   quenching /109 ] arrests the mixing status of the molten 

phase.
239

 

(iii) In molten state, the problem of preferential Pt “surface” segregation becomes 

irrelevant. 
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(iv) In synthesis methods involving co-reduction of   PtAg , , larger electronegative 

potential of Ag leads to sequential cluster formation  PtAg ,0
 i.e. Ag core-Pt shell. In 

contrast, SHII acts upon pre-existing  00 , PtAg clusters so that chemical contribution to 

de-alloying is eliminated.   

(v) MPaP 170  High defect density (
313 /10 cm ).

240-242
. Atomic displacement 

production rate is proportional to incident ion-flux ( ), leading to rapid production of 

point defects and diffusion paths].
243

 

 In summary, SHII is expected to eliminate de-alloying factors to large extent and 

promote mixing. 

 For complete characterization of these Ag/Pt nano-rods, we have employed 

comprehensive techniques viz. TEM (shape and size), XRD (crystalline content), Optical 

Absorption (degree of alloying) and XAFS (short-range-order).   

 Further, we compare our results on Ag/Pt system with those on bulk miscible 

Ag/Au system. 

 

7.2 Experimental details 

 Ag/Pt/SiO2 thin films (thickness = 200nm) were prepared by Ar atom beam co-

sputtering (ABS) technique by sputtering Ag, Pt and SiO2 simultaneously. An inductively 

coupled ion gun with active neutralization was used to generate neutralized Ar atoms of 

energy 600eV of current 36 mA with beam area of 40mm. The target was a 3” diameter 

silica (99.999%) disc on which Ag and Pt metal pieces (99.999%) of 5 mm X 5 mm were 

placed and the target was rotated continuously during sputtering.  The sputtered species 

were collected on substrates place on a rotating substrate holder. Both incoming beam and 

the substrate were kept at an angle of 45
o
 with respect to the target surface. The samples 
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were subjected to post-growth annealing at 400
o
C for 1 hour under flowing Ar gas in a 

quartz tube furnace. The metal content in the composite thin films was evaluated by 

Rutherford Back Scattering Spectrometry (RBS) using 2 MeV He beam at Inter-

University Accelerator Centre facility. The RBS result shows ~10% Ag and ~10% Pt 

present in the films. These samples were irradiated with 100 MeV Au ions at Inter-

University Accelerator Centre 16UD Pelletron facility. The samples were mounted on a 

heavy Copper ladder with proper thermal contact and a beam spot of 1 mm diameter was 

scanned uniformly on the surface using an electromagnetic stirrer. The beam current was 

~1 particle nanoampere (p nA) ensuring negligible heating of the sample.  

The same procedure was followed for preparation of Ag/Au/SiO2 samples as well.  

 

7.3 Structural Characterization 

7.3.1. Pristine System (Throughout this chapter, pristine system refers to the sample pre-

SHII) 

7.3.1.1 TEM results 

TEM [Fig.7.3(a)] shows well-separated nearly spherical clusters with average diameter 

1.5-2.5nm.   

7.3.1.2 X-ray Diffraction 

XRD pattern [Fig. 7.3(b)] shows no crystalline peaks. Instead it resembles the pattern for 

metallic glass.
244

  

In contrast, XRD pattern for Au/Ag system (inset, Fig. 7.3 (b)) shows peak corresponding 

to (111) plane of both Ag and Au, suggesting alloy formation. 

7.3.1.3 Optical Absorption Spectroscopy 

 Optical Absorption Spectrum [Fig.7.3(c)] shows no Surface Plasmon Resonance 

(SPR) band corresponding to either Ag( nmAg 400 ), Pt ( nmPt 270 ) or Ag / Pt. This 
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is in contrast with pristine Au/Ag system (inset, Fig. 7.3(c)), which shows a clear band at 

nm420  corresponding to Au-Ag alloy.  

 In previous work on metal-silica systems synthesized via ion implantation, 

significantly larger particle size (~8nm) was observed. The optical absorption pattern 

showed prominent SPR band. Further, monometallic metal-silica systems synthesized via 

atom beam co-sputtering also showed prominent SPR band. 
212,216,245

  

 

Fig. 7.3: Structural characterization of pristine Ag/Pt system: (a) TEM, (b) XRD pattern, (c) Absorption 

spectrum, (d) Selective area diffraction pattern 

 Absence of absorption band implies either amorphous structure or very small 

clusters (<3nm). Previously, amorphous structure was reported in co-sputtered bimetallic 

films.
246-249

  The amorphization was attributed to difference in radii (>10%) of the metals 
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being deposited. In our case, the size difference is only 4%, yet we observe amorphous 

structure [ Å38.1PtR ; Å44.1AgR ].  

7.3.1.4 Selective Area Diffraction (SAED) 

SAED pattern [Fig. 7.3(d)] shows diffuse rings, corresponding to amorphous structure. 

 

Table 7.1: Structural characterization of Pristine System 

 Ag/Pt Au/Ag 

Shape Spherical Spherical 

Size 1.5-2.5nm diameter 2nm diameter 

Separation 3 nm  

Structure Amorphous Partially crystalline 

Alloying No Yes 

 

7.3.1.5 XAFS 

XAFS experimental details 

 Fluorescence mode XAFS data was recorded at Pt L3 (11.562 keV) and Ag-K 

(25.514 keV) edges at 10-ID-MR beamline (MRCAT), Advanced Photon Source, 

Argonne National Laboratory, USA. Si (111) double crystal monochromator was used for 

energy selection and Rh coated harmonic rejection mirror was used to eliminate higher 

harmonics from the spectrum. Incident and fluorescence intensities were measured with 

Ar filled Lytle detector and multi element Ge detector respectively. The data were 

processed using ATHENA software. The extracted XAFS oscillations, χ(k), were Fourier-

transformed into real space for fitting. Structural model was constructed, using FEFF6.1. 

The model parameters were allowed to vary while fitting (using FEFFIT) to yield the 

best-fit values for bond lengths (r), coordination numbers (N) and Debye–Waller factors 

(DWF or σ
2
). R factor was considered as an estimate of the quality of fit.

97
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 XAFS data at Pt L3 and Ag K edges were fit to determine the amorphous short 

range order in the nanoclusters. 

   A) Pt L3 edge:  

 Pt L3 edge XAFS data (Fig. 7.4) was fit over 3.91.3 k Å
-1

; );3,2( wk w
 

6.36.1 R Å. The cluster configuration is determined from analysis of the nearest 

neighbour species:  

00 )  ()  (  
AgAg xx alloyAgPtclusterssegregated  

  ][)( AgPtPtPtPtPtTotalPt NNNN     

i.e. some of the Pt neighbours get replaced by Ag. Pt and Ag neighbours give rise to 

separate peaks ),( BA  in real-space and their intensity ratio (R) can be considered as 

marker for alloying [Fig.7.4]: 
PtPt

AgPt

N

N

A

B
R













 . In the rest of this chapter, we use 
















 foilPt
nor

R

FR
FR

)(
)(  i.e. fluence-dependent R-(normalized wrt Pt-foil): 



















0;1

0;1

Ag

Ag

nor
x

x
R .  

 

Fig. 7.4: Pt L3 edge XAFS data for pristine Ag/Pt system 
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From Fig. 7.4, presence of Ag neighbors in the pristine system is apparent, since

4.1)]([ 0 Fnor FR .  

Subsequently, fitting strategies were employed to determine Pt-Pt and Pt-Ag coordination 

unambiguously. Individual datasets were fit by (i) varying  AgPtPtPt NN  ,  separately; 

(ii) constraining 12totalPtN   AgPtPtPttotalPt NNN    and (iii) constraining

22
AgPtPtPt   . Results obtained from fitting strategy (i) are listed in Table 7.2 and 

plotted in Fig. 7.5 (a-c). 

;7][ 0  FPtPtN 1AgPtN ; . 8total
PtN . [Fitting strategies (ii) and (iii) degraded the fit 

quality considerably]. 9total

PtN  partially-formed Pt-clusters. 

Fig. 7.6(a) shows the XANES at Pt L3 edge. Whiteline feature in Pt results from 

2p6d transition. Lower intensity of XANES features in the pristine sample as compared 

to Pt foil is signature of disordered structure around Pt. 

 

 

Fig. 7.5 Plot of (a) N, (b) 
2
 and (c) R vs. irradiation fluence for Ag/Pt system 
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          Fig. 7.6: XANES spectra at (a) Pt L3 edge and (b) Ag K edge for the pristine Ag/Pt system 

B) Ag K edge 

 Ag K edge XAFS data (Fig. 7.7) was fit for 68.2 k Å
-1

, 8.35.1 R Å,

)1,0( wk w . [Large amount of noise rendered data beyond 6k Å
-1

 unusable.] XAFS 

coordination analysis [ 0~;11 PtAgAgAg NN   ] suggests the existence of Ag-clusters 

of size nmD 3 . This is supported by XANES results at Ag edge (Fig. 7.6(b)), which is 

similar to Ag foil XANES. Further, the absence of data beyond 3.6Å
-1

 suggests that these 

clusters are highly disordered beyond first nearest neighbor. 

 

Fig. 7.7: Ag K edge XAFS data for pristine Ag/Pt system 
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Table 7.2: XAFS fit results 

(a) Pt L3 edge 

Irradiation 

fluence 

(ions/cm
2
) 

N Pt-Pt  N Pt-Ag σ
2

Pt-Pt(Ǻ
2
) σ

2
Pt-Ag(Ǻ

2
) RPt-Pt(Ǻ) 

 

RPt-Ag(Ǻ) 

0 7.03 (41) 1.987(13) 0.0088(10) 0.0038(10) 2.730(8) 2.803(8) 

1×10
12

 9.73 (82) 1.208(14) 0.0147(16) 0.0011(6) 2.700(9) 2.700(4) 

1×10
13

 6.70(69) 1.561(20) 0.0119(17) 0.0034(18) 2.630(12) 2.803(12) 

3×10
13

 7.31(09) 1.500(18) 0.0127(21) 0.0000(14) 2.660(14) 2.839(16) 

6×10
13

 11.70(84) 1.186(12) 0.0136(13) 0.0043(12) 2.690(2) 2.705(10) 

1×10
14

 11.70(80) 1.186(12) 0.0136(13) 0.0043(12) 2.690(2) 2.705(10) 

(b) Ag K edge 

Irradiation 

fluence 

(ions/cm
2
) 

NAg-Ag NAg-Pt 
2

Ag-Ag (Å
2
) 

2
Ag-Pt(Å

2
) RAg-Ag (Å) 

 

RAg-Pt(Å) 

0 8.98 (88) - 0.022(3) - 2.903(16) - 

1×10
12

 10.41(1.23) - 0.033(4) - 2.868(22) - 

1×10
13

 10.41(1.23) - 0.033(4) - 2.868(22) - 

3×10
13

 10.41(1.23) - 0.033(4) - 2.868(22) - 

6×10
13

 10.41(1.23) - 0.033(4) - 2.868(22) - 

1×10
14

 10.41(1.23) - 0.033(4) - 2.868(22) - 

 

To explain the absence of Ag-Pt bonds, we estimated the lower limit of detectable Ptx

by generating Ag K-edge FEFF simulations  alloy for Ag1-xPtx alloy ( 25.00x ). In 

contrast to Pt L3-edge, simulated Ag-Pt and Ag-Ag peaks are not well-resolved at Ag K-

edge. The only signature of Ag-Pt is reduction (Δ) in the net amplitude (

%25025.00  x ) of simulated spectra  alloy , resembling DWF-like effect [Fig. 7.8]. 

We could indeed fit the alloy simulation  alloy  with pure Ag model coupled with 

increased disorder. This defines the intrinsic resolution limit for Pt detection from Ag K-

edge analysis: %10Ptx  Thus, 0~PtAgN  does not preclude <10% Ag-Pt bonds.   
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Fig. 7.8: Simulations for fcc structure around Ag with different Ag:Pt ratios 

From the above techniques, it is clear that Ag, Pt phase segregate in the co-sputtered 

film. This is consistent with the fact that substrate temperature (<<1000°C) is much lower 

than Ag-Pt miscibility temperature (~1700°C) (Fig. 7.2). From XAFS coordination 

analysis, Ag nearest neighbor coordination is near-complete (~12) while Pt coordination 

is incomplete (~7). This implies that Ag forms cluster faster than Pt, which could be 

consistent with higher reduction potential and higher diffusion coefficient of Ag. 
202,27,250-

253
.  

 

Fig. 7.9: Possible models for the pristine system: (a) Ag and Pt exist as separate clusters, (b) Ag@Pt 

core-shell. Note that the shell like feature around Ag represents disordered higher shell features of Ag.  

 

Two possible configurations, consistent with XAFS coordination, emerge for the 

phase-segregated pristine system: (i) Separate clusters (Fig 7.9(a)) and (ii) Ag@Pt core-

shell (Fig. 7.9(b)), consistent with lower surface energetics of Pt.
254-256

 In the latter model, 

Ag

Pt

(a) (b)
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incomplete Pt coordination (i.e. loss of bonds) is consistent with its surface location. It is 

not possible to resolve between these two models due to amorphous character of the 

system. In the absence of absorption band, Surface Enhanced Raman Scattering (SERS) is 

unable to provide any answer.   

Summary of structure for pristine Ag/Pt system is highly disordered, phase-segregated 

configuration.   

7.3.1.6 Comparison with pristine Au/Ag system 

As mentioned earlier, for the pristine Au/Ag system, (i) XRD spectrum (inset, Fig. 7.3 

(b)) shows peak corresponding to (111) plane of both Ag and Au, consistent with Au/Ag 

alloy; (ii) Optical spectrum (inset, Fig. 7.3(c)), shows a clear band at nm420  

corresponding to Au-Ag alloy. 

Ag K edge XAFS data (Fig. 7.10(a)) were fit over k=2.7-7.7Ǻ
-1

, R=1.4-3.4Ǻ, 

k
w
(w=2,3). Difference from Ag foil data suggests presence of Au neighbors. Au L3 edge 

data (Fig. 7.10(b)) were fit over k=2.8-9Ǻ
-1

, R=1.6-3.4Ǻ, k
w
(w=2,3). Comparison with 

Au foil data reveals presence of Ag neighbors.  

 

Fig. 7.10: XAFS data for pristine Au/Ag system (a) Ag K edge, (b) Au L3 edge 

For both the edges, best fit was obtained when fcc structure was assumed around Ag 

and Au. The fit results are plotted in Fig. 7.11(a-c). Au/Ag alloy is the best representation 

for the pristine system. 
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In summary, both Ag/Pt and Au/Ag co-sputtered systems follow their respective bulk 

phase diagrams.  

 

Fig. 7.11: XAFS fit results for Au/Ag system. Plot of (a) N, (b) σ
2
 and (c) R as function of SHI fluence. 

7.3.2. Post-SHI Irradiation 

7.3.2.1 TEM results 

Fig. 7.12(a) shows the TEM image of samples irradiated with 1x10
13

 ions/cm
2
 and 

1x10
14

 ions/cm
2
 respectively. The figures show that size of NCs grows continuously with 

increasing irradiation fluence mostly due to elongation along ion direction and getting 

connected to each other. At fluence 1×10
13

 ions/cm
2
 and 1×10

14
 ions/cm

2
, the aspect ratio 

(AR=L/D) increases to 3.3 and 5.5 respectively.  

7.3.2.2 X-ray Diffraction 

XRD pattern [Fig. 7.12(b)] shows no crystalline peaks and continues to resemble the 

pattern for   metallic glass.  

In contrast, XRD pattern for Au/Ag system (inset, Fig. 7.12(b)) shows peak 

corresponding to (111) plane of both Ag and Au, with no change from the pristine 

sample, suggesting that Au and Ag are alloyed in all the samples. 

7.3.2.3 Optical Absorption Spectroscopy 

Optical Absorption Spectrum [Fig.7.12(c)] shows no Surface Plasmon Resonance 

(SPR) band corresponding to either Ag( nmAg 400 ), Pt ( nmPt 270 ) or Ag / Pt. This 
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is in contrast with pristine Au/Ag system (inset, Fig. 7.12(b)), which shows a clear band 

at corresponding to Au-Ag alloy in both the SHII samples. 

 

 

 

 

Fig. 7.12: Structural characterization of SHII Ag/Pt system: (a) TEM, (b) XRD pattern, (c) Absorption 

spectrum, (d) Selective area diffraction pattern 

7.3.2.4 Selective Area Diffraction (SAED) 

The SAED patterns [Fig. 7.12(d)] show some spots with increasing fluence, suggesting 

that the samples might contain locally disordered crystals.  
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Table7.3: Structural Characterization of SHII systems 

 Ag/Pt Au/Ag 

Structure Amorphous Partially crystalline 

Alloying No Yes 

Shape Elongated Elongated (*Not shown in 

Fig.) 

Size  fluence dependent 

6nm×20nm @ 6×10
13

 

ions/cm
2
 

8nm44nm @ 1×10
14

 

ions/cm
2
 

 

Critical fluence 

for Pt cluster-

formation 

5×10
13

 ions/cm
2
 - 

 

7.3.2.5 XAFS 

 

Fig. 7.13: XAFS data for the SHII Ag/Pt samples at (a) Pt L3 edge, (b) Ag K edge 

Once again, XAFS data at Pt L3 and Ag K edges (Fig. 7.13 (a-b)) were fit to 

determine the amorphous short range order in the NCs. The same fitting strategies 

described in section 7.3.1.5 for the pristine sample were employed to decode the structure 

of the SHII samples. Note that for Ag edge, the data for all irradiation fluence were 

similar, therefore all of them were merged together to reduce error bars.  
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Fit results are plotted in Fig. 7.5 (a-c). Examples of fit quality are plotted in Fig. 7.14 (a-

b).  

 Only NPt-Pt increases with SHII beyond critical fluence 5×10
13

 ions/cm
2 

and 

saturates at SHII fluence 6×10
13

 ions/cm
2
. This implies SHII-induced growth of the 

incomplete pristine Pt clusters, until it reaches saturation. Pt edge XANES whiteline (Fig. 

7.15 (a)) consistently demonstrates signature of “reduction”. Its conspicuous deviation 

wrt Pt foil XANES
257-259

 suggests that Pt becomes charged beyond critical fluence in the 

post-SHII samples. Ag edge XANES remains unchanged from metallic state (Fig. 7.15 

(b)). Critical fluence could represent the minimum energy deposition per unit length into 

the system required for Pt reduction and aggregation. XAFS results are consistent 

with the post-SHII picture of enhanced local crystalline character from SAED.  

Fig. 7.14: Example of fit quality for (a) Pt edge, (b) Ag edge 

 

Fig. 7.15: XANES spectra for the SHII Ag/Pt samples at (a) Pt edge and (b) Ag edge 

 Since SHII is similar to the synthesis method for metallic glass, we considered 
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with site-averaged 13-atom icosahedral coordination )7( N . To the best of our 

understanding, the cluster configuration is therefore disordered fcc; this is similar to the 

observation of highly disordered NiZr2 crystalline phase for binary glass (Zr67Ni33).
260-261 

 RPt-Ag≠ RPt-Pt implies that Pt and Ag have not alloyed with SHII.   

 

 

Fig. 7.16: Possible models for the SHII Ag/Pt systems 

In section 7.3.1, we had proposed two models for the pristine system: (i) separate 

Ag and Pt clusters and (ii) Ag@Pt core-shell. Either of these models could explain the 

increase in NPt-Pt while NAg-Ag remains unaffected. For Model (i), the insensitivity of Ag 

coordination to SHII could be because it is already saturated and stable pre-SHII. For 

Model (ii), it would mean that the Pt shell protects the Ag core from SHI energy; increase 

of Pt coordination is due to shell thickening. However, XANES clearly shows presence of 

Pt in charged state beyond the critical fluence. This is possible only in model (ii) (Fig. 

7.16 (b)). Therefore the best representation for the SHII systems is Ag@ Pt core-shell.  

In summary, the conclusion derived on the role SHII on Ag/Pt system is 

enhancement of ordering in amorphous system, similar to annealing effect. This is 

contrary to previous reports where SHII induced amorphization.
262-264 

We believe that the 

difference lies with the pristine system: in previous reports, the pristine crystalline system 

gets amorphized by SHII, while in this case pristine amorphous system gets annealed by 

(a) (b)
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SHII. Although we had expected Ag and Pt to alloy under the extreme conditions of SHII, 

it is clear from our analysis that they do not. The main reason is that stable Pt and Ag 

crystal seeds are pre-formed in the pristine system. SHII is unable to reverse that since it 

(most likely) does not completely melt Ag and Pt for mixing. Further, the time-scale of 

SHII (ps) is unable to compete with much faster crystallization kinetics.  

These observations yet again point towards the striking similarities of our Ag/Pt 

system with metallic glass. Similar amorphous to crystalline transition was observed in 

Zr67Ni33 glass
265

 with annealing.  

7.3.2.6 Comparison with Au/Ag system 

 For the Au/Ag samples (Fig 7.17), the same fitting strategies described in section 

7.3.1.5 for the pristine sample were employed to decode the structure. For each edge, 

similar datasets were merged together to reduce error bars in fit results. Fit results are 

plotted in Fig. 7.11(a-c).  Clearly, Au/Ag alloy formed during co-sputtering is unaffected 

by irradiation.  

Therefore, only those bimetallic systems for which thermodynamics does not allow 

alloying are affected by SHII. 

 

Fig. 7.17: XAFS data for the SHII Au/Ag samples at (a) Ag K edge, (b) Au L3 edge 

7.3.3 Implications of our results on sensing ability of Ag/Pt 

As observed through optical spectroscopy, Ag/Pt does not show any absorption 

band.  Therefore, using it as optical sensor is not feasible.  
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Several previous studies have shown that catalytic activity is greatly enhanced 

with increase in aspect ratio.
266-268

 In general, Ag/Pt nanoparticles are popular catalysts 

for Methanol Oxidation reaction and Oxygen reduction reaction in Fuel cells. 
26,

 
269-270

 In 

our samples, aspect ratio was seen to increase from 1 to 6 with SHII, hence we expect 

their catalytic activity to improve.  

 

7.4 Conclusions 

 We have explored the structure of bulk immiscible Ag/Pt system deposited via 

atom beam co-sputtering and compared it with bulk miscible Au/Ag system synthesized 

via the same route, using several characterization techniques, viz. TEM, XRD, Optical 

Spectroscopy, SAED and XAFS. The consolidated result from all these techniques is that 

Ag and Pt form complete and incomplete amorphous clusters respectively, with no 

alloying. This inhibits their ability to be used as optical sensors due to lack of any 

absorption bands. However, this does not affect their catalytic ability.  On the other hand, 

Au and Ag form alloyed clusters, consistent with thermodynamics and bulk phase 

diagram. SHII induces elongation of the clusters in both systems. In Ag/Pt system, Pt was 

seen to become more ordered with SHII while Ag was observed to be immune to SHII. 

Amorphous to crystalline transition was observed in this system, similar to binary 

metallic glass. In summary, pico-second time scale irradiation is insufficient to cause 

irradiation induced melting and hence alloying in binary Ag/Pt system. In contrast, Au/Ag 

system was unaffected by SHII.  

  To conclude, we would like to say that those systems wherein mixing is not 

thermodynamically favored tend to form amorphous clusters when co-sputtered. These 

clusters undergo amorphous to crystalline transition with SHII.  
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CHAPTER 8 

XAFS CHARACTERIZATION OF AYURVEDIC 

NANOMEDICINE 

8.1 Background 

The discipline of Indian Ayurvedic medicine is distinctive in that it recognizes the 

therapeutic potency of heavy metals or their compounds when (i) mixed with organic 

molecules (herbs) and (ii) processed in prescribed route employing natural products.
271-275 

The advantages of Ayurveda over allopathic treatment include (i) cost-effectiveness (due 

to natural resources),
276

 (ii) longer shelf-life (due to presence of metals) and (iii) 

minimized adverse side effects.
277

 In India, Ayurvedic medicine assumes crucial 

importance in bridging the gap between heavy patient load (rural / poor) and medical 

accessibility.
278

 The scope of Ayurveda in India is aided by availability of abundant 

medicinal plants.
279-281

 Recognizing these facts, the Government of India (GOI) has taken 

keen interest to regularize Ayurveda as widespread alternative healthcare route. To 

practically realize this, the GOI has actively invested on Ayurvedic research in several 

institutes 
282-285

 with the objective of finding scientific evidence towards non-toxicity, 

standardization and effectiveness of Ayurvedic medicines.
286-287

  

An objection raised against metal-derived drugs of Ayurveda
288-292

 is the lack of 

scientific evidence for its claimed non-toxicity.
293-295  

Some reports suggest that toxicity is 

neutralized by compound formation.
296

 However, their synthesis methods do not 

guarantee (nor experimentally prove) total elimination of metallic phases. In the absence 

of scientific validation, the present criterion of toxicity (or consequent ban) is defined by 

the metallic content (and not the chemical or structural forms).
297

  

The general Ayurvedic synthesis method (“Bhasmikaran”)
298-299

 includes: 
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(i) Ingredients (metal + organic material): The advantages of metal (or its compounds) are 

manifold: longer shelf life, small attainable sizes, quick drug release, lower required 

dosage, size-controlled tunability of Surface Plasmon Resonance for targeted drug 

delivery.
300

 

(ii) Heating: The objective of heating is the formation of metal salts 

OSBBMBM ,];)([ 00  
etc. Toxic reaction of elemental metals )( 0M  within 

body ),,( OHC  proceeds by oxidation ]),,([ 0  OHCMM . This is curtailed by pre-

forming stable ][ BM  compounds before being administered into the body.
301-304

 

Accomplishing 100% oxidation (zero M
0
 remaining) is the most crucial step for non-

toxicity of the drug.  

(iii) Repeated purification: Impurities / residual metals are removed by controlled heating 

for prolonged period of time.
305

  

(iv) Grinding – reducing the particle size such that end-product (“Bhasma”) has very fine 

texture (Bhasma) and no metallic shine.
306-308

  

In modern perspective, this process could be equivalent to the formation of metal-

oxide (or compound) nanoparticles,
309-314 

that could act as drug-carriers in targeted drug 

delivery.
315-316

 

As mentioned earlier, complete oxidation and quality control of “Bhasma” particles 

have to be experimentally validated for Ayurvedic bhasmas to be credible and acceptable 

for use as drugs. Previous research includes reports on elemental analysis
317, toxicology 

studies
318

, heavy metal bioaccessibility tests
319

, XRD.
294,317

 But none of them could 

unambiguously establish complete oxidation status or account for non-toxicity. In this 

work, we propose to accomplish this by XAFS-investigation of the structure of -HgS-

based Rasasindura. The latter is widely prescribed (<125 mg / day) for treatment of 

certain diseases.
320-325
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Elemental specificity makes XAFS
46

 more sensitive to small amounts %)3( of 

defects/ hidden phases that are not detected by X-Ray Diffraction (XRD). Further, 

XANES at Hg L3 edge contains information of the oxidation state (single or multi-

valence).
46

 In this case, (i) in the backdrop of primary -HgS phase, there could be minute 

quantities of segregated chemical phases (pure Hg, -HgS) that are undetected by XRD; 

(ii) identification of core-shell (if) structure of the nanoparticles;  (iii) surface segregation 

(if any) for the nano-crystals and (iv) identification of local defects (pores etc.) / disorder 

etc within the nano-particle. Each of these parameters, as explained later, is correlated 

with toxicity.  

8.1.1. HgS- based Rasasindura  

Due to high mobility, water-solubility and relative ease of oxidation
326-327

, 

metallic mercury (Hg
0
) is one of the most toxic elements known to human; it interacts 

with human body to form toxic methyl-mercury ( HgCH )( 3 ).
328

 While there is worldwide 

concern against Hg contamination in food / water / soil
329-336

, it is strange that Hg-based 

medicines are recommended in Ayurveda – often in concentration larger than WHO-

permissible limit (> 1 ppm).
337-338

 From reported XRD results, the crystal structure of 

Rasasindura is known to be -HgS. Preliminarily, non-toxicity of Rasasindura
321

 can be 

correlated with the advantageous properties of bulk -HgS
339

:  

 

(i) Hg has special affinity for S
340

, resulting in the formation of strong Hg-S bond. This is 

supported by recent experiments on Hg-contaminated soil samples
57

, where it is observed 

that binding of Hg
2+

 with sulfur-containing groups (rather than oxygen-containing group) 

significantly arrests its reduction (Hg
2+

→Hg
0
).    
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(ii) Low solubility and bioavailability
319

 (0.001g/L) of α-HgS results in low accumulation 

in the human body (0.2% is absorbed in the gastrointestinal tract and only 0.02% reaches 

the kidneys).
341-342

 

(iii) ])[( 10~][ 3

4 HgCHToxicityHgSToxicity 

 
(Ref. 343-346) 

 
 

(iv) The possibility of HgCHHgS )( 3  conversion by human intestinal bacteria has 

been ruled out.
347

 

However, these advantages may not hold good for nanoparticle form (Bhasma). 

Surface energetics, increased strain and vacancy defects
348

 may lead to the formation of 

local Hg
0
 sites i.e. initiate reverse reaction [Hg

2+
→Hg

0
]. Further, XRD cannot 

unambiguously rule out the presence of < 5% Hg
0
 due to its limited resolution. We need 

to establish reliably that Rasasindura has (i) complete absence of Hg
0
 and (ii) robust 

nano-structure with minimal defects.  

8.1.2. Synthesis Method  

Rasasindura, like any other licensed and standardised formulation, is subjected to 

Standard Operating Procedures (SOP), including starting / in-process / finishing quality 

control (QC) checks. Rasasindura was prepared by Arya Vaidya Sala (India) following 

three distinct steps: (i) pre-treatment of Hg and S with herbal and milk products: Hg was 

ground with slaked lime on a mortar for three days and filtered through a fine cloth. The 

filtrate was ground with garlic and rock salt until it turned black in color and then washed 

in water.
349

 S was heated with ghee and allowed to drop through a cloth into milk. The 

resultant granules were collected and washed with water
350

; (ii) mixing of Hg and S [Hg:S 

= 1:1] along with other herbal ingredients [Aloe vera juice] and ground for five days on 

electric grinder, resulting in the formation of black-HgS (Kajjali)
351

; (iii) thermal 

treatment at 600˚C of dried Kajjali, in porcelain pots, with porcelain lid and totally 

covered with seven layers of clay smeared cloth.  The whole pot is smeared with clay for 
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total sealing. The pots are charged into Open Hearth Furnace (electrically operated) for 24 

hours with the temperature being raised from room temperature to 600
0
C.  After 24 hours, 

heating is cut off and the pots are allowed to cool down naturally for the next 24 hours. 

The cooled porcelain pots are opened by cutting open the clay seal.  The final product, 

Rasasindura, in the form of fine dust of brick red colour, will be found deposited on the 

inside roof of the porcelain lid, which is then scraped out.
352

  It is triturated in a mortar 

and pestle and then passed through a fresh nylon cloth of 200-mesh. 

 Schematically, the entire synthesis process can be thus summarized: 

) a(RedRasasindur )()]()[( HgSHgSBlackKajjaliSHg  .               (8.1) 

For HgS formation, molKJ G HgSHgS /46,  . The negative free 

energy change G shows feasibility of formation of some amount of HgS even before 

heat treatment of Kajjali.
353

 Heat treatment of Kajjali is essential to decrease the 

proportion of unreacted Sulfur, and the herbal ingredients provide the acidic medium 

(catalyst) required for this reaction besides aiding in solidification of Hg.
317

 

To understand the relative stability and non-toxicity of Kajjali and Rasasindura, 

we studied their inorganic counter-parts (viz. Black and Red HgS). 

8.1.3. Inorganic Black-HgS and Red-HgS 

In bulk form, Black and Red HgS generally represent the two structural forms of 

(inorganic) HgS:  

(a) Symmetry: In bulk form, Black and Red HgS represent structural polymorphs viz. 

cubic β-HgS (tetrahedral) and trigonal α-HgS (octahedral) respectively.  
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(b) Stability: Black HgS is unstable below 600 K (Ref. 354-355), decomposes into Red 

()-HgS and is prone to oxidation. Instability of Black-HgS may be due to poor packing 

efficiency for tetrahedral configuration.
xvii,356

 

On the other hand, Red ()-HgS is reported to be stable
357

 because of its 

significantly enhanced packing efficiency.
xvii

 The smaller misfit factor for octahedral 

configuration in Red ()-HgS can be accommodated with slight distortion of the 

octahedron and phase-stabilized.  

In summary, toxicitynonstabilityphase  . 

(c) Toxicity: Red ()-HgS, the stable structural form, has not been explicitly reported as 

toxic in literature
358-360

])[(10~]) ( d[Re 3

4 HgCHToxicityHgSToxicity   (Ref. 343-

346). On the other hand, there are several reports on Black- HgS being toxic.
361

 

8.1.4. Pre-XAFS characterization of Rasasindura 

Although colors are strong indicators of structural forms, they could be elusive in 

this case since Bhasma samples are formed of nano-sized particles where color could be 

size-dependent. To obtain comprehensive overview of Rasasindura structure (in reference 

to laboratory-based HgS), we have employed complementary techniques:  XRD/ X-ray 

Fluorescence (XRF)/ Fourier Transform (FT)-Raman & IR/ Surface Enhanced Raman 

Scattering (SERS). XRD and XRF experiments were performed at Indus-2 synchrotron 

source (India), where high-resolution information could be extracted due to very high 

photon flux (~ sec/1011 photons ). SERS, FT-Raman and FT-IR spectra were also 

recorded at Bhabha Atomic Research Centre (India). The conclusions from these 

techniques, listed in Table 8.1, unanimously establish that Rasasindura has the same 

structure as Red ()-HgS and additionally, is better ordered.  

                                                 
xvii

 Packing Fraction (P.F.): %32.. HgSFP 
, %58.. HgSFP 
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Fig. 8.1: Pre-XAFS characterization of Rasasindura in comparison with Laboratory synthesized Red HgS 

using : (a) XRD, (b) XRF, (c) Raman and (d) SERS. 
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Table 8.1 Characterization of Rasasindura and Red HgS 

Technique Rasasindura Red HgS (lab) 

XRD 

(Fig. 8.1 (a)) 

Form  α-HgS; no Hg
0
 phase 

detected.  

α-HgS; no Hg
0
 phase 

detected. 

Shape Spherical  Spherical 

Particle size  24nm 18nm 

XRF (Fig. 8.1 (b)) Elements Hg, S and Zn (0.6%)  Hg, S and Zn 

[Note that Zn is reportedly found as impurity in Hg] 

Hg:S ratio 1:1 1:1 

FT-Raman 

(Fig. 8.1 (c)) 

Form  α-HgS α-HgS 

Bonding Strong  Hg-S bond Strong  Hg-S bond 

 Order Better ordered   

SERS (Fig. 8.1 

(d)) 

Surface organic 

groups 

Absent  Absent 

FT-IR Organic groups Absent  Absent  
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8.2 XAFS Experimental details 

Transmission mode XAFS was recorded on Rasasindura and Red ()-HgS at Hg 

L3 edge (12.284 keV) at Scanning EXAFS beamline (BL-09), Indus-2 Synchrotron 

Radiation Source, RRCAT (India). A pair of Si (111) crystals in parallel geometry was 

used as double crystal monochromator (DCM). 1.5 m long horizontal pre-mirror with 

meridionial cylindrical curvature was used to obtain collimated beam on first crystal of 

DCM and reject higher harmonics from the XAFS spectrum. Incident and transmitted 

intensities were measured using N2/Ar filled ionization chambers.  

XAFS data were processed using ATHENA software. The extracted XAFS 

oscillations, χ(k), were Fourier-transformed into real space (R) for fitting. {Structural 

model was constructed, using FEFF6.1.
89

 The model parameters were allowed to vary 

while fitting (using FEFFIT) to yield the best-fit values for bond lengths (R), coordination 

numbers (N) and Debye–Waller factors (DWF or σ
2
). R-factor was considered as an 

estimate of the quality of fit.
 83,97

 

 

8.3 Results and Discussion 

XAFS data for Rasasindura and laboratory-made Red ()-HgS were fitted for

Å 4.31.1;Å 6.88.2 -1  Rk . In order to reduce error bars and have sufficient number 

of points for fitting, simultaneous fitting of the data was carried out for different k-

weights of the transform viz. 1,0);(  wkk w . Some of the ripples observed in Fig. 8.2 

are due to truncation effect from limited data range and do not represent real data. 

Apparently, features around 35.2  Å (Fig. 8.2) look less sharp for Rasasindura. 

However, it should not be mis-interpreted for higher disorder; as we note from analysis 

results (described below), Hg-S bond-lengths in Rasasindura are displaced relative to 
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each other such that their scattering contributions phase cancel. In fact, Rasasindura is 

found to be better ordered (than Red ()-HgS) from our analysis.  

 

Fig. 8.2 Comparison of Hg L3 edge XAFS data on Rasasindura and Red ()-HgS with simulated 

XAFS data for α- and β-HgS. It is clear that the data for Rasasindura resembles -HgS (not -

HgS).   

8.3.1. Phase Segregation 

 Since changes in XANES are very subtle between α-HgS )( 2Hg , 0Hg and 

Rasasindura, we have plotted derivatives of their XANES spectra in Fig.8.3a. XANES 

derivative features for Rasasindura viz. pre-edge (A) and edge position (B) resemble α-

HgS )( 2Hg (Fig. 8.3a) and are markedly different from 0Hg (C). Comparison of XANES 

derivative spectra of HgS compounds (Rasasindura, -HgS) and Hg
0
 clearly reveals

362
 (i) 

shift in edge position (B) towards higher energy ( eVEshift  5 ) for (Rasasindura, -HgS), 

due to higher oxidation state (+2) of Hg (ii) presence of pre-edge feature (A) in HgS due 

to S (2p) - Hg (6d) orbital hybridization, which is absent in Hg
0
. The main absorption 

edge (B) corresponds to intra-site Hg (2p)Hg (6d) transition, consistent with dipole 

selection rule )1( l . While direct inter-site Hg (2p) S (2p) transition is prohibited by 

dipole rule, pre-edge feature (A) is indirect signature of S (2p) through Hg (6d)-S (2p) 
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hybridization. Strong pre-edge (hybridization) features confirm strong Hg-S covalent 

bond. 

Our next objective is to determine if Hg
0
 is completely absent or partially present. 

Since our XRD spectrum does not show signature of Hg
0 

phase, one can presume that Hg
0
 

content (x) would be < 5%. On the other hand, XANES derivate spectra show that the 

amplitudes of ),( BA  peaks and their ratio (X) are significantly reduced 
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in Rasasindura )2.1( X  wrt α-HgS )5.1( X . Since peak “A” (α-

HgS) is negatively correlated with peak “C” (Hg
0
), mixture of these phases (Hg

0
, α-HgS) 

could reduce the net amplitude around peak “A” and subsequently, reduce X (as observed 

for Rasasindura). This implies that the reduced features of Rasasindura spectra could be 

consistent with the co-existence of (Hg
0
, α-HgS) phases. To clarify this ambiguity, we 

simulated the derivative spectra for different fractions ( 0Hg
x ) of Hg

0
 (Fig. 8.3b). For 

%3000 
Hg

x , amplitudes of ),( BA  peaks are progressively dampened while their 

ratio )5.1( X  remains constant. For %300 Hg
x , the signature of Hg

0
 becomes 

dramatically conspicuous as the spectra evolve into peaks ),( '' CA  following peaks ),( CA

; peak B is completely dampened. With increasing Hg
0 

content, the positions of ),( '' CA  

respectively move away from and towards ),( CA  such that the split becomes wider. The 

spectrum of Rasasindura is not consistent with any of these mixed phase features; 

instead, )3.1( X  resembles XANES for Hg-S bonds in soil, water etc.
363-368

  

Reconciling XRD and XANES results, we unambiguously conclude that Hg
0
 is 

absent in Rasasindura. Absence of Hg
0
 is the most significant evidence towards 

confirming non-toxicity of Rasasindura.  
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Fig. 8.3 Comparison between (a) derivatives of XANES data on α-HgS, Hg
0
 and Rasasindura. Rasasindura 

closely resembles α-HgS. Clearly in Rasasindura, (i) edge position is shifted wrt Hg
0 
( eVEshift 5 ) and 

(ii) pre-edge features are present which are absent in Hg(0).  (b) Simulated derivative spectra for different 

fractions ( 0Hg
x ) of Hg

0 

8.3.2. Crystalline structure details and degree of disorder 

In Fig. 8.2, we compared Rasasindura / Red ()-HgS data with simulations for α-

HgS and β-HgS crystal structures. Except for larger disorder, near neighbor features (

Å 5.2R ) of both Rasasindura and Red ()-HgS clearly resemble α-HgS (in terms of 

peak position). Theoretical bond-lengths for -HgS are shown in Table 8.2. XAFS fit 

results (Fig. 3) conform to α-HgS configuration for S neighbors. [Other models (a) cubic 

= 6S (b) β-HgS = 4S ( Å 53.2R ) yielded bad fit quality.]  

 

Fig. 8.4a: XAFS fit results for Rasasindura and Red ()- HgS (lab). Rasasindura is more ordered than Red 

()- HgS (lab). 
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From Fig. 8.4, we observe that Hg-S near neighbor configuration is better ordered 

(lower 
2
) in Rasasindura compared to laboratory-synthesized inorganic Red ()-HgS. 

 

Fig. 8.4b: Comparison of data with fit for Rasasindura 

Table 8.2  Comparison of bond lengths (R) 

 Hg-S1 Hg-S2 Hg-S3 Hg-Hg1 Hg-Hg2 Hg-Hg3 

α-HgS {theory} 2.36 Å 3.1 Å 3.3 Å 3.79 Å 4.09 Å 4.14 Å 

Red ()- HgS 

(lab) {XAFS}  

2.36 Å  3.10 Å 3.30 Å Absent 

Rasasindura 

{XAFS} 

2.34 (2) Å 3.02 (4) Å 3.31 (5) Å Absent  

 

In contrast, Hg-Hg bond features ( Å 5.2R ) of α-HgS are conspicuously absent 

in experimental XAFS spectra
369-370 

(although XRD-generated radial distribution function 

(using RAD software)
371

 clearly reproduces Hg-Hg peak). XAFS and XRD experimental 

results can be reconciled by considering the possible role of Hg-Hg disorder (
2

HgHg ). By 

simulating XAFS for different
2

HgHg , we determined the critical disorder value for Hg-

Hg peak suppression to be 
22 Å 025.0HgHg ( Fig. 8.5a). Independently, we simulated 

XRD patterns with different values of .2
HgHg  XRD pattern for Rasasindura is 

insensitive to 2
HgHg variation up to 

2
HgHg Å 035.02   (Fig. 8.5b). From XAFS and 

XRD simulations, we thus conclude and clarify that the apparent “absence” of Hg-Hg 
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correlation features in experimental XAFS spectrum is actually the reflection of large 

disorder in Hg-Hg bonds. Despite Hg being the heavier atom, 2
HgHg >> 2

SHg
 
due to 

strong Hg-S covalent bond and relatively weak Van der Waal interaction between Hg-Hg. 

HgS structure can be depicted as spiral –S-Hg-S-Hg-S- chains (Fig.  8.6a), in which Hg-S 

and Hg-Hg bonds are intra- and inter- chain respectively. Any defect in the spiral (e.g. 

compression / elongation) affects inter-chain Hg-Hg bond substantially while strong Hg-S 

bond remains largely unaffected (Fig. 8. 6b). This leads to 2
HgHg > .2

SHg  

 

Fig. 8.5: Simulations for different values of
2

HgHg : (a) XAFS simulations (b) XRD simulations.  XRD 

spectrum is insensitive to 
2

HgHg variation up to 
22 Å035.0HgHg

.
 From XAFS simulations, Hg-Hg 

features are suppressed for 
22 Å025.0HgHg  

 

Fig. 8.6: (a) Structure of α-HgS comprises of parallel –S-Hg-S-Hg-S- chains along c-axis. (b) Compression 

of one of the chains (defect) affects Hg-Hg (green arrows) substantially. 
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8.3.3. Analysis of the nano-crystal units 

  For )24( nmDRasa  , surface-volume ratio of atoms is ~2% i.e %)2( Surface

Hgx .
 

XAFS coordination result %)3(6 SHgN   is the site-averaged contribution from core  

%)98( Core

Hgx  and surface %)2( Surface

Hgx
 
sites. Considering coordination  loss )( N due 

to truncation at bare surface, the net (theoretical) coordination
 
for particular bond-length 

(R=Hg-S in this case)
372

:  
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i.e. %224   nmDN which is less than XAFS resolution %)3( N . Thus, our XAFS 

coordination result is apparently consistent with theoretical size-dependent coordination 

loss for chemically homogeneous defect-free nano-crystal. Any defect, if present, has to 

be accommodated within 3% error bar of XAFS coordination result. We provide defect 

estimates that are consistent with this constraint.  

(a) Vacancy: Vacancy-induced extra coordination loss is not observed; one can rule out 

the presence of %)( 3
 vacancy in the nano-particles.  

(b) Surface segregation of Hg: Due to insignificant surface-volume ratio (2%), surface 

contribution to XAFS coordination result is insignificant; hence, XAFS results do not 

reflect surface coordination unambiguously. [We have calculated the critical core size

)4( nmDcore   for resolving surface coordination.] To estimate the possibility (and 

fraction) of preferential surface site occupancy by Hg, we considered chemical non-

uniformity across the nano-crystal and allowed ):( Core
Hg

Surface
Hg xx

 
to vary (instead of 

constraining %2
Surface
Hgx ). By re-calculating site-averaged Hg coordination as function 

of Surface
Hgx , we determined that %6

Surface
Hgx

 
is consistent with XAFS result.  
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(c) Organic molecules at surface: Due to insignificant surface-volume ratio and weak 

backscattering factor of organic elements, XAFS was unable to unambiguously detect the 

presence of surface organic molecules. We obtained the answer by employing SERS. 

SERS results convincingly ruled out the presence of organic molecule at surface. This is 

remarkable since Ayurvedic synthesis method involves organic molecules. We believe 

that organic molecules were removed during purification steps or heating.  

(d) Porosity: To explore the presence of nano-pores (cylindrical) in the particle, we 

theoretically estimated the average coordination for pore parameters ),,( ppP NHD ;

pD pore diameter, pH pore-height, pN number of pores. By varying one of these 

parameters nm H p 101  (i.e. max
pH radius of the nano-crystal), we determined the 

range of 
pHpP ND ),( [i.e. for each

pH ] that is consistent with 6exp tN (3%). 

Compiling all these calculation results, we obtained nm Dp 10max  , 20max pN ,

%7max pV . [Note that 
pHpP ND ),( are negatively correlated.]  %7max

pV
 

Pores 

occupy small volume fraction of the nano-crystal, which is insufficient to generate large 

disorder and help preserve robust character of the nanoparticle. Minimal defects for these 

nano-crystals could be correlated with large particle size ) 24( nmDRasa  . Interfacial 

defects and broadening generally increase significantly for nmD  8 .
16,373-374

  

[Note that the above conclusions for Rasasindura also hold good for Red ()-HgS due to 

similar size and coordination results.] These pores could provide the pathway for drug 

binding. 

Summary of nano-crystal coordination analysis is the presence of robust and 

chemically homogeneous (-HgS) nano-crystal (Fig. 8.7). Including the error bar
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%)3( N , we could accommodate possible defects in the particle (viz. vacancy, 

surface segregation, nano-pore) and determine the upper limit of their content: %)73(  .  

 

Fig. 8.7: Model of Rasasindura nano-crystal with 24 nm HgS core. 

8.3.4. Implications of our structural results for toxicity and synthesis route 

(i) Toxicity: For successful non-toxic functioning of heavy-metal based Ayurvedic 

medicine, the most crucial factors (wrt toxicity) are (i) complete oxidation of the metals 

(no remnant of Hg
0
-metallic state) before entering human body; (ii) integrated structure of 

the medicine so that oxide form is retained inside the body (no reduction to metallic 

form). From our work, we observe that both the criteria are met for Rasasindura.  

Our main result implying non-toxicity
321

  of Rasasindura is the absence of 

metallic Hg
0
 [i.e. Hg is completely oxidized]. The structural results unanimously establish 

that Rasasindura is composed of robust (minimal defects) single-phase -HgS nano-

particle units ( nmDRasa 24 ). As already mentioned above, -HgS is non-toxic which 

implies the same for Rasasindura. Stable -phase form and robust character of the 

nanoparticle would help to maintain its integrity during the entire drug delivery 

process.
375
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Although the implications of size ( nmDRasa 24 ) are not clear at the moment, we 

would like to cite the correlation between nano-drug and target cell sizes, as in targeted 

drug delivery [Optimal particle size requirement is target specific].
376-378

  

(ii) Synthesis: We compared the structures of Rasasindura and Red-HgS i.e. end products 

of organic and inorganic synthesis methods. Interestingly, we found particle size 

distribution is better controlled in Rasasindura
379

.The distribution is Gaussian and size-

dispersion %)18;5.3( nmRasa

D  . On the other hand, size-distribution of red (α)-HgS is 

non-Gaussian ( nmDpeak 20 ) and heavily skewed towards higher particle sizes; total 

size distribution spreads over )50( nmD  . Better size control in Rasasindura could be 

due to herbal coating - similar to the modern day surfactant‑ mediated nanoparticle 

synthesis. Coordination configuration for both show large disorder for Hg-Hg bonds but 

well-defined HgS bonds. Hg-S coordination distribution is better ordered in Rasasindura 

(Fig. 8.4) which could be due to prolonged annealing.  

Thus, our work not only helps understand non-toxicity of Rasasindura but also 

establishes Ayurvedic synthesis method for well controlled end-product.  

 

8.4 Conclusion 

 We have employed XAFS (coupled with supporting techniques) to investigate the 

structure of Rasasindura. The main results are that Rasasindura has the same structure as 

non-toxic -HgS and elemental Hg
0
 is completely absent. Our results also demonstrate 

that the nano-crystal ( nmDRasa 24 ) units of Rasasindura are robust and free of organic 

molecules. Absence of Hg
0
 helps in understanding of non-toxicity and the robust 

character implies the nano-particle integrity during drug release. Further, we observed 

that Ayurvedic synthesis yielded better controlled end-product than laboratory-based red 
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()-HgS:  lower size dispersion and better ordered coordination configuration. With all 

these advantages, Rasasindura can be considered for potential therapeutic agent for target 

cell sizes (~24 nm).  
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CHAPTER 9 

CONCLUSIONS AND FUTURE DIRECTIONS 

 This thesis has focused on two aspects: (i) XAFS analysis of disordered 

nanoclusters and (ii) XAFS beamline development program.  

9.1 XAFS analysis: In this work, we have characterized the structure of disordered 

nano-clusters in three unique configurations: (a) Ni/Pt nano-clusters embedded in 

multilayer film, (b) Ag/Pt and Au/Ag nanorods synthesized via Swift Heavy Ion 

Irradiation, (c) HgS-based Ayurvedic nano-medicine.  

(a) Employing XAFS in grazing-angle X-ray Standing Wave mode, we have 

characterized Ni/Pt clusters generated by ion irradiation of Pt/Ni/C multilayer. The 

analysis strategy is challenging since it required decoupling of information from matrix 

layer, interface and embedded clusters. To the best of our knowledge, this is the first 

XAFS attempt of decoding the structure of embedded clusters in multi-layers. The 

clusters are formed by the migration of atoms from interface following ion-irradiation. 

Our XANES analysis directly establishes the correlation between chemical nature of the 

interface and the composition of bimetallic clusters. Pre-existing charge transfer at the 

pristine Ni/C and Ni/Pt interfaces keeps them integrated during irradiation. On the other 

hand, physically adsorbed Pt/C interface gets disrupted and Pt atoms migrate to C layer.  

They combine with pre-existing Ni atoms in the C layer to form Ni centered Ni-Pt nano-

clusters. These clusters have ferromagnetic composition (Ni:Pt= 60:40) and are highly 

disordered beyond first neighbor, resembling metallic glasses.  

This work is significant for the “dry” synthesis method of amorphous magnetic devices. 

We demonstrate that the cluster formation / configuration process is not random but can 
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be controlled by manipulating layer (atomic migration length) and interfacial thickness / 

chemical state.  

(b) Amorphous (Ag/Pt, Au/Ag) nano-rods, synthesized via Swift Heavy Ion Irradiation 

(SHII), were characterized for short-range-order “cluster” configuration. One of the 

primary interests was to determine whether the extreme conditions of SHII could induce 

alloying in bulk immiscible Ag/Pt. We realize that segregated seeds of disordered Pt and 

Ag clusters were pre-formed in the pristine co-sputtered system and SHII only improves 

the ordering (growth of Pt). The most likely reason for this is that SHII does not 

completely melt Ag and Pt for mixing. Further, the time-scale of SHII (ps) is unable to 

compete with much faster crystallization kinetics. [We have compared this case with 

bulk-miscible Au/Ag system synthesized via the same route. Au/Ag retained its alloyed 

state and no change in composition / ordering was observed with SHII.]  

The implications of the amorphous structure on the applications of these SHII-

synthesized nano-rods are: (i) Ag/Pt cannot be used for optical sensing, since it does not 

give rise to absorption band. However, the high aspect ratio is likely to enhance catalysis 

due to larger surface area for reactions. Currently, its catalytic activity (methanol 

oxidation) is under investigation. (ii) Au/Ag exhibits intense absorption band and can 

continue to be optical sensor despite amorphous character.  

(c) We have used XAFS in conjunction with other complementary techniques viz. XRD, 

Raman, SERS, XRF, to investigate the structure of Hg based ayurvedic drug, 

“Rasasindura”. Our XANES results clearly establish the absence of metallic Hg
0
 in 

Rasasindura; instead, Hg is present in stable α-HgS nano-crystal form. Non existence of 

Hg
0
 ensures absence of mercury based toxicity; in parallel, stable -HgS form and robust 

(<3% defect) nano-particle structure ensure integrity of the drug within human body. 

Elimination of Hg
0
 being the most crucial step in the synthesis, we emphasize strongly on 
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the perfect execution of synthesis process. This is the first report of scientific evidence 

(and guidance) towards non-toxicity of heavy metal-based Ayurvedic drug. In the 

backdrop of global interest in Ayurveda vis-à-vis prejudice against heavy metal 

composition, our results provide significant lead that the chemical form of heavy metal, 

rather than its content, is the correct parameter to evaluate toxicity of Ayurvedic drugs. 

This should strengthen credibility of Ayurveda as holistic and cheaper solution. Future of 

this XAFS work involves binding of Rasasindura with human protein in order to 

understand its actual reaction mechanism within the body.  

All of the systems investigated in this thesis are highly disordered clusters beyond 

first nearest neighbor. In continuation, we are investigating the correlation between glass 

forming ability and short-range-order in Zr52Ti6Al10Cu18Ni14 glass (in conjunction with 

ab- initio Molecular Dynamics simulations). Further, we would extend our knowledge of 

XAFS disorder analysis to decipher the correlation between disorder and Metal-to-

Insulator transition in SrRu1-xTixO3.   

9.2. Indus-2 XAFS beamline development program:  Under XI Plan Project 

(35.10), we have augmented the XAFS facilities at Indus-2 to accommodate (i) high 

pressure and (ii) low temperature XAFS experiments. For high pressure XAFS 

experiments using DAC (sample size=50-80µm), we have installed bendable elliptical 

mirror to improve vertical focusing of the beam. This new setup has been tested for the 

worst experimental condition (space limit) and ~ 60% improvement in spot size was 

attained. Presently, automation of this setup is in progress that will encourage finer 

optimization of the beam size and efficient data collection.  

For low temperature XAFS experiments, we have installed displex closed cycle cryostat, 

which we have tested down to 5K. We have demonstrated the feasibility of performing 

low temperature experiments using this cryostat in the temperature range 50-300K by 
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measuring temperature dependent XAFS of Au foil. We have obtained data of reasonable 

quality, which matches international standard data and is reproducible inside and outside 

the cryostat. We have calibrated the temperature of the cryostat and observed that the 

temperature accuracy is KT 5 . We now plan to pursue lower (<50 K) temperature-

XAFS of non-standard samples.   
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APPENDIX A: Levenberg Marquadt Fitting Algorithm 

  

Levenberg-Marquadt (L-M) fitting algorithm is popularly used in the least squares fitting 

problem.  

 Consider data points ),( ii yx of a set of N measured data. the most likely estimate 

of the model parameters },....,,{ 21 Maaaa  is obtained by minimizing the quantity 2 : 





N

i

ii axfya
1

22 ))(()(                                                                                                

(1) 

 Just like any other numeric minimization algorithm, the L-M algorithm is an 

iterative procedure. To start a minimization, the initial get for the user provides the initial 

guess for the parameters vector },....,,{ 21 Maaaa   

 At each iteration step, the parameter vector a is replaced by a new estimate a . 

To determine  , the function ),( axf is approximated linearly. 

 .),(),( Jaxfaxf                                                                                                  (2) 

 The matrix J is a Jacobian matrix containing partial derivative of the function f in 

accordance with the parameter ja : 

j

i
ij

a

axf
J






),(
                                                                                                                    (3) 

Substituting (2) in (1), we get 





N

i

ii Jaxfya
1

22 ).)(()(                                                                            (4) 

The same can be re-written in vector notation as  

 .)()(2 Jafya                                                                                                (5) 
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Differentiating wrt  and equating the result to zero, we get 

))(.()..( afyJJJ
TT

                                                                                             (6) 

This is the Gauss-Newton algorithm to solve a set of linear equations for  . Levenberg 

replaced this equation by  

))(.()...( afyJJJ
TT

                                                                                            (7) 

where  is the identity matrix. The non-negative damping factor  is adjusted at each 

iteration. If the decrease in 2 is rapid, a smaller value of  can be used and the algorithm 

is similar to the Gauss-Newton algorithm. If the iteration is low,  can be increased and 

the step will be taken approximately in the direction of the gradient.  

 Marquadt improved the algorithm by scaling each component of the gradient 

according to the curvature, so that there is larger movement along the directions where 

the gradient is smaller, thus avoiding slow convergence in the direction of the small 

gradient. To facilitate this, Marquadt replaced the identity matrix   with a diagonal 

matrix consisting of diagonal elements of ).( JJ
T

, resulting in the L-M algorithm: 

))(.())...(.( afyJJJJJ
TTT

                                                                               (8) 

The choice of damping factor  is not obvious. Marquadt recommended starting with a 

value 0  and a factor 1 . Depending on the value of 
2 , the damping factor will be 

replaced after each step by  / or . . 

 An important point about the L-M algorithm is that it finds only a local minimum 

like all other iterative procedures, not a global minimum.  
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APPENDIX B: Data and fits 

1. Chapter 6: Pt/Ni/C Multilayer system 

(i) Low angle 

a) Pristine Sample 

 

Fig. 1: (a) Ni K edge XAFS data in E space for pristine sample at low angle. Comparison of data with fit in 

(b) k-space and (c) r-space. 

 

 

b) Irradiated Sample 

 

Fig. 2: (a) Ni K edge XAFS data in E space for irradiated sample at low angle. Comparison of data with fit 

in (b) k-space and (c) r-space. 
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(j) High angle 

a) Pristine Sample 

 

Fig. 3: (a) Ni K edge XAFS data in E space for pristine sample at high angle. Comparison of data with fit in 

(b) k-space and (c) r-space. 

 

 

b) Irradiated Sample 

 

Fig. 4: (a) Ni K edge XAFS data in E space for irradiated sample at high angle. Comparison of data with fit 

in (b) k-space and (c) r-space. 
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2. Chapter 7: Ag/Pt nanorods in silica matrix 

a) Pristine sample 

 

Fig. 5: (a) Pt L3 edge XAFS data in E space for pristine sample. Comparison of data with fit in (b) k-space 

and (c) r-space. 

b) SHI Irradiated samples 

 

Fig. 6: (a) Pt L3 edge XAFS data in E space for sample irradiated at 1×10
13

 ions/cm
2
. Comparison of data 

with fit in (b) k-space and (c) r-space. 

 

Fig. 7: (a) Pt L3 edge XAFS data in E space for sample irradiated at 6×10
13

 ions/cm
2
. Comparison of data 

with fit in (b) k-space and (c) r-space. 
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Fig. 8: (a) Pt L3 edge XAFS data in E space for sample irradiated at 1×10
14 

ions/cm
2
. Comparison of data 

with fit in (b) k-space and (c) r-space 

 

 

Fig. 9: (a) Ag K edge XAFS data in E space for merged data set of all samples. Comparison of data with fit 

in (b) k-space and (c) r-space 

 

3. Chapter 8: Ayurvedic nanodrug 

a) Rasasindura 

 

Fig. 10: (a) Hg L3 edge XAFS data in E space for Rasasindura. Comparison of data with fit in (b) k-space 

and (c) r-space. 
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b) Red HgS (lab) 

 

Fig. 11: (a) Hg L3 edge XAFS data in E space for Red HgS (lab). Comparison of data with fit in (b) k-space 

and (c) r-space. 
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