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SYNOPSIS 

            X-ray & neutron imaging play an important role in the visualization and 

measurement of spatial and/or temporal distribution of objects‘ internal structure and 

density. In particular, understanding of macroscopic properties of materials often 

requires a detailed knowledge of its internal structure at micron to sub-micron scale[1–

4]. Qualitative observation of images obtained allows visualization of distributed 

phases, detection of imperfections & enclosed particles, identification of geometry and 

morphology of subcomponents etc. Similarly, quantitative analysis of image provides 

measurement of density and structural features such as distribution of 

area/volume/surface of subcomponents/material phases, porosity, tortuosity, 

anisotropy, fractal dimension etc. [5,6]. Quantitative microstructure determination of 

materials also plays important role in the optimization of their manufacturing 

parameters and modelling of macroscopic behaviour through structure property 

correlation[7,8]. It may be noted that analysis of images for microstructure study is 

strongly dependent on two parameters, image resolution and contrast respectively. 

While high resolution is necessary to see the smallest features of the object with good 

clarity, high contrast allows distinction between material phases of closest density, 

atomic number and thickness[4,6]. 

          In the last few decades, quality of images in X-ray & neutron imaging (measured 

in terms of resolution and contrast) has enhanced tremendously. This is principally due 

to development of new modes of image contrast generation based on refraction, 

reflection, diffraction and scattering of the beam instead the simple attenuation [9–12]; 
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and instrumental improvements in imaging systems due to development of highly 

brilliant and coherent sources, advanced optics and high efficiency, high-resolution 

imaging detectors[13–15]. The objective of present thesis is to develop micro-imaging 

capabilities in X-ray and neutron imaging by improving their resolution and contrast 

through both methodological and instrumental routes and apply them in micro-

structural characterisation of advanced nuclear materials to study their composition, 

geometry, and internal structure. Since X-ray and neutron have different interaction 

mechanism and provide complementary information in terms of penetration depth and 

sensitivity to material density, structure; both X-ray and neutron imaging are included 

in the scope of study to identify their relative merits and demerits when applied in 

material science applications. Thus the objectives of present thesis are  

1) Study of principles of X-ray & neutron micro-imaging techniques, strategies for 

image quality optimization and development/computer simulation of 

quantitative analysis/reconstruction methods.  

2) Design, development, and characterisation of state of the art X-ray & neutron 

micro-imaging facilities and implementation of various advanced micro-

imaging techniques. 

3) Applications of X-ray & neutron imaging in micro-structural characterisation of 

advanced nuclear materials differing in their composition, geometry, and 

internal structure. 

In the methodological domain, there has been a paradigm shift in capabilities of X-ray 

and neutron imaging due to switching from attenuation based imaging to phase based 
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imaging, which utilized coherence properties of new sources. Adopting phase contrast 

imaging has resulted in unprecedented improvement in contrast and resolution. This 

allowed imaging of materials such as polymers, soft composites (carbon), biomaterials, 

soft tissue organs etc, which until now were difficult to be imaged with X-rays. 

Similarly, neutron phase imaging has opened up imaging of two very similar low 

neutron-attenuating materials. This thesis examines various modes of phase imaging, 

starting from simple propagation based imaging to advanced techniques like diffraction 

enhanced imaging. Propagation based PCI (PB-PCI) is the simplest in terms of 

implementation and I have evaluated optimization various experimental parameters 

under exact experimental conditions.  

     The images acquired in PB-PCI do not readily provide the object phase information. 

Computational methods are required for retrieving phase at object plane. Existing 

methods of phase retrieval based on multiple projections data are applicable under 

certain conditions and possess one or more limitation. We have carried out simulation 

studies on existing multi-distance phase retrieval methods to study their applicability on 

experimental data of pyro carbon coated alumina particles. A new algorithm has been 

developed where variable wavelength based ‗contrast transfer function‘ approach was 

applied for the quantitative phase retrieval from simulated and experimental data of 

fibre materials[16,17]. The performance of both of these multi-distance and energy 

methods is found reasonably good for experimental data, however, their application to 

tomographic imaging is somewhat limited due to requirement of multiple image 

acquisition and stringent system alignment. As an alternative, single image phase 
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retrieval methods can be used. These algorithms are simple in implimatation but 

impose very stringent conditions on sample composition and experimental parameters. 

To find out the applicability of single image phase retrival algorithms for tomography 

under experimental conditions, we have compared the performance of various phase 

retrieval algorithms on real experimental data. Similarly, we have worked on the 

development of three-dimensional image reconstruction method from limited scan 

projection data also called tomosynthesis which is important for fast tomography, 

reduced dose imaging, and samples with laminar geometry. We have carried out 

computer simulations for two acquisition geometries using shift and add algorithm.  

        For the implementation of advanced micro-imaging techniques, state of the art 

imaging facilities have been designed and developed utilizing synchrotron based X-ray 

sources and nuclear reactor based neutron source. These facilities have been uniquely 

designed to implement a large variety of micro-imaging techniques in the same 

experimental station. For X-ray, the synchrotron imaging beamline is designed, 

developed, installed and commissioned at Indus-2 synchrotron source India. This 

beamline can work in monochromatic & white beam mode and we have implemented 

techniques like high-resolution radiography and tomography; PB-PCI, Diffraction 

enhanced imaging, holotomography, laminography, dual energy imaging and real-time 

imaging [18]. Similarly, the neutron imaging facility was designed and developed at 

CIRUS reactor India, for the implementation of high-resolution digital neutron 

radiography, tomography, and PB-PCI [19]. The performance of these experimental 

facilities is evaluated by several system characterization and feasibility experiments. 
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      X-ray and neutron micro-imaging has been applied to solve some of the innovative 

problems in materials science related to measurement of 3D microstructure and density 

distribution. In this thesis, we have primarily focused on microstructure determination 

and non-destructive evaluation studies of nuclear materials, either being used in the 

conventional reactors such as PHWRs or proposed to be used in the advanced reactors 

such as CHTRs. Laboratory based X-ray µ-CT has been uniquely applied to study 

microstructure variations of thickness and porosity caused by reactant depletion during 

chemical vapour deposition process of oxidation protective SiC coating over the 

internal surface of bore in thick graphite tube sample, which is a prototype of several 

components of compact high temperature reactor (CHTR)[20,21]. Fuel tube of CHTR 

has also been studied to find bore area, inter-spacing, and their variation along the tube 

axis. Microstructure of TRISO coated fuel particles having layers of pyro-carbon, SiC 

over zirconia core has been characterised to find out their layer thickness, and 

uniformity using propagation based PCI and tomography.  

   Synchrotron based micro imaging and tomography has been applied in the studies of 

several advanced materials such as carbon composites, polyurethane foam, Al-SiC 

metal matrix composites, and metal adsorbent polymer beads to find out their micro-

structure and effect on them caused by various external factors[22]. Several types of 

carbon-carbon composites, which are the potential structural material for high 

temperature reactors and manufactured using different preparation processes have been 

characterised to study distribution and geometries of pores and carbon layers in epoxy 

matrix. Polyurethane foam used as a packing material in the transportation of nuclear 
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waste has been characterised for its porous microstructure and effect thereon due to 

different gamma irradiation dose. The microstructure variation is also shown to have 

correlation with the mechanical strength of the polyurethane foam. Microstructure of 

glassy carbon has been studied using phase contrast micro-tomography. Polymer beads 

used as adsorbent materials for the extraction of metallic impurities from solution 

during processing of nuclear waste have also been characterised for its porous 

microstructure. The advantage of holotomography over phase & absorption contrast µ-

CT has been evaluated in the Al-SiC metal matrix composite to study damages caused 

by external compressive load.  

   Neutron tomography was used for the detection of hydride blisters in the Zr-alloy 

pressure tube of PHWR and study their shape, size, and distribution of hydride in the 

vicinity [23]. We have used neutron tomography images to calibrate hydride 

concentration with the gray values to determine hydride concentration from the images 

of unknown sample. It was established that neutron tomography is a valuable tool to 

study diffusion of hydride in the Zr-alloy matrix during blister formation. Neutron 

imaging was applied for the non-destructive evaluation of fuel tubes of Pressurised 

Heavy Water Reactor (PHWR). Neutron dynamic imaging was applied to study lead 

melting and solidification under external heating to study the effects of natural 

convection and heating rate on molten fraction and curvature of molten-solid 

interface[24,25].  

   The thesis consists of seven chapters and is organised to show methodological studies 

in chapter 1 and 2 followed by instrumental development of micro-imaging facilities 
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and their characterisation in chapter 3 and finally applications of X-ray and neutron 

imaging in chapters 4, 5 and 6. Chapter 7 summarises the outcome of the thesis and 

future prospects of the study. The outline of each chapter of the thesis is given here – 

Chapter-1 Introduction - This chapter provides an overview of X-rays and neutrons 

micro-imaging techniques with their relative advantages and limitations. Mechanism of 

contrast generation and effects of various experimental parameters on image quality is 

discussed. Finally a literature review of recent developments in X-rays and neutron 

micro-imaging techniques is given. 

Chapter-2 Simulation studies - In this chapter a comparative study of various single 

and multi-image phase retrieval methods applicable to propagation based PCI is then 

presented based with their simulations and experimental results. Finally, simulation 

studies on tomosynthesis reconstruction are discussed using shift and add method.  

Chapter-3 Development of advanced micro-imaging facilities - This chapter 

discusses design, characteristics and performance evaluation of various micro-imaging 

facilities developed using synchrotron based X-ray sources, and nuclear reactor based 

neutron source. Results of feasibility experiments on different micro-imaging 

techniques implemented are also presented. 

Chapter-4 Applications of micro-focus based imaging system - This chapter 

discusses the application of X-ray PCI and µ-CT using micro-focus tube source for the 

non-destructive micro-structural evaluation of CHTR components such as SiC coating 

on graphite fuel tube, TRISO coated fuel particles, fuel tube etc. Quantitative image 
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analysis of micro-CT data is applied for measurement of shape, size, homogeneity, 

deformations, and porosity distribution. 

Chapter-5 Application of synchrotron imaging beamline - This chapter discusses 

application of synchrotron X-ray µ-CT in the studies of microstructure and density 

variation of carbon composites, polymer beads, and polymer foam. Results for 3D 

visualization and quantitative measurements of various structural properties are given. 

Effects of various external factors to their micro-structural properties have also been 

shown through differences in images or measured quantitative parameters.  

Chapter-6 Applications of neutron imaging beamline - This chapter discusses the 

application of neutron tomography in the detection of small hydride blister in Zr-alloy 

pressure tube of PHWR and calibration of hydride concentration in Zr-alloy coupons 

against tomography image gray values. Application of dynamic radiography to study 

the lead melting and its solidification is also discussed.  

Chapter-7 Summary and conclusions- This chapter summarises the thesis outcome 

and future scopes of the study. Relative merits of different micro-imaging techniques 

have also been discussed.   
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1 INTRODUCTION 

1.1 Motivation 

   Materials are the enablers for future nuclear technologies. Advanced materials with 

improved characteistics are needed for development of next generation of reactors, 

which will use new class of fuel material, cladding, and other critical components 

during their operation and pre/post processing activities. For example, fuel of compact 

high temperature reactors (CHTR), which are being developed worldwide as well as in 

India, is in the form of Tri Iso-coated (TRISO) particle with coatings of pyro carbon 

and silicon carbide on a seed of nuclear fuel as a kernel. Characterizing such a fuel is a 

big challenge, as conventional techniques do not work on such small coating layers of 

low z materials. Even for safe and uninterrupted operation of existing reactors, 

development of new methods of quality control are needed to characterize materials 

degradation which is the primary cause of unplanned outages in the nuclear industry. 

For example, growth of hydride blisters on Zr-alloy cladding is one of the main issues 

and requires new methods of study. Similarly, for study of safe transport of radioactive 

materials lead casks are used. For safe transportation of such casks, their behaviour 
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during accidental fire needs to be studied. Addressing such challenges in the 

development of advanced nuclear materials requires new means of high-resolution non-

destructive testing (NDT) techniques, which can see not only the surface, but bulk of 

the specimen. Imaging with X-ray or Neutron is conventionally used for such 

applications. Over the years with increasing demand of high contrast and resolution in 

the X-ray and neutron images, there is a need to develop new techniques, sources, and 

detectors to meet such challenges. Imaging is no longer limited by the absorption 

contrast and a variety of advanced characterization tools including diffraction and 

phase contrast based imaging have recently been discovered. They allow measurements 

of microstructure and strain over a range of relevant time and length scales. There have 

been new developments in X-ray sources such as micro-focus sources or synchrotron 

sources to allow experiments on Phase contrast imaging (PCI), diffraction enhanced 

imaging (DEI) and holotomography, which can be used for meeting the challenges of 

developing advanced materials for next generation of reactors. Synchrotron radiation 

based imaging, in particular, offer new opportunities to advance the fundamental 

understanding of nuclear reactor materials, fuels, and engineering components with its 

capability of offering sub-micron resolution, high contrast, and exceptionally good 

signal to noise ratio. Many of these techniques, on a limited scale, can also be 

implemented using laboratory based microfocus sources and this opens up more 

widespread applications of these advanced techniques for material characterization. 

Even with neutrons, new techniques such as PCI, tomography, real-time imaging, have 

found widespread applications in material characterisation & NDT. 
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1.2 Highlights of the thesis 

       The objective of this thesis is to study of advanced X-ray & neutron micro-imaging 

techniques, develop improved methods and facilities for them, and use them to several 

new applications particularly nuclear materials. In this thesis, we have studied design 

concepts of micro-imaging systems and optimization strategies of experimental 

parameters for achieving high quality images in X-ray and neutron imaging. These 

concepts have been applied to develop state of the art micro-imaging facilities based on 

advanced synchrotron based X-ray source and reactor based neutron source. Specific 

design of these imaging facilities allows implementation of several advanced micro-

imaging techniques in the same experimental station with a relatively low flux source. 

This thesis for the first time, reports on application of synchrotron X-ray imaging 

(using Indus-2 Synchrotron imaging Beamline), micro-focus X-ray imaging and 

neutron imaging (using CIRUS neutron imaging beamline) for characterization of fuel 

and components for advanced reactors such as CHTR where new kind of fuel and 

cladding are proposed to be developed & used, and conventional reactors such as 

pressurised heavy water reactor (PHWR) where material degradation and quality 

control of operational components are to be characterised. 

      We have applied synchrotron based micro imaging and tomography in the studies 

of several advanced materials such as carbon composites, polyurethane foam, Al-SiC 

metal matrix composites, and metal adsorbent polymer beads to find out their micro-

structure and effect on them caused by various external factors [22]. Several types of 

carbon-carbon composites, which are the potential structural material for CHTR and 
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manufactured using different preparation processes have been characterised to study 

distribution and geometries of pores and carbon layers in epoxy matrix. Polyurethane 

foam being used as a packing material in the transportation of nuclear waste has been 

characterised for its porous microstructure and effect thereon due to different gamma 

irradiation dose. The microstructure variation is also shown to have correlation with the 

mechanical strength of the polyurethane foam. Polymer beads used as adsorbent 

materials for the extraction of metallic impurities from waste streams during processing 

of nuclear waste have also been characterised for its porous microstructure. A new 

technique of holotomography has been evaluated in the micro imaging of Al-SiC 

composite to study damages caused by external compressive load.  

      This thesis also examines use of Laboratory based X-ray µ-CT setup for examining 

nuclear fuel and other components for CHTR. The microfocus source has been 

uniquely used to study microstructure variations of thickness and porosity caused by 

reactant depletion during chemical vapour deposition process of oxidation protective 

SiC coating over the internal surface of bore in thick graphite tube sample, which is a 

prototype of several components of compact high temperature reactor (CHTR) [20,21]. 

Fuel tube of CHTR was studied to find bore area, inter-spacing, and their variation 

along the tube axis. Microstructure of TRISO coated fuel particles having layers of 

pyro-carbon, SiC over zirconia core were characterised to find their layer thickness, and 

uniformity using propagation based PCI. 

         Though neutrons have been used over the years for nuclear fuel characterization, 

we have demonstrated use of some recent techniques for nuclear material 
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characterization. This thesis reports on more advanced development and application of 

3D neutron tomography for the detection of hydride blisters in the Zr-alloy made 

pressure tube of PHWR and study their shape, size, and distribution of hydride in the 

vicinity [23]. We have also applied neutron tomography images to calibrate hydride 

concentration to determine hydride concentration in unknown sample. Neutron imaging 

has also been applied for the non-destructive evaluation of fuel tubes of Pressurised 

Heavy Water Reactor (PHWR). Neutron dynamic imaging was used to study lead 

melting and solidification under external heating to study the effects of natural 

convection and heating rate on molten fraction and curvature of molten-solid 

interface[24,25]. The work reported in this thesis has been brought out in the form of 

several international publications. 

1.3 Overview of micro-imaging techniques 

     When incident radiation (X-rays or neutrons) of certain intensity passes through the 

object, many interactions take place and intensity/phase of outgoing beam is modified 

depending on thickness, composition, and density distribution of the object. The 

objectcan be described by a complex transmission function T(x, y), which is modelled 

by projections of real and imaginary part of refractive index along the beam direction 

[Appendix-1]. The projection image show sample features with different clarity 

depending upon the contrast generation mechanism used such as attenuation, phase 

modulation, diffraction and scattering or their combination. Techniques such as 

absorption contrast imaging, PCI, DEI, dark field imaging, dual energy imaging etc. 

aim to extract distribution of variety of object‘s physical properties such as absorption 



   33 

 

 

 

coefficient, refractive index, scattering coefficient, atomic number etc. These imaging 

modes are implemented in three dimensions as well, and referred as tomography, phase 

contrast tomography etc. The imaging capabilities are also extended to real-time 

imaging to extract information about temporal variations in object and in-situ imaging 

to study object under various environmental conditions. Imaging, combined with 

fluorescence, diffraction, small angle scattering and absorption spectroscopy have also 

been proposed to enhance the extracted sample information. These techniques are able 

to image and distinguish small variations of various physical properties of materials 

with sub-micron resolution. A brief overview of micro-imaging techniques, their 

instrumental requirements, advantages and limitations, recent developments and 

potential applications is given here. 

1.3.1 Absorption contrast imaging 

Absorption contrast radiography is based on inhomogeneous attenuation of incident 

beam in the sample detected on an imaging plate or digital detector placed next to the 

sample. The two-dimensional images show distribution of negative exponential of 

integrated linear absorption coefficient along the beam propagation. It is still by far the 

most used imaging technique, mainly because of its experimental ease and versatility. It 

does not require specific characteristic of source, detectors etc. thus provide maximum 

accessibility for academia and industry. Recently with the availability of high intensity 

sources for X-rays and neutrons and high-resolution imaging detectors, it is possible to 

reach sub-micron resolution with sufficient signal to noise ratio. The technique is also 

extended for 3D tomographic imaging and real-time imaging with suitable instrumental 
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and computational inclusions. The drawback of this techniques is low sensitivity to 

small density variation and poor contrast for soft materials like biological tissues, 

polymers, composite etc. [15,26,27]. Absorption contrast X-ray and neutron imaging is 

used for non-destructive characterisation and quality control applications of nuclear 

industry. 

1.3.2 Phase contrast imaging 

     Phase contrast imaging (PCI) offer superior contrast with reduced radiation 

exposure as compared to absorption contrast imaging. It is based on detection of phase 

modulations caused by the object to a coherent or partially coherent beam instead of 

attenuation. The increase in sensitivity is attributed to the fact that phase shift to 

incident wave is more prominent as compared to its attenuation. For neutron, it is 

useful for the visualization of material having very small absorption/incoherent 

scattering cross-section but relatively high coherent scattering cross-section. Imaging of 

objects containing these material in presence of highly absorbing subcomponents is 

quite challenging using absorption contrast whereas PCI provides improved visibility at 

the edges. For X-ray the probability of phase shift can be 1000 times larger than 

attenuation in the keV energy range, phase-contrast imaging permits visualization of 

soft tissues that have identical or similar attenuation characteristics hence not 

distinguishable by use of conventional attenuation-based imaging methods. Moreover, 

because the refractive index-based image contrast decreases less rapidly with increasing 

energy, phase-contrast imaging allow a reduction of the radiation dose delivered to the 

object when used at higher energies [15,18].  
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Figure 1.1 Schematic of different PCI techniques (a) PB-PCI (b) DEI (c) GI [30] 

          Phase modulation created by the sample in the incident beam cannot be directly 

detected with the currently available intensity sensitive imaging detector. In order to 

acquire phase contrast images, phase modulation are detected indirectly by creation of 

intensity modulation due to phase change through interference/diffraction. In the last 

few years, several techniques differing in their way to convert phase modulation into 

intensity modulations have been developed such as propagation-based PCI (PB-PCI), 

diffraction enhanced imaging (DEI) and grating interferometry (GI). These methods 

differ not only in the complexity of their experimental set-up and requirements of beam 

spatial and temporal coherence, but also in the nature and quality of images provided, 

object information encoded in the images formed, and the amount of radiation dose 

delivered to the sample. The final image contrast for them depends on several other 

factors, including the spatial resolution of the detector, the image formation 

mechanism, beam energy, divergence etc. [11]. 
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a) Propagation based PCI (PB-PCI) 

Propagation based technique is based on Fresnel diffraction and offers a unique 

advantage in terms of its simplicity, ease of implementation and efficient use of 

available flux. In this method, a spatially coherent incident wave traverses through the 

sample and the outgoing distorted wave front are allowed to propagate sufficiently far 

so that the small differences in phase propagation cause interference, and variations of 

intensity are observed in the image plane (Figure 1.1). Variations in thickness and 

refractive index of a sample lead to a change in the shape of wave front on passing 

through the sample. The technique is simplest in implementation and requires no 

optical instrument except a partially coherent source and moderate resolution detector. 

The images obtained are free from aberrations caused by optical lenses. The visual 

appearance of phase-contrast imaging is the edge enhancement at interfaces of the 

features with differing refractive indices. This feature is extremely useful in the 

detection of small cracks, enclosed particles, and studies of porosity or overall 

microstructure of nuclear materials due to their edge enhancement. The drawback of 

this method lies in its poor sensitivity to low frequency modulation in object properties 

and complexity of extracting pure phase information from the intensity image [31–34]. 

b) Diffraction enhanced imaging (DEI) 

       In Diffraction enhance imaging (also called analyser based imaging); a perfectly 

collimated monochromatic beam is refracted by the sample due to refractive index 

gradients present in the sample, which deflects its path by a small angle (Figure 1.1). 

The distribution of deflection angle, which is of the order of micro-radians, maps 
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distribution of refractive index in the sample thus electron density. This is converted 

into intensity distribution in the image with the help of analyser crystal between the 

object and detector using Bragg diffraction. The incident beam is also attenuated and 

scattered by the object resulting in its intensity modulation. The analyser crystals acting 

as a very efficient scattering rejecter due to very narrow angular acceptance also create 

a contrast called scatter rejection or extinction in the obtained images. Contribution of 

refraction, absorption, and extinction can be separated out using phase retrieval 

methods. The sensitivity of this technique to small density variations in nuclear 

materials is very high however; its implementation requires a very high energy-

resolution crystal monochromator and identical crystals as beam refraction analyser. 

The technique also requires some crucial alignment of its optical components in 

vibration free environment [9,10]. 

c) Grating interferometry (GI) 

Grating interferometry (GI), also known as differential phase-contrast imaging (DPC) 

is based on Talbot effect, which is explained as Fresnel diffraction in a periodic grating. 

In its implementation, the grooves of a phase grating produce periodic phase variations 

in the incident beam wave front behind the grating (Figure 1.1). Interference after a 

pure phase grating reproduces the phase pattern at multiples of the half Talbot distance, 

but intensity modulation is also observed at fractional distances. The phase shift is zero 

when there is no object in the beam. When an object is placed in front of or behind the 

phase grating, the wave front is deviated by refraction, and the intensity pattern is 

shifted. In the standard configuration, a suitable absorption grating is placed in front of 
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the detector, and the pattern is recorded by scanning the grating across the detector 

(phase stepping). Evidently, transverse coherence over a phase grating period is 

required. In phase stepping, three images are obtained: absorption, differential phase 

shift, and dark field. In other terms, the ‗differential phase shift image‘ maps the 

refraction properties of the sample while the ‗dark field image‘ maps the scattering 

properties. The phase-stepping method requires image recording at minimum of three 

positions of analyser grating scan and for that purpose, large precision and stability are 

needed. Slight rotation of the absorption grating and Fourier decomposition of the 

moiré pattern is also used to retrieve images of absorption, refraction and scattering 

without phase stepping[13,35,36].  

1.3.3 Tomography 

      Tomography is a broad class of computational methods used to produce slice or 

volume images of a three dimensional (3D) object using its finite number of projection 

images [1]. The principle of tomography is illustrated schematically in Figure 1.2. 

Incident beam passes through a sample and produces a 2D projection image, which is 

recorded on a CCD detector set behind the sample. The sample is rotated about its axis 

and digitized signals in the form of 2D projection are collected for each angular step 

either in absorption or phase contrast modes [37,38]. A number of 2D projection 

images for different rotations of the sample are combined mathematically to make a 

sinogram. The slices of the object at different heights are reconstructed using 

backprojection methods [Appendix-2]. The technique overcomes the limitation of 

projection imaging caused due to inherent superposition of overlying structures thereby 
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reducing object contrast. In material science, two-dimensional imaging is suitable only 

for simple object. For the object having complex internal structure, overlying features 

are integrated along the beam propagation hence difficult to distinguish and identify in 

the image. Scope of extracting quantitative information regarding morphology, 

porosity, shape, size of features is limited from projection images. The slice images 

obtained provide local 2D object properties, which can be stacked to make three 

directional image to provide 3D distribution of the sample structure and density non-

destructively without any need of sample preparation, staining or sectioning [2,3,5]. 

These images can be used for qualitative analysis of sample for example presence of 

various material phases and their local distribution, presence of cracks, voids, shape 

and size of enclosures, layered, composite and porous structure etc. 3D rendering 

software is used to re-create a 3D map of the object. Using image-processing tools like 

sectioning, segmentation, pseudo colouring etc., features in the 3D image can be 

enhanced, removed, or made transparent for improved visualization. Quantitatively 

analysing these tomography images, information related to structural and 

morphological parameters of the sample such as material distribution, inclusions, 

porosity, cracks dimension etc. can be measured. It is often necessary to make direct 

correlation between materials properties and their microstructure. Tomography images 

and measured quantitative parameters provide valuable inputs for design and modelling 

of advanced material. Some special cases of tomography having their specific 

applicability in material science to extract three dimensional object properties are 

discussed here.     
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Figure 1.2 Sequence of operations in a typical tomography experiment[39]  

a) Micro-tomography 

Micro-computed tomography (µ-CT) is conventional CT implemented with a higher 

spatial resolution (~ few µm). It has numerous potential applications in various fields, 

mainly for the investigation of materials (alloys, porous media, composite materials), 

but also for biological or geological samples. Obtaining a high spatial resolution 

requires fine focus or parallel beam sources with high flux. For this purpose, the use of 

synchrotron radiation (SR) for X-rays and nuclear reactor with cold neutron beams for 

neutron are particularly attractive which allows the non-destructive acquisition of high 

resolution three-dimensional images with a cubic voxel size approaching less than 1 

µm [2]. Sample placement and alignment over rotation stage becomes more important 

and challenging as voxel size reduces. 

b) Laminography and tomosynthesis 

Tomography reconstruction requires projection data collection for full angular span 

(180
0 

for parallel beam or 360
0 

for cone beam). Sometime it is necessary to acquire 
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tomographic scan in limited angular span instead of complete angular span due to 

objects laminar geometry, time limits in dynamic 3D imaging, to avoid sample 

obstruction by sample environment rig during in-situ imaging or to minimize object 

dose with reduced exposure. The limited angular span data does not map the sample 

completely in Fourier space hence special reconstruction methods based on algebraic 

reconstruction or modified filtered back projection are used. These reconstruction 

methods perform far better as compared to filtered backprojection algorithm and 

sometime applied in special acquisition geometries such as inclined rotation axis 

geometry, circular motion of source and detector etc.[40–42]. 

c) Phase contrast tomography and Holotomography  

Tomography combined with PCI provides improved contrast in the visualization of 

material phases with small density difference. Edge enhancement of structural features 

helps in their easier segmentation and structural analysis. The technique requires 

acquisition of phase contrast projections at various angles and special filtered back 

projection methods for reconstruction. PCI combined with phase retrieval method and 

filtered back-projection is called holotomography allowing reconstruction of real part 

of refractive index, which provides improved visibility, and segmentation of materials 

having similar absorption characteristics. Combined absorption & phase tomography 

can be used for reconstruction of 3D distribution of complex refractive index[43,44]. 

1.4 Mechanism of contrast generation 

    As discussed earlier, PCI provides improved visibility of structural features and 

small density variation in the material due to edge enhancement effect. However, this 
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effect is dependent on variety of experimental parameters and characteristics of 

imaging system. Optimum phase contrast with high resolution is achieved in projection 

images and thereby in phase contrast tomography/ holotomography by virtue of 

designing suitable imaging system with coherent source and high-resolution detector 

along with optimization of numerous experimental parameters such as object to 

detector distance, beam energy and exposure time. There are two treatments commonly 

used to study mechanism of contrast formation in PB-PCI namely Transport of 

intensity (TIE) equation and contrast Transfer Function (CTF). Both the approaches 

explain the process of image contrast generation and give a quantitative relation 

between the image contrast and experimental parameters. TIE equation relate these 

variables with phase shift induced by a sample, through a differential equation while 

the CTF equation is based on solution of Fresnel propagation integral and relatively 

more complex [45,46]. The projected phase/attenuation map of the material can be 

obtained by solving these equations. 

a) Transport of intensity equation 

    The transport-of-intensity (TIE) equation shows that phase shift introduced by a 

sample and the intensity recorded by the detector at sample-to-detector distance z are 

related by a second order differential equation.  

  (       )    (     ) *   
  

  
  

  (     )+ (1.1) 

This equation is referred as transport of intensity equation and relates the propagated 

intensity to incident intensity and object phase under the short propagation distance 

approximation [28,47]. The TIE describes how the intensity distribution of an 
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electromagnetic field changes as it propagates through space. In addition, by measuring 

the intensity and analysing how its distribution has changed with propagation, the phase 

of the field can in principle be deduced at object plane. 

(b) Contrast transfer function 

According to Fresnel theory, the beam interaction with object can be described by its 

optical transfer function and mathematically implemented by its multiplication to the 

wave function of incident wave [28,47]. This is further propagated through free space 

in PCI and formulated by convolution of wave function with Fresnel propagator. We 

consider that the beam propagates in the z direction and r = (x, y) is a two dimensional 

vector in the direction transverse to propagation direction. Considering the transmission 

of a monochromatic, coherent, plane wave of unit intensity    through an object 

described by the distribution of complex refrective index. Under small angle 

approximation, the equation  

        ̌ ( )      (   )    ̌(   )    (     )    ̌(   )    (     )] (1.2) 

called contrast transfer function relates the Fourier transform of the image intensity to 

the experimental parameters such as wave length, propagation distance and detector 

resolution or object features though object frequency (u) under Born-type 

approximation i.e. weak absorption and phase in object µ(r) ≪ 1, φ(r) ≪ 1. The same 

equation can be derived under other approximations also such as (a) pure phase µ(r) = 0 

(b) slowly varying phase |φ(r + λzu/2) − φ(r − λzu/2)| ≪ 1, (c) weak absorption and 

slowly varying phase approximations µ(r) ≪ 1, |φ(r + λzu/2) − φ(r − λzu/2)| ≪ 1. More 

general cases consist of higher order terms in the eq. 1.2. Under the approximations of 
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small propagation distance (near field), the CTF can be reduced to TIE as obtained in 

eq. 1.1 [47].  As can be seen from CTF the intensity modulation created by the object 

depends on objects properties such as attenuation co-efficient  (   ) distribution and 

 (   ) or experimental parameters such as propagation distance, sampling frequency 

on imaging detector and wavelength of incident beam radiation. Depending on values 

of these parameters through sine and cosine functions of √     , the intensity 

modulation may be dominated by absorption only or jointly on absorption and phase of 

the object. Figure 1.3 show the dependence of intensity on these experimental 

parameters [31].  

 

Figure 1.3 Contrast transfer variation with respect to distance and wavelength.[31] 

         In absorption contrast imaging, image contrast is entirely dependent on imaginary 

part of the complex refractive index i.e. second factor in Eq. 1.2. Such images do not 

show the contrast due to real part of refractive index i.e. phase contrast although 

present in principle. This is due to in-sufficient experimental conditions necessary for 
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enhancement of phase contrast in the acquired images. Phase contrast is mainly 

generated due to real part of refractive index i.e. third factor of Eq. 1.2. Incident wave 

that pass through materials of differing δ pick up different relative phases. The resulting 

phase shift is directly proportional to the projected electron density of the object. 

1.5 Effects of experimental parameters on image quality 

     The contrast transfer function considered in section 1.4 describes variation of image 

intensity under ideal conditions of source, object composition, and detector i.e. parallel, 

monochromatic beam source, weak absorption and phase variations in the object and 

infinite resolution of imaging detector. In practical imaging system, such characteristics 

are not realized therefore the model of image formation is necessary to be reformulated 

in order to include practical conditions of experimental systems. Source characteristics 

such as focal spot dimensions, flux, coherence, collimation and bandwidth affect image 

unsharpness thus resolution and contrast, image statistics, scattered noise and 

acquisition time. Coherence of the beam is an important factor in PB-PCI, determining 

the sharpness of fringes at the phase gradient/interfaces. Detector characteristics such as 

efficiency, pixel size, geometrical and optical magnification, linearity, frame rate affect 

image resolution, contrast and frame capture frequency. Apart from this beam 

diffraction due to finite propagation, sample thickness and composition, beam energy 

and image integration time also affect image quality in different ways. Based on the 

contrast transfer function or transport of intensity equation, we can explicitly analyse 

the dependence of various experimental parameters on image quality in absorption and 

PCI [Appendix-3]. Pogany, Nestrestics, Olivo, Arfeli etc. have provided explicit 
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models of PCI under practical conditions [31,32,48–50] . If we consider I(r, λ, z) as the 

image pattern obtained under ideal conditions then the way in which different factors 

will affect the image are considered in this section.  

i. Finite source size 

   In case of partially coherent point like source (spherical wave), the source is spread 

over a finite area instead of the ideal point source. Finite source size causes smearing of 

the sharp features in the image (unsharpness) specially at interfaces and mathematically 

realized through convoluting the ideal image pattern with source distribution Js = I(r, λ, 

z) *S(r) where S(r) is the source distribution [51]. If ‗s‘ is the source spread function, 

the image PSF will be S(r) = R2s/R1, but when referred to the object this is reduced by 

M i.e., to R2s/(R1+R2). For R2 << R1 this again reverts to the plane-wave case where θ, 

the angular width of the source at the object is identified as s/R1. For R2 >> R1 the PSF 

tends to s; thus, resolution will be limited to the source size [31]. This, with the 

associated problem of intensity is the greatest limitation of point source systems for 

achieving high resolution.  

ii. Spherical wave case  

If the object is illuminated with a spherical wave instead of parallel wave, it is 

equivalent to putting an additional phase term to the wave function immediately after 

the object. If  ( )        (  ( )   ( ))      ( ) is the field after the object in 

case of parallel beam, then for a spherical beam emitted by a point source located at 

distance z1 from the object, the field is  
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     ( )    ( )   * 
  

   
(      )+ (1.3) 

Where a parabolic approximation have been made for the spherical wave front incident 

on the plane z = 0. After some simplifications and using this as a factor in Fresnel 

equation, and propagation of outgoing wave to a distance z2, the effect can be 

summarised as follows [31] 

     (          )   
 

 
    (           ) (1.4) 

Where       
    

      
 is the effective propagation distance and    

      

  
 is 

geometrical magnification. For       and      the case become equivalent to 

parallel beam case.  

iii. Coherence  

A parallel beam or spherical beam from point source is considered perfectly coherent 

however, in practical cases; plane waves generally have an angular divergence and a 

spherical wave‘s source have a finite dimension making them partially coherent only.  

iv. Parallel beam with divergence  

If the incident beam is diverging instead of parallel, it represents a bundle of plane 

wave‘s incident on the object. Now, for off-axis incidence optical transfer function q(x) 

is modified by a factor exp(-ikx sin θ), where θ is the angle of incidence. It follows that 

for small θ,  (x) and I(x) are shifted to  (x- θz) and I(x- θz) respectively which is 

equivalent to convolution with a point spread function. So for partially coherent 

illumination, each image point is convoluted with a point-spread function (PSF) of 

width θz, whose exact shape depends on the distribution of illumination intensity with 
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angle. Equating this width with the inverse of spatial frequency optimally transferred at 

this z, i.e. (2λz)
½
, gives       . This gives an estimate [θ/2λ] for the lowest spatial 

frequency, which can be observed with optimal contrast under these conditions. Higher 

spatial frequencies can always be brought into optimal contrast by decreasing z. The 

inverse of this, viz 2λ/θ, is called the ‗‗coherence width.‘‘ This coherence width is 

roughly the maximum distance between two object points for which interference effects 

will be observable. It is not necessary for the whole object or field of view to be 

coherently illuminated [31]. 

v. Beam polychromaticity 

In order to see the effect of beam polychromaticity or temporal coherence on phase 

contrast image for both plane and spherical waves; the complete energy spread of beam 

is divided into sufficiently small but finite energy bins. The ideal pattern at mean 

energy of each bin is obtained using Fresnel equation for monochromatic beam (Eq. 

1.2). Weighted sum of these individual patterns gives the final image pattern for 

polychromatic radiation [51]. Pogany suggested another approach in which the ideal 

pattern is convoluted with energy distribution of source spectrum. If the source has a 

normalized intensity distribution, w(λ) the effect can be formulated for a pure phase 

object as follows, 

   (     )       (   )  ∫  ̌(   )    (     ) ( )  ] (1.5) 

For example, if w(λ) has the Gaussian distribution, effect of this is the multiplication of 

an exponential damping function to ψ(u;λ,z). It follows that one could have a 

wavelength spread      without undue damping. This represents a large wavelength 
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spread and justifies suitability of polychromatic sources in PCI. However, there is a 

very rapid cut-off with increasing spatial frequency (u), due to its fourth power in the 

exponent, thus some monochromatization would be required for high resolution. The 

above results are essentially unchanged if absorption is included, although details of the 

correction terms differ due to the energy dependence of µ.  

vi. Propagation distance 

Effect of propagation distance, evaluated in terms of Fresnel number, is different in 

three different region namely near field, holographic region and far field. Fresnel 

number (a
2
/ )  is a dimensionless physical quantity in diffraction theory where ‗a‘ is 

the characteristic length in the object. The intermediate or Fresnel regime, when the 

radius of the first Fresnel zone =√  , can be compared to the characteristic dimension 

‗a‘ of the sample perpendicular to the beam direction, such that zλ ≈ a
2 
or F ≈ 1. The 

image of the object is distorted here and varies rapidly with the propagation distance. In 

this regime, the information of the phase can be retrieved using combination of images 

recorded at different distances with a suitable algorithm. The ―edge detection‖ or near 

Fresnel regime holds for small z values, such that zλ≫a
2
 or F ≫ 1. Under these 

conditions, the object covers many Fresnel zones. The image has a close similarity with 

the object, and an immediate interpretation is possible. The image contrast depends 

linearly on the phase shift introduced by the object in to the transmitted wave. A 

boundary contrast appears because of interference of strongly scattered rays at the 

boundary due to refraction with the reference rays. Therefore, the phase gradient in the 

object becomes visible even for a purely transparent object. The far field regime holds 
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for larger z values, such that F ≪ 1. The image obtained in the far field has no 

resemblance to the sample. This corresponds precisely to the Fourier image of the 

object. In this region diffraction dominate over the imaging process.  

vii. Detector pixel size  

Finite pixel size of the detector also introduces smoothening  effects to the fine features 

in the ideal image pattern resulting in reduction of the intensity of first minima and 

maxima. If  P is the PSF of detector then modified pattern is given by Jd = I*P  where * 

is the convolution operator [48,51]. A smaller pixel size is preferable for high 

resolution but it also reduces signal to noise ratio unless used with higher beam flux. 

viii. Incident beam energy  

 Higher incident beam energy helps in increased penetration in the object however 

reduces the possibility of interaction with thin or low density object features. The 

variation of absorption δ and phase β contribution with energy are also a subject to be 

taken care. At absorption edges, strong absorption/phase modulation by a given 

element is useful in spatial mapping of that component using dual energy imaging.  

ix. Object composition and thickness 

      Intensity modulation of incident beam depends on attenuation (µ) and phase (φ) 

modulation due to object. Features visibility is affected by object composition. The 

object may consist of weakly/strongly absorbing materials with homogeneous 

/inhomogeneous distribution. Absorption characteristics of objects also depend on 

incident beam energy. The most general case of object composition is quite complex 
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hence different approximations are studied. Increasing thickness clearly reduces 

contrast thus sample of smaller thickness is preferable unless they create sufficient 

contrast. 

x. Acquisition time/Integration time/frame rate  

Integration time/ acquisition time per frame decides the collection of photon quanta in a 

given pixel thus signal to noise ratio in the image. Integration time should be 

sufficiently large to maximize signal to noise ratio however the saturation of integrating 

detector pixel need to be taken care. In case of visualizing time dependent features, 

integration is to be optimized with S/N and time varying scale in the object.  

xi. Source flux  

Source flux at object position is very important to maximize interaction with internal 

features and image statistics. At detector position, it is important for maximizing signal 

to noise ratio or reducing integration time. Filters for reducing the unwanted flux and 

focusing devised for increasing the flux are used as per the experimental requirements. 

1.6 Optimization of image quality in experimental condition 

      The quality of images produced in PB-PCI is measured in terms of resolution, 

contrast, and signal to noise ratio and it is strongly correlated with the characteristics of 

imaging system. One major objective of this work is to study optimization of 

experimental parameters to achieve high quality in X-ray & neutron imaging. The 

resolution in PB-PCI depends on imaging camera resolution and unsharpness 

introduced in the image due to finite source size, beam divergence and energy spread of 
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the incident beam. For cone beam source, small source size, or high degree of 

collimation of the radiation source together with high detector resolution is essential for 

achieving high resolution with good contrast. For parallel beam with divergence, image 

resolution can be improved using high-resolution camera with large propagation 

distance and monochromatic beam source however; high beam flux would be required. 

Imaging camera resolution depends on scintillator thickness, optical magnification 

employed and pixel size of CCD detector. Selection of high resolution camera also 

requires a high flux source due to their low efficiency. The SNR depends on detectors 

electronic noise, statistical noise, source flux, detector pixel size, image acquisition  

time etc. and can be maximized using detectors with less electronic noise, applying 

appropriate cooling, employing high flux source and large acquisition time while 

avoiding detector pixels saturation. Phase contrast offers improved contrast sensitivity 

as compared to absorption contrast. In PB-PCI, image contrast is optimized with the 

appropriate choice of Fresnel propagation distance and beam energy. To maintain a 

good resemblance with the object features, the near field condition is required to be 

fulfilled. In this region, edge enhancement improves image contrast which increases 

with propagation distance z. The optimal choice of the distance should satisfy two 

competing requirements i.e. the sample-to-detector distance has to be large enough in 

order to convert the small angular variations to be visible with the detector spatial 

resolution but not so large that it induce blurring effects. Hence, contrast is related to 

image resolution. To achieve good contrast for low spatial frequency features, high 

lateral (spatial) coherence of the beam at the sample is required. Contrast is also 
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affected by sample thickness thus; beam energy should be employed to get sufficient 

transmission through it. The intensity of transmitted beam decreases with the thickness 

of the object, which also affects contrast and SNR  

1.7 Literature review 

     Extensive review of literature related to individual problems addressed in this thesis 

is included in their respective discussions however; a broad historical development of 

micro-imaging concepts in X-ray and neutron imaging and their instrumental 

realization is presented here. X-ray & neutron imaging has a long history of 

applications in research and industry for non-destructive evaluation, security and 

medical diagnostic. With time, they were successfully implemented for imaging in 

higher dimension such as tomography, dynamic imaging etc. [52]. In last few years, a 

renewed interest in imaging research has resulted in large volume of high quality 

output, focused mainly on the invention of new contrast generation modes [53], their 

implementation to 3D imaging, dynamic imaging and in-situ modes[54,55],improving 

quality of images [33,50,56,57] etc. Several new and advanced applications in the 

diverse fields of research, industry, medicine have been discovered [58–62]. New 

modes of contrast based on scattering, diffraction, fluorescence are also being proposed 

and developed [39-42]. Imaging has become an active field of research in scientific 

community with the demands from wide range of users [57,64]. This was initiated with 

the introduction of the concept of phase contrast in optical images by Zernike 

[29,35,65–68]. Several modes of phase contrast implementation have been proposed 

such as crystal interferometer (CI) [69], diffraction enhanced imaging (DEI)[9,49], 
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propagation based phase contrast (PB-PCI) [12,33,63] and grating interferometers (GI) 

[35,70]. Neutrons phase contrast is also implemented in grating and propagation modes 

[71–73]. Due to improved contrast, phase contrast imaging has revolutionised field of 

imaging by allowing visualization of soft materials and tissues with small density 

variations, which were considered impossible earlier.  

      The phase contrast generated in X-ray and neutron images depends on object 

composition and several parameters of imaging system. Numerous theories have been 

proposed to explain mechanism of contrast generation in different PCI modes [46,74–

77]. Extraction of quantitative phase at object plane also provide additional information 

about sample structure and density distribution not available in the acquired images 

however; this requires additional computational efforts. A large variety of algorithms 

have been proposed to allow extraction of quantitative phase map from the phase 

contrast images acquired using PB-PCI, DEI, and GI etc. In case of DEI and GI it is 

possible to extract quantitative phase, extinction, dark field, and absorption contrast 

images from acquired images [56,78–80]. PB-PCI specially requires complex 

computational methods for extracting quantitative phase due to complicated 

combination of contrasts in the image generated by attenuation and phase modulation 

by the object [14,34,63,80–84]. Limitations of projection imaging caused by inherent 

integration of overlying features along the beam propagation during image formation 

were surmounted after development of tomography and tomosynthesis techniques. In 

order to get images of local structures and density variations, concept of slice imaging 

was proposed. Hounsfield first proposed the computer reconstruction of 3D images out 
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of projection data which was previously being done manually or optically using shift 

and add method [40,42,52]. Further to this, computational concepts were proposed for 

slice reconstruction based on algebraic methods, filtered backprojection and Fourier 

methods [37,38,55,85,86]. Algorithms for reconstructing images from limited data, fast 

scan data, and region of interest data have also been proposed. Different algorithms 

within these domains have also been put forward for reconstructing slice images in 

number of experimental geometries[41]. Later efforts were put forward for 

improvements in reconstruction qualities via reducing image artifacts [55]. 

    For the implementation of the absorption and phase contrast based micro-imaging 

techniques, several instrumental developments have taken place in X-ray and neutron 

imaging systems. State of the art imaging system are being developed with highly 

brilliant and coherent sources, sophisticated optics such as mirrors, monochromator and 

advanced imaging detectors. With the development of third generation synchrotron 

source, implementation of all PCI modes, µ-CT, phase contrast tomography and 

holotomography have been realized [87–90]. The techniques are now being combined 

with diffraction, fluorescence, and small angle scattering to extract wide range of 

sample information from the acquired images. Dedicated imaging beamlines have been 

developed at all major synchrotron facilities. These facilities are developing advanced 

coherent diffraction imaging and ptychography techniques to achieve resolution 

comparable to X-ray wavelength. Coherent diffraction imaging is implemented at 

PETRA-III, SPring-8, ESRF and APS among others and free electron lasers. With the 

help of advanced optics such as zone plates, mirrors and compund refrective lenses, 
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phase contrast microscopy has also been implemented with the resolution reaching up 

to 50 nm. Synchrotron based tomographic imaging technique has achieved several 

milestones in term of resolution, contrast. Further improvements of the image quality in 

terms of achievable resolution, lack of artefacts, reduced noise is being realized with 

the development of brighter sources, sophisticated optics and advanced 

detectors[15,91,92]. 

       In most tomography work, the reconstruction of distribution of the imaginary part 

of refractive index in the object is obtained from intensity measurements based on 

absorption. In recent years, effort has been made to develop tomographic 

reconstructions based on phase information. The reconstruction of the full complex 

refractive index in a slice has been achieved by some groups from amplitude and phase 

reconstructions [93–96]. With the application of some advanced image segmentation 

and geometrical measurement algorithms, phase contrast tomography has also been 

applied to microstructure analysis studies on several material science and biomedical 

imaging related problems to optimize experimental parameters for their manufacturing, 

study of undergoing process and effect of various external effects, structure property 

co-relation and modelling of advanced materials[97–102]. 
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2 SIMULATION STUDIES 

   While applying imaging techniques to practical applications, recorded images do not 

provide all the encoded information. Several post processing operations are needed to 

extract qualitative and quantitative information from the object image under study. 

Phase retrieval, tomography slice reconstruction, 3D volume rendering, feature 

segmentation and morphological quantification are a few examples of such post 

processing operations for which several methods and algorithms have been proposed 

and applied. In this chapter we have discussed some of these algorithms for phase 

retrieval and tomosynthesis through simulation studies and experimental validation. 

2.1 Theory of phase retrieval 

     Purpose of phase retrieval is to determine 2D distribution of phase shifts introduced 

by the sample to the incident wave. The phase shift is related to scattering properties of 

an object and measured in terms of arguments of wave function at object plane i.e.[28] 

 [     (    )     (   )         ∫  ( )  
  

 
] (2.1) 

Since the measurements in imaging are always limited to intensity, which is 

proportional to amplitude square of the wave function thus direct measurement of 
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phase, is not possible yet. In various PCI techniques, phase contrast is enhanced 

through diffraction/interference but the images also combine contribution of 

absorption, scattering etc. Special techniques have been developed to extract phase of 

the outgoing wave either through optical instruments such as crystals, phase plate, 

gratings, coded aperture or computational algorithms or with their combinations. The 

simplest is for interferometry, which only requires unwrapping of the 2π phase shifts 

however it is difficult to implement experimentally whereas the PB-PCI is most 

demanding as it requires lot of computational work, however its also easiest to 

implement experimentally.  

     When applied to 3D imaging, PCI is quite useful even without phase retrieval 

because the contrast enhancement property of PCI improves visualization of the object 

structure any data processing. Applying the standard filtered back-projection CT 

reconstruction algorithm, qualitative analysis can be performed and the results are 

proportional to first or second derivative of refractive index distribution. For example, 

in case of PB-PCI, the quantity reconstructed is proportional to the Laplacian of the 

refractive index distribution and provides edge-enhancement. Such a reconstruction is 

called propagation phase contrast tomography (PPCT). The requirement of phase 

retrieval in micro-imaging applications is three fold. Diffraction fringes in the PB-PCI 

improves visibility of features having different refraction properties and enhances 

spatial resolution; but they may also lead to unpleasant artefacts in computerized 

tomography due to sharpness at the edges, and these  can be reduced using phase 

retrieval. In addition to that, fringes in PB-PCI projections contain phase information 
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related to distribution of electron density of the object, which can be extracted by 

means of phase retrieval. Phase retrieval also helps in improving contrast sensitivity of 

PCI. Computational methods are used for extracting quantitative phase map at object 

plane from the projection images [63,84,103]. After phase retrieval, the projection 

images show integrated distribution of real part of complex refractive index, which is 

directly proportional to material electron density. Phase retrieved images are 

predominated by the real part of the refractive index without any edge effects. CT 

applied to these projections provides 3D distribution of refractive index of the material. 

In the qualitative CT analysis, this makes distinguishable various material phases with 

quite similar density. When applied for deducing quantitative micro-structure using 

image analysis methods, this enables feature segmentation, identification and 

measurement of porosity, shape, size, uniformity etc.  

     Several phase-retrieval algorithms have been proposed for PB-PCI. These 

algorithms may require multiple or single PCI projections to retrieve quantitative phase 

depending upon accuracy and experimental ease required. In general, at least two 

intensity measurements, taken at two different object to detector distances or 

wavelengths are required to retrieve the unique phase modulation introduced by the 

object. The algorithms which require more than one image are transport of intensity 

equation (TIE) method [24],the contrast transfer function (CTF) method [23], the 

mixed approach between the CTF and TIE method [25,26],  iterative methods etc. 

Phase can also be retrieved using single image with a priori information about the 

sample composition using Born type approximation method [27], Paganin method, 
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Rytov approximation method, Wu method and Bronnikov algorithm etc. In this section, 

various phase retrieval methods based on multiple and single PB-PCI projection images 

are compared through simulation studies and experimental validation.   

a) Multi distance algorithms 

    CTF (Eq. 1.2) is the most fundamental equation to discuss phase retrieval. It relates 

intensity modulation in the acquired image with the phase modulations introduced by 

the sample in the incident wave, propagation distance, and monochromatic beam 

wavelength through sine and cosine function hence can be used for phase retrieval by 

virtue of inversion. Because this expression is a result of an approximation, the final 

formula used to retrieve phase information is obtained by performing a least square 

minimization of the measured intensity and expression in the CTF equation. Images for 

least square minimization can be acquired at various propagation distances. We define 

a cost function in reciprocal space as[45,47,84] 
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The summation is over N images acquired at different distances. From CTF equation 
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Minimization of this cost function
   

  ⁄   with respect to distances results in 

following expression for object phase and absorption  
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Where    ∑    (     )    (     )    ∑     (     )    ∑     (     )  

        and   is a regularising term chosen to minimize the standard deviation 

outside the object image in tomographic data at one projection angle and then used for 

the whole tomographic data set. 

b) Multi energy approach 

Similar to multi-distance approach, the cost function can be minimized with respect to 

wavelength also. We have developed a new variable wavelength based phase retrieval 

method in CTF formulation. In this case, data is collected at multiple wavelengths, 

away from the absorption edges of the material present in a given object. The 

dependence of the real and imaginary parts of the complex refractive index on the 

wavelength of the incident radiation in the absence of absorption edges between   and 

  for any elements present in the sample is assumed to follow the relation [104] 
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It may be noted that these relations hold good in the x-ray energy region where 

photoelectric effects dominate. When the above relations hold, the following relation 

exist between the absorption and phase at two different wavelengths 
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The cost function is defined as     
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minimized with respect to wavelength. Considering CTF equation is derived for 

different wavelengths and the data collected at the wavelength λ1, having phase 1  and 
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absorption   is image    
and wavelength λ2, having phase    and absorption    is 

image    
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from equation (2.7)                    where    
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   When placed in cost function and minimized using 
   

  ⁄    , we get following 

expressions for object phase and absorption 
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        and   is a regularising term choosen to minimize the standard deviation 

outside the imaged object at one projection angle and then used for the whole 

tomographic data set. This equation is very similar to equation (2.4) except for 

wavelength-dependent weight factors. Equation (2.4) and (2.8) were used to simulate 

the extraction of projected phase map from PB-PCI images in the subsequent sections. 

c) Single image algorithms 

Instead of taking multiple images, if phase retrieval is tried from a single image, there 

could be infinite combination of absorption and phase distributions in the object that 
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would give rise to the registered intensity distribution. Therefore, the phase retrieved 

from only one image will not be unique. However, if the investigated samples are not 

completely unknown, a prior knowledge can be used to reduce the number of required 

images. Several phase-retrieval algorithms requiring only a single PB-PCI image has 

been proposed but they are applicable under very stringent conditions on sample 

composition and experimental parameters. The most common assumption on material 

properties is that the absorption is constant and thus can be neglected, or that absorption 

and phase coefficients β and δ are proportional to each other. The first condition is 

generally referred as pure phase object condition whereas the second condition is called 

phase-attenuation duality (PAD) condition. PAD condition states that if the imaging 

beam energy is higher than 30 keV, Compton scattering dominates in attenuation, so 

that both δ and β are proportional to the local density of the object, and their ratio is 

constant throughout the ‗monomorphous‘ object.  

  ( )     ( ) (2.10) 

Where ε is a constant. With the linearity property of Fournier transform, we can obtain 

  ̃( )     ̃( ) (2.11) 

In this section, we have reviewed some of the popular algorithms used for phase 

retrieval using single images and their validity conditions. Individual methods may 

come with their own additional conditions of validity [45,78,81,82,84,105,106].  

i. Born Algorithm for pure phase Object:  

CTF equation can be written in the following form after some rearrangement of terms 
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For the case of pure phase object            ; above equation can be solved for   

       ,
  (    )  ]

   (     )
- (2.12) 

This equation can be used for retrieving phase map of a pure phase sample from a 

single propagation phase contrast image[105,107]. 

ii. Born algorithm under PAD condition 

Since there is always a finite absorption in the object, the applicability condition of 

Born algorithm i.e. object being ―pure phase object‖ is rarely satisfied. The residual 

absorption in the object corrupt the retrieved phase therefore using PAD property of 

low-Z object, the phase function in eq. (2.12)  is re-formulated thereby the artefact can 

be removed. In the case of weakly absorbing sample, i.e. I0≈1 and substituting equation 

(2.11) into CTF equation and rearranging, we get 

       ,
  (    )  ]

      (     )    (     )
- (2.13) 

A priori knowledge of the sample in terms of δ and β can be obtained from x-ray 

database[105].  

iii. Boronikov algorithm 

Boronikov derived an equation relating projection intensity images in phase contrast 

mode collected at certain distance on various rotation angles of the sample and 3D 

distribution of object phase based on TIE and 3D Radon transform [108] 
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       is a filter.  (2.15) 

iv. Boronikov algorithm under PAD condition 

Groso introduced an absorption correction factor (ACF: α) to modify the filter for 

weakly absorbing sample (       ). In Fourier space, the modified filter is  

  ( )   
| |

         
 (2.16) 

With this filter the Boronikov algorithm is called Modified Boronikov Algorithm 

(MBA)[78,81,109,110].An appropriate α value is necessary for faithful reconstruction, 

which is determined using a semi empirical approach. A too small ACF value will 

result in blurring, while the filter will be eliminated with a too large value. Based on the 

PAD property of low-Z sample, an approximate value of ACF can be estimated using 

   
 

    
 (2.17) 

v. Rytov algorithm 

According to Rytov type approximation the intensity at image plane is given by  

                          *  (
  

  
)   +     ̌( )    (     )   ̌( )    (     )              (2.18) 

If the object satisfies PAD and weakly absorbing conditions, this eq. can be solved for  

                                                2
 *  (

  
  

)  +

      (     )    (     )
3                               (2.19) 

vi. Paganin algorithm under PAD condition 

Using TIE formulation, Paganin proposed a method to reconstruct the projected 

thickness t(x, y) of the homogeneous sample using a single defocused image [80,111]. 
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Using this we can simultaneously extracts phase and amplitude information. The 

projected thickness of the object  t(x, y) is given by: 

  (   )   
 

 
  0   . 
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     (     )   
/1 (2.20) 

For weakly absorbing materials and         , considering PAD and substituting    

 
  

 
, the object phase function can be defined as 
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vii. Wu algorithm with PAD condition 

Starting from either the paraxial Fresnel–Kirchhoff diffraction or the phase-space 

evolution of the Wigner distributions for x-ray wave fields, Wu proposed following 

phase retrieval method using a single phase-contrast image  

   
 

 
    *   ,

    ]

       (     )
-+ (2.22) 

Object phase function can be retrieved using above formula if PAD and weakly 

absorbing approximation are satisfied [112]. The final single SDD phase retrieval 

equations of Paganin and Wu algorithms are same, as shown in Eq. (2.21) and (2.22). 

2.2 Simulation Studies on phase retrieval 

The performance of different phase retrieval algorithms utilizing multiple or single PB-

PCI images is evaluated using computer simulation on a mathematical phantom as 

shown in Figure 2.1. This phantom is representative of a weak phase object for which 

the maximum phase shift was restricted to [0, 1] rad and data was simulated to have a 

pixel pitch of 1 µm in a matrix of 256 x 256 pixels.  
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Figure 2.1 Mathematical phantom used for simulation studies on phase retrieval 

    

Figure 2.2 PB-PCI images of  phantom at 2, 15, & 35 cm propagation distances 

2.2.1 Multi-distance phase retrieval 

We have carried out simulation studies for extraction of quantitative phase from 

simulated PB-PCI images of this phantom and later these results were confirmed on 

experimental data. Using computer simulation, PB-PCI images were obtained for the 

simulated phantom. Equation (1.2) was used for simulating the wave function in the 

near-field region at different object-to-detector distances. The Fresnel diffraction 

pattern was calculated at object-to-detector distances of z = 2, 15, and 35 cm. The raw 

data was convolved with a Gaussian function to simulate a realistic condition with 

finite detector resolution. For our calculation, the detector pixel size was taken as 5 µm. 

Figure 2.2 show the simulated intensity distributions i.e. PB-PCI images of the 

simulated phantom at different propagation distances. Retrieved phase map from these 
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projections using multi distance algorithms discussed in section 2.1 is shown in Figure 

2.3. In this simulation Eq. (2.4) was used for retrieving the projected phase map. 

 

Figure 2.3 Phase map retrieved at object plane using multi-distance method 

Experimental application: 

     The sample considered for experimental studies is alumina microspheres coated 

with pyro carbon. The diameter of alumina micro-sphere is 500 µm while the thickness 

of the pyro-carbon coating is 40 µm. Table 1 shows the comparative values of δ and β 

at different energies for the alumina and pyro-carbon. The integrated values of phase 

shift for alumina and pyro-carbon at E=16 keV are 128 and 11.56 while integrated 

values of attenuation term for alumina and pyro-carbon at E=16 keV are 0.38 and 

0.0039, respectively. The ratio of X-ray absorption term for alumina to that of pyro-

carbon is quite high even though their respective values are too small for good X-ray 

radiography while the phase shift terms are comparable. Hence, these samples are most 

suited for characterization using the X-ray phase contrast technique. The PB-PCI 

images were acquired using SYRMEP beamline at the Synchrotron, Trieste (Italy) 

[113] for these studies. The beamline is characterized by a large source-to-sample 

distance of 22 m and a monochromatic laminar-section X-ray beam with a maximum 

area of 120 mm
2
. The provision to vary sample-to-detector distances up to 1.8 m is 
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available for the PB-PCI experiments. A CCD detector and fiber-optic combination 

having an effective pixel pitch of 4.5 µm was used to collect high-resolution phase 

contrast images. Figure 2.4 shows experimental phase radiographs of alumina 

microsphere samples coated with pyro-carbon at different object to detector distances. 

The edge enhancement at the two different interfaces can be clearly seen. This 

technique, thus, can be easily used to identify the coating thickness and its uniformity 

in a non-destructive way. The experimentally measured thickness of pyro-carbon was 

calculated to be 40µm. 

Table 2.1 Comparison of real and imaginary part of refractive index of alumina and 

carbon materials of phantom used in the experimental studies 

E (keV) Al2O3 (δ)    X 10-6 Al2O3 (β)X 10-9 C (δ)X 10-6 C (β) X 10-9 

16 3.159 9.485 1.78 0.586 

18 2.456 5.785 1.41 0.350 

20 1.980 3.802 1.142 0.222 

            

Figure 2.4 Experimental PB-PCI images of alumina particles at 15,  35 and  50 cm. 

The phase map of the pyro-carbon coated alumina microsphere and its profile plot 

along the central row is shown in Figure 2.5.This figure shows the retrieved integrated 
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phase map of pyro-carbon using Eq. (2.4). The integrated phase data shows the 

irregular structure within the alumina kernel, i.e. lowering of alumina density as one 

moves towards edges, which are not easily visible in the simple phase radiograph. The 

phase profile in Figure 2.5 (b) indicate that experimentally evaluated phase shift values 

are in good agreement with sample data, thereby validating the CTF based method of 

phase retrieval. We have also tried to retrieve the thickness map of the object, treating it 

purely as a two-component system and using theoretical values of attenuation 

coefficients of alumina and pyro carbon [84,114]. The estimated thickness of alumina 

micro-sphere is found to be 490 µm and that of pyro-carbon matrix to be 42 µm in 

confirmation with their actual values (Figure 2.6).  

  

Figure 2.5 Phase map retrieved from the experimental images of alumina particle and 

its profile plot along the central row 

  

Figure 2.6 Thickness map of the alumina particle calculated from the phase retrieved 
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2.2.2 Multi energy phase retrieval 

Similar to multi-distance algorithm, simulation studies on variable wavelength method 

were also carried out on a mathematical phantom (Figure 2.1) using equation (2.8) for 

retrieving the phase map from the simulated Fresnel diffraction. Keeping the object to 

detector distance fixed at 20 cm, the Fresnel diffraction patterns were simulated using 

equation (2.2) at three different energies, E= 16 keV, 18 keV and 20 keV (Figure 2.7) 

and the phase map was retrieved using the variable wavelength approach using eq. (2.8) 

is shown in Figure 2.8. It can be seen that the phase retrieved using the multi-

wavelength approach is in agreement with the existing variable-distance approach. 

    

Figure 2.7 PB-PCI images of simulated phantom at beam energies 16, 18, 20 keV. 

                                                   

Figure 2.8 Phase retrieved using variable wavelength approach for simulated phantom 
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Experimental application 

Experiments were carried out using SYRMEP beamline at Synchrotron Trieste (Italy) 

as described earlier. Silicon aerogel with fibrous structure was chosen as a low-

absorption sample for application of the multi-wavelength formulation of phase 

retrieval. These aerogels have some very interesting properties such as low density, 

high strength etc. They are used to produce clean fuels, to insulate windows and even 

clothing, to study the percolation of oil through rock, and as drug-delivery systems. 

Figure 2.9 show phase radiographs of the sample at different energies. The object-to-

detector distance was kept at z = 50 cm. It can be seen from these figures that, as the 

energy of the X-ray increases, the edge contrast decreases. This is in accordance with 

the fact that the phase shift decreases with increase in energy. Moreover, even with the 

flat-field correction, the effect of an inhomogeneous background owing to a beryllium 

window was not properly corrected. The noticeable variation in background across the 

image can be seen in these phase radiographs. The phase radiographs at three different 

energies (E= 16 keV, 18 keV and 20 keV) were used as input to equation (2.8). The 

retrieved projected phase map of the sample is shown in Figure 2.10. The quality of 

reconstruction critically depends upon the signal-to-noise ratio. In this experiment, we 

could not properly remove the effect of inhomogeneous absorption of the beryllium 

window, thereby achieving a poor signal-to-noise ratio, which resulted in an 

inhomogeneous variation of the background in the reconstructed image. However, the 

major features such as fiber structures can be easily recognized and located. This 

experiment shows that within the framework of the CTF-based approach one can 
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retrieve the projected phase map using the multi-wavelength-based formulation. This 

method can be used as an alternative approach to the existing method of distance based 

phase retrievals when variations with respect to different distances are difficult to 

perform, owing to constraints of the experimental set-up, and retrieval of the phase 

information is important. 

   

Figure 2.9 Experimental propagation phase contrast projection images of Silicon 

aerogel with fiberous structure with beam energies at 16, 18 and 20 keV. 

                                                 

Figure 2.10 Phase Retrieved of silicon aerogel using variable wavelength algorithm 

2.2.3 Single image phase retrieval 

      Single image phase retrieval algorithms are applicable strictly under the following 

validity conditions - The object consists of a single, homogeneous material or there lies 

a definite proportionality between real and imaginary part of the refractive index, 

monochromatic radiation is used and the distance between the object and detector 
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fulfils the near-field condition. Apart from these, some of the algorithms are applicable 

in the higher energy range only where Compton scattering dominates. In practical 

applications to material science fulfilment of all these conditions is rarely possible. The 

objects are in-homogeneous & introduce significant absorption to the incident beam. In 

practical application such as clinical diagnostics, utilization of monochromatic 

radiation is also not always possible and portable polychromatic sources are used. 

Sample may need to be placed at a finite distance due to experimental constraints such 

as in case of in-situ imaging where in-situ rigs causes a finite distance between object 

and detector. Thus, it is interesting to test the performance of certain single image 

phase retrieval algorithms when their validity conditions are not fulfilled. This will be 

very helpful in choosing suitable method for phase retrieval in practical applications. 

Several studies in past have been performed to compare phase retrieval algorithms, 

utilizing single and multi-image phase contrast projection data 

[45,78,81,82,84,105,106]. R.C. Chen et al have compared the performance of several 

single distance phase retrieval algorithms using simulation studies & fabricated 

phantoms of different composition [81,105,110]. Statistical and structural noise present 

in the images is shown to have significant effects on retrieved phases. The authors have 

also applied some of these algorithms for tomographic reconstruction. Wu et al. 

demonstrated that these kinds of algorithms can be applied for biological samples 

which are predominately composed of materials with a low atomic number (Z< 10) 

even when their validity conditions are not satisfied [115]. A few examples of applying 

single distance phase retrieval in practical application have also been reported. S. 
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mohammadi used mouse lung sample even in the presence of material with Z> 10 such 

as bone where samples do not fulfil the preconditions of a ‗homogeneous‘ object. It has 

been found in these cases that the image quality is dramatically increased by single-

distance phase retrieval and exceeds that of PBI [106]. This however has been pointed 

out that single-distance phase-retrieval algorithms cannot be used to calculate the δ 

value distribution of the refractive index in samples with a strong variance of δ/β ratios. 

In spite of these studies, the comprehensive comparison of performance of various 

single distance phase retrieval algorithms is not available yet on real experimental data 

of material samples when their validity conditions are not strictly satisfied. In order to 

find phase retrieval methods suitable for holotomography of materials of practical 

applications, we have compared the performance of various single image phase 

retrieval algorithms on real experimental data.  

Materials  

The samples chosen for our study represent two different cases of composition. The 

first sample is made of polyethersulphone (PES) having homogeneous but porous 

structure. The ratio of δ/β is uniform for the whole sample. The geometry of the sample 

is spherical and thickness varies from centre toward outside. The other sample is 

composed of several different materials with different densities and compositions. The 

sample also has layered structure with a spherical core in the centre. The thickness and 

density of different layers are given in Table 2.2. Thus, the samples considered cover a 

wide range of compositional and structural features such as low and high absorbing 

characteristics, random and porous or well-defined layered structures. 
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Experimental application 

PITRE is an open source software providing application of  several single image phase 

retrieval algorithms discussed in section 2.1 on PB-PCI images with the input 

parameter beam energy, propagation distance, ratio δ/β and regularisation parameter 

[116]. The performance of different single distance phase retrieval methods is 

compared using PITRE.  

       Table 2.2 Density and thickness of coating layers in TRISO coated fuel particle. 

Coating Layer Density (g/cm
3
) Coating thickness (µm) 

Buffer 1.1 95 

Inner PyC 1.9 40 

SiC 3.18 35 

Outer PyC 1.9 40 

 

We have considered PAD Born Algorithm (PAD-BA), PAD Rytov Algorithm (PAD-

RA), PAD Modified Bronnikov Algorithm (PAD-MBA), PAD Paganin algorithm 

(PAD-PA), and PAD Wu Algorithm (PAD-WA) and compared their performance for 

both the samples. The first sample (polymer bead) is a low absorbing homogeneous 

porous sample fulfilling condition of PAD. Hence, it is completely applicable for PAD-

BA, PAD-RA, PAD-MBA, PAD-PA and PAD-WA however due to finite absorption, 

the sample cannot be considered as pure phase object hence does not satisfy validity 

condition of PO-BA and Bronikov.  For the second sample condition of low absorption 

as well as PAD is violated. PB-PCI images were acquired for both the sample at beam 
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energies and propagation distance such that near field condition and monochromatic 

beam condition is satisfied (at 10 mm propagation distance and 10 keV beam energy 

for polymer bead and 15 mm propagation distance and 15 keV beam energy for TRISO 

particle). Different single image phase retrieval algorithms were applied to retrieve 

quantitative phase distribution at object plane and the resulting phase maps are 

compared in Figure 2.11.  

  

Figure 2.11 Comparison of various single image phase retrieval methods for Polymer 

Bead and TRISO coated fuel particle. [ Scale bar = 200µm for all images] 
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          As can be seen from these images, the performance for quantitative 

reconstruction of refractive index distribution is quite different for different single 

distance phase retrieval algorithms on the two samples. While some of the algorithms 

perform reasonably well, others fail miserably under violation of these validity 

conditions. For the low absorbing polymer bead sample, the performance of PAD-BA, 

PAD-PA/WA appears to be good as compared to other algorithms. The structural 

resemblance is good and does not get affected due to finite absorption in the sample. 

The contrast in these images is also improved and one can see the internal porous 

structure more clearly in the phase retrieved image as compared to the acquired PCI 

image. PAD-RA and PAD-MBA also reconstruct the quantitative phase and have good 

resemblance with the object features but the contrast between the structural features is 

poor as compared to PAD-BA and PAD-PA/WA. Other algorithms such as PO-BA and 

Boronikov do not show any similarity with the acquired image and found to be 

inapplicable. This is because the necessary conditions for these algorithms are not 

fulfilled. Similar results are seen for highly absorbing multi-layered TRISO coated fuel 

particle sample also though there are differences in the performance of PAD-RA/ PAD 

MBA, which have also shown good results in this case.  Thus it can be concluded that 

if only the weakly absorbing condition is violated, the PAD-BA and PAD-PA/WA 

obtain better result than and PAD-RA/ PAD-MBA however they are acceptable 

whereas PO-BA and Boronikov fails in such condition. It can be however be noted that 

the performance of Boronikov algorithms is seen somewhat improved in TRISO 

sample as compared to Polymer bead. Thus, the application of single image phase 
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retrieval algorithms improves contrast and visibility of features of phase contrast 

images can be applied in tomography reconstruction to remove phase contrast artefacts. 

Results and discussion 

   Simulation studies carried out on multi-image phase retrieval algorithms clearly show 

that the algorithms can quite successfully be used to reconstruct sample‘s phase map at 

object plane. The simulation results on standard phantom show that the performance of 

multi-distance and multi-energy algorithms are identical under the fulfilment of their 

respective validity conditions. When applied to experimental data, both the algorithms 

are able to accurately retrieve object phase map, which can also be used to reconstruct 

object thickness map if composition is already known. The phase retrieval also 

improves contrast sensitivity. Features not visible in acquired image start appearing in 

the retrieved phase map image as seen in the case of pyro-carbon coated alumina kernel 

particle. When combined to tomography, they can be used to reconstruct three-

dimensional distribution of real part of X-ray complex refractive index of object. Due 

to their accuracy, these algorithms are the potential candidates for holotomography 

reconstruction. However, taking two or more images at different distances/energies at 

each rotation angle is difficult in tomography experiments where hundreds of images 

are required for slice reconstruction. This also causes extra step for alignment of 

acquired images due to imperfection in imaging system which results relative shifting 

of features in case of varying distance acquisition and variation of incident beam flux 

causing variation of noise in the image in case of varying wavelength. Multiple images 

also increases the total acquisition time per measurement thus reduces the possibility of 



80  

 

 

 

time dependent imaging and increases total dose delivered to the sample. On the other 

hand, for single image phase retrieval algorithms, the experimental studies carried out 

clearly show that if the validity conditions of these algorithms are satisfied they can 

fairly be used for reconstruct the quantitative phase map at object plane as seen in the 

case of polymer bead. This not only improves visibility of structural features in the 

image but also increases contrast sensitivity for lower density variation. The retrieved 

phase maps can also be used for tomography reconstruction with fair removal of phase 

contrast artefacts. However, when the validity conditions are not fulfilled, the 

application of these algorithms should be more careful as seen in the case of TRISO 

coated fuel particle. The improvement in contrast can still be seen for some of the 

algorithms while others may fail even to show any resemblance with object features.  

        Multi-image algorithms also have some restrictions on sample composition but 

they are quite relaxing as compared to single image algorithms. The disadvantage of 

multi-image algorithms lies in the complexity of their experimental data acquisition as 

discussed before but advantage lies in their more accuracy. Thus it can be concluded 

that the single image phase retrieval are easy and simple to use however valid under 

very stringent conditions and less accurate for quantitative extraction of real part of 

refractive index though can fairly be used for improved contrast and remove diffraction 

artefacts from phase contrast images. On the other hand multi image algorithms are 

more accurate and less stringent in their applicability conditions however more 

complex in their experimental data acquisition. Comparison of these algorithms for 

retrieval of quantitative phase and applicability to tomography for reconstruction of real 
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part of refractive index is being carried out. Comparison of noise sensitivity of these 

algorithms is the subject of our future studies.  

2.3 Simulation studies on tomosynthesis 

Tomosynthesis is a technique of producing slice images from a limited number of 

radiographic projections. Computed tomography (CT) discussed in the previous chapter 

is used quite successfully to provide 3D density distribution based on inverse radon 

transformation/filtered back projection however with the restriction of collecting 

projection images from all angle of incidence to the object while rotating about its axis. 

This restriction puts limitation on slice imaging of objects with laminar geometry or 

laterally extended objects such as printed circuit boards, plants leaves etc, where one 

dimension is significantly larger than the other one. This leads to inhomogeneous 

absorption of radiation within the object and only a limited number of projections 

collected at selected angles are of significance. Application of µ-CT methods results in 

inaccurate reconstruction with artefact in the slice images. To overcome this issue, 

alternative approaches called Tomosynthesis or computed laminography are developed 

for slice reconstruction from limited number of projections. The technique also finds 

potential applications in the imaging of objects having limited angular access due to 

sample environment rig used in in-situ imaging. It is also useful in reduced dose 

diagnostic imaging of biological specimens, fast tomography to study time dependent 

phenomena or reduced number of projections due to time constrains in case of scanning 

methods of imaging. As compared to CT and filtered back projection reconstruction 

method, tomosynthesis does not require complete 360
0
 rotation of object about its axis. 
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Several approaches differing in scanning geometry or in reconstruction algorithms have 

been proposed such as shift and add method in iso-centric geometry, iterative 

reconstruction methods; tuned aperture CT, modified filtered back-projection, matrix 

inversion tomosynthesis and ectomography. These techniques have been extensively 

applied in the examination of circuit boards, weld crack examination, material 

microstructure and plant leaves [41,117–119]. A review of different limited angle 

reconstruction methods has been reported by Dobbins and Godfrey [40]. Recently 

limited angle reconstruction or laminography methods have found renewed interest due 

to potential applications in synchrotron imaging, fast tomography, reduced dose clinical 

imaging, and time dependent in-situ imaging. In this section we have discussed the 

simulation studies carried out on shift and add tomosynthesis based slice reconstruction 

for iso-centric rotational and translational data acquisition geometries. 

2.3.1 Translational Geometry 

In this geometry, projection images of object are collected using a cone beam source on 

an imaging area detector by stepwise translation of laminar object along two directions 

perpendicular to optical axis, equal to projection of detector pixel size on object plane 

as shown in Figure 2.12(b). In this scan various pixels of area detector successively 

record the information of a given volume element of the object under consecutively 

changing angles. The collected projection data is transformed by re-sorting the matrix 

of digital images in such a way that it represents a collection of parallel beam data for 

iso-centric motion of source and detector in opposite direction or swing motion of the 

object about the axis perpendicular to optical axis similar to iso-centric motion [Figure 
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2.12 (a)]. In this case, the angular scan range of iso-centric motion is equivalent to 

source cone angle [4, 5]. These projections contain the complete structure information 

of all object planes. 

         

Figure 2.12 Data acquisition geometries considered for tomosynthesis simulation under 

limited angle projection (a) Iso-centric geometry (b) Translational geometry 

2.3.2 Iso-centric Geometry 

In this geometry the projection images are acquired while rotating the source and 

detector in opposite direction on a circular path with a stationary object at the centre of 

rotation or equivalently with swing motion of the sample about its axis while no 

source/detector motion as shown in Figure 2.12 (a). The projections can be collected 

using cone beam or parallel beam source. The radiographic images collected at 

different angles, project object features lying at different heights on different detector 

pixels depending upon angle of rotation, source to object and object to detector 

distances and location of the feature in the sample. 



84  

 

 

 

2.3.3 Shift and add method of Slice reconstruction 

As discussed for both the geometries of data acquisition, the projection images can be 

obtained in the form of iso-centric motion projections. Several methods have been 

proposed for slice reconstruction at desired position but the most common is the so 

called 'Shift-And-Add' method first proposed by Grant. We have applied this method, 

which is based on analytical calculation of shift distance for various projections 

acquired at different angles followed by their pixel wise addition. The method is akin to 

(un-filtered) backprojection and based on the fact that objects at different heights above 

the detector will experience different degrees of parallax. As the tube moves, object 

features at different heights above the detector will project themselves at different 

location on the detector depending on the angle of beam incidence. When using linear 

geometry, the tube and detector move in synchrony in parallel planes so that the 

magnification of objects depends only on their height above the detector, not on the 

location of the tube or detector within these two planes. When these conditions are 

fulfilled, it is possible to shift and add the different images to bring a specific plane into 

focus[85]. During the first step, the images are shifted. The amount of shift, ∆x, 

depends on the position of desired plane height above the detector. Considering the 

triangles created by the rays in Figure 2.12(a)Error! Reference source not found. and 

using equivalence of similar triangles, we can calculate exact length of shift as   

      
            

 
 (2.23) 

Where H is the focus-to-detector distance, h the distance from the tomographic plane 

(i.e.in-focus plane) and the tube, ∆h the distance between the fulcrum and tomographic 
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plane (the plane to reconstruct) and 2φ is the tomographic angle. The projections are 

then added with the right amount of shift applied, so that the structures in plane of 

interest are all made to line up exactly and thus be in focus. 

 

Figure 2.13. Simulated projection images in translational geometry keeping the object 

within the beam (a) The left most detector  pixel (b) central pixel (c) right most detector 

pixel (d-f) Matching parallel beam projections after reshorting. 

a) Simulated phantoms and projection data generation 

Simulation studies were carried out for both the scan geometries on different 

mathematical phantom listed in Table 2.3 having different structures and composition. 

The first phantom is spherical phantom containing small spheres with various density, 

size, and location. The second one is Shep-logan phantom popular in clinical research 

for depicting breast lesions for mammography studies. It is suitable for studying 

features with different sizes and densities. Projection data for both the phantoms was 

generated for translation and iso-centric motion as shown in Figure 2.13. The cone 
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beam data in translational motion was converted to parallel beam projection data for 

iso-centric motion. Scan angle of 120 degree has been used in this case. 

                       

Figure 2.14 Tomosynthesis reconstruction (a, b) High density spheres in low density 

matrix (c, d) low density spheres in high density matrix (e, f) Shep-logan phantom 

Table 2.3 Description of mathematical phantoms used in the simulation study 

Case-1 Small spheres of low density in high density matrix 

Case-2 Small spheres of high density in low density matrix 

Case-3 Shep-logan phantom 

b) Slice reconstruction using shift and add 

For different cases, the reconstructed slices of these phantoms showing various planes 

are shown in Figure 2.14. The Figure show various features in the respective phantoms 

lying at different heights. The first column (a, b) show the reconstructed slice images of 

spherical phantom having high density small spheres embedded in low-density matrix. 

Figure 2.14 (a) show the top small sphere while bottom sphere is blurred whereas 

Figure 2.14 (b) show the bottom sphere where upper sphere is blurred. The blurring 
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introduced in particular plane reconstructed using tomosynthesis also depends on 

relative densities of features lying at other planes. Since the densities of the two small 

spheres is also different, the blurring in lower sphere is more caused by higher dense 

upper sphere whereas blurring in upper sphere is less due to lower dense lower sphere. 

Similarly the second column Figures 2.14 (c, d) show the reconstructed slice images of 

spherical phantom having smaller spheres of low density embedded in high-density 

matrix. The third column show reconstructed slice images of Shep-logan phantom. In 

the second phantom the densities of enclosed spheres was smaller as compared to 

matrix. It can be however noted that the shape and dimensions of features lying in the 

plane of interest is not distorted. Similar trend is seen in Shep-logan phantom in which 

the ellipsoid lying in the plane of interest is clearly visible while other features are 

blurred Figure 2.14 (e, f). All the results highlight the features in the desired plane 

whereas out of focus plane are blurred. Shapes, sizes and densities of features are also 

clearly distinguishable. 

c) Results and discussion         

The algorithms simulated are quite successful in retrieving the features in desired plane. 

The laminography methods discussed here although allow visualization of desired 

features in the respective plane but includes blurred contributions from out of plane 

structures. This limitation prevents the 3D visualization of sample volume unlike CT 

reconstructing pixel specific distribution of attenuation co-efficient. Recently a new 

geometry of reconstructing complete 3D volume without out of plane feature has been 

proposed and applied for microstructure analysis, which is the subject of future studies. 
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3 DEVELOPMENT OF ADVANCED 

MICRO-IMAGING FACILITIES 

Design parameters of X-ray and neutron imaging system play an important role in 

determining its imaging capabilities and quality of images produced as discussed in 

chapter-1. Application of highly brilliant and coherent radiation sources, high 

resolution & high efficiency detectors and well-designed collimating and energy 

selective optics allows implementation of new imaging modes and improvement in 

resolution and contrast of the images. Keeping this in view, we have designed and 

developed two state of the art micro-imaging facilities based on synchrotron based X-

ray and nuclear reactor based neutron sources to implement leading-edge micro-

imaging techniques. These facilities are equipped with different type of optics and 

detectors to widen the utilization scope with the implementation of multiple imaging 

techniques in the same experimental station. In this chapter, we have discussed the 

design, specification, and important characteristics of micro-imaging facilities 

developed followed by their performance evaluation and first experimental results on 

various imaging techniques implemented.  
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3.1 Basic design of a micro-imaging system 

       The block diagram of a typical X-ray and neutron micro-imaging system is shown 

in Figure  3.1. The system typically consists of a beam-emanating source, beam 

processing optics, sample environments, sample holding and manipulation systems, 

detector manipulation system, imaging camera, image acquisition electronics, and 

image processing/analysis software etc. The performance of beam source is evaluated 

in terms of its beam emanating spot size, flux, collimation, bandwidth, emmitance, and 

coherence. In the last few decades, development of advanced beam sources such as 

third generation synchrotron sources, fission and spallation based neutron sources, and 

high power micro-focus X-ray tubes has raised the flux and coherence of incident beam 

by several orders of magnitude. To optimize the beam shape/size, flux, and bandwidth 

as per the experimental requirements, micro-imaging system may also use one or more 

optical instruments such as collimators, monochromator, mirrors, filters etc. A wide 

range of options is available for these optical components with multiple design options. 

For example, the energy selection for a synchrotron beam can be facilitated using 

different types of monochromators such as single or double crystal monochromators in 

Laue and Bragg geometries, multilayer monochromator, grating monochromators etc. 

Sophisticated sample holders and manipulators are used to place and align the sample 

in the beam with micron to submicron precision according to the data acquisition 

requirements of imaging technique. Imaging detectors are the integral part of imaging 

system. They are mostly CCD or CMOS based digital detectors whose performance is 

assessed in terms of pixel size, field of view, frame rate, quantum efficiency, and noise.  
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Figure 3.1 Schematic of X-ray or neutron micro-imaging system 

Since quality of images obtained is strongly correlated with specification of these 

components, the choice of suitable parameters is extremely important. The 

implementation of several micro-imaging techniques in the same experimental station 

poses special challenge in design of imaging system due to large variation in the 

requirement of various imaging techniques in terms of sample handling; image 

detection and data analysis. Some of the techniques such as tomography, real time 

imaging, and in-situ imaging require additional instruments such as rotation stage, 

sample environment rig, and high frame rate camera. Apart from this, applications from 

various sectors in research and industry has placed specific requirements on imaging 

system in terms of sample geometry, structural resolution, time scale and dose induced 

thus imaging system is expected to have multiple options in its components and should  

be flexible to accommodate the required changes. In the forthcoming sections, we have 

discussed the design and specifications of two state of the art X-ray and neutron micro-

imaging facilities developed at synchrotron and reactor based sources respectively 

along with their performance evaluation and feasibility experiments results. 
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Figure 3.2 Optical layout of imaging beamline with component distances from source. 

3.2 Development of synchrotron imaging beamline at Indus-2 

In the last decade, development of third generation synchrotron sources has initiated 

revolutionary advances in X-ray imaging. With their high brilliance, coherence, and 

energy tunability, synchrotron sources allow faster image acquisition, better sensitivity, 

and higher resolution. Synchrotrons sources are ideally suitable for the implementation 

of phase-sensitive techniques such as PB-PCI, DEI etc. Moreover, even conventional 

techniques like X-ray absorption contrast imaging can benefit from the improved 

brilliance of synchrotron sources and allow dual energy imaging and studies of time 

dependent phenomena. We have designed, developed, installed and commissioned a 

full-field hard X-ray imaging beamline at 10º port of bending magnet (DP-2) of Indian 

third generation synchrotron source Indus-2[120]. Important parameters of beamline 

are summarized in Table 3.1. The beamline is operated in monochromatic and white 

beam mode. Micro-imaging techniques such as high-resolution radiography, PB-PCI 
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and DEI, absorption and phase contrast tomography, dual energy imaging, real-time 

imaging, large area imaging etc. are implemented. A list of experimental techniques 

implemented at imaging beamline is given in Table 3.2. The optical layout of the 

beamline and the distances of its major components from the tangent point are shown 

in the Figure 3.2. The beamline consists of four hutches i.e. front-end, optics hutch, 

experimental station, and control room. The front-end design of all the bending magnet 

beamlines in Indus-2 complex is identical [121]. All components up-to the exit 

beryllium (Be) window are included in the optics hutch and operated in ultra-high 

vacuum (10
-9 

mbar). Optics hutch is designed to perform specific tasks of beam 

preparation such as beam filtering, collimation and energy selection as per the 

experimental requirements. All components of the optics hutch downstream of the 

DCM are designed to allow monochromatic as well as white beam mode operation of 

the beamline. Instrumentation required for beam diagnostics and safety system are also 

included in the optics hutch. Major components of the beamline are water-cooled and 

their temperatures are measured continuously via thermocouples installed in the 

respective devices. The data is used as feedback for the equipment protection system 

(EPS) of the beamline to operate its components in safe condition and avoid any 

possibility of excess heating or contamination. The experimental station shown in 

Figure 3.3 consists of all the instruments required to perform sample holding, 

manipulation and alignment, imaging detectors, data acquisition electronics, beam 

analysis, vibration free optical tables etc. The beamline serves as a national facility and 

routinely used for X-ray micro-imaging in material and bio-medical applications. 
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                                          Table 3.1 Beamline Characteristics 

Parameters Typical values 

Source Bending magnet, 1.5 T dipole 
Operational modes White and monochromatic 

Monochromator Si(111) Double crystal monochromator (DCM) 

Energy range 8-35 keV 

 Energy resolution (3.2 x 10-4 @ 12keV) in monochromatic mode 

Beamline acceptance 5.5 mrad (H) X 0.5 mrad (V) 

Photon flux 
~ 1.74 x 108 photons/s /mm2/120mA at 12keV 
monochromatic energy and 25 m from the tangent point 

~1016ph/s (white beam)@ 2.5 GeV and 300 mA 

 
Sample stage Five axis ( 2D translation +  rotation +2D  tilt) 

Detectors CCD detector, Flat panel detector, X-ray microscope, 
Imaging Plate, Photo diode etc. 

Detectors stage 3 axis manipulator for detectors (X-Y-Z) 

 

                       Table 3.2 Different experimental techniques at imaging beamline 

Hard X-ray imaging techniques Mono beam  White beam  

Absorption contrast micro-imaging 
    

In line PCI 
    

Diffraction enhanced imaging 
    

X-ray µCT 

(absorption & phase contrast) 
    

Laminography 
    

Dual energy imaging 
    

Real-time imaging 
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3.2.1 Indus-2 Synchrotron source 

Indus-2 is a 2.5 GeV, 300 mA third-generation synchrotron source at RRCAT, Indore, 

India, with a critical wavelength of 2 Å [120,122]. It is being operated at energy 2.5 

GeV and 150 mA current. It comprises of a double-bend-achromatic lattice with zero 

dispersion function along the straight sections. This yields a low-emmitance and high-

brightness photon source for the bending magnets. The estimated photon source size 

(FWHM) for the bending magnets is 234 µm (H) X 237 µm (V). 

3.2.2   Beamline optics 

a) Filters:   

Beryllium (Be) windows of dimensions 105 mm X 15mm X 0.4 mm is the first optical 

component of the beamline installed at 17.5 m from the tangent point. It acts as a high 

pass energy filter allowing passage of all the energies higher than 4 keV. It also acts as 

heat load remover because lower energies of synchrotron radiation carrying most of the 

heat load are absorbed here. Be window is diffusion bonded to water-cooled copper 

body and designed to withstand 180W heat load. To make it especially suitable for 

imaging experiments, the beryllium foil (99.8% pure) has a surface roughness of 0.1µm 

RMS that minimizes scattering of the incident beam. The beryllium window also 

separates the front end of the beamline from the optical elements and isolates their 

vacuum. Similar to this, at the end of the optics hutch, a pair of beryllium windows is 

used with dimensions 140mm x 15mm x 0.4mm separated by 25 mm to allow 

monochromatic and white beam exit. Both exit Be-windows are coated with aluminium 

to prevent the oxidation of beryllium during white beam operation.  
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b) Slits:  

A pair of entrance slits made of tungsten carbide blades is used for shaping the white 

beam before falling on first crystal of DCM and further reduces its heat load after Be 

window. Apart from this, exit slits installed after DCM having tungsten carbide blades 

are used for selecting beam size of monochromatic or white beam as per the 

experimental requirements. Both the monochromatic and white beam slits allow 

systematic opening of the beam aperture up to 140 mm (H) and 60 mm (V) and can 

select beam size as small as 0.1 mm both in horizontal and vertical direction. 

c) Monochromator:  

The beamline uses a double crystal monochromator (DCM) with a pair of Si (111) 

crystals for selecting the desired energy of monochromatic beam in the energy range 

(8-35 keV). In order to implement diffraction enhanced imaging, the monochromator 

chosen is DCM instead of multilayer monochromator. The first crystal having an 

optical area of 140 mm x 100 mm and 10 mm depth is indirectly rear cooled with 

water. The second crystal with an optical area 160 mm x 140 mm and 20 mm depth 

does not have any cooling attachment. The diffracting face of both the crystals is 

polished and strain free with orientation accuracy ~ +/- 0.05
º
. The big crystals allow 

acceptance of the full fan of incident beam at all Bragg angles in the entire energy 

range. Optical flatness is within 2 µrad to give a FWHM of rocking curve within 5% of 

theoretical value for the range of 8-35 keV. The desired energy is selected by rotating 

the crystal, thereby varying the Bragg angle. The beam bounces off the diffracting face 

of the second crystal and leaves the monochromator parallel to the input beam with an 
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upward offset of 25 mm. The use of perpendicular and parallel translation stages allows 

retaining the fixed exit capability of the beam. A provision to lower the first crystal is 

designed in the monochromator to allow passage of the white beam.   

d) Beam Diagnostics 

For beam diagnostics, beamline uses a blade beam position monitor installed after first 

beryllium (Be) window to measure beam position and stability. It consists of two pairs 

of photosensitive pyro-carbon blades placed across the beam to allow measurement of 

generated photoelectron current and trace beam movement as small as 1 µm. In order to 

image the footprint of the beam and monitor its shape and size online, the blades of 

monochromatic and white beam slits are coated with 100 µm thick X-ray fluorescent 

material (Y2O3). For the online measurement of intensity of monochromatic beam, an 

ionization chamber is installed next to the exit beryllium windows. The beam intensity 

profile can also be measured with the help of ion chamber current variation due to 

scanning of thin slit opening. The ion chamber filled with nitrogen or argon between 50 

mm long electrode, 140 mm x 15 mm aperture size and 18mm electrode separation is 

operated at potential up to 1.7 kV and pressure range 0.7 to 1.3 bars absolute.  

e) Shielding and safety instrumentation 

The beamline is enclosed in a radiation shielding of 3mm thick lead sandwiched 

between MS plates of thickness 1.4 mm. To shield directly scattered bremsstrahlung 

and SR beam, a local shield of 100 thick lead is used at 20 m. To reduce noise from BR 

accompanying SR beam, lead collimators have been installed with entrance slit, before 

DCM and near exit slit. A safety shutter with tungsten block of dimensions 180 mm x 
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80 mm and 200 mm thickness is used as beam shutter for both synchrotron and 

bremsstrahlung radiation. The fast shutter installed for controlled irradiation of live 

samples, has a maximum speed of 2500 rpm and opening/closing time of 20 ms hence a 

minimum controlled exposure of duration ~50 ms can be achieved. A beam dump of 

300 mm thick lead is used to dump bremsstrahlung and SR beam at the end of 

beamline. Radiation in experimental hutch and control room is continuously monitored 

using radiation dosimeter. To measure ozone in the experimental station during white 

beam mode operation, ozone monitor is installed. All monitors generate alarm beyond a 

defined limit and interfaced with beam and hutch access. 

            

Figure 3.3 Experimental station of imaging beamline Indus-2 at RRCAT India 

3.2.3 Experimental Station 

Experimental station of imaging beamline consists of all the components such as 

sample manipulators, detectors, sample environments required for the implementation 
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of various advanced X-ray micro-imaging techniques in the same experimental station. 

Imaging techniques such as high-resolution absorption contrast imaging, PB-PCI, DEI, 

and dual energy imaging are implemented at the developed beamline. Some of these 

techniques are also applicable in white beam mode whereas others can be used in 

monochromatic mode. Table-3.2 list various techniques implemented and their 

applicability in respective beam operation modes. 

a) Detectors 

The beamline utilizes three different detectors namely fiber optic coupled CCD, X-ray 

microscope and flat panel detector for varied experimental requirements. These 

detectors have different characteristics such as pixel size, field of view, efficiency, 

frame rate, linearity and noise characteristics as discussed here and offer wide range of 

options to imaging applications.  

i. Flat panel detector  

In order to image samples of larger dimensions, a flat panel detector (Hamamatsu 

C7942CA-22) having imaging area 120mm x120mm with pixel size ~50 µm is used. 

The detector can acquire 14-bit digital images with frame rate up-to 9 frames/s.                     

ii. Fiber optic coupled CCD   

This is a Photonic Science VHR-11 CCD camera consisting of a 1:2 Fiber-optics plate, 

coated with Gadox scintillator and high resolution CCD (Pixels 4007 X 2678, pixel size 

4.5 µm and field of view 18 mm x 12 mm). The performance of the camera is linear in 

the energy range 5-50 keV. The full frame images can be captured in a shutter less 
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operation with a readout time ~ 600 ms, which can be reduced further through selecting 

sub-area and binning. The detector is suitable for high-resolution radiography, phase 

imaging, tomography, and dynamic imaging. 

               

Figure 3.4 (a, b) Lens coupled X-ray imaging microscope. (c) Quantum efficiently of 

(PCO2000) CCD with wavelength (d) Photo-luminescence of various scintillators 

iii. X-ray micro-scope  

Two separate modules of lens coupled X-ray imaging microscopes are used for 

monochromatic and white beam imaging respectively. Monochromatic camera system 

uses YAG: Ce scintillators with 5-300 µm thicknesses, objectives lenses of 1.25X to 

20X magnifications and a PCO-2000 camera. Various objectives are used for 

optimizing resolution (800nm to 12 µm) and field of view (0.7 mm to 12 mm) of the 

system as per the experimental requirement. The design and important characteristic of 

monochromatic microscope are shown in Figure 3.4. Efficiency of the camera depends 

on incident beam energy and the scintillator being used. Achievable resolution and 
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maximum field of view for the monochromatic microscope with different objective 

lenses and PCO-2000 camera are listed in Table 3. For white beam imaging, the 

microscope uses tungsten shield for objective lens protection and a thicker scintillator 

for heat load compatibility. The absorption efficiency of YAG: Ce scintillator decreases 

with energy and increases with thickness. The spectrum of the incident white beam at 

sample position is shown in Figure 3.5 (a). The energy ranges from 5 to 40 keV and 

peaks at nearly 10 keV. The sensitivity of white beam detector is optimized using a 300 

µm thick scintillator, which has approximately 99.5% absorption efficiency at 10keV. 

Objectives 2X, 5X and 10X are used.  

Table 3.3 Resolution and field of view of X-ray microscope with different objective 

lenses used with PCO-2000 Camera 

Micro-scope 
objective 

Optical 
resolution 

(µ) 

Resolution with 
scintillators 

(µ) 

Maximum field of view 

(mm x mm) 

1.25X 12 15 12.1x12.1 

2X 7.8 10 7.6x7.6 

4X 3.5 3 3.8x3.8 

10X 1.5 1.8 1.5x1.5 

20X 0.78 0.8 0.76x0.76 

 

b) Sample and detector manipulation 

Five-axis sample manipulator system is used to position and align the sample. It 

consists of one full circle rotation stage (360
º
 travel range and 0.001

º
 resolution), two 



   101 

 

 

 

dimensional tilt stage (+/- 20
º
 travel range and 1‖ resolution) and high precision 

translation stages to move the sample perpendicular to beam propagation (travel range 

100mm, accuracy 0.1 µm). Detectors can also be moved in two-direction perpendicular 

to beam propagation. It is mounted on a long linear stage of 1500 mm travel range and 

100µm accuracy for varying sample to detector distance required for PB-PCI. 

c) Beam analyser 

In order to implement the DEI, the beamline utilizes a pair of analyser Si (111) crystals 

for analysing diffracted beam. The analyser is designed for energies 8-35 keV with a Si 

(111) crystals with an offset of 25 mm upwards. It acts as a very narrow angular slit, 

reflecting only the rays that make the correct Bragg angle with the atomic planes of the 

crystal. It converts the angular distribution in the transmitted beam into intensity 

variation in the image and removes all scattered photons. DEI images can be acquired 

by adjusting the analyser crystal at various positions on its rocking curve. By using two 

crystals instead of one, there is no need to have the scanning of the sample or 

positioning the detector in opposite directions as there is no net beam inversion.  

d) Data acquisition and analysis 

Beamline control system allows operational control and parameter setting of the optics, 

motion stages, detectors, and beam diagnostics components. It also consists of data 

acquisition system, equipment protection system (EPS) and personal safety system 

(PSS). EPS is designed to operate beamline components in safe conditions and 

circumvents accidental heating, vacuum failure or contamination whereas PSS is 

designed for personal protection against exposure to radiation, hazardous gases and 
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high voltage. The beamline uses a GPU based multicore computing facility with 

various software packages for tomography reconstruction, visualization, and analysis.  

3.2.4 Characterisation of imaging beamline 

Intrinsic characteristics of micro-imaging system such energy dependent variation of 

beam size, divergence, flux density, beam uniformity, bandwidth of synchrotron beam, 

energy resolution (ΔE/E) of DCM, spatial resolution and uniformity of various imaging 

detectors are strongly co-related to the image quality, a prior knowledge of system 

parameters is necessary before the planning of imaging experiments. These parameters 

were measured experimentally and compared with their theoretical calculations using 

XOP in order to evaluate the performance of imaging beamline[123]. 

a) Beam divergence and flux  

                           

Figure 3.5 Characteristics of White beam at imaging beamline (a) Calculated spectra of 

synchrotron white beam (b) Beam divergence (FWHM) with energy (c) Beam profile at 

18 m (FWHM 4.5 mm) (d) Rocking curve of DCM at 12 keV(FWHM 53.53 µrad). 
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i. White beam mode:  

In case of white beam mode, the integrated beam flux is calculated to be 1.7 x 10
16

 

photons/seconds using XOP[124]. Figure 3.5 (a) compares the emission spectrum 

(energy range 1-50 keV) of synchrotron radiation from a banding magnet source and its 

modification due to absorption losses in beryllium windows and air path in 

experimental station. Beam opening angle variation is shown in Figure 3.5 (b). Beam 

profile is measured using scanning of small vertical aperture (300µm) in entrance slit 

against ion chamber current as shown in Figure 3.5 (c). The beam size was measured to 

be 4.5 mm (FWHM) at 18 m from the source point, which is in accordance with the 

theoretical value.  

b) Beam monochromaticity 

       The energy resolution of DCM is measured using its rocking curve as shown in 

Figure 3.5 (d). The FWHM of the rocking curve is 53.5 µrad at 12 keV; hence, energy 

resolution (ΔE/E) at this energy is measured to be 3.2x10
-4

. The intrinsic energy 

resolution (ΔE/E) of Silicon<111> is 1.2x10
-4

 for a perfectly collimated beam. The 

difference in intrinsic and measured energy resolution is attributed to the beam 

divergence [125]. As shown in Figure 3.5 (b) the beam divergence is decreasing with 

increasing photon energy. This improves the energy resolution at higher energies.  

ii. Monochromatic beam mode:  

The peak flux and angular divergence of monochromatic beam decrease with 

increasing photon energies. Experimental measurement of vertical beam size is carried 
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out at 18 m from the source using slit aperture scanning against ion chamber current 

and calculating the FWHM of Gaussian profile. The beam sizes are in good agreement 

with theoretical data as shown in Figure 3.6 (a). The peak flux density at all energies 

was measured at 25 m from the source using a calibrated silicon photodiode AXUV100 

(IRD, USA). Figure 3.6 (b) also shows the comparison of calculated and experimental 

flux density at various energies. The calculated flux at 12 keV is 4.98 x 10
8 

ph/s/mm
2
/120 mA whereas the measured flux is 1.74 x 10

8 
ph/s/mm

2
/120 mA. 

Difference in measured and calculated flux is attributed to the attenuation and 

scattering losses in the beamline optical components such as beryllium windows, DCM 

crystals, ion chamber, and air in the propagation path of the beam from its source to the 

experimental station. Transmission of a 12 keV beam through 2 x 0.4 mm of beryllium 

is 93%; through 10 cm argon (ion chamber) is 37%. Therefore, the calculated flux x 

0.93 x 0.37 = 1.71 x 10
8
ph/s/mm

2
/120mA is quite comparable to the measured flux. 

          

Figure 3.6 Characteristics of Monochromatic beam (a) Beam size (FWHM) variation 

with energy) (b) Beam flux variation with energy 
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c) Beam uniformity  

A direct beam image acquired at 12 keV using high-resolution CCD detector is shown 

in Figure  3.7(a). The variation of intensity along the horizontal and vertical directions 

is shown in the figure along with its histogram to show beam uniformity. There seems 

to be some variations in the image gray values (FWHM ~14.7%) which are attributed 

to the fiber-optic structure in the CCD image and non-linear response of various pixels. 

For imaging application, a flat field correction is applied to correct these effects. Figure 

3.7 (b) shows the flat-field corrected image along with its horizontal and vertical 

profiles and histogram. The beam uniformity is significantly improved after flat field 

correction (FWHM ~4%).  

                   

Figure 3.7 Measurement of beam uniformity (a) Flat image of synchrotron beam at 12 

keV acquired using CCD detector. The figure also shows horizontal and vertical profile 

plots and its histogram. (b) Image (a) after flat field correction 
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Figure 3.8 Spatial resolution measurement using JIMA pattern (a) Fiber optic coupled 

CCD detector (b) Lens coupled CCD detector.  

d) Detector resolution 

The spatial resolution of two most popularly used detectors at imaging beamline is 

measured using JIMA resolution pattern RC RT02B (http://www.jima.jp). For the fiber 

optic coupled CCD camera, the resolution was measured to be 5 µm with 8% contrast. 

Line segments up to 5 µm intervals can be visualized clearly in the image acquired 

using 15 keV monochromatic beam and 800 ms exposure time as shown in the Figure 

3.8 (a) which is in line with the intrinsic resolution of the camera with pixel size 4.5µm 

and 2X magnification. Similarly, the resolution of lens coupled high-resolution X-ray 

microscope was also measured with 50µm thick YAG scintillator and 4 X objectives. 

The image was acquired at 15keV with an exposure time of 120 seconds. Line 

segments of 3 µm are visible with 20% contrast hence the resolution of the system with 

this combination is ~3µm as shown in Figure 3.8 (b). 
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Figure 3.9 Full field high-resolution absorption contrast image of beehive. 

3.2.5 Feasibility experiments 

Implementation of various micro-imaging techniques is confirmed through their 

respective feasibility experiments. Samples from material science and bio-medical 

science are used to show their structural and density variation using various micro-

imaging techniques[15].  

a) Absorption contrast micro-imaging  

Absorption contrast imaging is used to obtain the distribution of the attenuation 

coefficients for strongly absorbing materials. A high-resolution full-field absorption 

contrast projection image of Indian bee‘s beehive is shown in Figure  3.9. The image is 

acquired with fiber optic coupled CCD camera using monochromatic beam at 12 keV 

and 600 ms exposure time. The resolution of image is 4.5µmand field of view (FOV) is 

18mm x 10mm. The image shows hexagonal microstructure of natural fibres in beehive 

and entrapped honey within it. The technique can potentially be used for studying 

internal structure of natural beehives, design and optimization of the structure of 

artificial beehives.  
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Figure 3.10 (a) PB-PCI image of silicon aerogel (b) Profile plot along the red line 

b) Propagation based PCI 

    Propagation based PCI is useful for retrieving the refractive index distribution in 

weakly absorbing materials with improved contrast in structural and material features. 

It provides improved visibility of the interfaces at small density gradients [12,31,50]. 

We have tested its feasibility on wall of thin plastic bottle containing aerogel sample 

made from silica gel. The material is of extremely low density with high mechanical 

strength and low thermal conductivity. Phase contrast image in figure 3.10 clearly show 

the embedded fibres and gel matrix. The phase contrast can also be seen in the profile 

plot drawn across the wall of the plastic bottle.  

c) High resolution phase contrast micro-imaging using X-ray microscope  

The lens coupled X-ray imaging camera allows a wide range of image resolution 

through the choice of magnification and scintillators thickness due to its modular 

structure[15]. Using a thin scintillator of 20µm thickness and an objective of 4 X 

magnification, we have successfully tested a resolution of 2 µm in the absorption and 
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PCI. We have successfully applied it for the microstructure study of flowers and stems 

of an endangered plant Byttneriaherbacea as shown in Figure.  

      

Figure 3.11 High-resolution PB-PCI using X-ray microscope of (a) Flower (b) Anther 

d)  Phase contrast µ-CT 

 

Figure 3.12 (a) PB-PCI projection image (b) µ-CT slice image (c) 3D image of bone.  

Tomography is used for 3D imaging of objects in absorption and phase contrast modes 

to determine the 3D distribution of the linear attenuation coefficient or the refractive 

index, respectively [126,127]. X-ray µ-CT experiments were carried out on a cartilage 
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bone sample to study its porous microstructure and density distribution to find out the 

feasibility of osteoporosis. The experiment is performed in phase contrast enhanced 

projection imaging mode. The data is acquired for 180-degree rotation of the sample 

with 0.2-degree rotation step in parallel beam geometry of tomography scan. Total 901 

such projections are collected apart from reference and background images. The data is 

pre-processed for image noise correction, and then back projected using filtered back 

projection algorithm. The projection image of the sample and its 3Dvolume 

reconstructed using DRISTI is shown in Figure  3.12[128]. While projection images 

hardly identify the shape and size of porous microstructure, tomography reconstructed 

slice images and 3D image clearly shows the microstructure as well as enclosed low-

density fibrous material.  

e)   Diffraction enhanced imaging (DEI) 

Diffraction enhanced X-ray imaging is highly sensitive to small density and thickness 

gradients in the sample due to its extreme sensitivity to refraction contrast created by 

the sample which is still unmatched by any other PCI method[9,10]. The techniques 

allow simultaneous retrieval of refraction, scattering and apparent absorption contrast 

X-ray images with a simple image analysis. In this technique, a perfectly collimated 

monochromatic beam is refracted by the sample due to refractive index gradients 

present, which deflects its path by a small angle. The distribution of deflection angle is 

of the order of micro-radians given by 

      ⁄
  ( )

  
⁄  
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Figure 3.13 Characteristics of analyser crystal used in diffraction enhanced imaging (a) 

Rocking curve (b) Gradient of rocking curve 

       

Figure 3.14 DEI of Rose petals. (a) Apparent absorption image (b) Refraction image. 

The phase change Φ in incident beam is related to the real part (δ) of complex 

refractive index n = (1- δ + iβ) thus electron density of material through Φ = k δ z. 

Thus   maps distribution of refractive index in the sample. The incident beam is also 

attenuated and scattered by the object resulting in its intensity modulation. Distribution 

of deflection angle is converted into intensity distribution in the image with the help of 

Bragg diffraction in analyser crystal between the object and detector. The diffraction 

characteristics of a crystal are interpreted by its rocking curve as shown in Figure 3.13 
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(a-b). X-rays striking at slightly different angles than Bragg angle are less strongly 

reflected by the crystal depending upon angle of incidence. When images are acquired 

at different angular positions of rocking curve, the analyser converts the gradient of 

incidence angle present in the incident beam in to intensity gradient. The sensitivity of 

analyser to incidence angle is very high because of high gradient in its rocking curve. 

The analyser crystals also acts as a very efficient scattering rejecter due to very narrow 

angular acceptance and create a contrast called scatter rejection or extinction in the 

obtained images. Using suitable mechanism of image acquisition and analysis, each 

contribution of refraction, absorption, and extinction can be separated out. we have 

done experiments  on various soft materials to study the feasibility and applications of 

the technique at imaging beamline. At beam energy 12 keV and acquisition time of 10 

sec, DEI images of rose petals were acquired at different point of the rocking curve and 

after using quantitative analysis, refraction and absorption contributions to the 

projection image were separated out. Figure  3.14(a-b) shows the extracted phase 

images of rose petals. The small thickness variations in these samples are clearly 

visualized which are not visible in the projection image. 

f) Dual energy imaging 

Dual energy imaging is very useful for elemental mapping with in the sample. Very 

high-energy resolution at imaging beamline due to crystal monochromator and high X-

ray beam flux, dual energy imaging can be used in absorption and phase contrast 

modes. With the acquisition of projection images at incident beam energies below and 

above the absorption edges of the desired element in the sample followed by 
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subtraction of logarithmic flat field corrected images provides the spatial distribution of 

the desired element or compound in the sample[129]. The technique can also be used in 

tomography mode and very useful in localized imaging of variation elements. We have 

applied this technique to find out distribution of Arsenic impurity in Rice samples 

caused due to its presence in the soil. The images were acquired below (11.5 keV) and 

above (12 keV) the absorption edge of Arsenic (As) that is at 11.87 keV. The resulting 

subtraction image in Figure  3.15 show the distribution of As in Rice sample.  

   

Figure 3.15 Dual energy imaging of Arsenic (As) [Absorption edge 11.87 keV] in Rice 

using X-ray CCD Projection image acquired at  (a) 11.5 keV (b) 12.0 keV (c) 

difference of logarithmic images(a and b) to visualize distribution of As. 

g) High resolution large FOV imaging 

The high-resolution imaging of large samples in a single frame is not possible due to 

limitation placed by finite field of view (FOV) of the available imaging detectors. In 

order to image large samples with high resolution, several images of the sample 

covering different region of interest are collected while translating it across the beam in 
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a stepwise manner. The images are computationally stitched together to make a single 

high-resolution large FOV image[130]. The application of stitching algorithms requires 

a certain overlap in the acquired images in both the directions. We have acquired the 

large area image of a Zebra fish of dimension 35 mm x 18 mm after stitching of 6 

images acquired in a matrix of 3 rows and 2 columns. The resulting image is shown in 

Figure  3.16. The step-wise acquisition of the images is obtained through CCD camera, 

which is interfaced with translation stages. The sample is being considered for 

osteoporosis studies. 

 

Figure 3.16 High-resolution large FOV imaging of Zebra fish 

3.3 Development of neutron imaging beamline at CIRUS reactor 

       
 
Figure 3.17 Neutron imaging beamline at CIRUS reactor, INDIA 
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Neutron imaging is a powerful non-destructive imaging technique that produces two or 

three dimensional attenuation maps of objects being examined. Because of its unique 

attenuation characteristics, neutrons based techniques are often considered 

complimentary to the X-ray based techniques. In order to realize high quality 

absorption and phase contrast projection imaging and tomography, data should be free 

from scattered noise and possess good statistics. The beam quality needs to be 

optimized with a high flux neutron source with good collimation and high-resolution 

high efficiency detector. Implementation of PCI requires a coherent or partially 

coherent source. Though the technique is quite successfully used for X-rays, for 

neutrons, it is slowly gaining importance with the advent of new ideas to improve 

coherence of the available neutron sources. The technique is particularly important for 

metallic objects which are opaque for X-rays but quite transparent for neutron and 

hence cannot be imaged using conventional attenuation based techniques[36,131–133].  

     We have designed and developed a state of art neutron micro-imaging beam line at 

CIRUS reactor, India to implement digital neutron radiography, tomography, and PCI 

in the same experimental station (Figure  3.17). A dual mode special collimator was 

used to allow high flux for absorption contrast radiography and tomography. With a 

minor modification in the same collimator housing, the coherence of the incident beam 

was also achieved for PCI. The imaging camera was designed and used consisting of a 

high sensitivity scintillator and high-resolution CCD camera configured in an ‗off-axis‘ 

design. This imaging system in combination with data acquisition and image analysis 

software was used for neutron radiography, neutron 3D tomography. Neutron sensitive 
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imaging plate was used as detector for neutron PCI. The shielding of the beam line is 

designed using Monte Carlo calculations on different shielding materials and fabricated 

using borated polyethylene blocks in combination with lead blocks. The beamline is 

characterised in terms of thermal neutron flux, thermal to fast neutron ratio and gamma 

flux in the experimental station[134–136]. 

3.3.1 Neutron source: CIRUS reactor 

The beamline was designed and developed at the tangential beam port of CIRUS 

reactor India E-12which have 4inch diameter circular opening. CIRUS was a 40MW 

research reactor having natural uranium as fuel and heavy water as moderator. The 

reactor consists of heavy water moderated core with graphite reflector and cast iron 

annular shielding zones. The core is surrounded by a 9-inch thick graphite layer 

followed by another 24-inch thick layer of graphite. This in turn is surrounded by the 

two 6 inch thick layers of cast iron separated by air gap. Thus, the flux from the CIRUS 

reactor has very good thermal neutron flux (0.025 eV).  

3.3.2 Collimator 

A collimator in an imaging beamline helps in defining shape and size of the beam and 

reduces scatter-induced degradation of the image produced. The angular spread of the 

emerging beam depends upon the ratio of the collimator tube length (L) to its aperture 

diameter (D), referred to as the L/D ratio[137]. A higher L/D results in a narrower 

beam spread and lower image un-sharpness at the expense of a lower neutron flux, 

which in turn requires longer exposure time at the sample. Thus, high resolution and 

large flux at object plane are contradictory to each other and a compromise on one or 
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the other is therefore necessary. Based on these concepts, a dual cone aluminium 

collimator of length 1921mm made of 1S grade aluminium (Fig 3.18) was designed to 

allow high flux and a provision for inserting another collimator to improve coherence 

of the beam as and when required for PCI.  

  

Figure 3.18 Design (left) and photograph (right) of main collimator for neutron imaging 

and tomography and the conical insert for neutron PCI 

For the main collimator, a double layer conical aluminium tube was used and borated 

carbon was filled between the two aluminium tubes to prevent streaming of scattered 

neutrons in the experimental station. A 100 mm diameter single crystal bismuth plug 

was used to avoid direct view of fast neutrons and gamma rays from the core. The inner 

aperture of the tube was defined byB4C annular disk and gadolinium disk so as to give 

effective source size of 16mm and L/D of 125 at the exit of the beam port. Using this 

collimator, the neutrons flux at the exit of beam port and sample location was measured 

to be ~ 9.0×10
6
 n/cm

2
/s and 1.0×10

6
 n/cm

2
/s respectively with a cadmium ratio of ~10 

and beam divergence of 1
0
 approximately. These parameters are good enough for 

absorption contrast imaging and tomography. For PCI experiments requiring high 
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spatial coherence and reasonably good neutron flux, a source size of 0.5mm and 

object–to-detector distance of 2000mm was chosen. A separate conical shaped 

aluminium collimator was designed and fabricated as an insert to the main collimator. 

This gave a coherence length (L/D) of ~0.8 mm. The dimensions of collimator insert 

were chosen to fit it completely within the empty space of the preceding collimator. 

The inner part of the collimator was lined with 0.2mm of cadmium to prevent the 

streaming of scattered neutrons down the experimental station. A cadmium pinhole of 

0.5mm diameter and thickness 0.5mm was fitted at entrance of the collimator towards 

the reactor core, which was followed by another pinhole of 5 mm diameter in 0.6mm 

thick gadolinium foil so as prevent any further streaming of high-energy neutrons and 

limit the divergence of neutron beam. Besides these neutron pinhole assemblies, 

conical shaped lead inserts were placed inside the aluminium structure so as to 

minimize the gamma contamination of the beam. The assembly was aligned using He-

Ne laser for any possible blockage of neutrons.  

3.3.3 Shielding hutch 

To protect personnels  working at the beamline against radiation exposure, a shielding 

hutch was designed and developed around the E-12 beam port of imaging beam line 

based on Monte Carlo simulations. The experimental station has a working area 

4000mm x 3000mm surrounded by shielding walls from two sides and a shielded 

motorized door which also serves as a beam dump in the front. The shielding walls 

were fabricated using borated polythene blocks of 400 mm thickness followed by 188 

mm lead blocks sandwiched between 6mm of MS on either side. Borated polythene 
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blocks with total thickness 600mm followed by 188 mm lead blocks sandwiched 

between 6mm of MS on either side were used for fabrication of door which can be 

moved on rails. The roof of the experimental hutch was fabricated using 16mm MS 

sheets, 25mm of borated polythene (1% boron concentration) sheets, borated rubber 

(20% boron concentration) sheets and 1.5mm thick cadmium sheets.  

3.3.4 Experimental station 

The experimental station consists of a sample manipulation stage, neutron sensitive 

shielded imaging camera with CCD detector, image plate holding platform, remote 

viewing camera etc. It is located at distance of 1500 mm from the biological shield of 

the reactor. The sample manipulator consists of two translational motion stages to allow 

sample movement in perpendicular direction of beam propagation, sample holders for 

placing the sample at the suitable position in front of the beam and a rotation stage 

capable of rotating sample with a precision of 0.25
0
or more. The detector was kept on 

an adjustable stand of dimensions 600 (L) mm x 600mm (W)x 1000 mm(H) and 

shielded from all sides by lead and borated polythene to minimize the scattered noise. 

A neutron imaging camera, designed, and developed in house was used for image 

acquisition. Figure 3.19 shows the schematic of this camera which consists of neutron 

scintillator (LiF-ZnS) coupled to the CCD camera (Andor cooled, model DW432N) 

through front coated (aluminium) reflecting mirror and focusing lens. The light, 

proportional to the incident neutron flux, generated at the output of the scintillator was 

recorded using a high-resolution CCD camera, which was thermoelectrically cooled to 

-40
0
C for minimizing the detector noise. It has 1250 x 1050 pixels with a pixel pitch of 
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22 micron and the achieved resolution was measured ~200µm with 16-bit dynamical 

range. It was surrounded from all the sides by 100mm thick lead to shield the scattered 

neutron and gamma. High-resolution neutron image plates were used for carrying out 

phase sensitive experiments, which can be read with up-to 25µm pixel pitch. Both the 

detectors can be easily accommodated on the same detector platform. The CCD camera 

is connected to a remote PC. The rotations of sample are synchronized with image 

acquisition and controlled through in-house developed software. The data from CCD 

camera is readout with 1 micro-sec/pixel using frame grabber. Operation and control of 

sample manipulator, neutron detector can be carried out remotely from a separate 

control cabin. Two different monitoring camera units were installed within the 

experimental hutch to monitor the remotely controlled opening and closing of neutron 

beam ports and movement of translation stages for sample alignment. 

            

Figure 3.19 Schematic of imaging camera used for neutron tomography experiment. 
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3.3.5 Neutron beam characterisation 

The neutron flux at different points of the beam line was measured using bare gold foil 

and cadmium covered gold foils, and results are presented in Table-3.4. An average 

neutron flux of the order of ~10
6
 n/s was measured at both sample and detector 

location. The cadmium ratio was measured to be ~10 at the sample location. The 

CIRUS reactor consists of heavy water moderated core with graphite reflector and cast 

iron annular shielding zones as a result about 70% of the emerging neutrons are 

thermalized. 

Table 3.4 Neutron flux measurement 

 

Exit Beam 

Hole 

Sample 

Location 

Detector 

Location 

Neutrons due 

to scattering 

Reaction Rate 

Au197 (n, γ )Bare 

9.87e-16 

(±3.23%) 

2.83e-16 

(±3.30%) 

1.16e-16 

(±3.27%) 

1.39e-18 

(±14.07%) 

Reaction Rate 

Au197(n, γ )+Cd 

9.68e-17 

(±3.31%) 

1.88e-17 

(±4.40%) 

1.51e-17 

(±4.71%) 
No count 

Thermal Neutron 

Flux 
8.91e+6 2.64e+6 1.01e+6 ~1.39e+4 

 

a) Calculation of resolution and contrast  

The image resolution with CCD camera was measured using two methods first using 

sharp edge radiograph and measurement of Modulation Transfer Function (MTF), 

which was found to be 1.64 lp/mm at 10% contrast, and second using recorded image 

of the test pattern, which also show approximately 1.6 lp/mm at 10% contrast. The 
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MTF plot is shown in Figure 3.20. Radiography image contrast variation with object 

diameter and thickness measured using standard radiography phantom is shown in 

Figure 3.21. The contrast is seen to be decreasing very rapidly with object thickness 

whereas the effect of object diameter is less prominent [138,139]. 

b) Phase contrast variation as a function of aperture dimension  

Phase contrast variation as a function of neutron aperture dimension was measured  

using aperture dimension from 0.5 mm, 1 mm, 5 mm, respectively. The Table 3.5 

shows that the contrast decreases with the increase in the aperture dimension. 

               Table 3.5 Measurement of contrast as a function of neutron aperture 

S. No. Neutron aperture dimension(mm) Contrast (%) 

1 0.5 4.7 

2 1.0 1.9 

3 5.0 Not measurable 

              

Figure 3.20 Sharp edge image and plot of Modulation transfer function (MTF) for CCD 

3.4 Feasibility Experiments 

a) Neutron micro-radiography 

Neutron radiography has long been used in various scientific investigations and 

industrial applications. This non-intrusive method is based on principle of radiation 
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attenuation passing through matter. Because different materials have different 

attenuation behaviour, the neutron beam passing through a sample carries information 

about the composition and structure of the sample [18]. Neutron being a subatomic 

particle with no net charge, coulomb attraction has no effect on it. This fact makes it 

more useful for imaging applications of thick and high-density material. The 

implementation of technique requires only a well-collimated neutron source and a high-

resolution detector. Feasibility of neutron radiography for non-destructive applications 

has been tested on the developed experimental set-up using various samples as shown 

in Figure 3.22. 

              

             

Figure 3.21 (a) Measurement of resolution using test pattern (b) contrast variation in 

with object disc thickness (Horizontal) and diameter (vertical). (c) and (d) show the 

profile plot for (b) along right most vertical and bottom most horizontal series of disks 
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Figure 3.22 Neutron Radiography images acquired at neutron imaging beamline at 

CIRUS (a) nozzle of a gas cylinder (b) Hard disk 

b) Neutron PCI  

Most of the current facilities where neutron PCI is being performed are located at high 

intensity neutron sources with source fluxes reaching 4 x 10
14

 n/cm
2
/s. We have 

developed propagation based neutron PCI facility at medium flux research reactor and 

demonstrated its usefulness in neutron imaging due to its improved contrast for low 

absorbing materials. The 40-MWth CIRUS reactor represents a medium flux (10
13 

n/cm
2
/s) facility with a neutron flux one order of magnitude lower than commonly used 

sources. All the beam ports at this facility are radial in nature, which increases gamma 

noise in the acquired images and hence it makes the development of such an 

experimental set-up even more challenging. The implementation is based on the use of 

dual-purpose collimator discussed earlier so that both conventional neutron imaging 

and PCI can be performed without any substantial modification of the experimental set-

up. The switchable phase contrast installations have been standard at the HZB reactor 
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Berlin, the FRM II reactor Munich and the SINQ spallation source at PSI, Villigen for 

many years. Our approach is innovative in so far as the collimator insert moves the 

phase contrast diaphragm as close to the reactor core and moderator as possible, while 

the aforementioned installations have it at the outside of the biological shielding. This 

approach helps not only in meeting the coherence requirements for phase contrast 

experiments but also in minimizing the flux loss thereby achieving good signal-to-noise 

ratio for neutron phase contrast images and reduction in data collection time for 

facilities at medium flux reactors such as CIRUS. A number of samples were studied to 

demonstrate the phase contrast technique using neutrons; one of them is shown in 

Figure 3.23. The exposure time for both of these experiments was 35 min. 

                

Figure 3.23 Comparison of (a) neutron absorption and (b) PCI of syringe and their 

profile plots along the line shown. 
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4 APPLICATION OF MICRO-FOCUS 

BASED IMAGING SYSTEM 

     Micro focus based X-ray imaging system provide most affordable and accessible 

micro-imaging solutions thus widely used worldwide. We have  used this system for 

the micro-structure characterisation of nuclear materials especially those used in 

Compar high temperature reactor (CHTR). Visualization of internal geometries and 

quantification of micro-structure was carried out for various components of CHTR. 

Area and interspacing of fuel tube bores, porosity, morphology and thickness 

uniformity of SiC coating over their internal surface, thickness  and uniformity of 

coatings in multi-layered TRISO coated fuel particles was measured using quantitative 

image analysis of micro-CT images. This chapter discusses details of experimental 

system, image analysis methodology, and results of micro-structural characterisation of 

various components of CHTR using laboratory scale X-ray imaging system.  

4.1 Micro-imaging requirements in CHTR 

Figure 4.1 shows the schematic diagram of CHTR core and its subcomponents. It 

consists of nineteen prismatic beryllium oxide (BeO) moderator blocks [140]. These 19 
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blocks contains centrally located graphite fuel tubes. Each fuel tube carries fuel inside 

12 equispaced longitudinal bores made in the wall. The fuel tube also consists of a 

central bore, which serves as coolant channel for liquid metal/salt based coolant. The 

internal surfaces of these bores are coated from SiC, which protects graphite from 

corrosion and abrasion. The fuel for this reactor is based on TRISO coated particle 

fuels, which can withstand very high temperatures ~ 2000K and provide very high burn 

up. Eighteen blocks of beryllium oxide reflector surround the moderator blocks. These 

are surrounded by graphite reflector blocks. Reactor core is contained in a shell of 

materials resistant to corrosion against lead bismuth eutectic alloy coolant and suitable 

for high temperature applications. Top and bottom plates of similar material close this 

reactor shell. Components of CHTR are required to survive under extreme 

environmental conditions such as high neutron flux leading to irradiation damages in 

the materials, high temperatures causing thermal gradient and stress in the material, 

which may further lead to material fractures and corrosive environment of liquid 

metal/salt coolant. Design optimization and initial development is under progress for 

fuel tube, down-comer tube, fuel pellet, fuel particles etc. TRISO coated fuel particles 

has a specific layered structure which requires optimization of coating thickness, 

uniformity, and integrity. Fuel pebbles containing thousands of these fuel particles in 

graphite matrix requires optimization of number density of fuel particles in the matrix 

without damaging the coatings of fuel elements. Fuel tube which has one central bore 

and 12 equispaced peripheral bores requires dimensional characterization of bore 

diameter and interspacing uniformity throughout the tube and micro-imperfections in 
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the bulk of sample. For efficient oxidation and corrosion resistance, SiC coating over 

the internal surface of fuel tube bore requires non-destructive characterization of 

coating thickness, large-scale uniformity, porosity, and morphology. Non-destructive 

evaluation of sub-components geometry, distribution of various material phases and 

densities and quantitative measurement of internal microstructure using a suitable 

technique is important in order to optimize manufacturing parameters, minimize 

imperfections, and enhance dimensional accuracy. 

   

Figure 4.1 Schematic of CHTR core to show lattice subcomponents of the reactor 

         Most of these components are proposed to be manufactured from graphite, pyro-

carbons, carbon-carbon composites and other carbon based material because of their 

exceptional properties at high temperatures [140,141]. In view of the routine 

requirement of micro-structural characterisation for these components, application of 

tabletop X-ray imaging is considered due to its easy accessibility instead of synchrotron 

micro-imaging. Some of the micro imaging techniques such as high-resolution 
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absorption contrast imaging and tomography, PB-PCI, and phase tomography 

techniques can easily be implemented using micro-focus X-ray tube. Due to small 

source size, the unsharpness introduced in the image is quite less as compared to 

macro-focus source and high-resolution images can be obtained with suitable choice of 

imaging detector. PB-PCI can also be achieved to enhance edge contrast for improved 

visualization of interfaces with the optimization of a suitable source to object and 

object to detector distance. Enhanced resolution and contrast in the X-ray images 

provides extra ease in visualization and segmentation of structure and material phases. 

With use of some image analysis tools, features can be quantified for improved 

understanding.  

4.2 Micro-structure of SiC coatings 

 Graphite components of high temperature reactors such as fuel tube, down comer tube 

etc. are operated in corrosive and oxidative environment of liquid metal salt based 

coolant. Protection of the internal surfaces of fuel and coolant channels against 

oxidative degradation is necessary in view of their long-term performance [140,141]. 

SiC coatings are most commonly used for this purpose because of its unique 

combination of physico-chemical and mechanical properties [142,143]. Operational 

performance of the coating depends on its microstructure such as porosity, thickness, 

uniformity and integrity to the substrate, which in turn depend on the coating 

deposition technique and its process variables [143–145]. The microstructural 

properties of SiC coating are affected by a wide range of variables related to CVD such 

as temperature regime, coating kinetics, diluents gases, residence time etc. [146–148]. 
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In order to find suitable deposition technique and optimize its process variables to 

deposit SiC coating with desired microstructure, it is important to find a suitable non-

destructive quality evaluation method allowing characterization on real samples. 

            

Figure 4.2 Schematic of Prototype fuel tube with SiC coating over its internal surface 

of the central bore. B1 and B2 are the tube domains for microstructure characterization. 

                    In this study, we have used micro-focus based X-ray µ-CT for the micro-

structural characterization of SiC coating. The coating is deposited over the internal 

surface of pipe structured graphite fuel tube of diameter 10 mm, which is a prototype of 

potential components of compact high temperature reactor (CHTR). Atmospheric 

pressure chemical vapour deposition (APCVD) was used for coating deposition and 

properties such as morphology, porosity, thickness variation are evaluated. Micro-

structural differences in the coating caused by substrate distance from precursor inlet in 

a CVD reactor were also studied. The study establishes µ-CT as a potential tool for 

characterization of SiC coating during its future course of engineering. We showed that 



   131 

 

 

 

depletion of reactants at larger distances causes development of larger pores in the 

coating, which affects its morphology, density, and thickness. 

          X-ray µ-CT provide  three-dimensional  structure  of  an object  non-

destructively  owing to  the  high  penetration  of  X-ray [39,127,149]. It has been 

popularly applied to several applications of micro-structural characterization of bulk 

materials such as foam, composites, bones etc. [150,151]. Application of X-ray µ-CT 

for the analysis of coating layers is a relatively new method, which has only been the 

topic of a few publications so far. The first investigation of coating layers with μ-CT 

was performed by Perfetti who determined characteristics of the coating layer such as 

porosity and layer thickness [152]. Recently structural  analysis  of  coatings on tablets 

and  granules has also been reported using  an  in-house  X-ray generator [8,153]. 

Sondej et. al. has applied this technique for investigation of thickness and morphology 

of coating on porous particles [154]. Bulcke et al. have applied X-ray µ-CT apart from 

other technique to study structure of coatings on wood [155]. High quality X-ray µ-CT  

analysis  on  sub-mm  specimens  has  also become  possible with  sub micrometer  

spatial  resolution with the application of synchrotron X-ray sources which  is  

extremely  bright  and  highly parallel  and  has  a  tuneable  energy [156]. This is the 

first attempt of applying µ-CT in such geometry, possibly due to cylindrical symmetry 

of the sample. Most of the previous studies are carried out on spherical samples where 

coating is deposited over the outer surface [152,154]. It is also shown that simple image 

analysis methods applied to tomographic slice images provide valuable information 

regarding the porosity, presence of cracks, morphology, and thickness variation of the 
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coating. The 2D image analysis, applied using open-source image analysis tools 

ImageJ, is able to provide quantitative micro-structural insight of SiC coatings [157].  

Table 4.1 Process parameters of Sic coating deposition using APCVD 

Coating Temperature 1350oC 

Pressure Atmospheric 

Argon flow rate 5 lpm 

Hydrogen flow rate 5 lpm 

MTS flow rate 2ml/min 

reaction time: 18 min 

Coating rate 5µm/min 

c) Sample preparation 

The prototype of actual fuel tube was prepared in the form of graphite cylinder of 

length 235 mm and diameter 10 mm. An internal bore of diameter 3 mm was created at 

the centre of this sample. APCVD (Atmospheric pressure chemical vapour deposition) 

was then used to deposit SiC coating over the internal surface of the bore [158,159]. 

The CVD was carried out using electrically heated vertical high temperature graphite 

reactor at 1623 K, which defines the rate-limiting step of the CVD process to be 

diffusion controlled. MTS (Methyl-tri-chloro-silane) was used as precursor of SiC 

along with the argon-hydrogen gas mixture as carrier gas. The MTS flow-rate to 

evaporator at 473 K was controlled by peristaltic pump and the resulting vapour is 

swept into CVD reactor by argon-hydrogen gas mixture. The argon-hydrogen flow-rate 
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is controlled by Mass flow controller. The schematic of the graphite tube on which SiC 

coating was grown is shown in Figure 4.2. The process parameters used in coating 

deposition are summarized in Table 4.1. 

                

Figure 4.3 Micro-focus based imaging system used in this study 

d)  Experimental 

         Laboratory based X-ray µ-CT system used in this study consists of three major 

components namely source, sample handler and detector (Figure 4.3). The X-ray source 

is a Fainfocus micro-focus tube (160 kV, 1mA, 10 W, ~ 5μm focal spot). The sample 

handler is an in-douse designed and developed 4-axis sample manipulator system (x, y, 

z and θ). The detector is an Andor make front illuminated CCD camera having 100μ 

thick Gd2O2S: Tb phosphor layer coating over the front face of 70 mm diameter 

coupled fiber-optic [160]. The sample was placed on the rotation stage and projection 

images were acquired at 40kV tube voltage, 300µA tube current, 20 seconds exposure 

time, 60 mm source to object distance and 240 mm object to detector distance. This 
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allows imaging of full 10 mm diameter of prototype fuel tube in the field of view of 

CCD with optimum contrast and 4X geometrical magnification to enable effective pixel 

size of ~10μm. A single µ-CT scan covers 12 mm length of the sample, which covers 

approximately 85 mm
2
 of internal surface of the tube with SiC coating. In order to 

evaluate the effect of substrate distance from the precursor inlet, µ-CT experiments 

were carried out for two different domains of the tube B1 and B2 as shown in the 

Figure 4.2. Regions B1 and B2 were chosen during the experiment by moving the 

sample in vertical direction. The distances to the centre of the two domains from the 

gas inlet are 56 mm, 118 mm respectively. Tomography projection data was collected 

for each domain with sample rotating about its axis for 360 degrees at an angular step 

0.45 degree. Total 800 projections were collected for each domain. µ-CT reconstruction 

was carried out using in-house developed software based on filtered back-projection 

algorithm for cone beam reconstruction using FDK method [161]. The reconstructed 

slice images obtained for each domain data were stacked to form 3D image of the 

sample which after segmentation, virtual sectioning and color-coding according to gray 

values of respective materials, show distribution of various sub-components, their 

geometries and micro-structure. 

e) Results and Discussion  

i.  Qualitative analysis  

Visual inspection and qualitative analysis of µ-CT images provide information 

regarding the morphology, uniformity, and porosity of the coating. Several studies have 
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been reported based on two-dimensional characterization of coating [162,163]. Figure 

4.4shows various images of X-ray µ-CT reconstruction from a typical tube domain B2. 

                      

Figure 4.4 Horizontal (a) and vertical (b) slice images of µ-CT reconstructed graphite 

tube domain B2 (c) 3D micro-graph of coated fuel tube section B2 (d) 3D cropped view 

to show substrate coating interface (e)  3D segmented view of coating only showing 

granular morphology (f)  a close view of  (e) 

 Qualitative observation of horizontal and vertical slice images shown in Figure 4.4(a-

b) depict the full cross section of graphite fuel tube, internal bore and its surface, SiC 

coating deposited throughout the internal surface of the bore and some dendrite 
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structures over its surface. Gray region is the cylindrical graphite fuel tube whereas 

central region show bore of 3 mm diameter. Graphite tube is not of much interest for 

the present study except its central bore acts as substrate for SiC coating and it will not 

be shown in further images. The white region in the image is SiC coating. It is seen to 

have a base coating of certain thickness attached to the substrate over which granular 

shaped dendrite structures are attached. The fact is more clearly visible in the 3D 

images presented in Figure 4.4(c, d). The volume rendered 3D images of typical tube 

domain is presented with different color-coding for substrate graphite, SiC coating and 

air in the hollow region. Figure 4.4(a-d) presents a clear view of major structural 

properties of the coating i.e. morphology, thickness, uniformity over a large region of 

interest. The interface of the coating with graphite substrate can also be visualized 

which show apparent detachments at certain radial and axial locations.  

                                 

Figure 4.5 Comparison of horizontal and vertical region of interests in slice images of 

SiC coating of domains B1 (a, b) and B2 (c, d) 



   137 

 

 

 

The reason for loosing adherence at certain places is due to bridging of dendrite 

structures with the formation of inadequately adherent coating caused by reduced 

reactant concentration. Some closer views of the coatings obtained from virtual 

sectioning of 3D volume are shown Figure 4.4 (e, f). For clarity of visualizing coating 

morphology, the graphite tube is completely removed through volume rendering. 

Morphology of the coating is seen to be granular having some dendrite structure over 

its surface. The shape and size of the dendrite structure can be seen to be varying 

randomly. This is because, in the beginning of CVD process as the reactants pass 

through the substrate surface, the nucleation occurs homogeneously and growth is 

controlled by chemical kinetics at the solid-gas interface, which leads to the formation 

of initial coated region with uniform thickness and density.  Later, when the crystals of 

reactive species start to grow, concentration gradient formed above the interface causes 

the growth to be controlled by mass transport process, which is the reason for the 

formation of dendrite structure and deposition of SiC granules [164]. 

Figure 4.5 compares the microstructure and morphology of SiC coating in the two tube 

domains B1 and B2. The region of interest presented here show only the SiC coating 

whereas graphite substrate is removed for improved visibility. Both the regions of tube 

i.e. B1 & B2 consist of the base coating over which the dendrite structures are attached. 

The thickness of base coating appears to be less in B2 as compared to B1. As we see 

from Figure 4.5, the coating thickness appears to have short range (with-in the domain) 

and long range (across the domains) variation in B1 and B2 along the tube axis. The 

base coating and dendrite structure appears to be decreasing as we go from B1 to B2 
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whereas porosity and detachments from substrate are increasing. Both the regions B1 

and B2 consist of some micro-pores in the deposited coating however frequency and 

size of micro-pores is more in B2 as compared to B1. Through qualitative comparison 

of the two images, B1 is seen bonded more strongly with the substrate and having less 

number of voids and cracks at the interface. The dendrite structures in B2 are also 

smaller and attached poorly to the base coating. Such trend is observed because the 

CVD coating was carried out in mass transfer controlled domain, which usually occurs 

at high temperature. CVD being predominantly a boundary layer phenomena, high 

temperature leads to increased kinetics thereby the reactant species are consumed at 

faster rate than they are replenished, hence decreasing coating thickness along the axial 

direction was observed. The situation may be overcome by the reversing the gas flow 

direction periodically [165]. The tomography reconstructed slice images represent two-

dimensional distribution of gray values, which for a given chemical compound such as 

SiC is proportional to its absorption coefficient. Comparing average gray values in 

reconstructed slice images of SiC coatings of different domains namely B1 and B2, B1 

appears to have larger and uniform gray values distribution as compared to B2.  

i. Quantitative analysis  

          Quantitative analysis of tomography images provides estimates of structural and 

morphological differences of the sample regions B1 and B2. In this study, we have 

applied simple 2D image analysis to show the additional benefits of µ-CT for 

measurement of porosity and thickness uniformity [150,152,154]. Image analysis 

methods are chosen based on their open source availability and applications for coating 
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characterisation in the current literature. 2D image analysis is preferred here instead of 

3D in order to focus more on axial variation of structural properties caused by reactant 

depletion in the tube during the coating deposition instead of exclusive analysis of 

porous shapes and geometries. The simple image analysis methods adopted here quite 

clearly show the quantitative comparison for the microstructure of the coating. Two 

major properties porosity and uniformity of the coating were analysed quantitatively 

using simple 2D image analysis on reconstructed slice images. Tomography 

reconstructed slice images were subjected to a sequence of morphological image 

processing operations followed by geometrical analysis of micro-structural features. 

 

Figure 4.6 Sequence of image processing operations for quantitative analysis of slice 

images (a) Reconstructed raw (b) Threshold (c) segmented and outlined. 

Porosity  

      Porosity or formation of cracks in the coating plays a crucial role in its operational 

performance as they lead to penetration of oxygen to the substrate at specific sites 

[143,144,166]. Porosity also affects its hardness, young modulus, fracture toughness 

etc. that ultimately influence the wear-resistance, crack propagation and stress-strain 

behaviour [167]. Coating adherence to the substrate is also affected by pores, voids, 
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cracks at the coating-substrate interface, which may lead to detachment and peeling-off 

phenomena in the long-term operation. Figure 4.6 depicts the sequence of image 

processing operations applied on slice images of the coating in B1 and B2 for their 

quantitative microstructure analysis. The gray scale images are segmented to select SiC 

coating using threshold and converted into binary. The value of threshold was chosen 

based on visual inspection of coating interface. In the binary image, micro-structural 

features such as pores, cracks, and coating surface are identified, outlined, and labelled 

with a unique identifier based on their binary scale. Using this image analysis, enclosed 

area and circularity of micro-pores in the coating of the two tube domains are also 

measured and compared. Table 4.2 lists the mean values and standard deviations of 

these measurements. Analysis of these features is based on measurement of number of 

pixels enclosed by them in the segmented image and fitting with optimum ellipse in its 

area. In this study, ―particle analysis‖ tool of ImageJ has been employed for 

geometrical analysis of pores in the slice images. Pore size distribution, porosity 

(porous area/coated area) and their variation along the tube axis was measured 

compared for the two domains B1 and B2 to study effect of substrate distance from the 

precursor on the coating properties [164]. Figure 4.7(a) shows the histograms of Pore 

frequency distribution in the two tube domains B1 and B2 whereas the variation of pore 

frequency per slice along the tube axis is shown in Figure 4.7(b). It is clear from the 

plots that B2 consists of more pores as compared to B1. Pore frequency per slice varies 

randomly along the tube axis in a given domain however, the average number of pores 

per slice increases as we go from B1 to B2. Figure 4.8(a) shows the histogram of 
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integrated pore area per slice for B1 and B2 whereas Figure 4.8(b) shows its variation 

along the tube axis. It is evident from the plots that the integrated porous area per slice 

for all the pores increases in B2 as compared to B1 whereas within the domain it varies 

randomly. Figure 4.9 (a) shows average pore size distribution B1 and B2. It is evident 

from this plots that the pore size in B2 is larger as compared to B1. Some of the pores 

of very large size also present in B2. The ratio between B2 and B1 keeps increasing as 

pore size increases (at a size of 100 µm, there are only about 25% more pores in B2 

than B1, at 200µm, there are twice as many, and past 400 µm there are no more in B1.. 

                 

Figure 4.7(a) Pore frequency distribution for domains B1 and B2 (b) Pore frequency 

variation along the tube axis 

                

Figure 4.8 (a) Pore area distribution for B1 and B2 (b) its variation along the tube axis 



142  

 

 

 

This clearly shows that not only are there more pores in B2, but also larger in diameter 

as well. Measuring the contour of curved surface cause by dendrite structures and 

multiplied by the slice thickness, the surface area of the SiC coating per slice is 

calculated. It is shown in Figure 4.9 (b) that coating surface area is comparable in B1 

and B2. Hence, even when the surface area of the coating is similar in the two domains; 

the coating is comparatively more porous in B2 as compared to B1. 

 

Figure 4.9 (a) Pore Size distribution (b) Surface area of the coating in B1 and B2 

 

Figure 4.10 Slice image to show method of coating thickness measurement using grid 

lines and their profile plots. One profile plot along the vertical line is shown. 



   143 

 

 

 

Coating thickness and uniformity 

 

Figure 4.11 Coating thickness variation along axial direction for B1 and B2 

As stated earlier, SiC coating has a base coating attached to the graphite substrate 

covered by dendrite structures. Finding distinction between base coating and dendrite 

structure is difficult at all the places of the two regions hence thickness calculation of 

SiC coating is carried out taking dendrite structures also into account. Figure 4.5 shows 

segmented images of only coating portions i.e. the coating base and dendrite structures. 

The thickness measurements are carried out on these images using the method 

explained in Figure 4.10. For coating thickness measurement, profile plots along the 

grid line were drawn and values of intercepted length over the line of fixed gray value 

is measured at both the ends. The mean value of these measurements is taken as coating 

thickness considered slice. This process was repeated for all the slice of region B1 and 

B2. The coating thickness variation along the axial direction of tube for the two 

domains B1 and B2 is shown in the Figure 4.11. The mean coating thickness and 
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standard deviation are tabled in Table 4.2 for the two domains. As explained earlier, 

due to bridging of dendrite structures with the inadequately adherent coating, the 

coating appears to be detached from the substrate at certain locations. These 

detachments have contributed in the increased porosity of the coating at larger distance. 

Increased thickness is due to the larger pores in the coating covered by dendrite 

structures. 

Table 4.2 Comparison of microstructure measurements on SiC coating on B1 and B2 

Structural Properties of 

coating 

B1 B2 

Mean 
Standard 

Deviation 
Mean 

Standard 

Deviation 

Coating thickness (µm) 134.65 12.50 154.45 28.04 

CT number 151.73 13.90 154.94 22.53 

Pore counts 19.51 6.18 35.91 7.95 

Average area of pores (µm
2
) 2590 740 2970 591 

Total porous area (µm
2
) 51405 2380 106850 2935 

Pores circularity 0.80 0.20 0.76 0.24 

Pore dimension (µm) 83.82 60.67 100.33 89.91 

Curved perimeter (µm) 16120 1264 16633 1298 

4.3 Graphite fuel-tube of CHTR 

Fuel tube of compact high temperature reactor is made of either high-density nuclear 

grade isotropic graphite or carbon-carbon composites. It is a 1430 mm long tube having 

a central bore with 35 mm inner diameter and 75 mm outer diameter which serves as 

flow channel for liquid metal/salt based coolant. Fuel tube also houses 12 nos. of 10 

mm diameter and 1180 mm long peripheral fuel channels made in the thickness; out of 
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this 1050 mm is used to accommodate fuel compacts. The fuel tube is designed to 

withstand high temperature gradients caused by low temperature central region caused 

by coolant flow and high temperature peripheral region due to fission energy in the 

high burn-up fuel [140,141]. It requires dimensional characterization of fuel and 

coolant channels i.e. their cross sectional area, inter-spacing and longitudinal 

uniformity throughout its length [168]. Since the internal surface of the tube is coated 

with oxidation resistant material such as SiC and the coating micro-structure is affected 

by substrate structure and uniformity; characterization of micro-imperfections and 

surface non-uniformity of the graphite substrate is necessary. Micro-imperfections in 

graphite matrix are also important to be evaluated to ensure long term failure free 

performance of the fuel tube under operation at high temperature [169,170] 

Traditionally non-destructive dimensional characterization of fuel tube is based on 

radiographic projection imaging. Micro-structure and surface morphology is evaluated 

using techniques of electron microscopy such as SEM/TEM etc. [171]. While 

radiography provides limited insight about internal structure because of inherent 

superposition of overlying features, electron microscopy allows surface specific micro-

structure visualization with limited field of view. The later one is also destructive in 

nature as it requires contrast agents; elaborate sample preparation, and serial sectioning. 

For the non-destructive dimensional characterization of full CHTR fuel tube, we used 

high resolution X-ray CT followed by 2D image analysis to measure cross sectional 

area and inter-spacing of the fuel/coolant channels, micro-imperfections of graphite 

matrix and surface non-uniformity of the bores. 



146  

 

 

 

f) Sample preparation 

            To study the feasibility of X-ray CT for non-destructive analysis, a simulant 

fuel tube has been fabricated with low grade graphite. A schematic and actual 

photograph of the fuel tube used in this study is shown in Figure 4.12. The peripheral 

bores of equal diameters and a central bore with uniform inter-bore spacing along the 

longitudinal direction were created. The dimensions and inter-spacing of the bores was 

not controlled very precisely. In actual design, internal surface of these bores are coated 

with oxidation protective SiC coatings. However, in this study the fuel tube with un-

coated bores has been taken so as to focus on dimensional characterization of bores and 

their inter-spacing.  

g) Experimental procedure 

          The resolution, depth of penetration and field of view of X-ray CT system 

depends upon source size (focal spot size) in combination with detector pixel size, 

power of X-ray tube and geometrical magnification of the system respectively. Two 

different experimental systems have been used in this study to incorporate suitable 

resolution, field of view and depth of penetration in the sample to image required 

details at two different resolution scales. A higher resolution is required to image the 

surface roughness and sub-surface imperfections in the fuel tube material. A 160 kV X-

ray tube with (~ 400 µm) focal spot size and a detector, which consists of a CCD, based 

X-ray imaging camera having a Gd2O2S: Tb phosphor layer coating and a de-

magnifying optics so as to enable a field of view of 120 mm has been used to study a 

small section of the large fuel tube. The tomographic resolution of the system has been 
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measured to be ~ 200 µm. The sample has been mounted on a rotation stage for 

collecting radiographic projections while rotating the sample about its axis for 360 

degrees at an angular step 0.45 degree. The experiments have been carried out at X-ray 

tube voltage 110 kV and 1 mA current. 

 

Figure 4.12 Schematic of the samples fuel tube studied (a) and its actual photograph (b) 

h) Image reconstruction and analysis 

          Cross sectional area and inter-spacing of fuel/coolant channels have been 

measured using image based quantitative analysis on reconstructed slice images 

obtained from high-resolution CT. The study has also been used to detect and measure 

micro-imperfections in the graphite matrix and surface non-uniformity of the fuel tube 

bores. Acquired data obtained from different scanning processes have been used in 

computational reconstruction of tomography slice images using filtered back-projection 

[37,161]. 3D images have been produced by stacking sectioning, color-coding of these 

slice images using ImageJ [157]. Tomography slice images show distribution of 

material attenuation co-efficient in various sample planes. Image processing and image 

analysis tools have been used to measure various structural features of fuel tube. 
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Sequence of various operations for quantitative analysis of tomography slice images 

have been shown in Figure 4.13. Features related to a single material was selected 

using threshold operation and binary images are obtained.  

 

Figure 4.13 Sequence of digital image processing operations to carry out structural and 

morphological analysis of X-ray CT data. 

 

Figure 4.14 Section of fuel tube (a) XZ slice (b) shows the YZ slice (c) XY slice (d) 3D 

image of fuel tube section show surface roughness. 

The quantitative measurement of structural features is based on their segmentation in 

the image by various morphological operations such as opening, closing, dilation, 
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erosion etc. Each individual feature in the segmented image is outlined and labelled 

with unique identifier. In the scaled images, counting the pixels and fitting of most 

appropriate geometry in the labelled feature identified as particles provide measurement 

of various geometrical and morphological parameters [5,152,154]. Particle counting 

module in open source image analysis tool, ImageJ has been used. In this study, 

segmented features are fitted with ellipse and their area and centre of mass co-ordinates 

has been calculated for each bore in all the slices. The distance between the centres of 

mass of consecutive bores has been taken as bore inter-spacing.  

 

 Figure 4.15 Histogram of bore area (a) central (b) peripheral 

 

 Figure 4.16 Histogram of bore inter-spacing (a) central (b) peripheral 
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i) Results and discussion 

High-resolution tomography reconstructed orthonormal slice images of a fuel tube 

section of dimension100mm x 100mm x 30mm and its 3D volume image is shown in 

Figure 4.14. Qualitative observation of XY slice show apparently uniform bore cross 

sectional area and interspacing however, YZ and XZ slice indicate some variation in 

bore interspacing along the longitudinal direction. These images also show some small 

imperfections in the graphite matrix. The 3D images shown in the figure also show 

some surface non-uniformity over the central bore. 

Table 4.3 Measured parameters of fuel tube for high-resolution tomography system 

i. Dimensional characterization of Fuel tube channels   

Following image based quantitative analysis of tomography slice images, as discussed 

in the previous section, variation of bore cross sectional area and inter-spacing has been 

measured and shown in Figure 4.15 and Figure 4.16 respectively. Histograms of bore 
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area for central and peripheral bores have been shown in Figure 4.15 (a, b). Histogram 

distributions of interspacing between peripheral bores and their spacing with central 

bore are shown in Figure 4.16 (a, b). The mean and standard deviation of these 

measurements has been listed in Table 4.3. As can be seen, there is a very small 

(<0.2%) variation in bore area and interspacing at this resolution and the bores can be 

considered reasonably uniform. 

 

 Figure 4.17 Histogram of bore circularity of peripheral and central bore 

ii. Micro structure of graphite 

   The slice images of fuel tube as shown in Figure  4.14 show some micro-cracks being 

initiated in the material region. These micro-cracks may lead to imperfections and in-

homogeneity in the oxidation protective coatings over its surface, which ultimately 

affect its performance in environment of liquid metal/salt, based coolant during 

operation [20]. Image analysis has been used to measure circularity of the bores and 

size distribution of micro-cracks. Figure 4.17 shows the circularity of the bores which 

is also a measure of its surface roughness. The micro-cracks of the matrix are of 

random shapes hence their size has been measured in terms of major and minor axis of 
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ellipse fitted in their segmented area and shown in Figure 4.18. The mean and standard 

distribution of these measurements has also been listed in Table 4.3. 

 

Figure 4.18 Histogram of length of major and minor axis of ellipse fitted in the micro-

imperfection of the graphite matrix 

4.4 TRISO coated fuel particles 

TRISO (Tri-structural Isotropic) coated fuel particles are the most fundamental element 

of the reactor core. Figure 4.19 shows its basic design which consists of a kernel ~ 

500µ diameter comprising of fissile, fertile, and burnable poison materials. This core is 

coated with four layers of pyro-carbon (PyC) and SiC with specific thicknesses and 

densities in a particular order. Each layer in the TRISO coated fuel particle performs 

their specific functions when used as a fuel of high temperature reactors.  

                 

Figure 4.19 TRISO coated fuel particles showing core radius and thickness of layers 
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Figure 4.20 Comparison of absorption and phase contrast images of TRISO coated fuel 

particles showing different layers (a) Absorption contrast image (b) Propagation phase 

contrast image (c) The edge enhanced  image clearly showing all the interfaces. [Scale 

bar = 200µm for all images] 

 The densities of pyro-carbon coatings are very close, hence traditional absorption 

contrast imaging has been found to be incapable of distinguishing different layers. 

Instead PB-PCI offers improved visibility of the layered interfaces at small density 

gradients [25]. Figure 4.20 (a and b) shows absorption contrast image (a) taken at 5mm 

and PB-PCI images (b) taken at 500 mm distance of the sample from the detector. The 

small density difference between inner PyC and buffer layer not resolved in absorption 

contrast image is clearly visible in PB-PCI image due to increased coherence in the 

parallel monochromatic beam. Since very large number of TRISO particles (about 13.5 

millions) comprise the core, manufacturing of fuel kernels, deposition of multi-layered 

coatings on the particles, and characterization of the coated particles pose special 

challenges. We have successfully applied PCI for the optimization of process 
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parameters during the development of coating layers over a simulated fuel element with 

ZrO2 and Al2O3 kernels. In the process of design and optimization of technique for the 

fabrication of Fuel elements, several experiments have been carried out with 2 layers, 3 

layers, and four layers fuel particles with different manufacturing parameters and 

characterized using X-ray PCI [160,172,173]. 

 

Figure 4.21 X-ray µ-CT slice images of TRISO coated fuel particle at different planes 

of elevation. [ Scale bar = 200µm for all images] 

After optimization of manufacturing process issues related to optimization of structure 

and density of these particles need to be dealt with the application of suitable non-

destructive imaging technique. One of the important characteristic is the measurement 

of coated layers thickness and uniformity. Applying X-ray PCI and some basic image 

analysis, we have measured coating layers thickness Figure 4.20(c). The thickness of 

different layers was measured using intensity plot profile of scaled image and taking 

average for various directions. The thickness of various coating layers was measured as 

follows - Low-density pyrolitic carbon (PyC) buffer layer 99 μm; Inner high-density 

PyC layer 53μm; Silicon carbide (SiC) interlayer 69μm; Outer high-density PyC layer 

95μm. Using image gradient different, interfaces of different layers in the fuel particle 

can be distinguished more clearly. Acquiring such images over several angles of 
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rotation, we also visualized the azimuthal non-uniformity of the coating thickness of 

various layers. 

 

Figure 4.22 Different view of phase contrast µ-CT of TRISO coated fuel particle (a) 

Slice image (b) Orthonormal view (c) 3D volume rendered view. [ Scale bar = 200µm 

for all images] 

 Further to this X-ray phase contrast µ-CT has been applied to visualize the coating 

layers in 3 dimensions and measure their thickness at various orientations. µ-CT also 

deteµs the size, shape, and integrity of the microspheres in addition to the measurement 

of coating thickness. The technique involves taking phase contrast enhanced projection 

images of the microspheres on high-resolution X-ray detector using micro-focus X-ray 

source at 40 kV and 300 µA. The projection data is processed for flat field correction, 

noise removal. µ-CT reconstruction was carried out using filtered backprojection 

algorithm and reconstructed slice images at various elevations showing anisotropy of 

the shape and deviation from spherical geometry are shown in Figure 4.21. The 

variation of thickness of different layers at different planes is also visible in these 

images. The three dimensional view of the TRISO coated fuel particle is shown in 

Figure 4.22.  
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5 APPLICATION OF SYNCHROTRON 

IMAGING BEAMLINE 

     In this chapter we have discussed the applications of synchrotron X-ray µ-CT for the 

micro-structural characterisation of advanced materials such as extracant impregnated 

polymer beads (EIPBs), polyurethane foam, Al-SiC metal matrix composites and 

carbon composites. For extracting quantitative structural information from 

reconstructed µ-CT slice images, image processing and image analysis algorithms are 

applied.  

5.1 Polymeric beads 

The principal aim of radioactive waste treatment in nuclear industry is to minimize the 

volume of the secondary waste via optimized treatment processes, leading to generation 

of effluents, free from radioactive contaminants, for their final disposal. Therefore, the 

waste streams needs to be efficiently treated to bring down the radio toxicity to 

permissible levels or to level of zero discharge. The process of radioactive waste 

mnagement is also useful in recovery of some useful isotopes and actinides from a 

variety of waste streams employed in nuclear industry using aqueous radiochemical 
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separations[174–180]. The currently available technologies for separation and recovery 

of metal ions are solvent extraction, ion exchange, chemical precipitation, membrane 

based technologies and sorption on solid matrix using natural and synthetic adsorbents. 

Even though they are popular and efficient for bulk separations, these methods do have 

marked limitations that force the separation scientists to look for more efficient and 

technically feasible alternatives. The macro porous polymeric beads, impregnated with 

metal-specific extractants, show excellent extraction capability under column 

operation. They represent second generation of extraction system and offer distinct 

advantages due to possibility of high extracant loading resulting in enlarged metal 

uptake capacity. PES is well known for its application in preparation of polymer 

supported extraction systems, like membranes, beads due to its outstanding oxidative,  

thermal  and  hydrolytic  stabilities,  as  well  as  good  mechanical  and  film-forming  

properties [175,176,181,182].  

a) Micro-structure of beads 

The performance of Extracant impregnated polymeric beads is strongly correlated with 

its porous structure. The morphology of the PES bead is an important physical 

characteristic, which determines its usability and stability for metal ion separation from 

aqueous media. Ideally, for metal ion sorption, an extractant impregnated polymeric 

beads should have a hollow cavity at its core, surrounded by a porous polymeric matrix 

structure. The central hollow core enables it to encapsulate organic solvent and the 

pores on the matrix provide channels for the interfacial contact of aqueous and organic 

phases essential for metal ion transfer [175,181]. Ideally, a radial variation of pore size 
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distribution from periphery towards the centre of the bead is desired. The inner portion 

of the bead matrix should have high porosity with relatively bigger pore size for better 

mass transfer of aqueous and organic phases, while the outermost part of the bead 

should have a thin layer of nano-porous but relatively dense matrix, which prevents the 

loss of organic extractants. During the solidification of polymeric mixture drop to bead, 

additive‘s solubility in the antisolvent (water) determines the porosity and overall 

distribution of polymer inside the bead. The PES  based  extracant impregnated 

polymeric beads (EIPBs)  have  been therefore  investigated  for  their micro-structure 

using synchrotron based X-ray µ-CT followed by quantitative image analysis. 

 

Figure 5.1 Preparation of extractant impregnated porous PES beads (EIPBs) [182] 

b) Sample preparation 

Extracant impregnated porous PES beads (EIPBs) with DTDGA extractants were 

prepared, using phase inversion technique. Laboratory  reagent  (LR) grade  1-methyl  

2-pyrrolidone (NMP)[C5H9NO], polyethersulphone (PES) [C12H8O3S]n and  poly  

vinyl  alcohol (PVA) [C2H4O]n  were procured  from  local  market. PES powder was 

dissolved in 1-methyl-2-pyrollidone (NMP), to obtain the PES solution of required 
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viscosity. Aqueous solutions were prepared, using water purified by Millipore-Q water 

purification system, having conductivity of 0.6mS/cm, or lower. DTDGA and polymer 

solution-DTDGA was synthesized by the condensation reaction of potassium salt of 

ethane-1, 2-dithiol with N,N-bis-(2-ethylhexyl)-2-chloroacetamide [176,182]. The 

purity of the product was 99% and the yield of the reaction was 95%. A known amount 

of DTDGA was added to the PES solution and the mixture was added drop wise into a 

suitable aqueous bath, using a syringe with needle of appropriate diameter. A dilute 

aqueous PVA solution (∼0.1%), under continuous stirring by a mechanical stirrer was 

used as a suitable phase inversion medium. Within a few minutes of stirring, soft beads 

were obtained which were filtered and repeatedly washed with DI water. The beads 

were then incubated in water, for 24 h, for complete curing. A flow-chart, presenting 

the sequence of operations during sample preparation is given in Figure 5.1. 

c) Data acquisition and experimental details  

Phase contrast X-ray µ-CT of as prepared polymer bead sample was carried out using 

synchrotron imaging beamline at Indus-2 synchrotron source RRCAT Indore described 

in chapter-3 [18]. A PES bead sample of diameter 2.4 mm was placed on rotation stage 

with the help of suitable sample holder. The experiment was carried out at 10 keV 

monochromatic beam energy. This selection of beam energy is based on sample 

composition and thickness to ensure sufficient transmission of beam through the 

sample and interaction within it to generate good contrast and S/N in the phase contrast 

projection image. The propagation distance of 150 mm from sample to detector was 

optimized to allow development of phase contrast edge enhancement and improve 
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visualization of material-air interfaces and pore volume. The acquisition time was 600 

ms for each image and total 900 projections were collected over 180
o
 rotation of the 

sample about its axis along with reference and background images which were used for 

flat field correction of the acquired projection images. The experiments were carried 

out using Photonic science make VHR CCD detector due to its high efficiency and at 

the same time high resolution. The PSF for imaging system with this detector of pixel 

size of 4.5 X 4.5 µm is measured to be 15 µm.  

 

Figure 5.2 PB-PCI projection image of some PES polymeric beads. 

d) Results and discussion 

Polymeric beads have relatively thin outer polymeric layer and ‗shell within shell‘ type 

of internal structure due to uneven distribution of polymer suggesting its highly porous 

central region and comparatively less porous peripheral region. In order to visualize the 

local microstructure at various planes, we have carried out X-ray µ-CT reconstruction 

using filtered backprojection  technique and slice images of the sample were obtained 

at different elevation planes. Before tomography reconstruction, each projection image 

was flat field corrected, normalized, and adjusted for any rotational shift. Figure 5.2 
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show a typical phase contrast enhanced projection image of polymer beads samples 

suggesting their highly porous central and comparatively less porous peripheral region.  

        

Figure 5.3 SRµ-CT reconstructed slice images at various planes of polymeric bead 

showing porous architecture and its variation at different sectional planes 

     Figure 5.3 show reconstructed slices images at different cross sectional planes of the 

polymer bead sample. The slice images at different plane elevation are showing 

porosity of the sample and its variation within the sample volume. These images 

suggest that the bead is almost spherical in shape and microstructure show a wide range 

of pores varying in shape and sizes. The sample has a coconut type of internal structure 

with a large central void (volume 10 mm
3
) which is filled with organic extractant 

during application. The porosity is also not uniform throughout the sample and it 
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appears that the pores in the bulk are of larger size as compared to pores in the outer 

regions. The central pores of bead are quite large while the other pores at the peripheral 

region are quite small and generally formed within the solid material making a closed 

cell. The pore size keeps on decreasing from central region towards outermost surface 

of the bead where only micro to nano pores are present. 3D visualization of porous 

structure of polymer bead is shown in Figure 5.4. The figure show a 3D volume 

rendered image of complete sample where violet colour is showing the porous region 

and yellow colour is showing the polymeric material of bead. A close look of this 3D 

image is also shown in the Figure 5.4 showing the large pore cell and enclosed small 

pores in the wall of large pores. For the quantitative analysis of porosity, we used 

quantitative image analysis tools to the reconstructed slice images. After segmentation 

of individual pores, the quantitative measurement of different structural parameters 

related to pore structure of polymer bead was carried out using 3D particle analysis tool 

in the open source software ImageJ. The results of various quantitative measurements 

are shown in Figure 5.5. Measurement of these parameters of pores is based on fitting 

of ellipsoid of maximum dimension accommodated with in the pore volume and 

measurement of various characteristic of ellipsoid such as major and minor axis length, 

angle which the major axis make with horizontal and surface area. sphericity is the 

measures of the shape, which is found to be varying randomly suggesting the pores 

having quite large distortions from spherical shapes however; a small number of 

spherical pores are also confirmed through these measurements possibly lying in the 

peripheral region with small size.  
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Figure 5.4 3D volume rendered images of Polymeric bead showing its internal 

microstructure (left) and a close view in the central region (right). [Scale bar = 500µm] 

     

Figure 5.5 Quantitative measurement of various micro-structural properties of bead 
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Equivalent diameter is the diameter of sphere equivalent to the volume of pore, which 

provides a measurement of pore size. Histogram distribution of surface area of pores 

show that frequency of smaller pores lying in the range of 200 µm
2
 is large whereas 

number of larger pores is small. There are very few pores of size larger than 1000µm
2
. 

Maximum opening is the diameter of largest inclibed sphere also a measure of pore 

size. Future studies will focus on the effect of various experimental parameters on the 

porosity, morphology and architecture of polymer beads and their optimization to 

achieve the desired porous nature of the product. 

5.2 Polyurethane foam 

Polymers are part of everyday life and used in the form of natural polymers such as 

amber, silk, wool, wood, rubber etc. or synthetic polymers devised using various 

processes such as rubber, backelite, neoprene, polyvinyl chloride (PVC), polystyrene, 

polyethylene etc. These polymers are manufactured and used in various structural 

forms such as foams, solids, membranes, composites etc. Polyurethane foam (PUF) is 

one particular polymer with porous structure which is quite popularly used in 

household applications as packing materials, for insulation in construction & industrial 

processes, life preservers, and marine equipment [183,184].The PUF used in this study 

is flame retardant PUF, specially designed to use as protective enclosure for radioactive 

material transport package against accidental mechanical shock and fire. 

a) Micro-structure of polyurethane foam 

      PUF show some unique physical properties such as low thermal conductivity, low 

density, excellent dimensional stability, high strength-to-weight ratio, low moisture 
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permeability and low water absorption. The application of polymer foams for various 

applications depends on these physico-mechanical properties, which have very strong 

co-relation with its cellular microstructure and morphology. These cellular structures 

can be varied within limits by choice of raw materials, density, blowing agent and other 

process parameters in foaming process. Non-destructive microstructure characterization 

and optimization through variation of process parameters and ingredients during 

sample preparation is extremely important to find the suitable product with optimum 

properties. Establishing structure property co-relation based on finite element 

modelling further help in this process [184,185]. In the quest of finding a suitable 

microstructural characterisation technique, we studied flame retardant polyurethane 

foam (PUF) using micro-focus as well as synchrotron based X-ray µ-CT and compared 

their performances for qualitative & quantitative analysis. 

b) Sample preparation 

For the preparation of fire retardant PUF, the polymeric methane diphenyldiisocyanate 

(PMDI, Suprasec 5005) and sucrose-based polyetherpolyol (Daltolac R 180) were 

procured. Distilled water was used as a chemical-blowing agent. N,N,N,N,N-

pentamethyldiethylenetriamine (PMDETA) was used as a catalyst. Poly-ether dimethyl 

siloxane was used as a surfactant [184,185]. All these raw materials, except PMDI, 

were first well mixed in a plastic beaker. Then PMDI was added into the beaker with 

vigorous stirring for10 s. The amount of PMDI required for the reaction with polyether 

polyol and distilled water was calculated from their equivalent weights. The resulting 

mixture was immediately poured into an open paper mold (50 x 50x 50 cm
3
) to produce 
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free rise foams. The foam blocks were developed in well-designed mould enclosures to 

achieve high density by arresting free rise. After the preparation, the foams were kept 

in an oven at 708
0
C for 24 h to complete the polymerization reaction. Different test 

samples of specific shapes were cut from the cured foam. Dimensional finishing was 

achieved through rubbing with fine emery paper. 

                

Figure 5.6 Comparison of micro-focus and synchrotron based X-ray µ-CT imaging. (a, 

c, e) show phase contrast projection image, tomography reconstructed slice image and 

3D volume rendered image of micro-focus experiment and (b, d, f) show the 

corresponding images from synchrotron based experiment. 
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c) Data acquisition and experimental details 

      In order to compare the performance of laboratory and synchrotron based X-ray µ-

CT systems for the charecterisation of polyurethane foam, we have conducted phase 

contrast µ-CT experiments using both the experimental systems. The samples were 

placed on the rotation stage with help of suitable sample holder. Using variation of 

experimental parameters, first the phase contrast in the projection image was optimized. 

For laboratory-based system, the source voltage, current, acquisition time, source to 

object and object to detector distance were adjusted whereas for synchrotron imaging, 

beam energy, acquisition time and objet to detector distance was optimized. The 

sample size chosen for both the system was 3 mm x 3 mm x 10 mm.  

         In laboratory based imaging, the projection images over full 360 rotations were 

collected while rotating the sample about its axis as required for cone beam acquisition. 

Angular step of 0.45 degree was chosen to acquire total 800 projections apart from 

reference and background images. For synchrotron imaging system, the 900 projections 

over only 180 degree of rotation with rotation step of 0.2 degree are needed because of 

parallel nature of beam. The smaller step in laboratory-based imaging was not possible 

because of lower flux thus much higher acquisition time per image and variation of 

source current with time. The total scan with laboratory-based imaging took 

approximately 4 hours whereas the synchrotron scan was completed in 15 minutes. The 

laboratory-based experiment was conducted at 40 KV, 300 µA source parameters with 

source to object distance 60 mm, object to detector distance 240 mm, and acquisition 

time of 20 sec. The synchrotron imaging was conducted at 10 keV beam energy, 150 
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mA current, 600 ms acquisition time, and object to detector distance of 300 mm. Since 

the imaging detectors used in the two systems are different, the ultimate resolution was 

different in the two systems. The MTF for synchrotron imaging was ~ 15 µm whereas 

for laboratory-based system with magnification, it was approximately ~ 20 µm.  

  

Figure 5.7 Sequence of morphological image analysis f polymer foam µ-CT data (a) 

Reconstructed slice image (b) threshold image (c) distance transformation (d) labelled. 

d) Results and discussion 

          The data acquired from both the imaging systems was used for tomography slice 

reconstruction using their respective cone beam filtered back projection (FDK method) 

and parallel beam filtered back projection algorithms respectively. An in-house 

developed tomography reconstruction code was used for this purpose. Different slice 

images and 3D rendered volume images were visualized using ImageJ, an open source 

3D visualization software. Figure 5.6 compares high-resolution projection and µ-CT 
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images of PUF sample obtained from laboratory based and synchrotron based µ-CT 

experiments respectively. The projection images shown in this figure shows random 

structures of pores in the bulk of PUF however, the contrast at interfaces and signal to 

noise ratio is better in synchrotron image as compared to laboratory-based system. This 

is due to improved coherence and lower acquisition time facilitated by high flux of 

synchrotron beam. Comparing reconstructed slice images of PUF from the two system, 

the shapes of the cells appears to be approximately spherical in both the images 

however the boundaries of cell is well defined in synchrotron reconstructed image due 

to high resolution and high contrast. The thin wall connections between different pores 

and thin pore boundaries are hardly visible in laboratory-based image whereas these 

features of cellular structure are quite clearly visible in synchrotron image.    

 

Figure 5.8 (a) Orthonormal slice view and (b) 3D volume rendered image of segmented 

cells in polyurethane foam using synchrotron µ-CT               

       This improved image contrast and resolution in synchrotron imaging is useful in 

improved 3D visualization and structural segmentation of various cells in the 

microstructure of PUF. Comparison of volume rendered 3D images reconstructed from 
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the two-tomography experiments show that, though both the systems are capable of 

visualizing 3D cellular structure, the quality of images is much improved in 

synchrotron imaging. The difference of resolution and contrast in these images is 

clearly visible.  

 

Figure 5.9 Quantitative measurement of pore size distribution in polyurethane foam 

using SR µ-CT. Maximum opening is diameter of largest inscribed sphere and 

equivalent diameter is the diameter of sphere with equal volume 

       Quantititative analysis of µ-CT slice images was conducted to measure cell 

architecture in terms of cell size, shape, and orientations. The image analysis requires 

segmentation of cells in the microstructure using image thresholding followed by 

distance transformation and watershed segmentation. A typical sequence of operation 

used for quantitative analysis of cellular structure is shown in Figure 5.7. The 

segmentation of images in laboratory-based system is quite difficult as compared to 

synchrotron-reconstructed images due to their poor resolution, contrast, and SNR. The 

shapes of cell are quite comparable to the actual shapes in synchrotron tomography data 
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as compared to laboratory imaging. This is primarily caused by in-visibility of 

partitioning walls of cell in laboratory data as compared to synchrotron imaging. The 

3D structure of segmented cell in the synchrotron data is shown in Figure 5.8. 

Quantitative size distribution in terms of maximum opening and equivalent diameter is 

shown Figure 5.9. Histogram distributions of other micro-structural properties of pore 

such as surface area, volume, orientation angle and sphericity are shown in Figure 5.10  

 

Figure 5.10 Quantitative measurement (a) surface area (b) volume (c) orientation angle 

and (d) sphericity of pore in polyurethane foam using SR µ-CT 

        Measurement of pore size (pore area in 2D and surface area in 3D distribution 

from both laboratory and synchrotron analysis is suggesting that the pore area is less 

than 5 x 10
4
µm

2
. This gives an average size of pores 210µm. This is also confirmed 



172  

 

 

 

from the measurement of ferret diameter (maximum distance between two points lying 

at the boundary of the shape) in 2D and equivalent diameter in 3D (diameter of 

enclosing sphere). The maximum Ferret diameter/equivalent diameter is measured to be 

400 µm but the average value lies 210 µm. The shape of the pores is measured in terms 

of shape descriptors such as circularity, sphericity, and aspect ratio. These 

measurements are based on fitting of most appropriate ellipse within the pore area. 

Aspect ratio is the ratio of major and minor axis of the ellipse whereas circularity is a 

measure of deviation from perfect circle, expressed in terms of pore area and perimeter 

as 4π(area/perimetre
2
). 

                           

Figure 5.11 Compressibility test on polyurethane foam samples exposed with different 

gamma doses of 5, 10, 15, 20 kgray. 

e) Effect of gamma irradiation on polymer foam 

Polymers are quite susceptible to incident radiation and their microstructure is affected 

by high radiation dose due to breaking in polymeric chains of macromolecules and 
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crosslinking induced by radiation [186–188]. In order to see the effect of radiation dose 

on cellular microstructure of polyurethane foam, the sample prepared with the method 

discussed in the previous section were subjected to γ doses of 5,10,15,20 kGy using 

irradiator. Effect of γ irradiation on three-dimensional microstructures in the bulk of 

these samples was studied using synchrotron based phase contrast X-rays tomography 

and their mechanical strength was measured via compressibility test using micro 

hardness tester. Measurement of hardness was based on pressing a standardized 

indenter with a standard force into the material to be tested to allow the deformation to 

take place. This deformation is measured in terms of the deformation produced beyond 

the elastic limits. Figure 5.11 shows the compression curves obtained for the γ-

irradiated foam. Effect of gamma irradiation on elastic properties is not altered 

significantly up to a force of 900 Newton.                               

        The foam is within the elastic limits so long as the applied force was below 900 

Newton with a reversible deformation of 5 mm. However, beyond this limiting force, it 

is reduced upon irradiation of a dose of 10 kGy due to γ induced cross-linking of the 

polymeric chains leading to increased hardness. This results in reduced deformation to 

the extent of 10% as seen in the figure. Compressibility curves of samples with dose of 

15 and 20 kGy show increased deformation again. This is indicative of the chain 

session of already strained cross-linked polymeric chains. Since the cellular 

microstructure of polymeric foam is strongly correlated with the mechanical properties 

we have applied synchrotron based phase contrast µ-CT to see the effect of radiation 

dose on cellular microstructure and tried to correlate this with the results of 
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compressibility test on polyurethane foam. Phase contrast µ-CT experiments were 

carried out on PUF samples irradiated with 5, 10, 15, 20 Kgray with experimental 

parameters similar to those discussed in the previous section and reconstructed slice 

images of various samples were obtained and compared  as shown in the  

Figure 5.12.  

                         

Figure 5.12 SRµ-CT images showing the effect of gamma dose on microstructure of 

polyurethane foam exposed with  different gamma doses of  0,5, 10, 15, 20 kgray. 
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     It is clearly seen that the γ dose quite strongly affect the microstructure of 

polyurethane foam. We can see that when the samples are irradiated with 0 to 10 kGray 

of gamma dose, the irradiation of the foam results in cross-linking leading to increased 

wall thickness and shrinkage of cellular structure. This leads to increased strain around 

the foam bubble and increased hardness is also observed in the compressibility test. 

Further increased exposure to gamma doses lead to rupture at the cellular boundaries 

connecting the bubble structure leading to decreased mechanical strength and finally 

leading to increase in deformation seen in the 15 and 20 kGy samples. Thus, we find 

that the cellular structure of foam is modified by irradiated gamma dose in terms of 

average cell size, average wall thickness, fractured cell content, total porosity etc. 

Using compressibility test based on micro hardness tester, we have also found that 

porosity and other cellular properties are strongly co-related with macroscopic 

behaviour of foam. Thus, we have found correlation between gamma dose, cellular 

structure, and mechanical properties of polyurethane foam.  

5.3 Metal Matrix Composite 

Metal matrix composites (MMCs) have ceramic particle reinforced in the metal matrix. 

This specific micro-structure of MMCs enables its exceptional properties such as high 

strength, high stiffness, and low density [189–191]. Study of damage mechanism in 

(MMCs) is carried out using traditional mechanical testing, microstructural 

characterization, and post-experiment fractographic analysis. It is generally agreed that 

damage in extruded ceramic particle reinforced MMCs takes place by a combination of 

particle fracture and matrix void growth. An understanding of the precise nature of 
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these damage mechanisms is limited by examinations of the two-dimensional fracture 

surface or polished cross-section of the material [191,192]. X-ray tomography is an 

excellent technique for non-destructive visualization and quantifying damage that 

eliminates need of destructive cross sectioning, and allows superior resolution and 

image quality with minimal sample preparation. It is important to note that, while 3D 

techniques such as X-ray tomography enable the acquisition of large data sets 

representative of the microstructure of the material, it is often the image analysis 

methodologies that are the rate-limiting step in such analyses. It is common to acquire 

data in a short time, but spend a fair amount of time in segmentation, reconstruction, 

and statistical analysis of the relevant microstructural features.  

         In this study, we have applied synchrotron based X-ray µ-CT for the cohesion 

damage visualization in Al-SiC metal matrix composites (MMC). In these materials, 

one major problems with X-ray µ-CT analysis is that the densities of Al and SiC are 

quite similar. Thus, the contrast between the two phases is extremely poor. This poses a 

big challenge on the imaging technique to produce sufficient contrast in the image 

between different structures and densities so as to allow their clear visualization and 

segmentation. The segmentation of different structures and density features in the 

image depends on the quality of image measured in terms of resolution, contrast and 

signal to noise ratio [191,193–195]. Synchrotron X-ray µ-CT with its unique 

characteristic of coherence, high flux, collimation, and monochromaticity improves 

image contrast and signal to noise ratio significantly in hard X-ray imaging. In addition 

to this, the inclusion of phase contrast significantly improves the visualization of 
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interfaces of materials with different refractive index. In this work, we have carried out 

a comparative study of three different synchrotron based 3D micro-imaging techniques 

namely absorption contrast µ-CT, phase contrast µ-CT and holotomography to find out 

their application in the visualization of damage behaviour in Al-SiC MMC [196].  

f) Sample preparation 

Aluminium metal matrix composite consisting of 20% vol SiC (P) in the extruded form 

was prepared and tested in compression to a true strain of ~ 0.9 – 1.0 over a range of 

temperatures and strain rates. Small coupons of about 500 m thickness were extracted 

from multiple locations of a set of tested samples and subjected to µ-CT scans.  

g) Data acquisition and experimental details 

Absorption contrast µ-CT and propagation based phase contrast µ-CT experiments 

were carried out at synchrotron imaging beamline discussed in chapter 3. The 

principles of absorption and phase contrast tomography are also discussed in chapter-1. 

For holotomography, different single distance phase retrieval techniques discussed in 

chapter-2 were tried and it was found that Paganin algorithm and modified Boronikov 

algorithm under PAD conditions perform well as compared to other methods. For 

absorption contrast tomography, experiment were carried out placing detector in 

contact to the object (5 mm distance only) whereas for propagation based phase 

contrast tomography the detector was placed at 180 mm from the object. For both these 

cases, apart from reference and background images, 900 projections were collected and 

flat field corrections was  done before reconstruction. For Holotomography, the 

projection images acquired in phase contrast mode after flat field correction were used 
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for phase map retrieval and  modified Boronikov algorithm used. All the tomography 

scans were carried out using a monochromatic beam of energy 20 keV, at an incident 

flux of the order of 10
8
 photons/sec on the sample. The illuminated volume of the 

sample was obtained in the form of reconstructed slices dataset for absorption, phase 

tomography and holotomography data, which were subsequently visualized in 3D to 

reveal the nature of, decohesion damage in terms of its location, morphology, relative 

content and spatial distribution. The slice images and 3D images of Al-SiC sample 

were compared for different modes of µCT. Relationship of damage with the SiC 

particles shape, size & spatial distribution along with other properties of MMC are 

being explored.  

 

Figure 5.13 Comparison of absorption and phase contrast imaging - projection images, 

reconstructed slices of the same plane, plot profiles of projection (along the central 

row) and reconstructed slices (along the line shown) and histograms of slice          
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h) Results and discussion: 

i. Comparison of absorption contrast and phase contrast tomography 

Figure 5.13 show the radiographic projection image and a typical tomography 

reconstructed slice image in absorption contrast and phase contrast projection modes in 

the same elevation plane. The profile plots for projection image along its central row 

and profile plot along the depicted line for the reconstructed slice is shown in Fig 5.13. 

The figure also shows histogram distribution of respective reconstructed slices. The 

comparative analysis of the figures suggest that absorption contrast reconstructed slice 

image show poor contrast between the structural features and fine features are 

smoothened resulting in poor visibility of damaged regions whereas phase contrast 

image more accurately resolve the fine structures as evident from the profile plots. This 

feature is especially useful in distinguishing small damages, openings, and cracks 

generated in the matrix volume of the MMC. However, the reconstructed slices from 

absorption contrast images also show some white regions not visible in PCI image.      

These features suggest the existence of some highly absorbing but small particles 

embedded in the matrix. These may be the iron or similar heavy element. These 

features are not visible in the phase contrast image due to intensity re-distribution in the 

propagated image caused by diffraction at the edges and possible merger with the other 

features. Therefore, the absorption contrast imaging offers improved visualization of 

embedded high atomic number particles whereas phase contrast slices images provide 

better visualization of internal damages in the Al metal matrix (Figure 5.14). In spite of 

visibility of these features, the SiC particles embedded in the matrix of Al metal are 
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still not visible. This is because, the absorption as well as phase contrast generated in 

the image is not sufficient to distinguish the small density difference between Al and 

SiC. In order to resolve this problem we have applied holotomography reconstruction 

after retrieving quantitative phase from the phase contrast projections.  

         

Figure 5.14 Comparison of reconstructed slice images of absorption contrast 

tomography (left) and phase contrast tomography (right). [Scale bar = 500µm] 

i) Comparison of phase contrast tomography and holotomography 

The intensity distribution I(x, y) measured at a single known distance Z between the 

object and the detector plane can be used to retrieve the projected thickness t(x, y) of 

the object, which is equivalent to the projected phase shift of the X-ray wave-front and 

thus we get a better contrast in the image. In this study, we have used modified 

Boronikov algorithms for phase retrieval before tomography reconstruction. The 

algorithm is strictly valid only if the following experimental conditions are fulfilled. 
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The object imaged consists of a single, homogeneous materialand Monochromatic 

radiation is used. The distance z between the object and the detector plane fulfils the 

near-field condition. Although all the validity conditions for this algorithms are not 

strictly satisfied for Al-SiC sample due to its mixed composition consisting Al, Si and 

C, the method is still considered for the study as difference in ӧ/β ratio for these 

elements is not large [105,110]. The result after applying this phase-retrieval algorithm 

is shown in Figure 5.15.  

                      

Figure 5.15 Comparison of flat field corrected phase contrast image and phase map 

retrieved using PAD-MBA at object plane for Al-SiC composite 

It depicts the phase maps at object plane retrieved from phase contrast projection at 0 

degree. The retrieved phase is directly proportional to the projected electron density in 

the sample therefore expected to provide improved visibility of SiC particles in Al 

matrix. These maps were retrieved for all the projection images and reconstructed using 

a standard reconstruction algorithm to obtain CT slices. The slice reconstructed using 

holotomography is compared with phase contrast tomography image in Figure 5.16. 
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The SiC particles present in the matrix has been reported in the literature to be visible 

in the holotomography slice images when the more sophisticated and computationally 

complex phase retrieval algorithms requiring multiple projection data are used. In our 

case some of the embedded particle are seen however their boundaries are still not 

clearly visible possibly due to in-sufficient contrast generated in the image.  

                                        

Figure 5.16 Comparison of µ-CT slice images of Al-SiC composite without phase 

retrieval (Phase contrast CT) and with phase retrieval [PAD-MBA] (Holotomography) 

The possible reasons for this is the application of single distance phase retrieval 

algorithm under the conditions of its non-validity, availability of comparatively poor 

coherence at synchrotron imaging beamline and poor resolution of the system measured 

to be 15µm MTF. Future experiments are being planned with higher resolution detector 

and improved algorithm of phase retrieval applicable to conditions that are more 

general. The phase retrieval applied is not sufficient to resolve and segment the 

embedded particles and therefore the quantitative analysis of data sets is not carried 

out. It has been however observed that the strong edge enhancement, caused by the 
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phase effects provide improved visibility of sharp features such as cracks voids, 

opening in the matrix and whereas absorption contrast for embedded high atomic 

number particles. This information can fairly be used to quantify damage mechanism in 

the metal matrix of Al-SiC MMC. The percentage of damaged  region/cracks can be 

quantified out of their total volume based on three dimensional image analysis.  

5.4 Carbon-carbon composites 

Carbon-carbon composites are a generic class of carbon materials consisting of carbon 

fibres reinforced in a carbon matrix. The special property of fibre-reinforced 

composites is their inherent anisotropy, a characteristic dictated by the spatial 

arrangement of the constituent phases. Indeed, the microscopic arrangement of the 

complex fibrous structure and matrix plays a major role in the determination of the 

macroscopic properties of the material such as light weight, high thermal shock 

resistance; high sublimation temperature, high thermal conductivity, low coefficient of 

thermal expansion, strength retention at higher temperatures, high impact resistance, 

high stiffness etc. These special properties make them a good choice in the fusion 

reactors, where they are expected to endure severe environment including high-heat 

fluxes, high armour, surface temperature, and eddy-current induced stresses during 

plasma disruption. The quest for improving the physical properties for high 

temperature, high pressure applications provided the impetus for research on these 

materials, which mainly includes improvements in properties of the constituent 

materials, i.e., carbon fibres and carbon matrix precursors and design optimization by 

an intelligent combination of two different constituents. The fibres possess a very high 
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modulus and classified either based on the type of precursor used for their manufacture 

or the final properties they attain. Among the various precursors only three precursor 

namely–rayon, polyacrylonitrile (PAN) and pitch are considered for commercial 

processes depending on the end application. After selection of fibres, next crucial job is 

the design and fabrication of a suitable preform that forms the starting material for 

manufacturing the composite. Also referred as fiber architecture, the preform not only 

imparts rigidity to the composite, but also in combination with fiber properties, it 

determines the properties of the composite. The matrix serves to protect the fibres from 

damage due to the environment and also it plays a very important role of stress transfer, 

which helps in attaining excellent properties finally. In carbon/carbon composites, the 

matrix is also made up of pure carbon, which can be developed, from various 

precursors with their specific characteristics that determine the final CC composite 

properties. Matrix precursor is decided depending on final application. The various 

sources of matrix precursors are Pure hydrocarbons, Oxygen and Nitrogen containing 

hydrocarbons, Sulphur and halogen-containing compounds etc. [145,169]. 

a) Micro-structure of carbon-carbon composite 

The carbon/carbon (C/C) composites can be tailor made according to the requirement. 

As C/C composites are infinitely variable family of materials, the processing and 

design parameters such as (a) architecture, i.e., 1D, 2D, 3D or random fiber 

distribution; (b) fiber precursor, i.e., pitch, polyacrylonitrile (PAN) or vapour grown; 

(c) matrix, i.e., liquid impregnation (pitch or resin) or CVI and (d) final graphitization 

temperature will influence the properties and behaviour of C-C composites. In order to 
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estimate bulk properties of designed carbon-carbon composites, a whole range of 

numerical methods such as those based on Finite Elements Models are used provided 

the characteristics of constituent phases and their spatial arrangement are known. 

Among the structural characteristics that influence the properties of the material are 

those regarding the fibres, such as the distribution of lengths and orientations, 

waviness, curvature, and volume fraction, and similar quantities for the matrix and void 

phases. Manufacturing techniques are fine-tuned to control these characteristics, but the 

tuning process usually requires repeated cycles of fabrication and comparison with 

characterized samples. Moreover, no matter how much fine-tuning, there is no such a 

thing as the perfect manufacturing process and, therefore, different factors in the 

fabrication chain introduce in the real microstructure of the product deviations from the 

theoretical design, which affect the predicted performance of the material. Manual 

methods for the characterization of fibrous composites are expensive, limited & error-

prone [197–201].  In this study, we have investigated the feasibility of use of X-ray µ-

CT for the non-destructive charecterisation of C/C composites manufactured using 

different techniques and having different architecture and spatial arrangement of fibres 

in the carbon matrix. µ-CT produces accurate images of 3D volumes by reconstruction 

from multiple X-ray projections, allowing the direct characterization of the 3D 

microstructure of samples with significant thickness. C/C composites pose a significant 

challenge to X-ray imaging systems due to the close densities of inclusions and matrix, 

yielding very poor contrast among the constituent phases. Sensitivity is increased for 

composites made up of materials with neighbouring densities such as C-C composites 
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by using coherent X-rays from a synchrotron source using phase contrast tomography 

where interfaces between constituent phases are detected through the interference 

patterns arising from the out of phase waves propagated through materials with 

different refraction indices. Qualitative comparison of different characteristic of C-C 

composites microstructure such as porosity, volume fraction, lengths, orientations, 

waviness, curvature of fibres, and the matrix is done in their respective tomography 

slice images. In the following, we have shown 3D microstructure of several C/C fibrous 

composite using phase contrast X-ray µ-CT and advanced image analysis [197,198].  

b) Preparation of samples 

            

Figure 5.17 µ-CT of C-C composite-I (a) Phase contrast projection image (b-d) 

reconstructed tomographic slice images in YZ, XZ and XY orientation  (e-f) 3D 

volume images. [ Scale bar = 500µm for all images] 
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i. Sample-1 (C-C Composite I) 

In this sample, carbon preforms were made using polyacrylonitrile (PAN) carbon 

fibres. These fibres were matted and stacked to a 2-D preform using phenol 

formaldehyde resin. Rectangular green preforms were cut into 1΄΄x 1΄΄ x 0.4΄΄ size and 

carbonized at a slow heating rate at 1000C. They were further densified using 

impregnation with liquid phenol formaldehyde resin at pressures of 50 bar for 10 hrs. 

The impregnated samples were then carbonized at 1000
0
C under inert atmosphere with 

a heating rate of 6

C/h. The entire cycle was repeated for the second time.  

 

Figure 5.18 µ-CT of CC-9 carbon-carbon composite (a) Phase contrast projection 

image (b) reconstructed tomographic slice image  (c) 3D volume image     

ii. Sample -2 (C-C Composite II) 

These high density C-C composite have been fabricated by using 3D woven carbon 

PAN fiber based preform. The preform was densified by a few number of cycles of 

resin impregnation and hot isostatic pressing to achieve a density of 1.75 g/cc.   
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iii. Sample -3 SiC coated composite sample: 

The SiC coating was developed on 2D C/C composites (3.5 cm × 3.5 cm × 0.5 cm) 

using CVD. A high temperature vertical graphite reactor of 400 mm length and 60 mm 

diameter was used for the coating studies. SiC coating was carried out using MTS as 

source for silicon carbide, hydrogen argon mixture was used as the carrier gas. During 

growth, the furnace was operated at 1673 K under normal atmospheric pressure. A 

controlled MTS flow rate was achieved using a peristaltic pump. MTS was pumped 

with a particular rate to the feed line connected to the vertical furnace, which was 

preheated to a temperature of 473 K. Hydrogen along with argon was used as carrier 

gas to sweep the MTS vapor into the reactor.  

c) Data acquisition and experimental details 

The phase contrast µ-CT experiments on all the C/C composites were carried out at 

synchrotron imaging beamline BL-4 Indus-2 RRCAT, Indore, India as discussed in 

chapter-3. The samples sizes chosen were 3 mm x 4 mm x 8 mm for C/C I, 3 mm x 3 

mm x 10 mm for C/C II and 4 mm x 2 mm x 10 mm for SiC sample. All the 

experiments were carried out at 15 keV monochromatic beam energy with an exposure 

time of 800 ms per projection image. One by one, the samples were placed over the 

tomography rotation stage with the help of suitable sample holder and tomographic 

projections were collected for all the rotational positions in a step of 0.2 degree for total 

180-degree rotation. Total 900 projections were collected for each sample along with 

reference and background image required for flat field correction. The tomography 

slice reconstruction was carried out for all the samples using filtered backprojection 
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algorithm for parallel beam using an in-house developed reconstruction code. The 

visualization of reconstructed slice image and 3D volume rendering of various samples 

were carried out using ImageJ and VG-studioMax.    

d)      Results and discussion 

Figure 5.17, Figure 5.18 and Figure 5.19 show the results of µ-CT experiments carried 

out on different C/C composites samples. The X-ray projection images itself show the 

distinct microstructure of these samples however clear identification of architecture and 

any quantitative measurement is nearly impossible from these images. The 3D 

reconstructed slices shown in these figures show their respective microstructure clearly 

in all the orientations. The woven architecture of fibrous tube in relatively lesser dense 

matrix is seen with a large volume of pores in C/C-I composite. The slice image also 

show a few pores of very large size but nearly same dimension and shape running 

through the volume in various directions. The architecture of fibres in the matrix is seen 

to be well woven in all three directions with some distortions at the boundaries. As 

compared to this, the C-C II sample show the individual fibres reinforced in the resin 

matrix with a well-defined architecture in one direction. All the fibres are oriented in 

the same direction with some pores varying in size and shape along the fibres. The 

microstructure of SiC coated CC composite is completely different from the other two 

sample having large pores in the central region with relatively smaller pores towards 

boundaries. The fibres are evenly distributed in the resin matrix however; large pores of 

similar size to that of resin bundles are generated in the bulk. The pores size is also 
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varying in large range. Further quantitative analysis of these micro-structural properties 

is being carried out.  

 

Figure 5.19 µ-CT of SiC coated CC composite (a) Phase contrast projection image (b-

d) reconstructed tomographic slice images in YZ, XZ and XY orientation  (e-f) 3D 

volume images 
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6 APPLICATIONS OF NEUTRON 

IMAGING BEAMLINE 

       

    In this chapter, we have illustrated the applications of neutron imaging to some 

unique problems of material science and engineering related to microstructure 

determination and imaging. Details of experimental system used, data analysis strategy 

adopted and results of various experimental studies carried out using neutron imaging 

are discussed here. The neutron tomography is applied to study the process of hydride 

blister formation in the Zr-alloy pressure tube and non-destructive evaluation of fuel 

tubes of pressurized heavy water reactor (PHWR). Dynamic neutron radiography is 

applied to study the effect of natural convection and heating rate to the melting and 

solidification of lead enclosed in SS cuboid. 

6.1 Study of hydride blisters formation using neutron tomography 

Formation of hydride blisters in Zr-alloy pressure tubes of pressurized heavy water 

reactor (PHWR) is a major life-limiting factor, which hinders the safe and 

uninterrupted operation of the reactor. Non-destructive detection and evaluation of 
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location, shape and size of these blisters along with study of hydride concentration 

distribution in the heavy metal matrix surrounding them is essential for damage 

quantification and studying the process of blister formation in the pressure tube. While 

early detection of blisters in pressure tube will extend its residual life, the knowledge of 

its formation process will be helpful in designing the reactor system, which is less 

prone to blister formation. We have for the first time explored the application of 

neutron tomography as a tool for non-destructive investigation of blister formation 

process in the pressure tubes of pressurized heavy water reactors (PHWRs). Neutron 

tomography is successfully used to visualize and analyse shape, size, and concentration 

distribution of hydride in the volume of blister and its surrounding. In the 

neighbourhood of detected blisters, a region with much less hydride concentration as 

compared to the bulk is observed indicating the depletion of hydride from these regions 

to form the blister. Further to this, calibration of hydride concentration in Zr-alloy (Zr-

2.5Nb) with respect to gray values in neutron tomography images is carried out to find 

the minimum detectable difference of hydride concentration. The technique is also 

capable of detecting the in-homogeneity in spatial distribution of hydride concentration 

with such a low concentration distribution. The linear relation between ‗Mode‘ of grey 

values histogram distribution and hydride concentration is established which can be 

used to predict the unknown concentration of hydride from the reconstructed image. 

This study establishes neutron tomography as a potential non-destructive evaluation 

tool for the estimation of the severity of damage in the pressure tubes and provides 

valuable information about kinetics of blister formation. 
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Figure 6.1 Experimental set-up for hydride blisters preparation in pressure tube and 

picture of sample prepared. 

6.1.1 Detection of hydride blister in a matrix of zirconium pressure tube 

        Zr-alloy is used as a fabrication material for pressure tube in pressurized heavy 

water reactor (PHWR). In PHWR, the pressure tubes are maintained at 253-293°C and 

are surrounded by concentrically located cooler calandria tube. Garter springs are 

provided at regular interval in the annulus space to prevent contact between hot 

pressure tube and cooler calandria tube. However, either due to segregation of garter 

springs during installation or due to its movement during operation, large span of 

pressure tube remains unsupported, which can make contact with cooler calandria tube 

and thereby setting up temperature gradient. Hydride is known to migrate down the 

thermal gradient and once the solid solubility is exceeded at the cold spot, low-density 

hydride phase precipitates out. The hydride thus formed at the cold spot has blistery 

appearance and is called hydride blister. Though an individual blister is unlikely to defy 
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leak before break criteria of pressure tube design, an array of blisters joined together by 

delayed hydride cracking (DHC) may form a crack larger than the critical crack length, 

which can cause catastrophic failure of the pressure tube. Since pressure tube is the 

primary containment for the hot pressurized coolant, catastrophic failure of pressure 

tube will result in complete loss of coolant, which if unabated for long period may 

eventually leads to release of activity.   

         In view of this, it is important to study and examine the blister formation process 

in pressure tubes and quantification of the hydride concentration in it so that the 

severity of the problem can be identified. Various techniques such as optical imaging, 

ultrasonic imaging, X-ray and neutron radiography etc have been used for this purpose . 

While optical imaging provides quite a good resolution for feature observation, it is 

destructive technique and most of the information regarding shape, size, concentration 

etc. is lost or altered during sample preparation. Moreover due to its destructive nature, 

the sample cannot be reutilized hence this technique is not suitable for onsite 

investigation [202,203]. The sensitivity of ultrasonic detection is limited to 

concentration difference of several thousands of wppm and it is blind about the shape 

and size of the blister [204]. Since neutrons possess high scattering for Hydrogen (H), 

neutron imaging is the most suitable probe for investigating materials containing H and 

other low-atomic-weight materials. Recently neutron radiography using neutron 

sensitive imaging plate is reported to be used for quantitative characterization of 

hydride concentration in Zr-alloy tubes from pressurized heavy water reactor. Although 

neutron radiography is quite versatile technique, the information extracted is limited 
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because of inherent integration of the structure and density information in the object 

along the beam path. For this reason, localized information cannot be achieved using 

neutron radiography [205,206]. We have, for the first time; used neutron tomography to 

characterize the hydride blisters formed in Zr-alloy PHWR pressure tubes. Three-

dimensional images of blisters formed are obtained through neutron tomography [207]. 

Shape, size, concentration of hydride, spatial in-homogeneity of concentration 

distribution near blisters is determined. A region with much lesser hydride 

concentration showing depletion of hydride to form the blister is observed.   

a) Preparation of sample: simulated blisters in Zr-alloy pressure tube: 

Hydride blisters were grown under controlled thermal boundary condition in Zr-alloy 

(Zr-2.5Nb) pressure tube spools of length 200 mm (Figure 6.1). The pressure tube 

section was gaseously charged with 100 wppm of hydrogen and three hydride blisters 

120 ° apart from each other were grown on the outer circumference of tube sections 

using a fixture as shown in the figure. The hydrogen charged tube section was first 

heated to a temperature of 300°C. The tube section was then soaked for two hours to 

attain thermal equilibrium. Subsequently, water-cooled conical copper fingers were 

brought in contact with the tube surface to impose thermal gradient, which was 

maintained for three months. The imposition of thermal gradient resulted in migration 

of hydrogen towards the cold spot [202,203]. Since at the cold spot the solid solubility 

of hydrogen is very little, the hydrogen arriving at the cold spot as a result of thermal 

migration precipitates out as hydride, which due its low density bulges out of surface 
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resulting in blistery appearance. Size of blisters formed was measured to be 

approximately 2 mm. 

 

Figure 6.2 Neutron tomography of Zr-alloy pressure tube to detect hydride blisters (a) 

Flat field corrected radiograph (b) Vertical slice showing cross section of the detected 

blister (c) Horizontal slice showing relative location of three blisters (d) 3D image 

showing hydride blisters and their nearby regions with low hydride concentration 

caused by migration. 

b) Data acquisition and reconstruction 

Neutron tomography of as prepared pressure tube sample was carried out using the 

experimental setup described in chapter 3. The sample was placed over a rotational 

stage and rotated with an angular step 0.25
0
. Radiographic projections were collected 
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for 20 sec at each rotational position. The rotations are synchronized with the image 

acquisition software. All the tomographic projection data are transferred to a PC and 

stored. A typical radiographic image of such sample with the blisters formed has been 

shown in Figure 6.2 (a). The three hydride blisters are clearly identified along with 

their relative location and size. For tomography, total 1440 projection were collected 

along with reference and background images. A full tomographic scan took around 8 

hours. All projections were normalized using reference and background images and the 

reconstruction was carried out using in-house developed reconstruction software based 

in FDK algorithm of filtered back projection [207]. As shown in figure 6.2 (b-d), the 

3D volume of the object was obtained using VGstudioMax showing spatial distribution 

of neutron attenuation coefficients of the materials present in the object.  

      

Figure 6.3 Enlarged vies of hydride blisters formed in Zr-alloy pressure tube. The 

figure also shows the intensity profile plots of one of the blisters to confirm the 

inhomogeneity of hydride concentration in the nearby region of the blister. 
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c) Results and discussion 

i. Detection and 3D visualization of hydride blisters 

Figure 6.3 shows reconstructed volume of the object. The three hydride blisters in the 

sample containing hydride concentration of 16000 wppm can be clearly seen in the 

reconstructed volume. The image grey values represent the neutron attenuation 

coefficient of the materials. The images have been pseudo coloured in green for hydride 

blister and grey for Zr-alloy. The three blisters detected are also shown in their enlarged 

view. Due to presence of excess hydride concentration, blisters formed in the pressure 

tube attenuate and scatter larger number of neutron as compared to its surrounding. The 

relative concentration of these blisters can also be distinguished from the reconstructed 

slice image Figure 6.2 (b-c).  

ii. Measurement of shape and size of blisters 

Information about shape, size, and depth of blister, the presence of cracks inside it and 

orientation of crack with respect to hoop stress are required for safety assessment of the 

pressure tubes. The 3D images in Figure 6.3 clearly show the shape and size of the 

blisters formed. It is found and shown in enlarged image of blister that the blister has a 

shape of an elongated ellipsoid while its size is measured to be approximately 2 mm. 

Since the shape and size of the blisters formed depends upon shape and size of the 

contact tip, thermal boundary conditions and tube section dimensions, varying these, 

the dependence over various parameters can be calibrated for their effect on the shape 

and size of the blister. It is important to note that the catastrophic failure of the pressure 

tube in the event of delayed hydride cracking (DHC) in which an array of such blisters 
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join together and form a crack larger than the critical crack length, will strongly depend 

upon the shape and sizes of the blisters formed. 

iii. Non-uniformity of hydride concentration in the vicinity of blisters 

As can be seen from the images and plot profile in Figure 6.3, grey values appears to be 

decreasing near the blister. Also from the enlarged image of the blister, it is seen that 

the hydride distribution is anisotropic in region surrounding the blister. The plot profile 

near the blister at two different regions clearly shows the non-uniformity in the hydride 

depletion in this region. As it is known that before blister formation the sample consists 

of a uniform spatial distribution of hydride, the lack of hydride in these areas clearly 

show that hydride from these regions has migrated to the region where blister is 

formed. The information regarding distribution of hydride concentration in this 

depleted region is useful in the study of kinetics of the hydride migration in the sample 

under various thermal boundary conditions. 

iv. Study of hydride migration towards blister 

Continuing our effort with the study of hydride blister formation, we have carried out 

neutron tomography experiments to examine the migration of hydride towards blister 

formation region. A sample was prepared with the method described previously for 

blister formation however; the sample was removed prematurely from the set-up so that 

a complete blister could not form at the cooling tip. Neutron tomography of this sample 

was carried at neutron imaging beam-line using the same experimental procedure as 

described earlier. Various images shown in Figure  6.4 clearly depict the typical 

concentration distribution of hydride during blister formation. The hydride 
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concentration is seen as a whirl having blister at its centre and hydride migrating 

towards it along its spokes. In this way, concentration keeps on increasing at the centre 

while decreasing in the vicinity as was observed in the final form of blister in the 

previous experiment. This migration of hydride occurs because of thermal boundary 

conditions applied during sample preparation, which are similar to the thermal gradient 

caused by accidental contact of pressure tube with coolant calandria tube.  

       

Figure 6.4 3D images near blister showing hydride migration towards blister formation 

6.1.2 Quantitative analysis of hydride concentration: 

    Quantitative values of hydride distribution in the sample may provide additional 

information regarding blister formation like its sensitivity for catastrophic failure 

through DHC, its dependence over thermal boundary condition, spatial distribution of 

hydride in near about region and its depletion mechanism. In order to get quantitative 

hydride concentration distribution inside the blister as well as its surrounding regions, 

we have carried out calibration of hydride concentration with respect to image gray 

values in the neutron tomography reconstructed slice images of Zr-alloy samples 

having various concentrations of hydride. Since hydride has a large scattering co-
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efficient for neutron, its small presence in Zr-alloy affects the resulting grey values in 

the image significantly. Calibration has been performed with respect to gray values in 

the reconstructed images and sensitivity of our imaging system for detecting low-level 

hydride concentration was analysed. It has been found that this technique can detect 

concentration difference of hydride as low as 25 wppm. An in-homogeneity in spatial 

distribution of hydride with such a low concentration has also been detected.  

                     

Figure 6.5 Neutron tomography of Zr-alloy coupons charged with hydride 

concentration 0, 50, 100 wppm. (a) Projection image (b) reconstructed slice (c) 3D 

image showing hydride in red and Zr-alloy in green colour (d) 3D image showing only 

hydride concentration. 

a) Preparation of sample: Zr-alloy coupons with different hydride concentration 

Zr-alloy (Zr2.5Nb) samples charged with different concentration of hydride (0 wppm, 

25wppm, 50wppm, 75wppm, 100wppm) were prepared and investigated using neutron 

tomography. The samples were sealed in Pyrex glass capsules at 75 torr of Helium. 
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These capsules were loaded in a resistance-heated furnace maintained at 400°C and 

soaked for 24 hours followed by furnace cooling. The temperature of 400° C was 

chosen to dissolve all the hydrides. During furnace, cooling hydrides precipitate out 

uniformly in the sample.  

 

Figure 6.6 Neutron tomography of Zr-alloy coupons charged with 25, 50, 75, 100 

wppm of hydride concentration. (a) Projection image (b) YZ slice (c) XZ slice (d) XY 

slice (e) 3D image showing hydride in red colour and Zr-alloy in green (f) 3D image 

showing only hydride concentration. 

b) Experimental results and discussion: 

Two Neutron tomography experiments were carried out on these coupons of Zr-alloy 

charged with hydrogen. The first experiment was performed for coupons charged in the 

range of 0-100 ppm in steps of 50 wppm which was further refined for the range of 25-
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100 wppm in steps of 25 wppm. The samples with different hydride concentration were 

mounted on the rotational stage and a total 720 projections were acquired in each case 

while rotating the sample with angular step 0.5
0
. After flat field correction, the slice 

images of the coupons were reconstructed using filtered backprojection algorithm and 

its 3D rendered volume images were obtained using VGStudioMax as shown in Figures  

6.5 and 6.6. The slice images as well as 3D volume images clearly identify the 

concentration difference of hydride distribution in these coupons. Orthogonal slice 

images showing XY, YZ, XZ planes of the reconstructed volume are also shown in 

Figure 6.6, which show a certain degree of in-homogeneity in hydride distribution in 

the sample and confirm the capability of neutron tomography for detection of such in-

homogeneity in concentration distribution of hydride in Zr-alloy. It is observed that the 

concentration difference of 25 wppm can be clearly distinguished in the reconstructed 

3D images. The frequency of larger gray values in the reconstructed slice images and 

3D images (red region in Figure 6.6) increases with the increase in hydride 

concentration as evident from the histogram distribution of the gray values shown in 

Figure  6.7(a).  

c) Calibration 

       To calibrate the concentration of hydride in the samples against the image 

intensities (grey values) in the reconstructed image, histogram of the 3D volume image 

of all the samples were calculated separately. Equal area was selected in the 

reconstructed image of each sample. Figure 6.7 (a) shows the plot of histograms of 

each sample. It is seen from the histograms that the most probable grey value (Mode of 
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the distribution) in the reconstructed images keeps on increasing with the increment of 

hydride concentration in the volume. This is because with more and more hydride in 

the sample, larger number of voxel in the image possesses higher grey values hence the 

mode of the histogram distribution shifts towards higher values. A variation on peak 

heights in the histogram is attributed to the non-uniform distribution of hydride in the 

sample as described in the previous section. A graph showing the variation of hydride 

concentration value with respect to mode of the distribution has been plotted in Figure 

6.7(b), which is linearly fitted to show the direct proportionality between the two 

quantities. The linear relation between Mode of histogram distribution of gray values 

and hydride concentration is established which can be used to predict the unknown 

concentration of hydride from the reconstructed image.  

 

Figure 6.7 Calibration of hydride concentration against gray values (a) Histogram 

distribution of gray values for Zr-alloy coupons charged with different hydride 

concentrations (b) Linear fit of mode of gray values and hydride concentration 
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6.2 Non-destructive evaluation of PHWR Fuel Rod 

      Pressurized heavy water reactor (PHWR) consists of a fuel bundle with large 

number of fuel elements each of which is hermetically sealed by two end caps welded 

to cladding tube by pressure resistance welding Figure  6.8. Quality of end-cap welding 

is very crucial, as several cases have been witnessed of its failures. A defect/failure of a 

single end cap weld needs removal of 8-12 fuel bundles from the channel. It is essential 

to have highly reliable end cap welding which guarantees integrity of the fuel pin. In 

the neutron tomography experiments, the sample was placed over the rotational stage 

described in chapter 3 and rotated with an angular step 0.5
0
. Radiographic projections 

were collected for acquisition time 20 sec at each rotational position and total 720 

projections were collected while rotating the sample in 360 degree. 

 

Figure 6.8 Fuel rod sample of PHWR and its projection image. Images in right show (a) 

region of interest (b) 3D image showing Zr-alloy cladding and end-cap in green and 

fuel pellet in red. (c) Segmented image of Zr-alloy cladding and end-cap (d) 3D image 

showing the defective fuel pellet. 
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 A full tomographic scan took 4 hours. Image acquisition was followed by tomography 

reconstruction and 3D visualization. The non-destructive examination of the quality of 

this weld using neutron tomography has been carried out which provides high-

resolution 3D images of the inspected volume of the sample. Defects and imperfections 

can be clearly visualized in the welded zone of the end cap Figure  6.8 (b, c). In the 

same experiment, the quality of fuel pellet in the fuel pin was also examined. In the 3D 

images of several pellets, one pellet was found having some crack as shown in Figure  

6.8 (d). The crack may propagate during operation of the reactor and cause serious 

problems to safety related issues. 

6.3 Study of lead melting and solidification 

     Dynamic neutron imaging is very useful in the visualization of time dependent 

variation of density and structure of materials. Such variations may be natural or 

instigated by external factors such as variation of temperature, pressure, chemical 

environment etc. We have applied neutron imaging for in-situ visualization of melting  

and solidification of lead to see the effects of variation heat flux and natural convection 

and measured in terms of variation of molten fraction, curvature and movement of 

interface of solid-liquid phases with time. 

a) Importance of study and past studies 

       The transportation packages carrying radioactive material are designed using lead 

as a shielding material. In order to minimize the damage to public during 

transportation, these packages need to qualify the performance standards specified by 

IAEA/AERB. Thermal testing is one such performance standard for simulating fire 
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during transportation. It specifies the package to be exposed for a period of 30 min to a 

thermal environment which provides a heat flux of at least equivalent to that of a 

hydrocarbon fuel/air fire with an average temperature of at least 800
0
C [208]. Under 

these test conditions, lead usually starts melting. The solid-liquid interface, wall 

temperature, and molten fraction variation with time for a prescribed thermal boundary 

condition are important engineering parameters for evaluating the package 

performance. Hence, it is very important to generate the accurate mapping of solid-

liquid interface using nonintrusive methods. Previously several studies for studying 

melting and solidification of various metals under different boundary conditions have 

been reported. Gau and Viskanta [209] conducted experimental investigations on the 

melting of gallium in a rectangular enclosure in which a single vertical wall was heated 

at constant wall temperature boundary condition. Gau and Viskanta [210] also studied 

influence of natural convection on the solid-liquid interface motion during melting and 

solidification of Lipowitz metal in a rectangular cavity using pour out method where 

heating was carried out on the top and bottom wall of the rectangular enclosure. Wang 

and Fautrella  [211] tracked the solid-liquid interface during the solidification of pure 

tin influenced by thermally driven natural convection using thermocouples. Szekely 

and Chhabra [212] used thermocouples to study the effect of natural convection on the 

controlled solidification of lead under conditions of nearly unidirectional heat flow 

within the system. The application of X-ray and neutron imaging technique is also 

reported for understanding the melting phenomenon. Phase change from solid to liquid 

causes a change of density typically ~ 2%, which results in a change of transmitted 
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intensity of X-ray or neutron beam. The review of literature suggests that solid liquid 

interface data is available only for constant wall temperature boundary condition. In 

addition, role of natural convection in the melting and solidification is not studied 

extensively based on non-destructive methods. In this study, we have applied non-

destructive dynamic neutron radiography for the time dependent visualization of solid-

liquid interface. The molten fraction and curvature of the interface is calculated using 

application of appropriate image analysis methods. 

 

Figure 6.9 (a) Schematic diagram showing the lead sample, heating arrangement and 

other components used (b) Photograph of the sample used. 

b) Experimental details            

             The experimental investigation of melting or solidification of lead contained in 

a stainless steel cuboid was carried out at beamline E12 in CIRUS reactor in BARC 

using digital neutron radiography. The method involves dynamic capture of the 

progress of solid liquid interface under the effects of natural convection in a non-

intrusive manner. To see the effect of natural convection in the molten metal under 

various conditions, the heating from different surfaces of cuboid was applied however, 
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constant heating rate was maintained. Visualisation of solid-liquid interface movement 

was observed online during melting/solidification of lead in the CCD detector. Time 

taken for initiation of melting, completion of melting was noted down. Variation of 

molten fraction with time was computed using image analysis methods on experimental 

data and compared for various cases. The experimental data serves as a benchmark for 

analytical/numerical studies of lead melting and solidification under various conditions 

of natural convection. These tests also highlight the importance of natural convection 

during melting. Image acquisition was carried out using CCD camera with a readout 

rate 1 ms/pixel. The minimum acquisition time required to generate sufficient contrast 

between solid and molten lead (~15%) was found to be 10 s. Apart from this, time of 

1.7 s for readout and data transfer and 2.1 s for further saving of image file is required 

making total 13.8 s between successively acquired images. During the experimentation, 

the camera chip was kept cooled at -40
0
C to minimize the thermionic noise. Test 

section set up as shown in Figure  6.9 consist of a cuboidal enclosure made of stainless 

steel sheet of thickness 1 mm. The size of the specimen is 50 x 50 x 60 mm
3
. Lead is 

filled in specimen. Air gap of 5 mm is kept above the lead to accommodate the 

volumetric expansion of lead during melting. This air gap also acts as a good heat 

insulator. Aspect ratio (Height to width) of the test section is 0.75. The front size of the 

test section is designed according to the limit of size of the scintillator screen (150 mm 

x 100 mm). Plate heater is attached on different walls of the cuboid as per the 

experimental requirements. Plate heater is made of nichrome strip of 0.1 mm thickness 

and 5 mm width placed on mica sheet. This is sandwiched between two mica sheets as 
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shown in Figure  6.9. Asbestos sheet of thickness 6 mm and glass wool is used as 

insulation to minimize the heat loss at the heated side and the opposite side. Bakelite 

sheet of thickness of 14 mm is used to hold the insulating material and the heater. This 

Bakelite also acts as an insulating material. Asbestos strip is placed on the other walls 

for the sake of insulation. The front and backward facing walls are open to atmosphere 

so that the neutron beam faces no hindrance in its path. The actual photograph of test 

section is shown in Figure  6.9 (b). K-type thermocouples and thermal camera is used 

to measure the temperature of the wall opposite to the heated surface. Controlled 

electric supply is applied using 0-240 V variable AC. During the experiment, the heater 

is put on. The supply of power is kept constant during the experiment  

 

Figure 6.10 Lead melting: Neutron radiography images acquired at different time after 

initiation of heating. Images show movement of solid-liquid interface for heating from 

different surfaces. 
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c) Results and discussion 

i. Effect of natural convection  

In these experiments, a constant heat flux at 16.3 kW/m
2
 is maintained on various 

surfaces of the cuboid namely side, bottom, and top surfaces one by one and effect of 

natural convection is studied through finding variations in the movement of solid-liquid 

interface, time required for melting initiation, time required for complete melting etc. 

(Figure  6.10). When lead is heated from different sides of the cuboid, a temperature 

gradient is created between heated wall and the opposite wall of the test specimen 

because the other sides of the cuboid are insulated. Effect of natural convection will be 

different for all these cases due to effect of gravity. In case of heating from the side, 

solid-liquid interface is not straight which moves faster nearer the top surface compared 

to that at the bottom surface because of high melting rate at the top. This is because of 

the dominance of natural convection at the top in the nearby region of air-gap which is 

not there at the bottom. Similar observations are reported by Gau and Viskanta [3]. 

When heated from bottom, the role of convection is similar from the two side surfaces. 

The heat transfer to the solid is dominated by conduction from the bottom surface 

however slowly convection of liquid also starts playing a major role. 

     When heated from top, due to air gap initially there is no contact of heated surface 

to the lead specimen hence heat transfer occurs due to radiative mode or through 

convection in the air column between heated surface and lead specimen. Therefore, the 

melting rate is very slow initially, which picks up after some melting due to increased 
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natural convection in the liquid. However, in absence of substantial conductive heating 

the complete melting of lead block was not observed.  

          

Figure 6.9 Lead solidification: Neutron radiography images acquired at different time 

after initiation of cooling. Images show movement of solid-liquid interface after 

heating from different surfaces was put-off. 

            In case of solidification, when heating was stopped, the molten lead starts to 

solidify under the given boundary conditions. Since the hot surface is still present, its 

effect on solidification was also observed on solidification time and solid-liquid 

interface. Due to effects of natural convection, the contours of interface are different in 

different cases of solidification as shown in Fig-6.11. Figure  6.12 shows the movement 

of solid-liquid interface with time in case of melting and solidification whereas Figure  
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6.13 shows variation of molten fraction with time. The parameters of melting and 

solidifications are compared in Table-6.1.These observations are being further studied 

through fluid dynamics simulations under given boundary conditions. 

Table 6.1 Comparison of transient behaviours of lead melting and solidification under 

various cases of natural convection 

 Melting Solidification 

 
Time to 

start(s) 

Time to melt 

(s) 

Time to 

start(s) 

Time to 

solidify(s) 

Bottom 378 684 79 460 

Top 2407 1109 24 236 

Side 979 1192 59 271 

ii. Effect of heating rate 

In order to study effect of heating rate, the cuboid was heated from one side with 

different heating power. Three cases were studied with heating rate maintained at 16.3, 

22.7 and 35.1 kW/m
2
. Depending upon the heating rate, the time taken for initiation of 

melting was different which was started eventually. The rate of melting was also 

different as can be seen in Figure  6.14. The figure compares the solid-liquid interface 

after a fixed time from heating initiation for lead melting and after fixed time after 

stopping of heating for solidification. As can be seen from these images, due to 

different heating rate, the molten fraction and contour of solid-liquid interface is 

different for melting. After 1027 seconds, for heating rate 16.3 kW/m
2
 the melting is 

just started while for 35.1 kW/m
2
 the melting is complete in the same time. Simulation 
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studies on heat transfer rate and fluid dynamics for different cases and measurement of 

different useful parameters has been carried out using fluent code.   

                

Figure 6.10 Contours showing the movement of solid-liquid interface with time for 

different cases of heating and solidification (a,b) side (c,d) bottom (e,f ) top  

 

Figure 6.11 Molten fraction vs. time in different cases of lead melting and solidification 
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Table 6.2 Comparison of transient behaviour of lead melting and solidification caused 

by different heating rates 

Heating rate 

(Heating from 

Side) 

Melting Solidification 

Time to 

start(s) 

Time to 

melt(s) 

Time to 

start(s) 

Time to 

solidify(s) 

16.3 kW/m2 861 1204 118 507 

22.7kW/m2 401 861 130 472 

35.1kW/m2 342 696 106 507 

                 

Figure 6.12 Effect of heating rate on lead melting & solidification though images 

acquired after fixed time of heating & cooling initiation (a)16.3 (b) 22.7 (c)35.1 kW/m
2
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7 CONCLUSIONS 

New materials are the pivot of future developments in nuclear technologies. Fabrication 

of fuel, cladding or other components of nuclear reactor requires materials with 

advanced physio-mechanical properties to ensure their compatibility in adverse 

operational environments of high temperature, high pressure and radiation. The 

properties of materials depend on their composition, density and internal structure 

threfore non-destructive 3D visualization and measurement of micro-structural features 

requires imaging techniques with high sensitivity and high penetration in the sample to 

allow surface as well as bulk information. Imaging is also useful in non-destructive 

assessment of degradation of reactor components to ensure their un-interrupted long 

term operation. Advances in X-ray  and neutron sources, experimental techniques such 

as phase imaging and phase retrieval, tomography and much improved instrumentation 

bring out new opportunities for in-depth understanding of mechanical behaviour in a 

broad spectrum of materials in general and nuclear materials in particular.  

            This thesis studies several advanced modalities of X-rays and neutron micro-

imaging such as PCI, diffraction enhanced imaging, phase retrieval, µ-CT and 

holotomography, and examines their applications in the image based characterisation of 
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nuclear materials in particular those used in CHTR and PHWR. First we have reviewed 

different advanced modes of X-ray and neutron imaging which are useful in the studies 

of nuclear materials. Design concepts for their implementation in micro-imaging 

systems and strategies for optimization of experimental parameters to achieve high 

quality images are discussed.  

       In order to further improve contrast sensitivity using computational methods, the 

thesis work also includes simulation studies on phase retrieval methods utilizing single 

or multiple phase contrast images to extract object‘s quantitative phase map. Various 

algorithm available in the littrature are compared for their performance along with 

experimental validation to find out their applicability in practical applications of 

material science. Two cases of multi-image algorithms based on CTF formulation are 

compared namely multi-distance algorithms and multi-wave-length algorithm and it has 

been found that both the algorithms can quite successfully used to reconstruct sample‘s 

phase/thickness map at object plane however data acquisition for multi-wavelength 

algorithm is easy due to no alignment related restrictions. Single image algorithms are 

generally applicable under some stringent condition of validity regarding sample 

composition and near field condition. We have investigated their performance under 

the conditions where their validity is not strictly followed. It has been found that these 

single image algorithms quite successfully remove the phase contrast artefact from the 

phase contrast images, and improve visibility of features at interfaces. However, to 

retrieve quantitative phase thus real part of refractive index, they should be employed 

under the conditions of their strict validity. Simulation studies on shift and add 
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algorithm of tomosynthesis reconstruction of slice images of a 3D object from its 

limited angle projection data is also carried out in two different acquisition geometries 

and found that the algorithms are capable of highlighting desired features of the 

selected plane and blur all the out of plane features. The simulation results are tested on 

mathematical phantoms representing three different sample compositions. 

          In order to implement new modalities of X-ray and neutron imaging, we have 

developed two state of the art micro-imaging facilities utilizing synchrotron based X-

ray source and nuclear reactor based neutron source. The synchrotron based imaging 

beamline is developed to work in monochromatic and white beam mode. It implements 

high-resolution micro-radiography and tomography; propagation based and diffraction 

enhanced PCI and holotomography, dual energy imaging and real-time imaging. The 

neutron imaging facility is developed with a dual-purpose collimator for the 

implementation of high-resolution digital neutron radiography, tomography and PB-

PCI in the same experimental hutch. System charecterisation & feasibility experiments 

have been carried out on these facilities to measure their important characteristics and 

establish implementation of various advanced micro-imaging techniques.  

      In the application domain, X-ray & neutron micro-imaging and tomography have 

been applied to a variety of material science problems specifically nuclear materials to 

determine their microstructure and density distribution, non-destructive evaluation and 

see effects of various external factors. Micro-focus based X-ray micro imaging in 

absorption and phase contrast mode has been applied to the applications, which have 

thicker samples and ultimately require X-ray µ-CT as a routine quality assessment tool. 
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X-ray µ-CT has been applied on microstructure studies of various components of 

compact high temperature reactor. TRISO coated fuel particles having layers of pyro-

carbon, SiC has been studied to find layer thickness, and uniformity using PB-PCI and 

image analysis. Oxidation protective coatings on graphite fuel tube components have 

been studied to find out variation in coating properties in the axial direction of the tube 

to see the effect of reactant depletion. X-ray µ-CT has also been used for non-

destructive analysis CHTR fuel tube to find bore area, inter-spacing and their variation 

along the tube axis. 

          Synchrotron based micro imaging and tomography has been applied to the 

materials of relatively low density, small size and composed of mostly low atomic 

number materials due to the available energy range of 8-35 keV at the developed 

imaging beamline. We have characterised microstructure of several materials such as 

carbon composites, polyurethane foam, Al-SiC composites, metal adsorbent polymer 

beads etc. For extraction of quantitative structural information from reconstructed 

tomography slice images, several image processing and image analysis algorithms have 

been applied. Porous microstructure and its spatial inhomogeneities have been deduced 

for polymer beads. Comparative study of micro-focus based and synchrotron-based 

tomography for microstructure determination of polyurethane foam signifies the merit 

of synchrotron based micro-imaging. Effect of irradiation dose on microstructure of 

polyurethane foam and its correlation with mechanical strength is established using X-

ray µ-CT and image analysis. Several types of carbon-carbon composites, the potential 

structural material for high temperature reactor, have also been imaged to study 
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distribution of carbon layers in epoxy matrix and their geometries caused by their 

different method of manufacturing.     

         Neutron imaging is uniquely applied for micro-imaging application of detecting 

distribution of small quantity of low atomic number element such as hydride in the 

heavy metallic matrix of Zr-alloy. In the Zr-alloy pressure tube, hydride blister is 

detected successfully and its shape, size and in-homogeneity in the neighbourhood is 

also characterised. Small quantity of hydride as low as 25 wppm is shown to be 

detected in the Zr-alloy matrix. Neutron imaging is also applied for non-destructive 3D 

visualization of PHWR fuel rod and study of lead melting/ solidification. Study of lead 

melting shows the effect of natural convection, heating rate and gravity on melting rate 

and curvature of solid-liquid interface. Molten fraction variation and movement of 

solid-liquid interface with time is quantified using image analysis.  

       Future scope of this thesis work in methodological domain lies in the development 

and simulation of new algorithms of phase retrieval suitable for tomography and 

applicable in most general conditions. Significant efforts are required to be made to 

improve accuracy of single image phase retrieval methods to apply them in practical 

applications.  Slice reconstruction algorithms for special cases of tomography such as 

reduced dose, flat object, fast acquisition, limited projections, region of interest 

imaging are also being considered for our future studies. In the instrumentation domain, 

the scope of micro-imaging will be further enhanced with the installation of focusing 

device leading to X-ray imaging combined with fluorescence/absorption and micro 

diffraction to identify material phases and crystal grains boundries with sub-micrometer 



   221 

 

 

 

spatial resolution and element specific imaging. To improve resolution and reduce data 

acquisition time of neutron imaging system, further options will be explored in 

collimator design, detector design and cold neutron beam source. New application of 

X-ray and neutron micro-imaging will be explored in a field of bio-medical imaging, 

material science, agriculture, archaeology, geoscience, engineering and NDT. The 

application of these advanced X-ray and neutron micro-imaging techniques, in 

combination with theoretical simulations and numerical modelling, will help in the 

development of new materials with advanced mechanical and transport properties in the 

near future. 
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APPENDIX 1: INTERACTION OF X-RAY AND NEUTRON WITH 

MATTER 

      X-rays and neutrons, being fundamentally different probes, differ in their way of 

interaction with matter and provide complementary information in imaging 

applications. Study of their interaction with matter plays a very important role in 

development and application of advanced imaging techniques. Sensitivity of X-ray and 

neutron imaging to various object properties also relies on their interaction modes to 

the material. Apart from this, design and development of advanced optics and detectors 

for them are also decided based on their modes of interaction with matter.  

a) X-ray interaction 

In the hard X-rays energy range (10–150 keV), photoelectric absorption, Compton 

scattering, and Rayleigh scattering are the three main interaction mechanisms relevant 

for X-ray imaging applications. Photoelectric absorption is the dominant effect 

contributing to the attenuation of X-rays in absorption-based transmission imaging at 

lower energy range (below approx. 25keV). The interaction cross-section of the 

photoelectric effect is approximately proportional to Z
4
/E

3
 (Z is the atomic number) 

and thus decays rapidly at higher energies. Secondary particles ejected in photoelectric 

absorption like photoelectrons, fluorescence photons and Auger electrons are used in 

photoelectron microscopy (PEEM) and fluorescence microscopy for elemental 

mapping and detection of trace elements with very high sensitivity. Compton scattering 

or incoherent scattering is nearly independent of atomic number Z and considered a 

serious source of noise in imaging. The attenuation cross section becomes more 
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dominated by Compton scattering at higher energies as its contribution to X-ray 

attenuation decreases slower than photoelectric absorption as a function of energy. 

Rayleigh scattering is the coherent elastic scattering having the dominant effect to the 

phase shift whereas its contribution to attenuation is mostly negligible. 

The most general formulation of X-ray interaction with matter is given by quantum 

theory of electromagnetic radiation however; a simplified explanation of important 

modes of interactions can be derived using high frequency approximation of dispersion 

in the perspectives of Maxwell‘s classical electromagnetic theory. In this formulation, 

X-rays considered as electromagnetic waves incident on atomic electrons and force 

them to oscillate around their equilibrium position. This motion can be described as a 

series of damped harmonic oscillators with the oscillatory electric field of the incident 

X-ray as the driving force. The electric susceptibility of the medium    is given by  

   
    

    
∑

  

  
         

   
     

 

     
∑

    

  
         

  (9.1) 

Where    is the classical electron radius,    is the number of atoms per unit volume and 

summation is extended over all the atoms of oscillator. It is also assumed that each 

oscillator has strength    damping constant    and binding energy   . The sum over all 

the oscillator strength is assumed to be equal to the atomic number Z of the atom. For 

X-rays, the frequency  of  the  incident  wave  is  much  higher  than  the  resonant  

frequency  of  most of the oscillators  (     )  i.e.  the  incident  photon  energy  is  

much  higher  than  the  electron binding energies.  In  addition  to  that,  the  absorption  

per  wavelength  for  X-rays  is  negligible. Therefore  the  damping  constants  are  

generally  small ( γ/ω <<1)  and  can  be  neglected. The refractive index of the material 
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is defined as ratio of wave vector in material medium to that in vacuum; hence, we can 

write the following relation:  

  
 

  
  √  

√    
  √(     )(    ) (9.2) 

  √         
 

 
      (9.3) 

Where      (     )  and       (     ). As the electric susceptibility (χe) is 

small compared to unity, while magnetic susceptibility (χm) is even smaller and hence it 

was neglected, in arriving at above relation. After putting Eq. (9.1) in the above 

equation we obtain, the refractive index of the material is  

     
 

 

     
   

     
∑     (9.4) 

For X-rays the equation is generally separated in real and imaginary arguments for the 

purpose of experimental convenience as shown below  

            
     

 

  
(      ) (9.5) 

Where    
     

 

  
      and   

     
 

  
     (9.6) 

The quantity           is known as effective atomic scattering factor. f1 ∝ Z is 

responsible for phase shift and is dependent upon electron number density whereas f2 ∝ 

µ is responsible for the attenuation. This  result  shows  that  the  phase  differences  can  

be  easily  detected  by measuring the scattering in the forward direction and hence it 

can be combined with the scheme of conventional X-ray imaging techniques to  give 

spatially resolved distribution of electron density or complex refractive index of the 

material. The wavelength dependent dispersion corrections f1 and f2 show resonance 
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effects near X-ray absorption edges where strong changes in the phase and the 

amplitude of the scattered wave occur and allow dual energy imaging. 

b) Neutron interaction  

Neutron interaction, primarily with the nucleus, is either by scattering or absorption. In 

case of absorption, neutron is absorbed by a nucleus resulting in an unstable, 

radioactive nucleus that decays with a particular half-life. As the nucleus decays, it may 

emit a variety of secondary radiation, including α particle, β-particle, γ-rays, neutrons 

and others heavy ions with different probability of occurrence. On the other hand, 

scattering process can be further classified in to coherent and incoherent components. 

Coherent and incoherent scattering process may be elastic if there is no exchange of 

energy with sample atoms, or inelastic if it is with either gain or loss of energy. 

Neutron also carries a magnetic moment that can interact with magnetic fields 

produced by unpaired electrons in materials and scattered out of an incident beam. All 

of these scattering and absorption processes contribute to the attenuation of the incident 

neutron beam and give rise to contrast, which can be used for real-space imaging. The 

strength of the scattering cross section varies non-uniformly across the periodic table 

and depends not only on the individual element but also on the particular isotope of that 

element. The total microscopic interaction cross section of neutron is written as the sum 

of individual scattering and absorption cross sections. The scattering cross sections in 

the epithermal, thermal, and cold neutron energy ranges have energy dependence 

however in practice, they are typically taken as constant. Propagation and interaction of 

neutrons with matter is formulated through quantum theory and Schrodinger equation. 
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    (   )/ (   )       (   ) (9.7) 

Depending upon the kind of interactions, different potential are used. For an adiabatic 

motion in a spatially dependent potential V(r), the wave function ψ(r,t) can be 

seperated in a time independent and time dependent part  (   )    ( )      where 

ψ(r) satisfies time independent shrodingeer equation.  

  
  

  
   ( )   ( ) ( )      ( ) (9.8) 

Where E = ђω is the energy of neutron. This is well known Helmholtz equation also 

called wave equation i.e. neutron in a time independent field satisfies wave equation.  

    ( )    ( ) ( )    (9.9) 

The refractive index of material is defined as the ratio of spatially dependent wave 

vectors K(r) to free space wave vector k  

  ( )   
 ( )

 
  √  

 ( )

 
 (9.10) 

Where wave vectors for medium are defined by   ( )   
  

  
    ( )]  and for 

vacuum, it is given by    
  

   . For neutron-nucleus interaction, the motion is 

described by Fermi pseudo potential i.e. 

  ( )  ∑
    

     (    ) (9.11) 

Averaged over a macroscopic volume for non-magnetic material with atomic density N 

and bound coherent scattering length bc this gives the effective optical potential 

    ( )   
    

 
    (9.12) 
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If absorption and incoherent scattering is also included in the neutron-nuclear 

interaction, the scattering length is a complex value and refractive index is given by 

      
   

  
√  

   (
  

  
)
 

  
    

  
       (9.13) 

                                                  

           (9.14) 

This equation (9.14) is exactly similar to the expression obtained for X-rays (9.5). 

Therefore we find that X-ray and neutron interaction with matter, being different at 

fundamental scale is similar at macroscopic scale and can be formulated in terms of 

their complex refractive index. When passed through matter, X-rays and neutron 

undergo reflection, refraction, diffraction, attenuation and scattering phenomena, which 

are well described by various components of their complex refractive indices. Hence, 

X-ray and neutron imaging can be formulated and applied in identical manner in micro-

imaging applications. However, because of difference in their fundamental interaction, 

the information provided in imaging application is different and complimentary in 

nature.  
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APPENDIX 2: THEORY OF TOMOGRAPHY RECONSTRUCTION 

Two basic theories for tomography reconstruction are explained here namely Radon 

transform theory and the Fourier slice theorem/filtered backprojection. 

a) Radon transform 

The Radon transform is projection transformation of a two-dimensional function onto 

polar coordinate space, which transforms lines through an image to points in the Radon 

domain. Analytically, the measured projection images can be described by a Radon 

Transform of the object function corresponding to one angular position. If the object is 

represented by the two dimensional scalar function f(x, y) which describe some 

physical property of object at position (x, y) then the radon transform is given by  

   ( )  ∬  (   ) (              )    
 

  
 (9.15) 

Here we have used (x, y) co-ordinate space for object whereas (t, z) in polar co-ordinate 

system is used for camera system.  is the projection angle and   is the Dirac delta 

function.  ( ) a function of  and t is known as Radon transform of f(x, y).  Radon 

transform map every point (x, y) in object space onto a sinusoidal line in the (   ) 

space hence Radon transform is also called sinogram. The distribution of a quantity 

related to object physical properties such as object density, is then reconstructed from 

the projections of many different angles (or the sinogram). This is the inversion of the 

Radon transform or the back projection. The back projection operation simply 

propagates the measured sinogram back into the image space along the projection 

paths, where each point in the Radon domain is transformed back to a straight line in 
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the image. In the parallel beam geometry, the slices of the sample corresponding to 

different heights in the sample can be treated independently. To obtain a complete 3D 

distribution, one must reconstruct slices for every value of z. The simple back 

projection image is however, not exactly the same as the original image but is badly 

blurred. This is because the back projection operation is not a reversible process of the 

Radon transform. To be truly reversible this requires the inverse Radon transform 

associated an infinite number of projections and  zero-width pixels.  

b) Fourier slice theorem 

The Fourier slice theorem relates the Fourier transform of the object distribution and its 

projections. The one-dimensional Fourier transform of a single projection corresponds 

to a single radial line through the centre of the frequency image. The two-dimensional 

Fourier transform of the function f(x, y) is given by  

  (   )   ∬  (   )     (     )    
 

  
 (9.16) 

Similarly, the one dimensional Fourier transform of radon transform or projection data 

is given by  

   ( )   ∫   ( )        

  
   (9.17) 

The Fourier slice theorem relates the projection   ( )and the function f(x, y) in Fourier 

space. The Fourier transform   ( ) for angle   gives the values of F(u, v) along a line 

through the origin and rotated by angle  with respect to the horizontal axis i.e.  

   ( )   (           ) (9.18) 
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c) Filtered back projection 

Following the Fourier slice theorem, if enough projections are collected for various 

rotation angles, they will fill up the entire frequency space of the object. It should then 

be possible to reconstruct the object by simply performing a two-dimensional inverse 

Fourier transform. The filtered backprojection is based on this assumption and usually 

derived from the definition of inverse Fourier transform of F (u, v).  

  (   )   ∬  (   )    (     )    
 

  
 (9.19) 

By introduction of polar co-ordinates representation of (u, v), substitution of t = x cos  

+ y sin  , use of the Fourier slice theorem and rearrangement of integration variables  

  (   )   ∫ ∫ | |
 

  
  ( )          

 

 
 (9.20) 

Here, the outer integral describes the so-called backprojection. Inversion algorithms 

based on this equation are called filtered backprojection algorithms. Note that the 

backprojection operation requires the knowledge of the position of the rotation axis (t = 

0) in the recorded projection data. The inner integral is referred to as the filtered 

projection. The term ‗filtered‘ refers to the frequency filter |w| called ramp filter, which 

is implemented to correct the blurring caused by high frequency losses during 

tomography data acquisition. Due to this insufficient sampling and bandwidth 

limitation majority of the blurring and other artefacts arise in the reconstruction. There 

are varieties of possibilities to choose this filter and derive reconstruction algorithms 

from Equation (9.20).The main difference between these filters lies in the way, in 
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which the filtering is implemented. A filter function H(w) is generally introduced in the 

above equation as 

 (   )   ∫ ∫  ( )
 

  
  ( )                 ( )   ( )| |

 

 
 (9.21) 

The factor |w| in the filter is an essential part of the reconstruction, while the factor 

B(w) is used to suppress noise at high frequencies at the cost of a decreased resolution. 

Filter functions are discussed by Huesman et al. [82].  
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APPENDIX 3: PARAMETERS OF IMAGE QUALITY 

      Applicability of X-ray or neutron micro-imaging techniques for the qualitative 

visualization of distributed phases and structures in the materials or for quantitative 

analysis of micro-structural properties such as porosity, anisotropy, orientation etc. 

depends on the quality of images produced which is usually measured in terms of 

resolution, contrast and signal to noise ratio [31,50,64]. The definitions of various 

parameters used for qualifying image quality are discussed here. 

a) Resolution: 

Spatial resolution refers to the ability of an imaging system to record fine detail and 

measured in terms of minimum spacing resolved also called Limiting Spatial 

Resolution (LSR). The reciprocal of it is called the Spatial Frequency, which is 

generally expressed in line pairs/mm (LP/mm) or cycles/mm. A more complete 

approach to assess spatial resolution is provided by Fourier methods in which different 

factors contributing to image spatial resolution are analysed mathematically by 

measuring response of imaging system to a sharp edge input. Due to unsharpness 

created by factors in the imaging system, image of the sharp edge becomes spread out 

over a broader area than its ideal. The effect is seen in the plot profile, which consists 

of spread (tail) extending around the edge. This type of profile is called the Line Spread 

Function (LSF). The same type of effect can be seen in 2 dimensions using a pin hole 

and is called the Point Spread Function (PSF).When the Fourier Transform of an LSF is 

calculated, then the imaging system‘s response to sine waves of all spatial frequencies 

is obtained. This response is called the Modulation Transfer Function (MTF). It can be 



   255 

 

 

 

seen that the modulation falls off with increasing spatial frequency. The limiting spatial 

resolution is sometimes defined as the frequency where the modulation drops to 4%.  

b) Contrast 

       Image contrast is the measure of visibility of object features relative to the local 

background in the image and may differ for different objects in the same X-ray/neutron 

image depending upon their densities, atomic numbers and thicknesses. Contrast across 

the boundary of the object is expressed mathematically in terms of maximum and 

minimum intensity/gray values by the following equation  

            
         

         
 (9.22) 

Sensitivity of an imaging system or technique to distinguish smallest object contrast is 

a measure of its merit and called contrast sensitivity. If the imaging system has high 

contrast sensitivity, objects with lower-contrast will also be visible. Contrast sensitivity 

of PCI is several orders of magnitude higher than absorption contrast as discussed 

before. Apart from improved sensitivity, it offers additional edge enhancement 

therefore improves object contrast for objects differing in their complex refractive 

index. The edge enhancement effects in PCI can be quantified in terms of edge 

enhancement index (EEI) which compares the degree of edge enhancement relative to 

the absolute change in optical density across the edge. EEI is given by  

      
(   ) (   )

(   ) (   )
 (9.23) 

Where P and T are the peak and trough intensity values at the edge, and H and L 

represent the intensity values that would result at these locations if there were no edge 
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enhancement (determined by projecting a line derived from finite number of adjacent 

pixels) at the high and low intensity regions next to the edge [64].  

c) Signal to noise ratio (S/N) 

     S/N characterises the quality of image by measuring strength of signal as compared 

to noise and defined as the ratio of the effective signal and the noise at each point of the 

image. It measures the capability of effectively distinguishing features in an image for 

qualitative and quantitative analysis. There are usually two origins of noise in image, 

first the experimental additive noise, which is of integral nature and proportional to the 

spatial area of detector and temporal interval of measurement whereas the second is 

counting noise, which has a statistical origin usually, modelled with Poisson statistics. 

Signal to noise ratio for an image is given by  

     
      

     
  √                        (9.24) 

Where t is the integration time,        is the area of detector pixel,          is the 

photon flux of the spherical wave in the image plane in absence of object given by 

          
  

    where R is source to detector distance. Hence signal to noise ratio 

depends on integration time, incident beam flux, detector pixel size, source to detector 

distance, and image contrast [50,213]. 

 


