
 
 

DEVELOPMENT OF IMPROVED METHODS FOR 

LATTICE AND CORE PHYSICS SIMULATIONS OF 

THERMAL REACTORS 

 

By 

SHERLY RAY  

Enrolment No: PHYS01201304034 

BHABHA ATOMIC RESEARCH CENTER, MUMBAI 

 

A thesis submitted to the  

Board of Studies in Physical Sciences 

In partial fulfilment of requirements for the Degree of 

DOCTOR OF PHILOSOPHY 

of 

HOMI BHABHA NATIONAL INSTITUTE 

 

 

June, 2020 



ii 
 

Homi Bhabha National Institute 

Recommendations of the Viva Voce Committee 
 
As members of the Viva Voce Committee, we certify that we have read the dissertation 
prepared by SHERLY RAY entitled “DEVELOPMENT OF IMPROVED METHODS 
FOR LATTICE AND CORE PHYSICS SIMULATIONS OF THERMAL REACTORS” 
and recommend that it may be accepted as fulfilling the thesis requirement for the award of 
Degree of Doctor of Philosophy. 
 
 

Chairman –Prof. Amar Sinha 

Attended through Video Conference (consented by e-mail)   Date: 

 

26/06/2020 

 

 

Guide / Convener – Prof. Umasankari Kannan                          Date: 

 

 

26/06/2020 

 

Examiner – Prof. Suneet Singh 

Attended through Video Conference (consented by e-mail)     Date: 

 

 

26/06/2020 

 

Member 1 – Prof. K. P. Singh 

Attended through Video Conference (consented by e-mail)   Date: 

 

 

26/06/2020 

 

Member 2 – Prof. K. Devan 

Attended through Video Conference (consented by e-mail)   Date: 

 

 

26/06/2020 

 
Invitee – Prof. S. B. Degweker 
Attended through Video Conference (consented by e-mail)   Date: 

 
 
26/06/2020 

 
 
Final approval and acceptance of this thesis is contingent upon the candidate’s submission of 
the final copies of the thesis to HBNI. 
 I/We hereby certify that I/we have read this thesis prepared under my/our direction and 
recommend that it may be accepted as fulfilling the thesis requirement. 
 
 
Date:26/06/2020 
Place: Mumbai  Signature    Signature 

    Co-guide (if any)   Guide 

 



iii 
 

 

STATEMENT BY AUTHOR 

 

 

This dissertation has been submitted in partial fulfilment of requirements for an advanced 

degree at Homi Bhabha National Institute (HBNI) and is deposited in the Library to be made 

available to borrowers under rules of the HBNI. 

Brief quotations from this dissertation are allowable without special permission, provided that 

accurate acknowledgement of source is made. Requests for permission for extended quotation 

or reproduction of this manuscript in whole or in part may be granted by the Competent 

Authority of HBNI when in his or her judgment the proposed use of the material is in the 

interests of scholarship. In all other instances, however, permission must be obtained from the 

author. 

 

 

(Sherly Ray) 

 

 

 

 

 

 

 

 

 

 



iv 
 

 

 

 

DECLARATION 

 

I, hereby declare that the investigation presented in the thesis has been carried out by me. The 

work is original and has not been submitted earlier as a whole or in part for a degree / diploma 

at this or any other Institution / University. 

 

 

(Sherly Ray) 

 

 

  



v 
 

List of publications arising from the thesis   

Journal 

1. Sherly Ray, S. B. Degweker, Rashmi Rai, and K. P. Singh, ‘A Collision Probability and 

MOC-Based Lattice and Burnup Code for Analysis of LWR Fuel Assemblies’. Nuclear 

Science and Engineering, volume 184 (473–494), December 2016. 

http://dx.doi.org/10.13182/NSE15-127. 

2. Sherly Ray, S.B. Degweker, Umasankari Kannan, ‘A hybrid method for reactor core 

simulations employing finite difference and polynomial expansion with improved 

treatment of transverse leakage’. Annals of Nuclear Energy 131 (2019) 102–111. 

https://doi.org/10.1016/j.anucene.2019.03.028. 

3. Sherly Ray, S.B. Degweker, Umasankari Kannan, ‘New homogenised axial diffusion 

coefficients from lattice calculations’. Annals of Nuclear Energy, 137(2020) 107029. 

https://doi.org/10.1016/j.anucene.2019.107029. 

4. Sherly Ray, S.B. Degweker, Umasankari Kannan, ‘Few-Group Diffusion Theory 

Parameters from Lattice Calculations using Leakage Corrected Collision Probabilities’. 

Annals of Nuclear Energy, 145 (2020) 107492. 

https://doi.org/10.1016/j.anucene.2020.107492. 

Conference/Symposium 

1. Sherly Ray and S. B. Degweker, ‘Development of an Assembly Level Lattice Code 

Using Method of Characteristics,’ Proc. DAE-BRNS Symposium on Advances in 

Reactor Physics: Simulation Techniques & Analysis Methodologies (ARP 2013), 

Mumbai, India, October 23–25, 2013. 

 

 (Sherly Ray) 



vi 
 

 

ACKNOWLEDGEMENTS 

 
My thanks to God Almighty for the blessings and the strength showered on me to complete 

this work successfully. 

I would like to express my sincere thanks and deepest gratitude to my present Ph. D. guide 

Prof. Umasankari Kannan (RPDD, BARC) and former guide Prof. S. B. Degweker (Retired, 

Mathematical Physics & Reactor Theory section, BARC) for their support and encouragement 

during the course of this work. The invaluable guidance and constant encouragement by Prof. 

S. B. Degweker have made this research and thesis work successful and presentable in this 

form.  His passion and devotion to the work motivated me to work harder. 

 
Sincere gratitude is extended to Prof. Amar Sinha, Prof. K. Devan, Dr. K. P. Singh, Dr. P. D. 

Krishnani and Dr. Anurag Gupta for their willingness to serve on my doctoral committee and 

for the useful advice. I would also like to thank Mrs. Rashmi Rai (Mathematical Physics & 

Reactor Theory section, BARC), Dr. L. Thilagam, SRI-AERB, Kalpakkam and Shri. Gaurav 

Agarwal of FPS&S Group, NPCIL for the help they have extended.  I wish to thank Shri A. S. 

Pradhan, Head FPS&S group, NPCIL for the encouragement and support extended during the 

entire period of the research work. I thank all the researchers whose work I have consulted and 

cited for the thesis. 

 
I am highly grateful to the authorities of Nuclear Power Corporation of India Limited, Bhabha 

Atomic Research Centre and HBNI, Mumbai for providing a very conducive atmosphere for 

carrying out this research work. 

 

(Sherly Ray) 

  



vii 
 

CONTENTS 

 Page 
No. 

SUMMARY………………………………………………………………. x 

LIST OF FIGURES……………………………………………………… xii 

LIST OF TABLES……………………………………………………….. xiv 

CHAPTER  1: 
INTRODUCTION……………………………………….……................................ 

 
1 

1.1    Nuclear Power and Reactor Types……………………………………...…….. 1 

1.2 Nuclear Reactor Design and the Role of the Reactor Physicist……………..... 4 

1.3 Methods and Tools Employed in Reactor Physics Analysis…………….…… 7 

 1.3.1 The Neutron Transport Equation……………………………….….. 7 

 1.3.2 The Monte Carlo Method………………………………………….. 12 

1.4 Lattice and Core Calculations and the Organisation of the Thesis………........ 13 

CHAPTER  2:   
REVIEW OF NEUTRON TRANSPORT AND DIFFUSION THEORY 
METHODS FOR LATTICE AND CORE CALCULATIONS…….. ………….. 

 
 
17 

2.1    Introduction…………………………………………………………………… 17 

2.2 Lattice Level Computations Methods and Computer Codes…………….…… 18 

 2.2.1 Nuclear Data…………………………………………………..…… 18 

 2.2.1.1 Multi-group Cross Section Libraries: WIMS Library………...…… 19 

 2.2.1.2 Resonance Treatment……………………………………………… 20 

 2.2.2 Methods and Codes to Solve the Multi-group Transport equations.  27 

 2.2.2.1 SN method…………………………………………………….......... 28 

 2.2.2.2 Collision Probability (CP) Method……………………………....... 30 

 2.2.2.3 Method of Characteristics (MOC)…………………………………. 34 

 2.2.3 Treatment of Burnup………………………………………………. 37 

 2.2.4 Homogenisation Methods………………………………….……… 38 

2.3 Core Level Computational Methods and Codes……………………………… 41 

 2.3.1 Finite Difference Method (FDM)………………………. ……........ 42 

 2.3.2 Finite Element Method……………………………………..……… 47 

 2.3.3 Nodal Expansion Method……………………………………..…… 48 

2.4 Summary……………………………………………………………………… 51 



viii 
 

CHAPTER  3:   
COLLISION PROBABILITY AND MOC BASED LATTICE CODE FOR 
ANALYSIS OF LWR FUEL ASSEMBLIES……………………………………. 

 
 
52 

3.1 Introduction…………………………………………………………………… 52 

3.2 Neutron Balance Equation and Solution Method by CP Method………..…… 56 

 3.2.1 Solution Method…………………………………………………… 57 

3.3 Computation method of Collision Probabilities……………………………… 59 

 3.3.1 CPs in Three-Dimensional Lattice……………………...…………. 59 

 3.3.2 CPs in Two-Dimensional Lattice………………………………….. 60 

 3.3.3 CPs in One-Dimensional (slab or plate type geometry) lattice……. 61 

 3.3.4 Normalisation of the Probabilities…………………………………. 61 

3.4 The Method of Characteristics (MOC) for Neutron transport Equation……… 63 

 3.4.1 Isotropic Scattering………………………..………………....……. 63 

 3.4.2 Anisotropic Scattering……………………………………...……… 67 

3.5 Calculation of the Dancoff Factor………………………………………..…… 68 

3.6 Treatment of Burnup……………………………………………………..…… 69 

3.7 Verification of the lattice code…………………………......…………….…… 71 

 3.7.1 Few group benchmarks for verification of MOC…………………. 71 

 3.7.2 Verification of BOXER3 as a lattice code……………………...…. 78 

 3.7.3 Burnup Studies………………………………………………..…… 83 

3.8 Summary and Scope for Future Study…………………………………...…… 87 

CHAPTER  4:   
NEW HOMOGENISED AXIAL DIFFUSION COEFFICIENTS………..….… 

 
89 

4.1 Introduction…………………………………………………………………… 89 

4.2 Homogenised axial diffusion coefficient for an infinite lattice………………. 91 

 4.2.1 Contribution to current from volume sources………………...…… 91 

 4.2.1.1 Contribution to current from volume sources (i≠j)…………...…… 96 

 4.2.1.2 Contribution to current from volume sources (i=j)…………...…… 97 

 4.2.2 Contribution to current from surface (in-currents) source………… 98 

4.3 The case of anisotropic scattering……………………………………….…… 99 

 4.3.1 One group infinite homogeneous medium………………………… 100 

 4.3.2 The general case of the two-dimensional lattice…………….…….. 102 

4.4 Finite lattice - effect of leakage………………………………………...…….. 105 



ix 
 

 4.4.1 Axial leakage corrected collision probabilities …………………… 105 

 4.4.1.2 Contribution to flux from volume sources…………………..…….. 105 

 4.4.1.3 Final expressions for leakage corrected collision probabilities……. 108 

4.5 Results of calculations using the proposed method…………………………... 109 

 4.5.1 Without leakage correction......……………………………..……... 110 

 4.5.2 With leakage correction……………………………………..……... 113 

4.6 Summary………………………………………………………………..…….. 116 

CHAPTER  5:   
DEVELOPMENT OF COMPUTER CODE ‘FDPEM’ BASED ON 
COMBINATION OF FINITE DIFFERENCE AND POLYNOMIAL 
EXPANSION METHODS FOR PIN BY PIN CORE CALCULATIONS……… 

 
 
 
118 

5.1 Introduction…………………………………………………………………… 118 

5.2 Rational behind development of the method based on combination of FD and 
polynomial expansion……………………………………………………….... 

 
119 

5.3 Discretization of the diffusion equation by polynomial expansion and finite 
difference methods ……….…………………………………………….…….. 

 
121 

 5.3.1 
Polynomial expansion method (PEM) for longitudinal (Z) 
direction……………………………………………………………. 

 
122 

 5.3.2 
Finite difference treatment of transverse (X-Y) coupling and 
leakage…………………………………………………………….. 

 
122 

5.4 Verification studies……………………………..…………………………….. 127 

 5.4.1 PHWR problem………………………………………………......... 128 

 5.4.1.1 Description of the problem and the inputs………………………… 128 

 5.4.1.2 Results of PHWR Problem Simulation………………………......... 129 

 5.4.2 IAEA PWR benchmark problem…………………………………... 132 

 5.4.2.1 Description of the Problem and the Inputs………………………… 132 

 5.4.2.2 Results of IAEA PWR Benchmark Simulation…………..……….. 134 

5.5 Summary……………………………………………………………….……... 138 

CHAPTER  6:   
CONCLUSION AND SCOPE OF FUTURE WORK…………………………… 

 
140 

Appendix – A………………………………………………………………..……... 145 

Appendix – B……………………………………………………………………….. 148 

REFERENCES……………………………………………………………..……… 151 

 



x 
 

SUMMARY 
 

Accurate estimation of neutron flux distribution and the criticality status of the reactor is 

required during design and operation of nuclear reactors. The flux distribution is governed by 

the neutron transport equation (NTE) and can be obtained by performing full core calculations 

in fine energy groups using transport theory or by continuous energy Monte Carlo method. 

Though these methods are already being attempted, for routine analysis it appears to be 

impractical due to the complexity and heterogeneity of the advanced reactors. Thus, the 

required solution is usually obtained by applying some approximations and simplifying 

assumptions through a two-step process. The first step is the lattice calculations wherein the 

two-dimensional NTE is solved for obtaining the detailed flux (space and energy) distribution 

within a representative region called the lattice cell. This is followed by lattice homogenization 

that provides the few group homogenized cross sections and diffusion coefficients which forms 

the input for the second step of the calculation.  In the second step, few group neutron diffusion 

equations are solved to obtain the three-dimensional flux/power distribution in the reactor core. 

In the research work presented in the thesis, the development of new methods for the 

reactor physics analysis of LWRs, for both lattice and core levels, is described. The BOXER3 

code was developed as a multi-group transport theory based lattice and burnup code for 

simulating the fuel assemblies of LWRs. The code has the capability to solve NTE with three 

methods viz: Collision Probability (CP) method, combination of CP and interface current 

method and the method of characteristics (MOC). The solution by MOC enables the treatment 

of anisotropic scattering. The availability of three options for obtaining the transport solution 

combined with other features like a new method for normalizing the CPs, solution of burnup 

equations with the predictor-corrector method, calculation of pin-dependent Dancoff factors, 

inclusion of leakage corrected CPs to obtain the leakage corrected fine-group flux distribution 

instead of infinite medium distribution and a new formula for obtaining the axial diffusion 



xi 
 

coefficient, makes the code an advanced tool for lattice calculations of LWRs. The code can 

provide few group cross sections and diffusion coefficients as a function of burnup from lattice 

calculations at the level of LWR fuel assembly (FA).  All these features/ improvements for the 

lattice level computation are verified by analysing various benchmark problems using 

BOXER3 code and it is found that they yield better results.  

Towards the development in the second step, a new method that uses a combination of 

the finite difference (FD) along X and Y directions and the polynomial expansion method 

(PEM) along Z-direction is developed. Though there have been a few studies on the use of 

combined FD and PEM for core calculations, the treatment of transverse leakage by a fourth 

order polynomial instead of the usual quadratic expansion represents an improvement. Another 

new feature is the relaxation of the assumption of uniform material properties in a mesh. The 

treatment of the effect of the non-uniformity (due to burnup, temperature of fuel and coolant) 

on cross sections and diffusion coefficient within a mesh along the axis, together with the use 

of a fourth order polynomial expansion for flux (along the fuel length) and the transverse 

leakage in the diffusion theory code, permits the use of very few axial divisions and is therefore 

economical in detailed pin by pin core calculations. A code called FDPEM based on the new 

method has been developed. The benchmark studies carried out using the code FDPEM on 

LWR core calculations show good agreement in K-effective and power distributions between 

results by FDPEM and reference results and substantial savings in computer time over the more 

elaborate FD method. The code can therefore be used to obtain the pin power distribution of 

the LWR core efficiently without compromising on the accuracy. 

The developments discussed in the thesis have been directly applied to square pitch 

heterogeneous LWR lattices and cores. They represent an important advancement in the 

methods for lattice and core level calculations of such reactors. 

 



[LL�

/,67�2)�),*85(6�

)LJ��1R�� 'HVFULSWLRQ�
3DJH�
1R��

)LJ������ 0HVKLQJ�VFKHPH�IRU�ILQLWH�GLIIHUHQFLQJ««««««««««� ���

)LJ������
7\SLFDO�JHRPHWULHV�ZLWK�VXE�GLYLVLRQV�WKDW�FDQ�EH�KDQGOHG�E\�
%2;(5�««««««««««««««««««««««� ���

)LJ������ *HRPHWU\�RI�PRQR�JURXS�HLJHQYDOXH�SUREOHP«««««««��� ���

)LJ������ *HRPHWU\�RI�%:5�FHOO««««««««««««««««��� ���

)LJ������ /:5�IXHO�HOHPHQW�ZLWK�EXUQDEOH�SRLVRQ�FHOO««««««««� ���

)LJ������ �î��%:5�SUREOHP�ZLWK�JDGROLQLXP�SLQV«««««««««��� ���

)LJ������ )XHO�SLQ�FHOOV�RI�/:5�EHQFKPDUNV«««««««««««« ���

)LJ������ ��î���3:5�IXHO�DVVHPEO\«««««««««««««««� ���

)LJ�����D�
&RPSDULVRQ�RI�WKH�YDULDWLRQ�RI�.��LQILQLW\�ZLWK�EXUQXS�IRU�82��
3LQ�&HOO««««««««««««««««««««««��� ���

)LJ�����E�
&RPSDULVRQ�RI�WKH�YDULDWLRQ�RI�.�LQILQLW\�ZLWK�EXUQXS�IRU�8�3X�
02;�3LQ�&HOO««««««««««««««««««««� ���

)LJ�����D� )XHO�DVVHPEOLHV�IRU�WKH�3:5��82���EXUQXS�EHQFKPDUNV�«««� ���

)LJ�����E� )XHO�DVVHPEOLHV�IRU�WKH�3:5��02;��EXUQXS�EHQFKPDUNV««���� ���

)LJ������D�
&RPSDULVRQ�RI�WKH�YDULDWLRQ�RI�.�LQILQLW\�ZLWK�EXUQXS�IRU�3:5�
82��)$�ZLWK�*G««««««««««««««««««��� ���

)LJ������E�
&RPSDULVRQ�RI�WKH�YDULDWLRQ�RI�.�LQILQLW\�ZLWK�EXUQXS�IRU�3:5�
8�3X�02;�)$�ZLWK�*G�«««««««««««««««��� ���

)LJ������
&RRUGLQDWH�V\VWHP�IRU�FDOFXODWLRQ�RI�WKH�]�FRPSRQHQW�RI�WKH�
FXUUHQW«««««««««««««««««««««««� ���



[LLL�

)LJ������
&RRUGLQDWH�V\VWHP�IRU�FDUU\LQJ�RXW�WKH�GRXEOH�DUHD�
LQWHJUDWLRQV«««««««««««««««««««««�� ���

)LJ������ &RUH�����WK��PDS�RI�3+:5««««««««««««««���� ����

)LJ������

&RPSDULVRQ�RI�D[LDO�QHXWURQ�IOX[�GLVWULEXWLRQ�DW�WKH�UDGLDO�FHQWHU�
IRU� 3+:5� FRUH� E\� )'3(0� ��� D[LDO� FHOOV�� DQG� 6)'� ���� D[LDO�
PHVKHV�««««««««�««««««««««««««��

����

)LJ������ &RUH�0DS�RI�,$($�3:5�EHQFKPDUN«««««««««««� ����

)LJ������

$[LDO�IOX[�GLVWULEXWLRQ�DW�WKH�FHQWHU�RI�D�QR�URG�)$�RI�,$($�3:5�
EHQFKPDUN�E\�)'3(0����DQG����D[LDO�FHOOV��DQG�6)'������D[LDO�
PHVKHV�«««««««««««««««««««««« ����

)LJ������
$[LDO�IOX[�GLVWULEXWLRQ�DW�FHQWHU�RI�D�SDUWLDOO\�URGGHG�)$�RI�,$($�
3:5�EHQFKPDUN�E\�)'3(0����DQG����D[LDO�FHOOV��DQG�6)'������
D[LDO�PHVKHV�««««�««««««««««««««««� ����

)LJ������
$[LDO�IOX[�GLVWULEXWLRQ�DW�WKH�FHQWHU�RI�D�IXOO\�URGGHG�)$�RI�,$($�
3:5�EHQFKPDUN�E\�)'3(0����DQG����D[LDO�FHOOV��DQG�6)'������
D[LDO�PHVKHV�««�««««««««««««««««««� ����



[LY�

/,67�2)�7$%/(6�

7DEOH�1R�� 'HVFULSWLRQ������������������������������������������������������������������
3DJH�
1R��

7DEOH����� &URVV�VHFWLRQV�IRU�KRPRJHQHRXV�EHQFKPDUN�SUREOHPV««««��� ���

7DEOH����� 5HVXOWV�RI�KRPRJHQHRXV�EHQFKPDUN�SUREOHP««««««««� ���

7DEOH����� &URVV�VHFWLRQV�IRU�PRQR�JURXS�HLJHQYDOXH�SUREOHP«««««« ���

7DEOH����� &RPSDULVRQ�RI�UHVXOWV�ZLWK�RWKHU�FRGHV««««««««««��� ���

7DEOH����� 7ZR�*URXS�&URVV�6HFWLRQ�RI�%:5�FHOO««««««««««��� ���

7DEOH����� &RPSDULVRQ�RI�.�LQILQLW\�IRU�%:5««««««««««««� ���

7DEOH���� 7ZR�*URXS�&URVV� 6HFWLRQ� RI� /:5� IXHO� HOHPHQW�ZLWK� EXUQDEOH�
SRLVRQ«««««««««««««««««««««««��� ���

7DEOH����� &RPSDULVRQ�RI�.�LQI�IRU�/:5�IXHO�HOHPHQW�ZLWK�EXUQDEOH�SRLVRQ� ���

7DEOH������ &URVV�VHFWLRQV�IRU���î���%:5�SUREOHP�ZLWK�JDGROLQLXP�SLQV«« ���

7DEOH������
&RPSDULVRQ�RI�.�LQILQLW\�IRU���î���%:5�SUREOHP�ZLWK�JDGROLQLXP�
SLQV««««««««««««««««««««««««��� ���

7DEOH������ 6SHFLILFDWLRQV�IRU�3LQ�&HOO�%HQFKPDUNV««««««««««�� ���

7DEOH������ 5HVXOW�IRU�82�««««««««««««««««««««� ���

7DEOH������ 5HVXOW�IRU�02;«««««««««««««««««««��� ���

7DEOH������ &DOFXODWLRQV�IRU�3LQ�&HOO�IRU�9(5$�%HQFKPDUN«««««««� ���

7DEOH������ 3LQ�GHSHQGHQW�'DQFRII�)DFWRUV«««««««««««««« ���

7DEOH������ 5HVXOWV�IRU���î���IXHO�DVVHPEO\«««««««««««««�� ���

7DEOH����� 'LIIXVLRQ�FRHIILFLHQW�IRU�DQ�LQILQLWH�KRPRJHQHRXV�PHGLXP�««« ����

7DEOH����� &RPSDULVRQ�RI�GLIIXVLRQ�FRHIILFLHQWV�E\�WZR�PHWKRGV�««««« ����

7DEOH����� &RPSDULVRQ�RI�GLIIXVLRQ�WKHRU\�.�HIIHFWLYH«««««««««� ����



[Y�

7DEOH�����
5DWLR� �SURGXFWLRQ� E\� DEVRUSWLRQ�� DQG� .�HIIHFWLYH� ZLWK� OHDNDJH�
FRUUHFWLRQ««««««««««««««««««««««�� ����

7DEOH�����
&RPSDULVRQ� RI� GLIIXVLRQ� WKHRU\� .�HIIHFWLYH� XVLQJ� '� ZLWK� DQG�
ZLWKRXW�OHDNDJH�FRUUHFWLRQ«««««««««««««««��� ����

7DEOH�����
&RPSDULVRQ� RI� GLIIXVLRQ� WKHRU\� DQG� 0RQWH� &DUOR� .�HII� IRU�
KRPRJHQHRXV�FRUHV««««««««««««««««««�� ����

7DEOH����� &RPSDULVRQ�RI�GLIIXVLRQ�WKHRU\�.�HIIHFWLYH�XVLQJ�%��FRUUHFWHG�'� ����

7DEOH����� 7ZR�JURXS�FHOO�DYHUDJHG�FURVV�VHFWLRQ�XVHG�IRU�3+:5�SUREOHP« ����

7DEOH����� &RPSDULVRQ�RI�.�HIIHFWLYH�E\�)'3(0�DQG�6)'�IRU�3+:5««�� ����

7DEOH�����
5DGLDO��FKDQQHO��SRZHU�GLVWULEXWLRQ�RI�3+:5�XVLQJ�6)'�ZLWK����
D[LDO�PHVKHV«««««««««««««««««««««� ����

7DEOH�������
��GHYLDWLRQ�LQ�FKDQQHO��UDGLDO��SRZHU�REWDLQHG�E\�)'3(0��IRXUWK�
RUGHU�OHDNDJH�DQG����D[LDO�FHOOV��IURP�UHIHUHQFH�UHVXOWV��6)'����
D[LDO�PHVKHV��IRU�3+:5««««««««««««««««� ����

7DEOH�����
��GHYLDWLRQ�LQ�FKDQQHO��UDGLDO��SRZHU�REWDLQHG�E\�)'3(0��IRXUWK�
RUGHU� OHDNDJH�DQG��� D[LDO� FHOOV�� IURP� UHIHUHQFH� UHVXOWV� �6)'����
D[LDO�PHVKHV��IRU�3+:5««««««««««««««««� ����

7DEOH����� &URVV�VHFWLRQV�XVHG�LQ�WKH�,$($�3:5�EHQFKPDUN««««««� ����

7DEOH������
.�HIIHFWLYH� E\� )'3(0�� 6)'� DQG� 3$5&6� FRGHV� IRU� WKH� ,$($�
3:5�EHQFKPDUN«««««««««««««««««««�� ����

7DEOH�����
&RPSDULVRQ�RI�)$�SRZHUV�E\�3$5&6�DQG�)'3(0�ZLWK�TXDGUDWLF�
OHDNDJH«««««««««««««««««««««««� ����

7DEOH�����
&RPSDULVRQ�RI�)$�SRZHUV�E\�3$5&6�DQG�)'3(0�ZLWK� IRXUWK�
RUGHU�OHDNDJH««««««««««««««««««««���� ����

7DEOH������
��'HYLDWLRQ RI�)$�SRZHUV�REWDLQHG�E\�)'3(0�ZLWK�IRXUWK�RUGHU�
OHDNDJH� �&DVH� D�� ��� D[LDO� FHOOV��&DVH�E�� �� D[LDO� FHOOV�� DQG�6)'�
�&DVH�F������D[LDO�PHVKHV��IRU�,$($�3:5�EHQFKPDUN««««�� ����



1 
 

CHAPTER  1 

INTRODUCTION 

1.1 Nuclear Power and Reactor Types  

Since its discovery in 1938, nuclear fission is considered as an important means of 

nuclear energy generation.  Today, most of the nuclear reactors operating world-wide are based 

on the phenomena of nuclear fission. Nuclear fission is a process in which nucleus of an atom 

splits into smaller/lighter nuclei. It also produces few (about 2-3) neutrons having an average 

energy of about 2 MeV and releases a large amount of energy (about 200 MeV per fission). 

This energy is much higher in comparison with energy produced in chemical reaction (a few 

eV per reaction). As an example, the complete burning of 1 kg of coal yields about 8 kWhr, 

whereas fission of 1 kg of U235 yields about 2*107 kWhr of heat. Fission process is of two 

types: spontaneous fission and neutron induced fission. Since spontaneous fission is a rather 

slow process, nuclear reactors are based on neutron induced fission. The neutrons released 

during fission can cause further fissions in the fuel and a chain reaction can be maintained.  

Uranium is the naturally occurring element that can undergo fission and is commonly 

used as the nuclear fuel. More specifically, natural uranium mainly consists of two isotopes 

viz. U238 (about 99.3 %) and U235 (about 0.7%). U235 can undergo fission with neutrons of all 

energies and is called the fissile isotope. U238 on the other hand is called fissionable because it 

is having a fission threshold energy of about 1.0 MeV. While the energy of the fission neutrons 

is high enough to cause further fissions in U238, the neutrons rapidly lose their energy in 

inelastic collisions below the threshold and hence U238 cannot sustain a chain reaction. It is the 

U235 that sustains the fission chain reaction in a nuclear reactor. Other important nuclides which 

cause fission when bombarded with low energy neutrons are Pu239, U233 etc. Pu239 is produced 

by interaction of a neutron with U238 nucleus followed by two beta decays. U233 is also produced 

in a similar manner from Th232.  
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At neutron energies around 0.025 eV (referred to as thermal energies i.e. energies 

comparable to the kinetic energy of the motion of atoms and molecules due to their thermal 

motion) the neutron induced fission cross section of U235 is about 200 times the neutron capture 

cross section in U238 and hence the probability of a neutron causing fission is high in spite of 

the rather small fraction of the isotope U235 in natural uranium. This fact makes it possible to 

sustain a fission chain reaction in natural uranium provided the neutron energies are in the 

thermal range. Such reactors in which majority of the fissions are caused by thermal neutrons 

are called thermal reactors. Since the energy of the neutrons produced in fission is about 2 

MeV, the neutrons must be slowed down to thermal energies. This is carried out in a reactor 

by collisions with light nuclei such as hydrogen or deuterium and is called moderation. 

Commonly used moderators are light water, heavy water, graphite and beryllium etc. as they 

have copious quantities of light nuclei [1]. These materials have the additional property that 

they have small neutron capture cross sections. During the slowing down process however, the 

neutrons pass through an energy range called the resonance range. In this range, the neutron 

capture cross sections of U238 becomes very large at the resonances of this nuclide and many 

neutrons may get lost as a result of capture in U238. With carefully calculated amounts of fuel 

and moderator materials as well as their optimum geometrical arrangement it is possible to 

sustain fission chain reactions in natural uranium using heavy water or graphite moderators. 

Sometimes it becomes necessary (as in the case of light water moderated reactors) to increase 

the U235 in the uranium to 2-3% by a process called enrichment. Since the working of first 

nuclear reactor built by Fermi in 1942 in Chicago, the technology has developed continuously 

leading to many advanced and complex reactor systems that are currently operating. 

All reactors are however not thermal reactors. Nuclear reactors can be broadly classified 

based on the energy of the neutrons causing fission as fast and thermal reactors. In thermal 

reactors, majority of the fissions are caused by neutrons of low energy (of few eV) called 
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thermal neutrons. The thermal neutrons are in thermal equilibrium with the medium, usually 

the moderator, where neutrons born as fast neutrons from fission are slowed down to lower 

energy range. In fast reactors, the chain reaction is maintained by high energy neutrons (of few 

keV) called fast neutrons. Thus, in fast reactor there is no moderator. To increase the probability 

of fission at such energies, it is necessary to increase the fissile content to 10-20 %. Fast reactors 

have certain advantages over thermal reactors as they can produce more fissile atoms (Pu239 or 

U233) by the process mentioned above than they consume. Such reactors (called breeder 

reactors) are under development in various countries and they form an important component 

of India’s nuclear energy program [2]. The majority of the nuclear reactors operating 

worldwide are thermal reactor types. 

Thermal reactors can be further classified based on the material used as 

coolant/moderator as light water reactors (LWRs) and heavy water reactors (HWRs). In LWRs, 

light water serves as both coolant and moderator and in HWRs heavy water acts as both 

moderator and coolant. LWRs can be further divided into two categories as boiling water 

reactors (BWRs) and pressurized water reactors (PWRs). In BWRs coolant/moderator will be 

in the boiling condition and in PWRs it is kept pressurized using pumps. In HWRs the high 

temperature coolant is kept pressurized and the moderator which is completely isolated from 

coolant is maintained as a low temperature low pressure system. The type of reactors are called 

pressurized heavy water reactors (PHWRs). 

Out of the total 22 nuclear power reactors operating in India, 18 are PHWRs, 2 are BWRs 

which were originally installed in collaboration with GE, USA and 2 are PWRs of Russian 

VVER design. The first PHWR units at Rajasthan (RAPS – 1&2) are based on Canadian 

design. Subsequent to this, 14 small-sized PHWRs of 220 MWe capacity were indigenously 

designed and are operating successfully, incorporating major changes in design based on the 

operating experience and R&D activities to achieve the present standardized design. In 
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addition, two medium-sized PHWRs of 540 MWe capacity are also operating. The successful 

operation of the small and medium sized PHWRs led to the design of 700 MWe PHWRs. Four 

700 MWe PHWRs are almost in the final stages of construction. In PHWR category, India is 

planning to add about a dozen 700 MWe PHWRs to its power generating capacity. In addition 

to the existing PWRs (Russian VVER type), India is planning to acquire other types of PWRs 

through international collaboration [3] to add to the total installed capacity of electricity 

generation.  

1.2 Nuclear Reactor Design and the Role of the Reactor Physicist 

The design of a nuclear reactor is very involved task and the objective is to achieve safe 

and economically efficient operation of the plant, minimizing the occurrence of accidents and 

ensuring that their consequences can be reliably mitigated. Adherence to the various safety 

requirements needs to be demonstrated even at the design stage itself through detailed analysis.   

The principle of producing power is same for all types of reactors, viz., maintaining a 

self-sustaining chain reaction. The neutrons that are produced from fission undergo various 

types of interactions such as elastic and inelastic scattering, radiative capture (n, α), (n, 2n) or 

fission with fuel, coolant, moderator and structural materials. As a result of these interactions, 

additional neutrons may be produced as in fission or (n, 2n) reactions or they may be removed 

as in radiative capture or (n, α) reactions. Neutrons can be also removed by leakage out of the 

reactor. The reactor is in a stable self-sustaining condition if rate of neutron production and 

removal from these processes are the same. An important parameter in this regard is the 

effective multiplication factor which is the ratio of number of neutrons in one generation to 

that in the previous generation. The neutron chain reaction is self-sustained if the effective 

multiplication factor is unity and the reactor is said to be critical. Any deviation in the value of 

multiplication factor from unity will lead to a change in the power output. Thus, maintaining 

reactor critical and knowing the status of the core is very important. The neutron balance in a 
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nuclear reactor is thus a dynamic process and there are various processes which contribute to 

the changes in the neutron population. To maintain the reactor critical, mechanisms such as 

fueling, use of reactivity control devices etc. are used. In addition, there are intrinsic properties 

of the reactor system called reactivity feedback effects that affect the effective multiplication 

factor. These feedback effects come into play due to changes in temperature and density of 

various materials present. The design of the system should be such that these feedback effects 

should not lead to an uncontrolled increase in multiplication factor. The reactivity feedback 

effects play a very important role in reactor operation and safety. 

The distribution of neutrons within the reactor is described by the neutron transport 

equation. Once the neutron flux distribution within the core is known, various quantities of 

interest like neutron multiplication factor, fuel pin (usually fuel is arranged in the form of small 

cylinders called fuel pins) power, fuel burnup etc. can be easily obtained.  

Nuclear energy in a reactor appears in the form of heat that needs to be removed. The 

heat removal system is decided during the design stage itself considering the design power 

output and the intended neutron flux/power distribution. The neutron flux distribution within 

the reactor at all times should be such that the power produced from the fuel can be safely 

removed without causing any overheating and consequent damage of the fuel and other 

components and is within the heat removal capacity of the system. This translates into keeping 

the parameters like linear heat rate (LHR), the power produced per unit length of the fuel pin, 

and the fuel and coolant temperatures within the specified limits during operation. These 

parameters can be obtained once the neutron flux distribution is known. 

Control rods which are made of neutron absorbing material are inserted or withdrawn 

from the core to control the rate of neutron interaction and to cause a change in the neutron 

multiplication factor. The ‘worth’ or effectiveness of these rods is quantified in terms of the 

relative change in the effective multiplication caused due to insertion or removal of these rods. 
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Evaluation of the worth of the control rods, as changes in the worth may occur due to changes 

in the material composition with reactor operation and with changes in the flux distribution, is 

a requirement of the design and operation.  

The fission products formed during fission and subsequent decay also accumulates and 

is having an effect on neutron multiplication.  Some of these products are having high cross-

section for neutron absorption and act as poison. Thus, provision must be made in the design 

itself to take care of the reactivity effect associated with such fission products during operation 

and shut down. As the fissile content gets depleted due to fission and fission products 

accumulates with operation, refueling is required to replenish the irradiated fuel with new fuel. 

The refueling frequency and amount of fuel to be replaced must be worked out such that both 

economic and safety aspects are satisfied. 

Safety analysis is performed to assess the variation of various parameters like LHR, fuel 

enthalpy, multiplication factor, temperature of fuel, coolant etc. during the transients, be it 

caused by any change in power or due to malfunctioning of some devices like tripping of pump, 

withdrawal of control rods etc. and to check the effectiveness of the control/shutdown systems. 

Whenever there is an increase in the power, the temperature of the various components like 

fuel, coolant and moderator etc. will increase. This in turn can cause further change in the flux 

/power depending on the reactivity feedback associated with these components. Thus, a 

negative temperature feedback is always preferred to dampen the escalation of the transient in 

a safe manner.  

The reactor physics study covers aspects of the reactor design related to maintaining 

criticality or the neutron balance, optimization of neutron flux distribution to safely and 

economically operate the reactor at design rated power. The study also includes the following: 

estimation of the effectiveness (worth) of control rods/elements, calculation of reactivity 

coefficients that play an important role in safety, the study of fuel burnup and the effect of 
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accumulation of fission products and the need as well as the principles of refueling operations, 

transient and safety analysis. 

1.3 Methods and Tools Employed in Reactor Physics Analysis 

The tools used by the reactor physicist for analysis of reactors are computer codes and 

nuclear data (mainly nuclear reaction cross sections) libraries. The basic physical principle 

governing the behavior of neutrons in a reactor is the neutron transport equation that is a 

statement of neutron balance in a small volume of space [4]. The codes are based on numerical 

methods for solving the transport equation (or one of its approximate forms, the diffusion 

equation) using the data from the cross section libraries. An alternative method is based on a 

statistical approach to solving neutron transport problems [5]. These methods are briefly 

described in the following paragraphs. 

 
1.3.1 The Neutron Transport Equation 

   
The basic equation governing the neutron distribution in the reactor is the neutron 

transport equation (NTE). Neutrons can interact with matter in different ways like scattering, 

radiative capture, fission etc. in addition to its leakage from the system. The neutron cross 

section, the probability of interaction of neutrons with various materials, is a function of 

neutron energy. Any change in the temperature of some material in the system will lead to a 

change in density of the material as well as a change in the energy distribution of the neutrons 

and hence the interaction probability.  

The neutron transport equation is a statement of neutron balance and can be written as  

Rate of change of neutron density   
డே(௥,ஐ,ா,௧)

డ௧
 = Rate of production – Rate of removal 

Rate of production = (In-scattering rate + fission rate + source rate) 

Rate of removal = (Net leakage rate + collision rate) in dV dΩ dE about (r, Ω, E) at time t 
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𝜕𝑁(𝑟, Ω, 𝐸, 𝑡)

𝜕𝑡
 

= 
න 𝑑𝐸ᇱ න Σ௦ (𝑟, Ωᇱ, 𝐸ᇱ → Ω, 𝐸)ψ(𝑟, Ωᇱ, 𝐸ᇱ, 𝑡)𝑑Ωᇱ + 

 

  𝜒(𝐸)

4𝜋
න 𝑑𝐸ᇱ න υΣ௙ (𝑟, 𝐸ᇱ)ψ(𝑟, Ωᇱ, 𝐸ᇱ, 𝑡)𝑑Ωᇱ + 𝑄(𝑟, Ω, 𝐸, 𝑡) − (1.1) 

  {Ω. ∇ψ(𝑟, Ω, 𝐸, 𝑡) + Σ௧(𝑟, 𝐸)ψ(𝑟, Ω, 𝐸, 𝑡)}  

 
𝑁(𝑟, Ω, 𝐸, 𝑡) is the number of neutrons at r with direction Ω  and energy E at time t per unit 

volume, per unit solid angle and per unit energy. Ψ(𝑟, Ω, 𝐸, 𝑡)  is the angular neutron flux and 

is related to 𝑁(𝑟, Ω, 𝐸, 𝑡) as:  

ψ(𝑟, Ω, 𝐸, 𝑡) = 𝑣𝑁(𝑟, Ω, 𝐸, 𝑡) 

where, 𝑣 is the neutron velocity. The scalar flux is obtained as the integral of the angular flux 

over all directions.  

Φ(𝑟, 𝐸, 𝑡) = න ψ(𝑟, Ω, 𝐸, 𝑡)𝑑Ω
ସగ

 

Combining the source terms together, Eq. (1.1) takes the form  

 
1

𝑣

𝜕ψ(𝑟, Ω, 𝐸, 𝑡)

𝜕𝑡
+ Ω. ∇ψ + Σ௧ψ = 𝑞(𝑟, Ω, 𝐸, 𝑡) (1.2) 

 
For the steady state reactor analysis, the time- independent (steady state) transport 

equation as shown in Eq. (1.3) is solved.  

Ω. ∇Ψ + Σ௧Ψ = 𝑞(𝑟, Ω, 𝐸) (1.3) 

 
𝑞(𝑟, Ω, 𝐸) is the total rate at which neutrons appear at 𝑟, Ω, 𝐸  due to both collisions and 

extraneous sources if any. 

𝑞(𝑟, Ω, 𝐸) = න 𝑑𝐸ᇱ න Σ௦ (𝑟, Ωᇱ, 𝐸ᇱ → Ω, 𝐸)Ψ(𝑟, Ωᇱ, 𝐸ᇱ)𝑑Ωᇱ +  

  
𝜒(𝐸)

4𝜋
න 𝑑𝐸ᇱ න υΣ௙ (𝑟, 𝐸ᇱ)Ψ(𝑟, Ωᇱ, 𝐸ᇱ)𝑑Ωᇱ + 𝑄(𝑟, Ω, 𝐸) (1.3a) 

This is the general form of the neutron transport equation in integro-differential form. Here, 
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𝑄(𝑟, Ω, 𝐸) - external neutron source, 

𝜒(𝐸) - fission spectrum,  

υ  -  average number of neutrons produced in fission, 

Σ௦(𝑟, Ωᇱ, 𝐸ᇱ → Ω, 𝐸) – macroscopic scattering cross section at r from energy 𝐸ᇱ to 𝐸 and 

direction from Ωᇱ to Ω,  

Σ௙(𝑟, 𝐸ᇱ)- macroscopic fission cross section at r with energy 𝐸ᇱ.  

The macroscopic cross section Σ௫ for reaction x is the product of number density of nucleus 

under consideration and its microscopic cross section for reaction x, 𝜎௫. ie., 

Σ௫(𝐸) = 𝑛 ∗ 𝜎௫(𝐸), n is the number density of the nuclei.  

The microscopic cross sections 𝜎 required for solving neutron transport problems are sourced 

from cross section data libraries that have been prepared for this purpose.  

By modifying the fission source in Eq. (1.3) by a constant factor 
ଵ

௞
  and setting the 

external neutron source 𝑄(𝑟, Ω, 𝐸) equal to zero, the criticality eigen-value form of the 

transport equation is obtained as  

 
Ω. ∇Ψ + Σ௧Ψ = ∫ 𝑑𝐸ᇱ ∫ 𝛴௦ (𝑟, 𝛺ᇱ, 𝐸ᇱ → 𝛺, 𝐸)𝛹(𝑟, 𝛺ᇱ, 𝐸ᇱ)𝑑𝛺ᇱ +  

  
𝜒(𝐸)

4𝜋𝑘
න 𝑑𝐸ᇱ න 𝜐𝛴௙ (𝑟, 𝐸ᇱ)𝛹(𝑟, 𝛺ᇱ, 𝐸ᇱ)𝑑𝛺ᇱ (1.4) 

 
Eq. (1.4) is solved to get the flux and the eigenvalue. The largest eigen-value of Eq. (1.4) is 

called the criticality eigen-value of the system and the corresponding Ψ  is called the eigen- 

function or fundamental mode. 

If the neutron production due to fission balances the neutron loss due to both capture and 

leakage, a non-zero steady state neutron flux exists. The introduction of k in the above manner 

makes it possible to achieve this balance by adjusting the fission source by the eigen-value k. 

If k is less than one, the system is sub-critical and if k is greater than one, system is super-
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critical. If k = 1, the loss due to capture plus leakage balances the source due to fission and the 

system is said to be critical.   

In the reactor calculation, above form of transport equation is solved for obtaining both 

eigen-value and neutron flux. Another form, the integral form, of the steady state transport 

equation for the neutron flux is 

 

Φ(𝑟, Ω, 𝐸) = න 𝑒𝑥𝑝 ቈ− න 𝛴௧(𝑟 − 𝑠ᇱᇱ𝛺, 𝐸)𝑑𝑠ᇱᇱ
௦ᇲ

଴

቉ 𝑞(𝑟 − 𝑠ᇱ𝛺, 𝛺, 𝐸)𝑑𝑠ᇱ

ஶ

଴

 (1.5) 

 
and states that the flux at r is made up of neutrons which appear in the direction Ω and energy 

E, at all other possible directions 𝑟 − 𝑠ᇱΩ, multiplied by the attenuation factor by which the 

flux is reduced while going to s = 0.  

Even in steady state condition, the neutron flux is a function of position, angle and energy 

variables. The complexity of the geometry and material heterogeneities within the reactor 

makes it difficult to obtain the exact solution for the neutron transport equation. The 

complicated variation of cross sections with neutron energy also add to the complexity of the 

problem. Except for simple geometries where analytical solutions are obtained, numerical 

methods are applied to obtain the solution of the transport equation. To solve the transport 

equation numerically, the variables energy, position and angle needs to be discretized. Various 

numerical methods have been developed to get the solution of the transport equations.  

To treat the energy dependence, multi group approach of the transport equation is widely 

adopted. In this approach, the entire energy range relevant to fission reaction ie., up to 20 MeV 

is divided into many intervals (groups) and it is assumed that the cross sections are constant 

within each energy group and are obtained by weighted averaging of the variation over the 

energy range of the group. Integration over energy is replaced by the summation over groups. 
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With this approximation, the steady state neutron transport equation is transformed into a finite 

system of integro-differential equations, each giving the neutron flux within a particular group.  

 
Ω. ∇Φ௚ + Σ௧Φ௚ = 𝑞௚(𝑟, Ω),                     𝑔 = 1, 𝐺 (1.6) 

 
The common methods used for the solution of the transport equation are the Spherical 

harmonics method or Pn method and the Discrete ordinates or Sn method for solving the 

integro-differential transport equation, the Collision probability (CP) method and its variants 

that solve the integral transport equation, and the Method of Characteristics (MOC).   

For getting the local flux variations in small systems of the size of a pin cell, Collision 

probability (CP) methods are applied. In the intermediate sized system, like fuel assembly, low-

order discrete ordinate method (Sn) is applied. In recent times the collision probability method 

(and its variants such as interface current method) are also being used for assembly level 

problems. The method of characteristics is also used for assembly level problems. For problems 

involving large sized domains such as whole calculations, the diffusion equation that is an 

approximate form of the transport equation is used with few group homogenized cross sections 

obtained from lattice calculations. Whole core calculations without homogenization by the 

method of characteristics are being attempted. The Pn and Sn methods are briefly described in 

the following paragraphs while detailed treatment of the collision probability and related 

methods as well as MOC for lattice calculations and the methods for solving the diffusion 

equation that form the subject of the thesis are discussed in detail in the next chapter. 

In the Spherical Harmonics method, the angular flux is expanded in terms of spherical 

harmonics (Legendre polynomials for one-dimensional plane geometry) and the expansion is 

substituted in the transport equation. A system of (infinite) coupled linear ordinary differential 

equations is obtained for the coefficients of the expansion by making use of the orthogonality 

and recurrence relations of the expansion functions. The expansion is truncated after a finite 
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number (N+1) of terms to get a finite system of equations. The Pn method is of theoretical 

interest in so far as it leads to the diffusion equation if the method is truncated at n = 1. The 

method was fairly popular in the early days of nuclear reactor theory but has been replaced by 

the Sn method, which is more suitable for digital computation.  

The Sn method is the most popular method for obtaining solutions to the integro-

differential transport equation. The angular distribution of the neutron flux is evaluated in a 

number of discrete directions. The spatial variables are treated by introducing a discrete mesh 

and replacing the derivatives by their finite difference equivalents / forms. Thus, with a multi-

group treatment of the energy dependence all the variables of the NTE are treated as discrete. 

The source term is evaluated by replacing the scattering integral by a weighted sum as in a 

discrete quadrature formula.  The method can treat anisotropic scattering and is suitable for 

large sized domains. Besides reactor cores, the method is also used to solve shielding problems.  

 
1.3.2 The Monte Carlo Method 

The Monte Carlo method is a numerical procedure based on statistical theory. In neutron 

transport problems, the applicability of Monte Carlo techniques arises from the fact that the 

neutron cross section is interpreted as the probability of interaction per unit distance travelled 

by a neutron [4]. In Monte Carlo method a set of neutron histories is generated by following 

individual neutrons through successive collisions. The first step in a neutron history is to select 

a source neutron location, direction and energy. The next step is to find where the first collision 

occurs. Once the location of the first collision has been determined, random numbers are used 

to find the outcome of the first collision, location of the second collision and so on. This 

procedure is continued until the neutron history is terminated by leakage from the system or by 

absorption. Quantities of interest such as reaction rates are obtained by counting (tallying) 

various events during a history and averaging over a large number of histories. 
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The locations of actual collisions and the outcome of each collisions are determined from 

the range of possibilities by sampling numbers from the probability distributions for these 

events. The sampling is carried out by transforming the numbers obtained from random number 

generators (programs designed to produce uniformly distributed random numbers in the 

interval 0 to 1) to the probability distribution of the event under consideration.   

The MC method is particularly useful in exactly treating the complex geometries and 

cross section variation with energy where other methods encounter difficulties. There can be 

uncertainties in the solution due to limitation in the finite number of neutrons considered. 

Besides increasing the number of histories used, various procedures called variance reduction 

techniques have been developed for reducing the uncertainty. Monte Carlo methods are 

particularly good for obtaining parameters like the K-effective. However, obtaining detailed 

fine flux or power distributions is more difficult due to very large computing times required.  

 
 1.4 Lattice and Core Calculations and the Organisation of the Thesis 

 
The transport equation is very detailed and involves many variables like position, energy 

and angular dependence. Moreover, the distribution of materials in the reactor and the variation 

of cross sections with energy are very complicated. Thus, obtaining a complete solution of 

transport equation for the nuclear reactor is very tedious and time consuming. Likewise, even 

though the Monte Carlo method treats complicated geometries and cross section variation with 

energy exactly, it is computationally expensive for obtaining detailed power distribution in the 

reactor.  

Hence, traditionally a two-step approach is applied to obtain the required solution. The 

first step consists of a lattice calculation to obtain the fine and detailed neutron flux distribution, 

in both space and energy, within a small representative region of the reactor called the lattice 

cell. A lattice cell typically consists of a fuel assembly, associated moderator and coolant. Since 
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the probability of neutron interaction depends on the energy of the neutron, these calculations 

are usually performed using the transport equation with a large number (typically about a 

hundred) of energy groups (referred to as fine group calculations). The detailed flux 

distribution obtained in the lattice cell calculations is used to obtain few group homogenized 

cross sections for the next stage of the calculations. The second step is the core calculation 

wherein it is assumed that the reactor consists of the homogeneous lattice cells and the diffusion 

equation – that is an approximate form of the transport equation - in few groups (typically 2-4) 

is solved to obtain the core flux distribution.  

The thesis presents new theoretical developments and their practical implementation for 

improving existing methods / codes at both the lattice and the core levels of the two step 

calculations.  

The thesis describes the development and verification of a lattice and burnup code for 

solving the multi-group neutron transport equation by the collision probability method and the 

MOC. The code has the capability to treat anisotropic scattering and computes pin-wise 

Dancoff factor. It can perform calculations in fine groups using the WIMS 69 or172 [6] group 

libraries [7]. The code has a number of novel features as described below: 

(a) a new method for normalizing the collision probabilities: 

The estimated collision probabilities have to be such that the sum of all the probabilities 

starting from a region / surface should add up-to one. However due to the quadrature related 

errors (particularly over the area) the sum does not add up exactly to unity. Many schemes for 

normalization of the probabilities so that they add up to unity have been proposed in the past 

and are currently in use in collision probability codes.  However, these schemes have 

drawbacks such as giving negative values of collision probabilities or requiring additional 

computational requirement.  A different approach, which is more satisfactory from a physical 
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point of view, is applied to normalize the collision probabilities. The approach does not require 

any additional computation. The scheme is described in detail in Chapter3.   

(b) the use of leakage corrected collision probabilities for obtaining the neutron spectrum 

and spatial distribution: 

The lattice calculations are carried out for an infinite medium consisting of a periodic 

array of lattice cells.  But actual reactors are finite in all three dimensions and the leakage from 

the reactor changes the flux distribution and spectrum within a lattice cell. To account for both 

spatial and spectral effects, the leakage correction is carried out, with the help of the leakage 

corrected collision probabilities, during the lattice calculation of the heterogeneous medium 

and not after the lattice calculation followed by homogenisation (as is done for example in the 

P1 and B1 methods, that account for only the spectrum change due to leakage but not the spatial 

change in the lattice flux distribution). This aspect is discussed in detail in Chapter 4. 

(c) a new method for obtaining homogenized axial diffusion coefficients: 

New formulae have been derived and implemented in the code for obtaining the 

homogenised axial diffusion coefficients in terms of the flux distribution available from a two-

dimensional lattice calculation and collision probability like integrals. The diffusion 

coefficients thus obtained give more accurate results in the core calculations. The details are 

given in Chapter 4. 

 Theoretical validation/verification of the code by analysis of several benchmarks has 

been carried out to verify the above-mentioned features. 

The thesis also describes the development of a few group diffusion theory code for 

performing detailed pin by pin core calculations by employing a new hybrid method based on 

finite difference in X-Y direction and a fourth order polynomial expansion method along Z-

direction, in which the treatment of transverse leakage is also accurate up to the fourth order. 

The mesh size along transverse direction is of the order of a pin cell but the use of the 
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polynomial expansion along the z-axis permits the use of much longer meshes in this direction. 

There have been attempts to use a similar approach (referred to as ‘hybrid finite difference and 

nodal methods’) to pin by pin core calculations. The basic difference in these methods and the 

proposed method is in the treatment of transverse leakage. In the proposed method, transverse 

leakage is expressed as fourth order function where as it is represented as a quadratic function 

even though flux is expanded in fourth order in the ‘hybrid finite difference and nodal 

methods’ .This exact treatment of transverse leakage permits the use of long meshes in the z 

direction thereby mitigating the enhanced demands on memory and computing requirements 

that arise due to the more detailed treatment in the x-y directions. The code is verified by 

analysis of benchmark problems [8]. The details are given in Chapter 5. 

Chapter 2 presents a review of neutron transport and diffusion theory methods for lattice 

and core calculations and a survey of the literature on the subject. Chapter 3 discusses the 

development of a Collision Probability and MOC based lattice code for Analysis of LWR Fuel 

Assemblies. Chapter 4 contains a discussion on leakage corrected collision probabilities that 

may be used to obtain the lattice flux distribution in a finite lattice. Homogenised Axial 

diffusion coefficients are also obtained using this new methodology. Chapter 5 gives a 

discussion on the development of computer code based on a combination of finite difference 

and polynomial expansion methods for pin by pin core calculations. Chapter 6 presents the 

summary of the work, conclusions and scope for future work. 
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CHAPTER  2 

 REVIEW OF NEUTRON TRANSPORT AND DIFFUSION THEORY 

METHODS FOR LATTICE AND CORE CALCULATIONS 

 

2.1 Introduction 

To increase the electricity generation capacity, Indian nuclear power program is planning 

to acquire LWRs of advanced generation III reactors like AP1000, EPR etc. with international 

collaboration in addition to the fleet mode of 12 numbers of indigenously developed 700 MWe 

PHWRs. These LWRs are very complex and incorporates many advanced safety systems. It is 

required to develop advanced computational capabilities to cater to the design and operational 

related analysis requirement of these reactors. Considering the rather complicated variation of 

cross sections with energy and distribution of materials in modern reactors, obtaining a 

complete solution of transport equation for the nuclear reactor is very tedious and time 

consuming. Similarly, while the exact Monte Carlo methods can easily give the effective 

multiplication factor (K- effective) of a reactor core, obtaining detailed power distributions as 

a function of burnup is also a herculean task. While there have been attempts to use these direct 

methods for whole core calculations [9, 10, 11], clearly, they cannot be used for routine day to 

day calculations and these continue to be performed by the traditional two step methods that 

form the subject of this thesis.  

Traditionally, the reactor physics calculations are performed in two- steps: first lattice 

level and then core level calculations. In the first step, detailed transport calculation is 

performed on a representative cell called lattice cell. Calculations are performed in fine energy 

groups and geometry is modelled more elaborately, taking all heterogeneities into account. 

Once the fine group spatial neutron flux distribution is obtained for the lattice cell, next 

procedure is to generate the few-group lattice parameters which are required as input to the 
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second step core calculation. Homogenized few group cross sections of the lattice cell are 

generated by flux volume weighting for spatial homogenization and energy group 

condensation. In the second step, core calculations are performed by solving the diffusion 

equation for the entire core in three dimensions. It is assumed that the core consists of the 

homogenized lattice cells. Usually, finite difference method or nodal methods are applied to 

solve the diffusion equation. The methods and codes used for both lattice and core level 

computations are described in the following sections. 

2.2  Lattice Level Computational Methods and Codes 

Lattice calculations are performed to obtain the neutron flux as a function of space and 

energy by solving the multi-group neutron transport equation (NTE) in a representative region 

of the reactor. Homogenised few group parameters as a function of burnup are also obtained 

as output. One of the basic inputs required for lattice calculations is the microscopic reaction 

cross sections and other nuclear data such as modes of decay, lifetimes, branching ratios etc. 

of various nuclides present in the reactor. A brief description about the source of nuclear data 

and the forms in which it is stored is presented in the following sub-section. 

2.2.1 Nuclear Data 

Nuclear reaction cross section data comes from nuclear physics experiments and the data 

is made available by theoretical interpolation / correlations at all energies where experimental 

data is not available. The nuclear data is stored in evaluated nuclear data files (ENDF) such as 

JEFF, ENDF/B and JENDL etc. in the form of these theoretical nuclear physics parameters / 

interpolation functions and cannot be used directly in lattice physics codes. Rather the data is 

processed by very complicated processing programs such as NJOY [12], PREPRO [13] etc. to 

ultimately generate the multi-group cross section data that can be used by lattice physics codes.  

These processing codes, that are used to generate the group averaged cross sections or 

the point wise cross sections for use in neutronic calculations, perform major functions like 
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resonance reconstructions, Doppler broadening, treatment of cross sections in the unresolved 

energy region, multi-group averaging etc. With the resonance reconstruction module, point-

wise cross section data is reconstructed (so that simple linear interpolation of data between two 

energy points gives the required accuracy) from the original ENDF data that involve 

complicated nuclear theoretical methods for data reconstruction. The point-wise cross sections 

are generated considering the nucleus to be at rest. At higher temperatures, Doppler broadening 

takes place at resonance energies. Hence there is a change in cross-section in resonance energy 

region. To account for this, the point wise data in the resonance energy range are further 

processed into Doppler broadened cross sections. In the thermal energy range, the thermal 

motion and chemical binding of the nuclide should be accounted for. The group averaged cross 

sections are generated from the point-wise cross section data using suitable neutron spectrum 

as weighting function.   

2.2.1.1 Multi-group Cross Section Libraries: WIMS Library 

The choice of energy groups is very important as the number of energy groups will have 

a significant effect on the lattice calculations in both accuracy and computational time. When 

number of energy groups are large the accuracy will be better but the computational need will 

be more. For typical light water reactor, few hundred energy groups are adopted in the cross 

section library used for the lattice calculation.  The most widely used cross section library in 

India is WIMS 69, 172 groups [14]. In WIMS library, data is divided into three energy ranges: 

fast, resonance and thermal. In 69 / 172 group library, there are 14 / 45 groups in fast (energy 

from 10 / 20 MeV to 9.118 keV), 13 / 47 groups in resonance (energy from 9.118 keV to 4 eV) 

and 42 / 80 groups in thermal range (below 4 eV).  

The basic multi-group cross sections used for the lattice calculations are read from the 

processed multi group cross section data libraries such as WIMS library. However, these are 

not directly suitable for use in transport theory calculation and some further processing is 
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necessary. Most lattice codes carry out this processing before using the cross sections in multi-

group transport theory calculations. This involves the reformatting from the condensed 

scattering matrix format to the full matrix format, interpolation of thermal cross-section data 

for various temperatures, calculation of the background cross section and interpolation from 

the resonance integral tables for this background cross section and temperature.  

Since the resonance treatment is one of the important aspects of the multi-group nuclear 

data generation from ENDF, the details of the treatment in the WIMS formalism is briefly 

described below.  

2.2.1.2 Resonance Treatment 

The effective multi-group cross section that are to be used in the lattice calculation is 

defined as 

𝜎௚(𝑟) =
∫ 𝑑𝐸 𝜎(𝐸) 𝜙(𝑟, 𝐸) 

ா೒షభ

ா೒

∫ 𝑑𝐸 𝜙(𝑟, 𝐸) 
ா೒షభ

ா೒

 (2.1) 

 
When there is resonance material, there is a drastic variation in the cross section and flux 

around the resonance energy range due to resonance absorption. One of the main issues in 

lattice physics calculations is the resonance self-shielding calculation. The resonances cause 

energy and spatial self- shielding effects, with spatial self-shielding effects more pronounced 

in heterogeneous systems. For the accurate estimation of these self-shielding effects in 

resonance materials, resonance treatment of the cross sections is performed and multi-group 

effective cross-sections are generated.  

In ultrafine group approach [15, 16] neutron flux distribution is obtained by solving the 

slowing down equation with a large number of fine energy groups. The use of this approach is 

limited to simple pin cell problems due to huge computational requirements and is not 

commonly used in lattice codes.  The commonly used approaches for resonance treatment in 

lattice calculations are the sub-group method and equivalence theory. Resonance treatment 
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methods are discussed for an infinite homogeneous medium and their extension to practical 

heterogeneous lattice calculations. 

The most widely used approach to resonance self-shielding effects in the lattice 

calculation is the equivalence theory, in which an equivalent relationship is derived between 

homogeneous and heterogeneous system through back ground cross section [14, 17]. The effect 

of heterogeneity is considered through the use of escape cross section from the fuel. The escape 

cross section in heterogeneous medium replaces the cross section of the moderator outside the 

fuel. The effective cross section in homogeneous and heterogeneous medium will be same if 

they have same background cross section. In the neutron cross section library, the effective 

resonance integrals/cross sections obtained are tabulated as a function of back ground cross 

section and temperature for homogeneous systems. In equivalence theory approach, 

background cross section for resonance regions of the heterogeneous system are evaluated as 

described below. Once the back ground cross sections are known, the appropriate effective 

resonance integrals or cross sections can be generated by interpolation from the RI tables.  

i) Calculations in the resonance region: the infinite homogeneous medium 

In the case of the infinite homogeneous medium that is a mixture of light moderator 

nuclides and the heavy resonant absorber nuclides, the neutron transport equation is simply an 

integral equation in the energy variable describing neutron slowing down and absorption. 

Analytical solution can be obtained under a number of approximations that are quite accurate 

in practical situations. These are narrow resonance (NR) approximation, wide resonance (WR) 

approximation and intermediate resonance (IR) approximation.  

In the narrow resonance approximation, it is assumed that the resonance width of the 

resonant nuclide is narrow compared to the slowing down width of nuclides present. As the 

neutron energy loss per scattering collision is much greater than the width of the resonance, the 

contribution to slowing down density from resonance region is neglected. Outside the 
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resonance range, the scattering cross section is constant and is taken as potential scattering 

cross section [18]. Thus, in the case of a homogeneous mixture of a resonant and other non-

resonant nuclide, the solution for the flux can be written as [19]  

𝜙(𝐸)      =     
൫𝜎௣,௥ + 𝜎଴൯

൫𝜎௧,௥(𝐸) + 𝜎଴൯
   

1

𝐸
 

(2.2) 

 
𝜎଴ is the back ground cross section defined as  

𝜎଴      =         
∑ 𝑁௞𝜎௣,௞௞ஷ௥  

𝑁௥
 

(2.3) 

 
𝜎௣,௥ is the potential scattering cross section of the resonant nuclide r and 𝜎௧,௥(𝐸) is the total 

cross section of the resonant nuclide r. 

The assumptions made in this method - that there is no overlap of resonances, non-

resonant nuclides have constant scattering cross section which are dominated by potential 

scattering, the slowing down of neutrons is by elastic scattering, dependence of neutron flux in 

the non-resonant part is as 1/E - may result in simplifying the energy dependence of the neutron 

flux, but there can be error due to this. NR approximation holds good for resonances at higher 

energies but not close to thermal energies. 

In the wide resonance or wide resonance infinite (mass) absorber (WRIM or WRIA) 

approximation, it is assumed that the energy loss per collision with the heavy resonant isotope 

is negligible compared to the width of the resonance. Thus, all scattering is self-scattering and 

the slowing down density is the scattering rate. The solution for the flux in WR approximation 

[19, 20] can be written as 

 

𝜙(𝐸)      =       
𝜎଴

൫𝜎௧,௥(𝐸) − 𝜎௦,௥(𝐸) + 𝜎଴൯
  

1

𝐸
 

(2.4) 

 
𝜎௦,௥(𝐸) is the scattering cross section of the resonant nuclide r. For arriving Eq. (2.4), NR 

approximation is applied to non-resonant nuclides and WR approximation is applied to 

resonant nuclide.  
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The difference in the NR and WR approximation is in their treatment of scattering cross 

section of the resonant nuclide. In NR approximation, the scattering cross section of the 

resonant nuclide is accounted, but in WR approximation it is completely ignored. The WR 

approximation is applicable to the very low-lying broad resonances.  

The NR and WR represent two extreme situations and hence in the IR approximation, 

these two approximate solutions are combined through Goldstein-Cohen IR parameter [21] and 

flux is written as: 

𝜙(𝐸)      =         
൫𝜆𝜎௣,௥ + 𝜎଴൯

൫𝜎௔,௥(𝐸) + 𝜆𝜎௣,௥ + 𝜎଴൯
  

1

𝐸
 

(2.5) 

 

𝜎௔,௥(𝐸) = 𝜎௧,௥(𝐸) − 𝜎௦,௥(𝐸) 

 
𝜆 is the IR parameter. 𝜆 = 1 corresponds to NR approximation, 𝜆 = 0  corresponds to 

WR approximation. Consequently, the IR approximation gives the energy dependence for flux 

at resonances of all energies with suitably computed values of  𝜆 for each of the nuclides 

involved. This is the approximation used in the WIMS library [14] treatment of resonances. 

Once the flux is known as a function of energy, the resonance integrals and group cross sections 

are easily calculated. Due to Doppler broadening of the resonances, the cross sections, flux and 

hence the resonance integrals are temperature dependent. The WIMS library includes tables of 

resonance integrals as a function of temperature and the background cross section and hence 

may be obtained for any homogenous mixture of heavy resonance absorbing nuclides and other 

light mainly scattering nuclides.  

ii) Self-shielding in the case of heterogeneous system: equivalence theory  

To estimate the resonance self-shielding effect, the energy dependence of the neutron 

flux in the heterogeneous system is obtained from the neutron slowing down equation. For the 
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case of a single fuel rod in a large moderator region, the neutron slowing down equation is 

written as 

Σ௧,௙(𝐸) 𝜙௙(𝐸) 𝑉௙ = 𝑃 ௙→௙(𝐸) 𝑉௙ න 𝑑𝐸ᇱ
ஶ

଴

Σ௦,௙(𝐸′ → 𝐸) 𝜙௙(𝐸′) +  

 (2.6) 

𝑃௠→௙(𝐸) 𝑉௠ න 𝑑𝐸′
ஶ

଴

 Σ௦,௠(𝐸′ → 𝐸) 𝜙௠(𝐸′)  

 

Σ௧,௙(𝐸)  -  Total macroscopic cross section of fuel 

Σ௦,௙(𝐸′ → 𝐸) – Scattering cross section of fuel 

Σ௦,௠(𝐸ᇱ → 𝐸) – Scattering cross section of moderator 

𝜙௙(𝐸) – Flux in fuel 

𝜙௠(𝐸)- Flux in moderator 

𝑉௙ – Volume of fuel 

𝑉௠ – Volume of moderator 

𝑃 ௙→௙(𝐸) - Probability that neutron in fuel will undergo collision in fuel 

𝑃௠→௙(𝐸) - Probability that neutron in moderator will undergo collision in fuel 

The RHS gives the contribution due to the slowing down of neutrons. If the slowing down 

is mainly by elastic scattering and applying the NR approximation to the moderator integral 

(this is valid for all resonances) the above equation becomes [22]: 

Σ௧,௙(𝐸) 𝜙௙(𝐸) 𝑉௙      =         
1

𝐸
ൣ𝑃 ௙→௙(𝐸) 𝑉௙ 𝛴௣,௙ + 𝑃௠→௙(𝐸) 𝑉௠ 𝛴௣,௠൧ (2.7) 

 
Σ௣,௙ and  Σ௣,௠  are macroscopic potential scattering cross section of fuel and moderator 

respectively. Applying reciprocity and normalization of the collision probability, Eq. (2.7) can 

be written in terms of only the escape probability from the fuel as follows: 

𝜙௙(𝐸)      =         
1

𝐸
ቈቀ1 − 𝑃௙→௠(𝐸)ቁ

𝛴௣,௙

𝛴௧,௙
+ 𝑃௙→௠(𝐸)቉ (2.8) 
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For an isolated system which is under consideration, the fuel to moderator collision 

probability 𝑃 ௙→௠ is equivalent to the escape probability from fuel and can be approximated by 

Wigner’s rational approximation as [23] 

  𝑃 ௘(𝐸) =   
1

Σ௧,௙(𝐸)𝑙 ̅ + 1
 

Here 𝑙 ̅is the average chord length. With this, the equation becomes 

𝜙௙(𝐸)      =       
1

𝐸
  

൫𝜎𝑝,𝑟 + 𝜎0,𝑓 + 𝛴𝑒/𝑁𝑟൯

൫𝜎𝑡,𝑟 + 𝜎0,𝑓 + 𝛴𝑒/𝑁𝑟൯
 (2.9) 

 

The escape cross section is defined as Σ௘ =
ଵ

௟̅
 .  Comparing Eqns. (2.2) and (2.9) it can be seen 

that the energy dependence of the neutron flux can be approximated in a similar form either by 

𝜎଴ or (𝜎଴,௙ +
ஊ೐

ேೝ
). This is Wigner’s equivalence theorem between heterogeneous and 

homogeneous systems. With NR approximation, the background cross section for a 

homogeneous system is given by Eq. (2.3) and for a heterogeneous system it is  

𝜎଴      =         
∑ 𝑁௞𝜎௣,௞௞ஷ௥  

𝑁௥
+  Σ௘/𝑁௥ (2.10) 

 
The effect of heterogeneity on energy dependence of the neutron flux is represented by escape 

cross section. 

For an array of fuel pins as in the case of a fuel assembly, the escape cross section of the 

isolated fuel pin will change due to shadowing effect as some neutrons may escape from one 

fuel pin and may suffer their next collision in the neighboring fuel pin instead of in moderator 

[22]. This is taken care by the use of Dancoff factor D applied to the escape cross section [18, 

24, 25]. In the case of a lattice system where many fuel rods are present, the number of neutrons 

entering a fuel region decreases, as some of the neutrons in the moderator region is absorbed 

into other fuel rods. To consider this shadowing effect, Dancoff correction is applied as 

follows: 
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𝑃 ௙→௠(𝐸)      =         
(1 − 𝐶)𝑃௘(𝐸)

1 − ൣ1 − 𝛴௧,௙(𝐸)𝑙𝑃̅௘(𝐸)൧𝐶
 (2.11) 

 
Here C is the Dancoff correction factor (D = 1- C) and represents the degree of shadowing by 

other fuel rods. The escape probability with the Dancoff correction is in the rational 

approximation form and hence the equivalence theorem applies to this situation also. Another 

correction factor suggested by Bell [26] takes care of some of the deviation of the escape 

probability for real fuel lumps in the form of rods, slabs or cylinders from the rational 

approximation. With the Bell correction, the escape probability is written as 

𝑃 ௘(𝐸)      =         
𝑎஻Σ௘

𝛴௧,௙(𝐸)+ 𝑎஻Σ௘
 (2.12) 

 

𝑎஻ is the Bell factor. In the case of a lattice system, the self-shielding effect is larger than in an 

isolated system and the background cross section is smaller than in an isolated system. The 

background cross section is given by   

𝜎଴      =         
∑ 𝑁௞𝜎௣,௞௞ஷ௥  

𝑁௥
+  

(1 − C) 𝑎஻

[1 + 𝐶( 𝑎஻ − 1)]
  

 Σ௘

𝑁௥
  (2.13) 

 
Once these background cross sections are calculated the corresponding resonance integrals can 

be obtained by interpolating from the table of resonance integrals. The resonance integrals thus 

obtained can be converted to multi-group effective cross section as [27]: 

𝜎௚,௫      =         
𝐼௚,௫(𝜎௢ , 𝑇)

1 − 𝐼௚,௔(𝜎௢ , 𝑇)/(𝜎௣,௥ + 𝜎଴)
 (2.14) 

 

Here 𝜎௚,௫  is the group effective cross section for reaction type x, 𝐼௚,௫(𝜎௢ , 𝑇) is the resonance 

integral of reaction type x for background cross section 𝜎଴ and temperature T, 𝐼௚,௔(𝜎௢ , 𝑇)  is 

the resonance integral of absorption reaction for background cross section 𝜎଴ and temperature 

T, 𝜎௣,௥ is the potential scattering cross section of the resonant nuclide. 
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With this the multi-group cross sections are in a form that is suitable for solving the multi-

group neutron transport equation for the representative lattice cell.  

2.2.2 Methods and Codes to Solve the Multi-group Transport equations 

Once the multi-group cross sections of the various materials are obtained in all energy 

groups, the lattice code solves the neutron transport equation to obtain the fine group neutron 

flux distribution across the lattice. Some of the commonly used methods for this purpose are 

briefly described in this sub-section. In general, the neutron transport equation can be solved 

analytically only for highly idealized cases [4].  Hence, numerical approximations are made in 

order to apply the equation in reactor engineering application. The methods for the numerical 

solution of NTE can be divided into deterministic and stochastic (Monte Carlo) methods. The 

deterministic methods can be further categorized as integral and integro-differential transport 

approach. In integral transport approach, the method is derived from integral form of NTE in 

which the angular dependence of the neutron flux is eliminated by integrating over all angular 

variables.  This technique can be applied in heterogeneous complicated geometries. But with 

this, only isotropic scattering can be treated accurately.  

The common methods used for the solution of the transport equation are the Discrete 

Ordinates or SN method [28, 5] for solving the integro-differential form of the transport 

equation, the Collision Probability (CP) method [4] and its variants that solve the integral 

transport equation, and the Method of Characteristics (MOC) [29].  

In earlier days the representative region used to be a ‘pin cell’ consisting of a single fuel 

rod and associated moderator with reflective boundary conditions. eg: THERMOS [30], 

MURLI [31]. Since seventies and early eighties, computer codes were developed for 

performing the lattice calculations at the fuel assembly level directly. eg: CLUP-77 [32], 

THERMOGENE [33, 34]. A brief description of the common methods for solution of neutron 

transport equation at the lattice level is given in the following section.  
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2.2.2.1  SN method 

This method is the most popular method for obtaining solutions to the integro-differential 

transport equation.  This method was originally developed in the field of cosmic radiation [35] 

and was introduced to perform reactor calculation by [36]. In this method, the integration along 

angular variable is replaced by using a quadrature formula with a finite set of N angular 

directions and associated weights. This will lead to a finite number of coupled differential 

equations. Thus, the one-speed transport equation in plane geometry for isotropic scattering  

𝜇
𝜕Φ(x, 𝜇)

𝜕𝑥
+ Σ௧(𝑥)Φ(𝑥, 𝜇) = 𝑞(𝑥, 𝜇) (2.15) 

becomes 

𝜇௜

𝜕Φ(x, 𝜇௜)

𝜕𝑥
+ Σ௧(𝑥)Φ(𝑥, 𝜇௜) = ෍ 𝑤௝ Φ൫𝑥, 𝜇௝൯

ே

௝ୀଵ

 (2.15a) 

 
in terms of the set of discrete direction cosine 𝜇௜ and associated weight wi. For treating the 

spatial derivative, the spatial domain is divided into cells or meshes such that material 

properties are uniform within each cell.  The common method adopted to treat the spatial 

derivative is by finite-difference.  Integrating the above equation w. r. t. x over the kth mesh 

yield 

𝜇௜ൣΦ൫𝑥௞ାଵ/ଶ, 𝜇௜൯ − Φ(𝑥௞ିଵ/ଶ, 𝜇௜)൧ + Δ𝑥௞Σ௧(𝑥௞)Φ(𝑥௞, 𝜇௜) = Δ𝑥௞ ෍ 𝑤௝Φ൫𝑥௞, 𝜇௝൯

ே

௝ୀଵ

 
 
(2.16) 

 
where Φ(𝑥௞, 𝜇௜) stands for the average flux in the kth cell while Φ൫𝑥௞ାଵ/ଶ, 𝜇௜൯ and 

Φ൫𝑥௞ିଵ/ଶ, 𝜇௜൯ stand for the angular fluxes at the right and left boundaries and Δ𝑥௞ is the cell 

width. This equation is an exact statement of neutron balance, but the equations do not form a 

closed set. In the diamond-differencing, closure is obtained by introducing the assumption that  

ൣΦ൫𝑥௞ାଵ/ଶ, 𝜇௜൯ + Φ(𝑥௞ିଵ/ଶ, 𝜇௜)൧ = 2 Φ(𝑥௞, 𝜇௜) (2.16a) 

 



29 
 

In two and three dimensions also, the same assumption is made connecting the boundary 

angular fluxes in any dimension to the average cell flux.  

Because of the multi-group treatment of the energy dependence and use of discrete space mesh 

for spatial dependence, all the variables of the NTE are treated as discrete. The solution of the 

energy dependent problem corresponds to solving a set of coupled one-speed linear system of 

equations for each group and is carried out iteratively. The diamond difference scheme gives 

good accuracy but may result in negative fluxes for large sized meshes and flux fix up 

procedures have been evolved to take care of the problem [37, 38]. 

The scalar flux may be obtained as  

ϕ(𝑥) = න Φ(𝑥, 𝜇)𝑑𝜇

ଵ

ିଵ

=  ෍ 𝑤௜ Φ(𝑥, 𝜇௜)

ே

௜ୀଵ

 (2.17) 

The accuracy of the solution of NTE by SN method depends largely on the choice of the 

quadrature set, ie. the set of direction cosine and associated weights. The limited number of 

discrete directions can lead to ray-effect [39] giving unphysical oscillations in the flux. This 

effect is more profound when there are highly angular dependent sources or when the source 

is highly localized. By increasing the number of directions, this effect can be reduced [39], but 

results in higher computational cost in terms of memory requirement and time. Other methods 

have been proposed to mitigate ray effects. Carlson and Lathrop suggested the methods like 

the use of specialized quadrature set that are invariant under discrete rotations as well as 

introducing coupling terms into the representation of the divergence operator [40, 41] to 

partially mitigate the ray effect. Methods based on first collision approximation of the source 

is also studied [42]. Another suggested approach is to expand the angular flux in terms of the 

spherical harmonics [43, 5], wherein the angular dependence is treated with continuous 

polynomial functions. Applicability of the method is limited due to expensive computational 

requirement. The problems containing strong absorbers require higher order quadrature set to 



30 
 

reduce the ray effect. Various techniques have been proposed to arrive at the specialized 

quadrature set. Carslon developed the equal weight quadrature set which gives positive weights 

for any order [44].  The uniform positive weight quadrature set derived by [45] are proved to 

give more accurate results. Other recent development includes quadrature set based on 

Legendre and Chebyshev polynomials [46].  

Spatial differencing scheme was developed in 1969 by Lathrop [47] for 2-D Cartesian 

geometry.  In 1973, the SN method was generalized to triangular meshes by [48]. The SN 

method was employed to treat the irregular meshes of quadrilateral type in X-Y and R-Z 

geometry by [49].  

Many computer codes based on SN methods have been developed. Some of the codes are: 

DTF-IV [50], ANISN [51], DOT [52], TWOTRAN [53], THREETARN [54], TRIDENT [55] 

which is a triangular mesh SN code, NEWT by ORNL [56] is based on polygonal geometries. 

The geometry that is treated in most of these computer codes is based on spatial grids formed 

by cell with linear boundaries.  For circular or curved geometries, approximations of curve 

need to be applied to consider the re-entrant boundaries. For treating the curved boundaries 

like fuel pins, the meshes or cells needs to be very fine with linear/planar boundary. Recently, 

spatial scheme based on simplified step characteristics (SSC) and multiple balance (MB) 

discrete ordinate methods [57] were derived for treating the curved regions without any 

approximation [58]. 

 
2.2.2.2 Collision Probability (CP) Method 

One of the most widely used method for the solution of integral transport equation is 

collision probability (CP) method. CP method results from spatial discretization of integral 

transport equation in multi group form, assuming isotropic particle sources. Considering the 

multi-group treatment for energy discretization, the steady state form of Eq. (1.2) for energy 

group g takes the form as [4]: 
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ψ௚(𝑟, Ω)      =         න 𝑒𝑥𝑝ൣ−𝜏௚(𝑠)൧

ஶ

଴

𝑞(𝑟 − 𝑠Ω, Ω)𝑑𝑠 (2.18) 

 
where   𝜏௚(𝑠) = ∫  Σ௚(𝑟 − 𝑠ᇱΩ)𝑑𝑠ᇱ௦

଴
, is the optical path length. For isotropic scattering, the 

above equation can be written in terms of only the scalar flux ϕ௚(𝐫) as  

ϕ௚(𝐫)      =         න
expൣ−𝜏௚(𝐫, 𝐫′)൧

4𝜋|𝐫 − 𝐫′|ଶ
𝑄௚(𝐫′)𝑑ଷ𝑟′     (2.19) 

where, 

ϕ௚(𝐫)      =         න ψ௚(𝑟, Ω)𝑑Ω

ସగ

଴

 (2.19a) 

and 

Q௚(𝑟) =        න q௚(𝑟, Ω)𝑑Ω

ସగ

଴

 (2.19b) 

 
In CP method, the system under consideration is divided into a number of small regions.  

Integrating Eq. (2.19) over the volume of a region j (assuming that the flux (source) is constant 

in each of the regions) and multiplying both sides by the cross section of region j ( Σ௝,௚), it can 

be written in the form:  

𝑉௝ Σ௝,௚ϕ௝,௚ =        ෍ 𝑄௜,௚

௜

𝑉௜ 𝑃௜௝,௚ (2.20) 

 
where ϕ௝,௚ is the average flux in the region j, 𝑄𝑖,𝑔  is the source density in region i and Pij,g is 

the probability that a neutron of energy group g born in any region i to collide in region j of the 

system and is given by 

𝑃௜௝,௚    =        
 Σ௝,௚

𝑉௜
න න

expൣ−𝜏௚(𝐫, 𝐫′)൧

4𝜋|𝐫 − 𝐫′|ଶ
 𝑑ଷ𝑟 𝑑ଷ𝑟′   (2.20a) 

 
where, the integration is limited to volumes of regions i and j. Thus, in the CP method, every 

region is connected to all other regions through the collision probabilities. The calculation of 



32 
 

these probabilities is one of the main tasks in CP method, while iterative solution of the CP 

form of the transport equation is the other.  

The above expression for the collision probabilities implies a six-dimensional 

integration. Many of these integrations can be carried out analytically for example due to 

symmetries and the rest have to be carried out numerically. For the case of one-dimensional 

plane geometry all the integrations can be carried out analytically and the collision probabilities 

can be written in terms of the (E3) exponential integral functions [5]. The calculation of CPs 

for one-dimensional cylindrical geometry, general two-dimensional geometry [uniform in the 

z direction (along the length of the fuel rods), as in pin cell and general lattice calculations] and 

three-dimensional geometry require numerical integration.  In the case of cylindrical and 

general two-dimensional geometries, the CP estimation involves the Bickley-Naylor 𝐾𝑖ଷ(𝑥) 

functions [59] given by 

𝐾𝑖ଷ(𝑥) = න sinଶ 𝜃 exp (−𝑥/ sin 𝜃)

గ/ଶ

଴

 

Numerical integration requires detailed tracking of the neutron paths through the geometry. 

The details are described in Chapter 3. 

For a system with N number of meshes / volumes, N2 collision probabilities need to be 

calculated and stored. This leads to a limitation in applying the method to large complicated 

geometries where number of meshes/volumes may be large. Dedicated routines for tracking 

and integrations of CPs are developed for different geometries. Some early examples of such 

programs are two-dimensional codes like CLUCOP [60], PROCOPE [61, 62], CLUP77 [32], 

WIMS’E’ [63]. 

With the flat flux approximation, a solution close to the exact solution can be obtained if 

the number of regions/zones are increased. However, this can be time consuming and 

computationally expensive as the number of CPs to be calculated varies as N2. To improve the 
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efficiency of CP method for the systems in which there can be strong flux gradient, two 

approaches have been developed to treat such situation. One is to use more than one expansion 

function per zone, so that local flux gradients can be taken into account [28] and the second is 

to use a combination of CP method and interface current (j ±) method, where in the optically 

large region is subdivided into cells that can be treated with the CP method, and couple the 

solutions via interface currents. Interface currents can be used to link the solutions in cells of 

optically large media. In this method, the contribution to collision density in a region due to 

neutrons that originated elsewhere in the system is expressed through neutrons entering from 

the bounding surfaces of that region. The simplest assumption for the angular distribution of 

these neutrons entering the region through the surface is that it is uniform over the 2𝜋 solid 

angle. This is referred to as the cosine current approximation [64, 5]. With this it is possible to 

calculate the probabilities that these neutrons will collide in the region or escape from some 

other surface and write the neutron balance equation involving in-currents, out-currents and the 

region fluxes.  

The computer code CLIMAX [65] which was developed in 1980s for PHWR lattice 

simulation treats the cluster by ring homogenization procedure, and then uses the interface 

currents approach to get the flux distribution. However, heterogeneity effects in fast and 

resonance energy ranges are obtained through explicit cluster geometry treatment by collision 

probabilities. Codes based on a combination of CP coupling over a small set of regions forming 

a macro region and coupling the macro regions through interface currents have also been 

developed. An example is LWRWIMS where within the regions of a pin cell, CP coupling is 

used and interface currents couple various neighbouring pin cells [66]. A similar approach is 

adopted in the three-dimensional super cell codes BOXER3 [67] and SHETAN [68]. 

Rather than assume a uniform angular distribution of neutrons at the surface, more 

complicated angular distributions may be used. An expansion in a basis set of angular functions 
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may also be carried out. CLUB [69,70,71,72] which is developed for the lattice of PHWR 

cluster uses the CP method for treating the heterogeneities within the fuel rings and these rings 

are coupled to each other by interface currents.  The two-dimensional fuel assembly lattice cell 

codes such as APOLLO [64, 73] and DRAGON [74] incorporates this method with double 

P0/P1 Legendre expansions of angular flux.  The computer code VISWAM [75] incorporates 

this method for treating the hexagonal lattices. The CP method is used within individual lattices 

and different lattices are connected using interface current with double P2 expansion for the 

angular flux at lattice cell boundaries. These codes use the "block method" of solving the 

integral transport equation that couples meshes within a block by collision probabilities and 

adjacent blocks by interface currents. This method combines the advantages of the 

conventional collision probability method and the interface current technique.  

 

2.2.2.3 Method of Characteristics (MOC) 

The method of characteristics (MOC) first proposed by [29] is based on the integro-

differential form of the neutron transport equation. The transport equation is solved analytically 

along characteristic directions within a computational volume. The streaming term that appears 

in NTE can be written as 

Ω. ∇Φ =     
𝑑Φ(r, E, Ω)

𝑑𝑠
 (2.21) 

 
The characteristic form of the neutron transport equation is derived from its integro-

differential form as: 

𝑑Φ(r, E, Ω)

𝑑𝑠
+ Σ௧(𝑟, 𝐸)Φ(r, E, Ω) =   Q(r, E, Ω) (2.22) 

 
where s is the track along which neutrons is traveling in the direction 𝛺 . For a one-dimensional 

slab geometry, considering the scattering and source is isotropic, the above eqn. becomes 
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𝑑Φ

𝑑𝑠
+ Σ௧௥Φ =

𝑞

4𝜋
 (2.22a) 

 
Here q is the isotropic scalar source and Σ௧௥ is the transport cross section. The solution to this 

equation can be obtained by integrating the above equation, as: 

Φ(s) = Φ(0) 𝑒ିஊ೟ೝ௦ +
𝑞

4𝜋Σ௧௥

(1 − 𝑒ିஊ೟ೝ௦) (2.23) 

 
where, Φ(0) is the known angular flux at s=0 and is given from the boundary conditions. 

The above solution is written employing the step characteristic method developed by [39] in 

which source q and macroscopic total cross section are assumed to be constant within a cell. In 

each direction, there will be many parallel tracks. More than one track can pass through a 

mesh/region in a particular direction. The scalar flux for a given mesh is obtained by integrating 

the angular flux along all tracks that cross the mesh and integrating over all directions. 

The method is applied to spatial domains with regions having piecewise uniform nuclear 

properties. The scalar flux within a region (mesh) is obtained by collecting all average angular 

fluxes in terms of entering angular flux and source inside the region. It combines the best 

advantages of the collision probability (CP) and discrete ordinate (SN) method. It has great 

advantages compared to the collision probability method, because it is applicable for large 

problems. It can use the same tracking information as that of CP method. In the case of CP 

method, it is required to generate full square matrices of order equal to number of regions (N2, 

N = number of regions / meshes). Because of this, if the system is large, CP method cannot be 

applied.  Other limitation of CP method is that it is limited to isotropic sources. MOC is superior 

to CP in the sense that both the above limitations are not there with MOC. 

In comparison with SN methods, MOC is capable to model the real geometry of the fuel 

lattices without any homogenization. MOC, like SN method, solves the neutron transport 

equation in selected discrete directions in each group. But it follows the neutron path through 

the problem region, thus using the exact solution of the transport equation in its characteristics 
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form. Since streaming term of the neutron transport equation is treated exactly in MOC 

compared to the finite-difference approximation in SN method, MOC is a superior 

computational method for streaming calculations in deep-penetration shielding problems. To 

account for the spatial dependence of the angular flux, many parallel tracks passing through 

the problem region can be used in each selected direction. Any geometry can be treated in 

MOC if adequate ray tracing routines are available. Another advantage is that it can treat 

anisotropic scattering. The accuracy of the solution depends on the number of selected 

directions and the track spacing. 

The MOC is generally classified into two categories based on the treatment of angular 

flux at cell surface; first category considers angular flux at only finite number of points on the 

cell surface and in the second, angular flux is expanded over the cell surface. In the first 

category, a finite number of characteristic lines are chosen for each direction. The angular 

fluxes at the points at which the characteristics intersect with the cell surface for each direction 

is calculated [76]. With the assumption of constant source within the cell, the flux is computed 

in terms of incoming flux and source. In the second category of MOC, which are based on the 

use of expansions for the angular flux over the cell surface, the flux is approximated as: 

𝜓௞(𝑟, Ω) = ෍ 𝜓௝
௞(Ω)𝑓௝

௞(r)

௝

 (2.24) 

 
where,  𝑓௝

௞(r) are the expansion functions and 𝜓௝
௞(Ω) are the expansion coefficients. This 

gives the angular flux on an exiting surface, 𝜓௞(𝑟, Ω), in terms of known flux on the entering 

surface and known source. The unknown expansion coefficients can be determined by 

collocation method [77, 78] and projection method [79].  

Many applications of the method of characteristics were developed starting from the 

1980s. Thus, for instance, the method was introduced in the code CACTUS [76, 80] module 

and became the standard transport module of WIMS [81]. MCCG3D [82], CASMO-4 [83, 84], 
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CRX [85], DRAGON-V3 [86], CASMO-5 [87] are some of the other codes based on the MOC. 

Recently [88, 89] have developed a MOC based code that has the option of linear source 

variation option in addition to the usual flat source approximation.  

 

2.2.3 Treatment of Burnup 

As the composition of the material within the fuel region of the lattice changes due to 

irradiation, the number density of fissile, and fertile nuclides in the fuel materials changes. 

Additionally, fission products are generated as a result of fuel burnup. As the fuel composition 

changes, the macroscopic cross sections which is the input to solve the transport equations also 

changes. This changes the neutron flux distribution within the lattice cell. The change in 

nuclide density with burnup is governed by the Bateman equations [90]. The burnup problem 

is solved by introducing a number of relatively large (typically days or tens of days) burnup 

steps. The lattice code solves the burnup equations (Bateman equations) to obtain the number 

density of various nuclides present during the burnup step. The effective cross sections of each 

of the nuclides required to solve these equations are assumed to be constant during a burnup 

step and are obtained by averaging over the energy of the neutrons using the flux spectrum 

obtained from the lattice code at the beginning of the burnup step. With the new fuel 

composition available at the end of the burnup step (beginning of the next burnup step), the 

flux distribution and effective cross sections are obtained again for the next burnup step. These 

are again used for solving the Bateman equations for the following burnup step. This procedure 

gives the nuclide density, and flux distribution as a function of burnup. This describes the 

standard predictor-only method commonly used for solving burnup problems. 

Other improved schemes like predictor-corrected method [91] and projected predictor-

corrector method [92] are also used in the treatment of burnup. In the predictor only method, 

the number densities are obtained by using the flux at the beginning of the burnup step and 

assumes that it remains constant during the integration (burnup) step. However, this assumption 
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may lead to some error. In the predictor-corrector method, two transport calculations are 

required per burnup step and the average of two number densities is used as the correct number 

density for the burnup step. In this scheme, obtain number density Npredictor by assuming the 

flux is same as at the beginning and perform transport calculation using Npredictor and obtain the 

flux, use this flux to obtain the Ncorrector, use the average of Npredictor  and Ncorrector as the correct 

number density for the burnup step and perform one more transport calculation to obtain the 

flux.  Even with predictor- corrector method, the time (burnup) step used may be of the order 

of 1.0 GWd/teU in the case of a fuel assembly/pin containing Gd, requiring many steps to 

simulate its depletion [7]. To overcome the error in the number density in such cases due to 

underestimation at predictor and corrector level, projected predicted corrector method is 

implemented in codes like AEGIS [93]. The Kawamura-Leonard-Yamamoto (KLY) algorithm 

and the Yamamoto’s quasi-analytic (YQA) algorithm [94] are also used to speed up the 

calculation (by reducing the number of neutronic calculation). These methods permit the use 

of coarse time step for burnup without compromising on the desired accuracy. 

2.2.4 Homogenisation Methods 

The lattice code generates the volume homogenized few group cross sections (diffusion 

theory parameters) using the fine energy group detailed spatial flux distribution by volume 

homogenization and group condensation as a function of burnup. The homogenized few group 

diffusion theory parameters are used in the second step core calculations.  It is important that 

the few group diffusion theory parameters are carefully evaluated. Information generated at the 

lattice level by multi-group transport theory should be compressed into few group homogenised 

diffusion theory parameters for each pin cell in such a way that important properties such as 

reaction rates, and leakage rates or currents from various pin cells or cell surfaces are correctly 

predicted by the diffusion theory solution.  
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The lattice calculations are performed considering the heterogeneities present in the 

lattice cell and in fine energy groups applying reflective boundary condition. The flux volume 

homogenisation of the cross sections is carried out using the detailed flux distribution thus 

obtained. To account for the leakage due to finiteness, normally, P1 calculation [18] is 

performed with a given buckling and obtain the leakage corrected spectrum using the volume 

homogenised fine group cross sections. With the spatially homogenised fine group cross 

sections and for a given buckling B, the following equations are solved to obtain the flux and 

current in the P1 method: 

 Σ௧,௚𝜙௚ ± 𝑖𝐵 𝐽௚ =  𝜒௚ + ෍ Σ଴,௦ ௚ᇲି௚

௚ᇱ

𝜙௚ᇱ 

 

3Σ௧,௚ 𝐽௚ ± 𝑖𝐵 𝜙௚  = 3 ෍ Σଵ,௦ ௚ᇲି௚

௚ᇱ

𝐽௚ᇱ 

(2.25a) 

 
Σ଴,௦ ௚ᇲି௚ and Σଵ,௦ ௚ᇲି௚ are the spatially homogenised P0 and P1 scattering cross sections and 

𝜒௚  is the fission spectrum. The fine group diffusion coefficient is obtained as:  

𝐷௚ =
𝑖𝐽௚

𝐵 𝜙௚
 (2.25b) 

 
Using the leakage corrected spectrum, homogenised few group cross sections and diffusion 

coefficients are obtained by group condensation. The B-1 buckling method is an alternative to 

the P1 method [95] for estimating the diffusion coefficient. In B1 method, Eq. (25a) gets 

modified as: 

 

 Σ௧,௚𝜙௚ ± 𝑖𝐵 𝐽௚ =  𝜒௚ + ෍ Σ଴,௦ ௚ᇲି௚

௚ᇱ

𝜙௚ᇱ 

 

3 𝑎௚(B) Σ௧,௚ 𝐽௚ ± 𝑖𝐵 𝜙௚  = 3 ෍ Σଵ,௦ ௚ᇲି௚

௚ᇱ

𝐽௚ᇱ 

(2.25c) 

where, 
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𝑎௚(𝐵) =
1

3
𝑥ଶ ൬

arctan (𝑥)

𝑥 − arctan (𝑥)
൰ 

   

 if   𝑥ଶ = ൬
஻

 ஊ೟,೒
൰

ଶ

 > 0 

 

𝑎௚(𝐵) =
1

3
𝑥ଶ ቌ

ln ቀ
ଵା௫

ଵି௫
ቁ

ln ቀ
ଵା௫

ଵି௫
ቁ − 2x

ቍ if   𝑥ଶ = − ൬
஻

 ஊ೟,೒
൰

ଶ

 > 0 

 
 

Several other methods have been proposed to obtain the homogenised diffusion 

coefficient in the past beginning with the classic works of Benoist [96,97], Deniz [98,99], 

Gelbard [100], Kohler [101] and Larsen [102]. Basically, they try to define the average 

diffusion coefficient and cross sections, for the case of a regular lattice with a superimposed 

buckling (to account for the finiteness of the lattice), such that reaction rates and leakage rates 

are preserved. The focus has shifted from defining average diffusion coefficients to using flux 

discontinuity factors (FDF) at the interfaces [103]. The generalized equivalence theory (GET) 

[104] and black box homogenization (BBH) [105] techniques are the two commonly used 

approaches for obtaining the FDF. An interesting relation between the use of the Benoist 

diffusion coefficient and the flux discontinuity factors approach has been pointed out by [106]. 

An alternative approach to the homogenisation problem referred to as super-homogenisation 

(SPH) uses a corrective factor for each macro region that multiplies the flux volume weighted 

cross sections and diffusion coefficient to preserve reaction and leakage rates [107, 108]. 

In the case of light water reactors, most of the earlier work in this subject was devoted to 

obtaining homogenised diffusion theory parameters (including flux discontinuity factors) for 

use in the nodal methods (i.e. for large scale homogenisation over fuel assembly sized regions). 

With greater interest in pin by pin diffusion theory, there have been successful attempts to 

obtain homogenised diffusion theory parameters and sub-region wise (for example pin by pin) 

flux discontinuity factors for such problems [108, 109]. 
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In the axial direction, material discontinuities are few and far between and no axial 

homogenisation is necessary. Consequently, there are no flux discontinuity factors in this 

direction. However, it is necessary to obtain the best value of the axial diffusion coefficient 

(upon transverse homogenisation) that would correctly predict the leakages in the axial 

direction. Benoist’s work [96, 97] in this direction addresses the problem of obtaining the 

diffusion coefficient for a lattice cell and forms the basis of obtaining the axial homogenised 

diffusion coefficient in various lattice codes such as WIMS [14]. Due to the more complicated 

structure of modern LWRs, a more general approach is necessary. Poveschenko and Laletin 

[110, 111] have carried out some interesting work in this direction. Their approach and notation 

are rather complicated and the final expressions for the collision probability like integrals 

involve transformed coordinates rather than the physical path lengths in various regions along 

a neutron track. Moreover, their results are limited to the case of isotropic scattering and infinite 

lattices. This problem is re-visited in chapter 4 of the thesis where formulae for homogenised 

axial diffusion coefficients in terms of collision probability like integrals for isotropic and 

anisotropic scattering, using the simple text book approach for deriving Fick’s law is obtained. 

The necessary corrections on account of the finiteness of the lattice are also obtained.  

2.3 Core Level Computational Methods and Codes 
 

For thermal reactor core calculations, mainly few groups (2 - 4 groups) diffusion equation 

that is an approximate form of the NTE, is solved to get the flux distribution in the reactor. The 

diffusion equation is obtainable by expanding the angular flux in the NTE in terms of spherical 

harmonics (PN) and the expansion is truncated after l =1 terms. This is the P1 approximation. It 

is shown in text books that the P1 approximation is equivalent to the diffusion equation in one 

group theory but in multi-group theory, a number of other approximations have to be invoked 

[4].  
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Considerations of criticality require us to solve the k (or lambda) eigen-value problem 

for multi group neutron diffusion equation. Its solution provides effective multiplication factor 

and neutron flux distribution. The few group diffusion equation to be solved for core physics 

analysis can be written as  

∇. 𝐷௚(𝑟)∇𝜙௚(𝑟) + Σ௥,௚(𝑟)𝜙௚(𝑟)

=
𝜒௚

𝐾௘௙௙
෍ 𝜈Σ௙,௚ᇱ(𝑟)𝜙௚ᇱ(𝑟) + ෍ Σ௦௚ᇱ,௚(𝑟)

ீ

௚ᇲஷ௚

 

ீ

௚ᇲୀଵ

𝜙௚ᇱ(𝑟) 
(2.26) 

 
Σ௥,௚ = Σ௔,௚ + ∑ Σ௦௚,௚ᇱ

ீ
௚ᇲஷ௚   , g’   = 1, 2, …. G. 

 
The solution of the group-diffusion equations by analytical methods is practical only for 

essentially one-dimensional situations involving only a few homogeneous regions within 

which the group diffusion parameters are spatially constant. An example of such solutions is 

the two-group theory of the reflected reactors discussed in text books of elementary Reactor 

Physics [112]. For mathematical models of a reactor that are more realistic, numerical schemes 

must be used. Common methods for solving these equations are finite difference (FD), Finite 

element (FE) and Nodal Methods. For PHWRs traditionally FD methods are employed where 

the mesh size can be of the order of lattice pitch. In LWR calculations, usually nodal methods 

where nodal size can be of fuel assembly pitch are used. FD method for LWR core calculations 

require very fine meshes of the order of pin cell pitch. Brief descriptions of these methods are 

presented in the following sections. 

2.3.1 Finite Difference Method (FDM) 

FDM involves mainly three steps: Dividing the solution region into meshes, 

approximating the given differential equation by a finite difference equivalent form that relates 

the dependent variable (flux) at a point in the solution region to its values at the neighboring 

points and solving the resulting system of linear equations.  The boundary conditions 

appropriate for the problem such as zero flux or zero incoming current are incorporated at the 
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stage of finite differencing.  The discretization in space is carried out to obtain the first term in 

Eq. (2.26). The other terms are easy to obtain. Spatial discretization is done by dividing the 

regions where neutron diffusion equations is to be solved (for eg: usually the core and reflector 

regions) into a number of discrete meshes. It is assumed that each mesh is having constant 

nuclear properties which are obtained as volume homogenized cross sections and diffusion 

coefficients from lattice cell calculations. In 1-D geometry, the meshes are line segments, in 2-

D Cartesian geometry (X-Y) they are rectangles and in 3-D (X-Y-Z) geometry the meshes are 

rectangular parallelepipeds.  

There are two variants of the FD methods [18]: corner mesh scheme and center-mesh 

scheme. In the corner mesh scheme flux at the corners of the mesh is considered as the variable 

for which solution is sought, whereas in center-mesh scheme mesh average flux (approximated 

as the flux at the center of the mesh) is considered as the variable. The finite difference 

equations for the center-mesh scheme is obtained by integrating the diffusion equation over the 

mesh volume that gives a balance equation involving mesh average flux and mesh surface 

currents. The finite difference equation is obtained by approximating the surface currents in 

terms of the average fluxes in the two meshes on either side of the surface. The corner-mesh 

equations are obtained similarly with the integration carried out over a part of each of the 

meshes surrounding a corner point.  In what follows, the process of converting the diffusion 

equation into a finite difference equation taking center mesh in one-dimensional plane 

geometry as an example, is briefly described. 

Let us consider a 1-D plane geometry for which the diffusion equation is: 

𝑑

𝑑𝑥
𝐷௚(𝑥)

𝑑

𝑑𝑥
𝜙௚(𝑥) + Σ௥,௚(𝑥)𝜙௚(𝑥)

=
𝜒௚

𝐾௘௙௙
෍ 𝜈Σ௙,௚ᇱ(𝑥)𝜙௚ᇱ(𝑥) + ෍ Σ௦௚ᇱ,௚(𝑥)

ீ

௚ᇲஷ௚

 

ீ

௚ᇲୀଵ

𝜙௚ᇱ(𝑥) 
(2.26a) 

 



44 
 

The right side of Eq. (2.26a) is the total source due to fission and scattering from other groups 

and is denoted as Qg (x). The meshing scheme employed for finite differencing is shown below 

in Fig.2.1. 

 

 

Fig.2.1: Meshing scheme for finite-differencing 

 
In the case of center-mesh FD method the expression is obtained for 𝜙௜ ,  𝜙௜ିଵ, 𝜙௜ାଵ  etc. 

In the case of corner-mesh FD method the expression is obtained for 𝜙௜ିଵ/ଶ,  𝜙௜ାଵ/ଶ, 𝜙௜ାଷ/ଶ  

etc. In the center-mesh scheme, integration of the diffusion equation over a mesh gives the 

following neutron balance equation 

𝐽௚,௜ାଵ/ଶ − 𝐽௚,௜ିଵ/ଶ = ∆𝑥௜ Σ௥,௚,௜𝜙௚,௜ − ∆𝑥௜ 𝑄௚,௜ (2.27) 

 
On approximating the surface currents by the finite difference form 

𝐽௚,௜ାଵ/ଶ = −𝐷௚
(௜) (𝜙௚,௜ାଵ/ଶ − 𝜙௚,௜)

2∆𝑥௜
= −𝐷௚

(௜ାଵ) (𝜙௚,௜ାଵ − 𝜙௚,௜ାଵ/ଶ)

2∆𝑥௜ାଵ
 (2.28) 

 

And a similar equation for 𝐽௚,௜ିଵ/ଶ. Using these equations, the boundary values of the fluxes 

and currents can be eliminated from the balance equation and the final FD equations takes the 

form: 
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2𝐷௚
(௜ାଵ) 𝐷௚

(௜)

𝐷௚
(௜)∆𝑥௜ାଵ + 𝐷௚

(௜ାଵ)∆𝑥௜

(𝜙௚,௜ାଵ − 𝜙௚,௜) −  
2𝐷𝑔

(𝑖−1) 𝐷𝑔
(𝑖)

𝐷𝑔
(𝑖)∆𝑥𝑖−1 + 𝐷𝑔

(𝑖+1)∆𝑥𝑖

(𝜙
𝑔,𝑖

− 𝜙𝑔,𝑖−1) 

(2.29) 

 =  ∆𝑥௜ Σ௥,௚,௜𝜙௚,௜ − ∆𝑥௜ 𝑄௚,௜ 

 
Thus in 1-D the flux in mesh i is connected with flux in meshes i-1 and i+1. This is for 

an internal mesh with both left and right neighbor. By applying appropriate boundary 

conditions, FD equations can be obtained for flux at left and right boundary meshes. These 

equations are usually called three-point difference equations.  The above treatment can be 

extended to 2-D and 3-D problems. In the case of 2-D, flux in mash (i, j) will be connected to 

four neighboring meshes and the resulting equations are referred as five-point difference 

equations and in 3-D they are referred as seven-point difference equations, each mesh is 

connected to six immediate neighbors. In matrix form the above equation takes the form 

𝑀Φ =
ଵ

௞
𝐹Φ , 

where the elements of column matrix  Φ are the unknowns  𝜙ଵ, 𝜙ଶ,     … . . 𝜙௜ .  

The matrix 𝑀  , whose elements represent leakage, capture and scattering, is real, symmetric 

and its elements have tri-diagonal structure.  The equation has a large number of eigenvalues 

denoted by km and corresponding eigen-vectors Φ௠ . The matrix M is diagonally dominant and 

its eigenvalues are real and positive [113]. The largest eigen-value is the K-effective of the 

fundamental mode. For steady state reactor calculations, the quantity of interest is the flux in 

the fundamental mode and K-effective. Iterative methods [18] are employed to solve the above 

set of equations with proper boundary conditions to obtain the mesh-wise fluxes and eigen-

value 𝐾௘௙௙.  Power iteration method with inner-outer iteration scheme, inner iteration for flux 

and outer iteration for eigen-value, is usually employed [113,114]. For each group, source 

which depends on the flux in all other groups needs to be calculated. Thus, starting with a guess 

value of flux and eigenvalue one computes the source. Keeping the source fixed in a group, the 
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inner iteration is carried out for obtaining the group flux. As one proceeds to the next group, 

scattering source is updated using the latest flux value in the previous groups.  The process is 

continued till all groups have been covered. The k eigenvalue and fission source for the next 

outer iteration are estimated and brings us to the end of one outer iteration. Outer iterations are 

repeated till the eigenvalue and flux converge to the desired level of accuracy. 

For the inner/flux-iteration, point iterative method like Gauss-Seidel (G-S) method is 

applied to solve for the flux from 𝑀Φ = 𝑆. Successive Over relaxation (SOR) method is an 

improvement in G-S iteration method for faster convergence. When SOR is applied, the flux 

will be calculated using 𝜙ᇱ,௡ାଵ =  𝜔𝜙 ௡ାଵ + (1 − 𝜔)𝜙 ௡, where n is the iteration index, 𝜔 is 

the over-relaxation parameter [114] and its value lies between 1 and 2. When 𝜔 =1, it 

corresponds to G-S method. Block-iterative method, such as Successive Line Over Relaxation 

(SLOR) in which fluxes are updated at many points at a time instead of at a single point as in 

G-S method, are used for faster convergence. Methods like coarse-mesh rebalancing is also 

applied to achieve faster convergence. For the eigen-value / outer iteration convergence, Two-

parameter Chebyshev acceleration scheme is applied [113].  

Several computer codes based on the finite difference method have been developed. The 

computer code PDQ-7 [115, 116] incorporates Chebyshev iterative convergence acceleration 

scheme for fission source. Computer code VENTURE [117] developed in 1975 employs the 

SLOR for inner iteration. The computer code DIF3D [118] solves the diffusion equation 

employing FD method with Chebyshev acceleration scheme for outer iteration and SLOR for 

inner iteration. Some of the codes developed in India are: the computer code DIMENTRI [119], 

COMESH [120] based on corner-mesh FD incorporating the acceleration schemes like SLOR 

for flux and two-parameter Chebyshev acceleration for eigen-value convergence, TAQUIL and 

TRIVENI [121] which are used for PHWR fuel management is based on center-mesh finite 

difference scheme with SOR for faster convergence.  
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2.3.2 Finite Element Method 

Though widely used in the engineering field, the application of the finite element method 

(FEM), to the area of Reactor Physics is limited. In early seventies, the method was 

successfully applied for few 2-D Benchmark problems [122, 123]. Due to requirement of 

handling and storage of large matrices and intensive computational scheme, the method did not 

find wide spread use in 3-D practical reactor problems [124, 125]. 

 In FEM, the problem domain is divided into meshes called elements and flux inside each 

mesh point is expanded in terms of piecewise polynomials, and consider the expansion 

coefficients as the primary variables. The unknown expansion coefficients are obtained from 

continuity conditions along the interface of neighboring elements. In FDM, as discussed in the 

previous section, the differential operator
ௗమథ

ௗ௫మ
 is approximated with a difference quotient. In 

FEM, 𝜙  is approximated as a linear combination of simple known functions as [123] 

𝜙(𝑥) = ෍ 𝑎௜

ூ

௜ୀଵ

𝑢௜(𝑥) 

Where ui(x) satisfy the boundary conditions and ai are the unknown combining coefficients. 

With the above representation of flux, the diffusion equation becomes: 

−𝐷 ෍ 𝑎௜

ூ

௜ୀଵ

𝑑ଶ𝑢௜(𝑥)

𝑑𝑥ଶ
 + ൬ 𝛴௔ −

𝜈𝛴௙ 

𝜆
൰ ෍ 𝑎௜

ூ

௜ୀଵ

𝑢௜(𝑥) = 𝑄 (𝑥) (2.30) 

 
 
For generating algebraic relations between the unknown ai, the Galerkin method [126] is 

widely used and it requires that the above equation be orthogonal to ui(x). With this 

requirement, the above equation can be written as:  

−𝐷𝑭𝒂 + ൬ 𝛴௔ −
𝜈𝛴௙ 

𝜆
൰ 𝑴𝒂 = 𝑆 (2.30a) 

 

where,  𝐹௝௜ = 〈𝑢௝ ,
ௗమ௨೔(௫)

ௗ௫మ
〉    and      𝑀௝௜ = 〈𝑢௝ , 𝑢௜  〉 
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The solution is obtained by solving the above equation for ai and then finding 𝜙(𝑥). 

The advantage of the method is that it can be used for treating the complex geometries. 

Though it works well for homogeneous systems, in the case of large heterogeneous systems, 

the number of elements or the number of basic functions has to be increased. This results in 

large number of equations and unknowns and becomes difficult to solve. For these reasons, 3D 

FEM is somewhat expensive for routine design computations and is not very popular.  

While FEM has been used for reactor fuels modelling for many years and is most often 

used for fuel performance modelling at the pellet and pin scale, its use for solving neutron 

diffusion problems has been limited. The codes FEM3D [125], FEM-BABEL [127], FINERC 

[128] are a few examples of the use of the finite element method for solving multi group 

diffusion theory equations.  

 
2.3.3 Nodal Expansion Method (NEM) 

For solving few-group neutron diffusion equations by finite-difference method for 

LWRs, large number of mesh points are required to represent the spatial variation of the neutron 

flux accurately. For LWR analysis, with the development of nodal methods, the computational 

time has significantly reduced. The nodal methods are referred to as coarse mesh methods. 

There are two approaches in the nodal method: Analytical nodal method [129] and polynomial 

nodal method [130,131].  In both the methods, one-dimensional equations obtained by 

integrating the three-dimensional equation over the two directions transverse to each coordinate 

axis, are solved. The directions which are integrated out appear as the transverse leakage terms 

in the 1-D diffusion equation. In polynomial method, the one-dimensional flux is expanded in 

terms of suitably chosen polynomials. The nodal expansion method [132] is an example of 

PEM. ANM can be applied to problems where two group calculations yield fairly accurate 

results.  In the case of PEM, this limitation is not there. For this reason, NEM is more popular 

for reactor analysis. 
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In the NEM developed by Lawrence [132], the one-dimensional flux is expanded in terms 

of polynomials up to the fourth order. Thus, there are 5 unknowns as the expansion coefficients. 

These are obtained from boundary conditions and residual moments. The method is described 

in detail in Chapter 5.  

The concept of using the solution of one-dimensional equation to obtain the multi-

dimensional problems originated with the development of two different variants of nodal 

method viz. Nodal Synthesis method [133] and analytical method [134, 129].  In NSM, the 

coupling coefficient, which is the ratio of face averaged partial current to node average flux, is 

used to express the surface current and the resulting diffusion equation becomes like finite-

difference equation in node average flux. These coupling coefficients are to be computed 

during the iterative process for the solution of nodal equations. In the analytical method, Taylor 

series expansion is used for the expression relating the face averaged current and nodal flux. 

The computer code QUANDRY is based on the Nodal Analytical method in two-groups [135, 

129]. The nodal expansion method, NEM, is an improvement in NSM, in the sense that in NEM 

the one-dimensional flux is expanded in polynomials thereby eliminating the fine-mesh finite 

difference calculations in NSM [136]. Though NEM has been initially developed to treat 

rectangular geometry it has been successfully applied to hexagonal geometry, which is the case 

of VVER type PWRs, liquid metal fast reactors and gas cooled reactors [137, 132].   

Regarding the solution method with NEM, the usual inner-outer iteration scheme is 

employed to obtain the flux and eigen-value of the problem. For outer iteration, the Chebyshev 

acceleration techniques which is applied in FD method has been found suitable in Nodal 

methods also [135]. It has been found from the numerical examples that, for the same accuracy 

of the results, the computing time taken by NEM is less than that by FD owing to the less 

number of unknowns to be evaluated in the case of NEM due to its applicability to much coarser 

mesh than that can be used in FD [132]. In addition, the convergence rate of the inner iteration 
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depends on spectral radius of the iterative matrix [113]. As the mesh size becomes larger, the 

spectral radius decreases and the convergence rate increases.  Thus, in NEM, the number of 

unknowns is less as well as these unknowns are computed fewer times than in FD method. 

Since its development, nodal method has been adopted for reactor analysis and 

implemented in several large-scale codes. The FLARE [138] code which was originally 

developed for BWR core simulation is based on the nodal coupling method where one-group 

diffusion equation is solved. Some of the computer codes that incorporates NEM for the 

solution of the few group diffusion equation are IQSBOX [139], SIMULATE-E [140], DIF3D 

[141], FEMINA [142], QPANDA [131], NODHEX [143], NESTLE [144], DYN3D [145], 

HEXNEM [146] and IQSHEX [147] 

The methods discussed so far are suitable for core simulation considering the fuel 

assembly as the node. To obtain the pin power distribution within the FA, the pin power 

reconstruction is applied. It is obtained based on the superposition of the pin power map from 

the transport solution and the smooth power profile based on the results of nodal solution. The 

pin power maps are evaluated for each fuel type as a function of burn-up at the time of assembly 

homogenization at lattice level calculation.  

Recently, core calculations using transport theory without homogenization using the 

method of characteristics or interface current methods are being attempted [9,10] to obtain 

detailed pin by pin power and burnup distributions. Another approach adopted for obtaining 

pin power distribution is by ‘hybrid FD-Nodal method’ [148]. 

Since the aim of the present work was to develop a computational tool for obtaining the pin 

power distribution of LWRs, an improved form of the hybrid FD-NEM is developed and the 

details of the formalism and verification are presented in Chapter 5 of the thesis.  
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2.4 Summary 

The thesis presents new theoretical developments and their practical implementation for 

improving existing methods / codes at both the lattice and the core levels of the two step 

calculations. For the lattice level calculations, the computer code developed implements the 

collision probability method and MOC for the solution of neutron transport equation.  The code 

has the capability to treat anisotropic scattering and computes pin-wise Dancoff factor. It can 

perform calculations in fine energy-groups using the WIMS 69 or172 group libraries. The code 

has other features like the use of leakage corrected collision probabilities for obtaining the 

neutron spectrum and spatial distribution and a new method for obtaining homogenized axial 

diffusion coefficients.  For the core level calculation, the method developed for obtaining the 

pin wise power distribution is based on the combination of finite difference method in X-Y 

direction and a fourth order polynomial expansion method along Z-direction, in which the 

treatment of transverse leakage is also accurate up to the fourth order. The mesh size along 

transverse direction is of a pin cell but the use of the polynomial expansion along the z-axis 

permits the use of much longer meshes in this direction.  
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CHAPTER  3 

COLLISION PROBABILITY AND MOC BASED LATTICE CODE FOR  

ANALYSIS OF LWR FUEL ASSEMBLIES 

3.1 Introduction 

The computational requirement for obtaining 3-D neutron flux distribution in fine energy 

groups for practical problems involving power reactor is very large and even with many fold 

increase in computational capability compared to seventies, for routine reactor calculations a 

two-step approach is followed for obtaining the required solution. As discussed in chapter 1, 

the first step involves solving the neutron transport equation for a small representative region 

called lattice cell in fine energy groups. It is assumed that the lattice cell repeats periodically 

throughout the reactor. The lattice cell typically consists of fuel, clad, coolant and associated 

moderator. Since the neutron reaction cross section (probability of neutron interaction) depend 

strongly on the energy of the neutron, the lattice calculations are performed using the transport 

equation with a large number (typically about a few hundred) of energy groups (referred to as 

fine group calculations). In addition to treating complicated geometry and energy dependence 

of the neutron cross sections, another aspect that needs to be treated at the lattice level relates 

to the changes in material composition within the lattice cell due to neutron irradiation in the 

reactor. These burnup effects in turn change the flux distribution within the cell. Lattice 

calculations yield a detailed flux distribution in space and energy across the lattice cell at 

various burnup stages (or steps) and forms the subject of the present chapter. The detailed flux 

distribution thus obtained is used to obtain few group homogenized cross sections and diffusion 

coefficients as a function of burnup for the second step of the calculations. The second step is 

the core calculation wherein it is assumed that the reactor consists of the homogeneous lattice 

cells and the diffusion equation – that is an approximate form of the transport equation - in few 
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groups (typically 2-4) is solved to obtain the core flux distribution. This aspect is discussed in 

chapter 5. 

As discussed in chapter 2 of the thesis, several numerical methods have been developed 

to solve the neutron transport equation (NTE) for the complicated geometry that is usually 

found in modern power reactors. Several computer codes based on these numerical methods 

are in existence.  

In earlier days the representative region/lattice cell used to be a ‘pin cell’ consisting of a 

single fuel rod and associated moderator with reflective boundary conditions. Since seventies 

and early eighties, computer codes were developed for the lattice calculations at the fuel 

assembly level directly.  For treating the complex geometries that are involved in practical 

lattice cells, the integral transport theory using either the collision probability, the interface 

current or a combination of these methods was popular.  Computer codes like CLUP-77 [32], 

LWRWIMS [66], THERMOGENE [33, 34], BOXER3 [67] and LWRBOX [149] are based on 

this method. The method has the added advantage that it can be formulated in terms of only the 

scalar flux, since the scattering anisotropy plays only a minor role and can be corrected by the 

use of transport cross sections.  Method of Characteristics (MOC) which gained popularity in 

recent times, even though the method was developed in early 1970s for solving NTE, have 

many advantages over commonly used methods such as the collision probability, the SN and 

the Monte Carlo method. These include its capability (a) to treat complex geometries (b) to 

handle anisotropic scattering (3) to produce detailed flux and power distribution over the region 

of solution and (4) to obtain solution in neutronically large sized domains.  Several lattice level 

codes have incorporated the MOC as a method of solving the multi-group transport equation, 

examples being DRAGON [86], CASMO-4 [84] and CASMO-5 [87] and more recently, by 

Mazumdar and Degweker [88].  
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The BOXER3 code [67] was developed during the eighties, in Bhabha Atomic Research 

Centre (BARC), as a three-dimensional code for the analysis of pressurized heavy water reactor 

(PHWR) supercell containing fuel, moderator and a reactivity device inserted perpendicular to 

the fuel. Taking into account the computing resources available then, the code was run in few 

groups after obtaining condensed group cross sections for various materials from a one-

dimensional multi-group calculation. BOXER3 can treat one-dimensional cylindrical pin-cell 

and slab geometries (as in plate type fuels), two-dimensional problems such as fuel assemblies 

and three-dimensional problems. The geometry that can be represented consists of cylinders 

imbedded in a rectangular mesh. The cylinders can be further subdivided into radial circular or 

annular regions as well as azimuthal divisions up to 𝜋 /4. The outer most boundary must be a 

rectangular parallelepiped. Some examples of geometries that are available are shown in 

Fig.3.1. For both the two and three-dimensional calculations, particularly for large domain 

problems, there is an option to use a mixed method involving a detailed collision probability 

treatment within smaller sub domains and coupling these sub domains using interface currents.  

This chapter describes the development work carried out in BOXER3 code to make it 

suitable for lattice level calculations including burnup calculations of LWR fuel assemblies [7]. 

Coupling of the code to the WIMS 69/172 group library and introduction of burnup has enabled 

it to perform multi-group calculations using CP methods, and solve the burnup equations and 

thus be used as a lattice code.  

Much of the LWR calculations at BARC was being carried out using a three-stage 

calculation viz. one-dimensional pin-cell lattice followed by assembly level few group 

diffusion and full core few group diffusion calculations. For treating the lattice, the computer 

code RICANT [150] was developed for 2-D rectangular one-zone cell using interface current 

method. In this, six terms are considered for the expansion of angular flux in terms of Legendre 
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polynomials.  The introduction of code LWRBOX [149] based on a combination of collision 

probability and interface current method was an improvement.  

 
Fig. 3.1: Typical geometries with sub divisions that can be handled by BOXER3 

 
The present work represents a further improvement in lattice calculation methodology. 

One can use assembly level Pij (that is more accurate) in addition to the option of interface 

currents between pin-cells. Other improvements include the use of pin-dependent Dancoff 

factors for resonance treatment, a more straightforward method for normalizing collision 

probabilities and introduction of a predictor corrector approach to burnup calculations. All 

these features are described in this chapter. 

The introduction of MOC is another important development. It permits the use of 

anisotropic scattering (the WIMS library has P1 scattering matrices for H, D, C, and O and 

these can be used). For both collision probability (CP) and MOC methods, the problem domain 
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needs to be divided into meshes and sufficient number of characteristic lines or rays, along 

which the transport equation is solved in MOC, are to be traced over the mesh structure. Thus, 

using the information from the same ray tracing algorithm used for CP method, MOC can be 

easily implemented in the code.  

The outline of the chapter is as follows: The neutron balance equation and the solution 

method by CP method as in BOXER3 is described in section 3.2. Section 3.3 details 

computation and normalization method of the collision probabilities. Section 3.4 describes the 

solution method using MOC for both isotropic and anisotropic scattering. In section 3.5, a brief 

description about pin-wise Dancoff factor estimation is given. Section 3.6 covers the treatment 

of burnup. Verification results of BOXER3 code for various benchmark problems are presented 

in section 3.7. Summary and scope of future study is discussed in section 3.8.  

3.2 Neutron Balance Equation and Solution Method by CP Method 

BOXER3 solves the integral transport equation using the block method (mixed 𝑃௜௝ and 

𝐽± methods). In the block method the equations can be written as follows: 

𝜑௜
௚

Σ௜
௚

𝑉௜ = ෍ 𝑄௝
௚

௝

𝑃௝௜
௚

+ ෍ 𝑆௠𝐽௠
௚(௜௡)

𝑃௠௜
௚

௠

 (3.1) 
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௚

௝
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𝑄௜
௚

= ෍ 𝜑௜
௛𝑉௜ ቆΣ௦௜

௛→௚
+

𝜒௚(𝜈Σ௙௜
௛ )

𝑘
ቇ

௛

 (3.3) 

where,  

 𝜑௜
௚    – flux in region i in energy group g 

𝐽௠
௚(௜௡)   – in-current at surface m in group g 

 𝐽௠
௚(௢௨௧)  – out-current at surface 𝑚 in group g 

𝑉௜   – volume of region i 

𝑆௠   – area of surface m 
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Σ௜
௚   – transport cross section in region i in group g 

𝑄௜
௚     – scattering and fission sources in region i in group g 

Σ௦௜
௛→௚ – transfer cross section from group h to group g in region i 

𝜒௚  – fission spectrum 

𝜈     – number of neutrons per fission 

𝛴௙௜
௛     – fission cross section in region i in group h 

𝑃௝௜
௚

    – region j to region i collision probabilities 

𝑃௠௜
௚    – surface m to region i collision probabilities  

𝑃௝௠
௚     – region j to surface m collision probabilities 

𝑃௠ᇱ௠
௚   – surface m’ to surface m (escape) probabilities in group g. 

The left side of Eq. (3.1) is the collision rate in region i and group g while the right side 

is the sum of all volume and surface sources in group g multiplied by the respective 

probabilities of such source neutrons to collide in region 𝑖. The left side of Eq. (3.2) is the total 

number of neutrons escaping through surface 𝑚 and group g while the right side is the sum of 

all volume and surface sources in group g multiplied by the respective probabilities of such 

source neutrons to escape through the surface m. The various probabilities obey the following 

reciprocity relations: 

 Σ௜𝑉௜𝑃௜௝ = Σ௝𝑉௝𝑃௝௜ ,    4Σ௜𝑉௜𝑃௜௠ = 𝑆௠𝑃௠௜     and      𝑆௠𝑃௠௠ᇱ = 𝑆௠ᇱ𝑃௠ᇱ௠ 

 

3.2.1 Solution Method 

Inner-outer iteration technique is applied for the solution of the above set of equations to 

obtain the fluxes, currents and the eigenvalue k. Each outer iteration commences with the 

highest energy group and progresses downwards till all groups are covered. For each group the 
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total source consisting of the sum of in-scatter source and fission source, is computed. The 

fission source is updated at the beginning of an outer iteration but remains constant during the 

outer iteration. The in-scatter is updated before commencing inner iterations for a particular 

group. The inner iterations are used to obtain the converged fluxes and currents corresponding 

to this total source. The inner iterations are carried out using the following equations derived 

from Eqs. (3.1 to 3.3) and the reciprocity relations, with the expression for flux and current as:  
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௚  (3.1a) 

 

𝐽௠
ᇱ௚(௢௨௧)

= ෍൫Σ௦௝
௚→௚

/Σ௝
௚

൯

௝

𝑃௠௝
௚

𝜑௝
௚

+ ෍ 𝑃௠௠ᇱ
௚

𝐽௠ᇱ
ᇱ௚(௜௡)

௠ᇱ

+ ℘௃௠
௚  (3.2a) 

Where  𝐽௠
ᇱ௚

= 4𝐽௠
௚  ,  ℘ఝ௜

௚  and ℘௃௠
௚  are related to the in-scatter and fission source terms. 

℘ఝ௜
௚

= ෍ ൭
Σ௦௝

௛→௚
𝜑௝

௛

Σ௝
௚ ൱

௛ஷ௚,௝

𝑃௜௝
௚

+
1

𝑘
෍ ൭

χ௚νΣ௙௝
௛ 𝜑௝

௛

Σ௝
௚ ൱ 𝑃௜௝

௚

௛,௝

 (3.3a) 

 

℘௃௠
௚

= ෍ ൭
Σ௦௝

௛→௚
𝜑௝

௛

Σ௝
௚ ൱

௛ஷ௚,௝

𝑃௠௝
௚

+
1

𝑘
෍ ൭

χ௚νΣ௙௝
௛ 𝜑௝

௛

Σ௝
௚ ൱

௛,௝

𝑃௠௝
௚  (3.3b) 

 
The above form of the equations, Eqs. (3.1a) and (3.2a), for inner iterations is a 

manifestly convergent form as the iteration matrix has a row sum less than unity for all rows. 

Consequently, the spectral norm is less than unity, which means that the norm of the error 

vector will fall monotonically with the number of iterations [151]. A check is performed for 

convergence of the fluxes and currents, failing which the inner iteration is repeated. If 

convergence is acceptable, proceed to the next group. When all groups have been covered an 

outer iteration is complete. The eigen-value k is estimated and checked for convergence. If the 

convergence is inadequate, the outer iteration is repeated, else the computation of flux and 

eigenvalue is over.  
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3.3 Computation Method of Collision Probabilities 

In order to solve the above set of equations, the collision probabilities (CPs) needs to be 

calculated using the information from the ray tracing program. These are described in the 

following sections.  

3.3.1 CPs in Three-Dimensional Lattice 

The following equations were derived [67] for various probabilities i.e. Pii, Pij, Pis, Psi and 

Ps1,s2 that are required for solution of three-dimensional problems,  

 

𝑃௜௜ =
1

4𝜋Σ௜𝑉௜
න 𝑑𝐴 𝑑𝛀 {𝜏௜ − 1 + exp [−𝜏௜]} (3.4) 

𝑃௜௝ =
1

4𝜋Σ௜𝑉௜
න 𝑑𝐴 𝑑𝛀 ൛expൣ−𝜏௜௝൧ − expൣ−൫𝜏௜௝ + 𝜏௜൯൧ − exp ൣ−൫𝜏௜௝ + 𝜏௝൯൧

+ exp ൣ−൫𝜏௜௝ + 𝜏௜+𝜏௝൯൧ൟ 

(3.5) 

𝑃௜ௌ =
1

4𝜋Σ௜𝑉௜
න 𝑑𝐴 𝑑𝛀 {exp[−𝜏௜ௌ] − exp[−(𝜏௜ௌ + 𝜏௜)]} (3.6) 

𝑃ௌ௜ =
1

𝜋𝑆
න 𝑑𝐴 𝑑𝛀 {exp[−𝜏௜ௌ] − exp[−(𝜏௜ௌ + 𝜏௜)]} (3.7) 

 

𝑃ௌభௌమ
=

1

𝜋𝑆ଵ
න 𝑑𝐴 𝑑𝛀 expൣ−𝜏ௌభௌమ

൧ (3.8) 

where 𝜏௜௝, 𝜏௜  and  𝜏௝ are the optical path lengths between i and j, in i and in j respectively, 𝜏௜ௌ  is 

the optical path length between i and S and 𝜏ௌభௌమ
 is the optical path length between the surfaces 

S1 and S2. 

In the three-dimensional version, the angular integration is performed using weights and 

directions taken from a fully symmetric Sn quadrature set. For each integration direction, the 

rectangular parallelepiped (outer boundary of the solution domain) is projected in a plane 

perpendicular to the direction. In 3-D, the projection of a rectangular parallelepiped is an 
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‘irregular hexagon’. A rectangular mesh is constructed within the hexagon and the neutron 

trajectories are started from the center of each rectangle with a weight equal to the product of 

the area of the small rectangle and the angular quadrature weight for that direction. The tracing 

program generates the intercepts of the ray in each of the meshes starting from an area element 

of the outer surface of a sub-domain and ending on another such area element. The integrals 

are computed by multiplying the contribution to a probability by any ray with its weight and 

adding over all possible rays. 

 
3.3.2 CPs in Two-Dimensional Lattice 
 

In two dimensions, ray tracing is done in a plane perpendicular to the z direction 

(direction of homogeneity). This is accomplished by setting the direction cosine in z direction 

to be zero. In this case the ‘hexagon’ collapses to a rectangle, and since the integration lines 

are drawn in a plane perpendicular to the z direction, a single mesh is taken in the direction of 

uniformity. The angular integration over the azimuthal angle is done using uniform angular 

spacing and constant weights or with Gauss Quadrature. For different azimuthal angles, 

integration over y is carried out using a uniform quadrature in a direction perpendicular to the 

direction of the trajectories. In two dimensions the formulae derived by Carlvik [152] involving 

Bickley functions are used 

𝑃௜௜ =
1

2𝜋Σ௜𝑉௜
න 𝑑𝑦 𝑑𝜑 {𝜏௜ − 𝐾𝑖ଷ(0) + 𝐾𝑖ଷ (−𝜏௜)} (3.9) 

𝑃௜௝ =
1

2𝜋Σ௜𝑉௜
න 𝑑𝑦 𝑑𝜑 ൛𝐾𝑖ଷൣ−𝜏௜௝൧ − 𝐾𝑖ଷൣ−൫𝜏௜௝ + 𝜏௜൯൧ − 𝐾𝑖ଷ ൣ−൫𝜏௜௝ + 𝜏௝൯൧

+ 𝐾𝑖ଷ ൣ−൫𝜏௜௝ + 𝜏௜+𝜏௝൯൧ൟ 

(3.10) 

 

𝑃௜ௌ =
1

2𝜋Σ௜𝑉௜
න 𝑑𝑦 𝑑𝜑 {𝐾𝑖ଷ[−𝜏௜ௌ] − 𝐾𝑖ଷ[−(𝜏௜ௌ + 𝜏௜)]} (3.11) 
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𝑃ௌ௜ =
1

𝜋𝑆
න 𝑑𝑦 𝑑𝜑 {𝐾𝑖ଷ[−𝜏௜ௌ] − 𝐾𝑖ଷ[−(𝜏௜ௌ + 𝜏௜)]} (3.12) 

𝑃ௌభௌమ
=

1

𝜋𝑆ଵ
න 𝑑𝑦 𝑑𝜑 𝐾𝑖ଷ൫−𝜏ௌభௌమ

൯ 
(3.13) 

One-dimensional problems involving cylindrical geometry (pin cells with cylindricalised outer 

boundary) are special cases that can be treated with only one direction (since integration over 

𝜑 is not required). 

3.3.3 CPs in One-Dimensional (slab or plate type geometry) Lattice 
 

In slab geometry, numerical integration for computation of collision probabilities is not 

required. The calculation of various probabilities is done using the following expressions [7]: 

𝑃௜௜ = 1 −

ଵ

ଶ
− 𝐸ଷ(−𝜏௜)

𝜏௜
 (3.14) 

𝑃௜௝ =
1

2𝜏௜
൛𝐸ଷൣ−𝜏௜௝൧ − 𝐸ଷൣ−൫𝜏௜௝ + 𝜏௜൯൧ − 𝐸ଷ ൣ−൫𝜏௜௝ + 𝜏௝൯൧ + 𝐸ଷ ൣ−൫𝜏௜௝ + 𝜏௜+𝜏௝൯൧ൟ  (3.15) 

𝑃௜ௌ =
1

2𝜏௜
ൣ𝐸ଷ൫−𝜏௜௝൯ − 𝐸ଷ൛−൫𝜏௜௝ + 𝜏௜൯ൟ൧ (3.16) 

𝑃ௌ௜ = 2ൣ𝐸ଷ൫−𝜏௜௝൯ − 𝐸ଷ൛−൫𝜏௜௝ + 𝜏௜൯ൟ൧ (3.17) 

𝑃ௌభௌమ
= 2 𝐸ଷ൫−𝜏ௌభௌమ

൯ (3.18) 

 
3.3.4 Normalisation of the Probabilities 
 

The estimated probabilities have to be such that the sum of all the probabilities starting 

from a region / surface should add up to one. However due to the quadrature related errors 

(particularly over the area) the sum does not add up exactly to unity. Many schemes for 

normalization of the probabilities so that they add up to unity have been proposed. In diagonal 

normalization scheme, which is employed in the code DRAGON, the diagonal elements of the 

CP matrix are updated using the error. This scheme may result in negative values of diagonal 

elements if the value itself is small and cannot be applied in the case of problems with voided 
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zone [153].  In Gelbard normalization scheme [154], correction is applied based on the 

probabilities in the homogeneous limit. Even though this can be applied to voided zones, it can 

result in negative probabilities.  In the multiplicative normalization scheme [153, 155], the 

probabilities are updated by multiplying with weighting factors. This method results in an 

additional computation of the weighting factors. In BOXER3 a different approach, which is 

more satisfactory from a physical point of view, is applied to normalize the collision 

probabilities. It can be seen from Eqs. (3.4) to (3.6) that for each ray, the integrand of the 

expressions for the three probabilities adds up to 𝜏௜.That is 

 𝑃௜௜ + ෍  𝑃௜௝

௝ஷ௜

+ ෍  𝑃௜ௌ

ௌ

=
1

4𝜋Σ௜V௜
቎න 𝑑𝐴 𝑑𝛀 {𝜏௜ − 1 + exp[−𝜏௜]}

+ ෍ න 𝑑𝐴 𝑑𝛀 ൛expൣ−𝜏௜௝൧ − expൣ−൫𝜏௜௝ + 𝜏௜൯൧ − expൣ−൫𝜏௜௝ + 𝜏௝൯൧

௝ஷ௜

+ expൣ−൫𝜏௜௝ + 𝜏௜+𝜏௝൯൧ൟ

+ ෍ න 𝑑𝐴 𝑑𝛀 {exp[−𝜏௜ௌ] − exp[−(𝜏௜ௌ + 𝜏௜)]}

ௌ

቏ 

 

 

                           =
1

4𝜋Σ௜V௜
න 𝑑𝐴 𝑑𝛀 ቎{𝜏௜ − 1 + exp[−𝜏௜]}

+ ෍൛expൣ−𝜏௜௝൧ − expൣ−൫𝜏௜௝ + 𝜏௜൯൧ − expൣ−൫𝜏௜௝ + 𝜏௝൯൧

௝ஷ௜

+ expൣ−൫𝜏௜௝ + 𝜏௜+𝜏௝൯൧ൟ + ෍{exp[−𝜏௜ௌ] − exp[−(𝜏௜ௌ + 𝜏௜)]}

ୗ

቏ 

 

 

                           =
1

4𝜋Σ௜V௜
න 𝑑𝐴 𝑑𝛀 𝜏௜ 

 

Upon carrying out the numerical integration of the expression on the right side for the collision 

probabilities, the above sum will be given by 
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 𝑃௜௜ + ෍  𝑃௜௝

௝ஷ௜

+ ෍  𝑃௜ௌ

ௌ

  =  
𝑉௜(௘௦௧)

V௜
 (3.19) 

 

where  𝑉௜(௘௦௧) =  
ଵ

ସగ
∑ 𝑤ஐ௞,ஐ (Δ𝐴)௞ 𝑙௞(𝑖) is the numerically estimated volume of the region i. 

The summation over 𝑘 is limited to the rays that pass through the region i. By using V௜ = V௜(௘௦௧)  

to divide the collision probabilities of neutrons starting in the region i, the right side of Eq. 

(3.19) is unity. In other words, the probabilities satisfy conservation. Since the estimated 

volume of each region is well defined, the probabilities also satisfy reciprocity provided the 

same set of rays is used to calculate  𝑃௜௝ and  𝑃௝௜ . A similar estimated surface area is used as the 

divisor in the expressions for the surface probabilities. The transformed form of collision 

probability equations given by Eqs. (3.1a) and (3.2a) does not explicitly involve region 

volumes. Thus, the use of the estimated volumes in the calculation of the collision probability 

equations together with the forms (3.1a) and (3.2a) of the integral transport equation ensures 

that there is no inconsistency.  

3.4 The Method of Characteristics (MOC) for Neutron Transport Equation 

The main limitations of the collision probability method for the solution of integral 

transport equation are that it can be used for optically small regions and the assumption of 

isotropic scattering. MOC on the other hand can treat complex geometries as well as anisotropic 

scattering. Since the same geometric options and ray tracing scheme developed in BOXER3 

for CP estimation can be used for MOC also, a solution module based on MOC is introduced 

in BOXER3 code. A brief description of the MOC equations and method of solution is 

presented in this section. 

3.4.1 Isotropic Scattering 
 

The steady state integro-differential form of Boltzmann transport equation in multi group 

eigenvalue form is written as 
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𝛀. ∇𝜓௚(𝒓, 𝛀) + Σ௧௚(𝒓)𝜓௚(𝒓, 𝛀) = 𝑄௚(𝒓, 𝛀) (3.20) 

𝜓௚(𝒓, 𝛀)   - the angular flux,  

Σ௧௚(𝒓)  - the total macroscopic cross section,  

𝑄௚(𝒓, 𝛀)  - the total angular source of neutrons in energy group g at location r in 

direction 𝛀 and is written as 

𝑄௚(𝒓, 𝛀) = ෍ ቆන Σ௦௚ᇲ→௚(𝒓, 𝛀′ → 𝛀)𝜓௚ᇱ(𝒓, 𝛀′)𝑑𝛀′

௚ᇱ

+
χ௚νΣ௙௚ᇲ(𝒓)

4𝜋𝑘
න 𝜓௚ᇱ(𝒓, 𝛀′)𝑑𝛀′ቇ 

(3.21) 

For the case of isotropic scattering,  Σ௦௚ᇲ→𝒈(𝒓, 𝛀ᇱ → 𝛀) = Σ௦௚ᇲ→𝒈(𝑟)/4𝜋. Hence the 

scattering and fission sources can be written in terms of the scalar flux (integral of the angular 

flux).  

The solution is sought for a number of discrete directions taken from a suitably chosen 

quadrature formula. Thus, the integration over angle variable can be written as weighted sum, 

e.g. 

𝜙௚(𝒓) = න 𝜓௚(𝒓, 𝛀)𝑑𝛀 = ෍ 𝑤௠𝜓௚(𝒓, 𝛀௠) = ෍ 𝑤௠𝜓௚௠

௠௠

 (3.22) 

  𝛀௠  are the discrete directions,  𝑤௠ are the corresponding weights and 𝜓௚(𝒓, 𝛀௠) has been 

abreviated as 𝜓௚௠. For spatial discretization, problem domain is divided into meshes with 

uniform material properties within each mesh. The scattering and fission sources in a mesh (i) 

can thus be written as 

𝑄௜௚௠
(௦௖௔௧) = ෍

Σ௦,௜,௚ᇲ→𝒈

4𝜋
𝜙௜௚ᇱ

௚ᇱ

 (3.23a) 

𝑄௜௚௠
(௙௜௦௦) =

χ௚

4𝜋𝑘
෍ νΣ௙,௜,௚ᇱ

௚ᇱ

𝜙௜௚ᇱ 
(3.23b) 
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To derive the MOC equations the partial derivative in streaming term in Eq. (3.20) is converted 

into a total derivative along the neutron motion. In the multi group form, the characteristic form 

of the transport equation is  

𝑑𝜓௜௚௠

𝑑𝑠௠
+ Σ௧௜௚𝜓௜௚௠ = 𝑄௜௚௠ (3.24) 

Here  𝑠௠ is the distance along a neutron track measured from the point the track enters the 

mesh 𝑖 in direction  𝛀௠; 𝜓௜௚௠ is the angular flux in direction  𝛀௠ across mesh 𝑖 in energy 

group g. Assuming that the source is constant in a mesh (𝑖), the solution of this equation is 

𝜓௜௚௠(𝑠௠) = 𝜓௜௚௠(0)𝑒ିஊ೟೔೒௦೘ +
𝑄௜௚௠

Σ௧௜௚
൫1 − 𝑒ିஊ೟೔೒௦೘൯ (3.25) 

The average angular flux in the mesh for the particular track, 𝜓ത௜௚௠, is obtained by integrating 

Eq. (3.25) over the length of the track in the mesh and dividing by the length of the track, as 

𝜓ത௜௚௠ =
1

Σ௧௜௚
ቆ𝑄௜௚௠ +

𝜓௜௚௠(0) − 𝜓௜௚௠(Δ𝑠)

Δ𝑠
ቇ (3.26) 

Since along a given direction, more than one ray can pass through a mesh, average angular flux 

for the mesh is obtained by averaging over all such rays.  Thus, average angular mesh flux is 

obtained as  

𝜓തത௜௚௠ =  
∑ 𝜓ത௜௚௠𝐴୫Δ𝑠

∑ 𝐴୫Δ𝑠
 (3.27) 

where the summation extends over the different neutron tracks that cross mesh i in direction 

Ωm. 𝛥𝑠 is the length of each track crossing mesh 𝑖  and 𝐴୫ is the area of the 'tube' (typically 

the uniform separation between (the projections of) parallel streaming tracks in the case of two-

dimensional problems). The average scalar flux in mesh 𝑖 in group 𝑔 is obtained by numerical 

integration of the average angular flux as: 

𝜙തത௜௚௠ =  ෍ 𝑤௠𝜓തത௜௚௠

௠

 (3.28) 
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The tracks terminate at the domain boundary, which is divided into small surface 

elements. The outgoing angular flux for each element is obtained by averaging over various 

tracks that contribute to that element in the given direction. The incoming angular flux for the 

element is then obtained by equating this outgoing flux to the incoming flux in the reflected 

direction, in case a reflective boundary condition is used. For a periodic boundary condition, 

the direction of the incoming flux remains the same, but the surface element is changed to one 

that is related to the given element by periodicity.  

The solution is obtained by employing the usual inner-outer iteration scheme. Outer 

iteration is for eigen-value and inner iteration is for flux. Each outer iteration commences with 

the highest energy group and progresses downwards till all groups are covered. For each group 

the total source, consisting of the sum of two sources viz., due to in scatter and due to fission, 

is computed. The fission source is updated at the beginning of an outer iteration but remains 

constant during the outer iteration. The in-scatter is updated before commencing inner 

iterations for a particular group. The inner iterations are used to obtain the converged fluxes 

corresponding to this total source. Each inner iteration consists of the following steps. The 

outgoing angular flux and the average angular flux along the characteristics (for the ith mesh) 

are computed using Eqs. (3.25) and (3.26) respectively and the mesh averaged angular flux is 

obtained using Eq. (3.27). Finally, the average scalar flux is updated using Eq. (3.28) which is 

used to obtain the self-scatter source. A check is performed for convergence of the flux, failing 

which the inner iteration is repeated. If convergence is acceptable, the solution proceeds to the 

next group. When all groups have been covered, one outer iteration is complete. The 

multiplication factor (eigenvalue) is estimated and checked for convergence. If the 

convergence is inadequate, the outer iteration is repeated, else the computation of flux and 

eigenvalue is over. 
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3.4.2 Anisotropic Scattering 
 

Anisotropic scattering is considered by expanding the scattering cross sections in terms 

of Legendre polynomials and using the addition theorem of spherical harmonics, it can be 

written as. 

Σ௦௚ᇱ→௚(𝛀ᇱ → 𝛀) = Σ௦௚ᇱ→௚(𝛀ᇱ. 𝛀) = ෍
2𝑙 + 1

4𝜋
𝛴௟௚ᇱ→௚ 𝑃௟(𝛀ᇱ. 𝛀)

୐

୪ୀ଴

= ෍
2𝑙 + 1

4𝜋
𝛴௟௚ᇱ→௚ ൥𝑃௟(cos𝜃ᇱ) 𝑃௟(cos𝜃)

௅

௟ୀ଴

+ 2 ෍
(𝑙 − 𝑚)!

(𝑙 + 𝑚)!
𝑃௟௠(cos𝜃ᇱ) 𝑃௟௠(cos𝜃) cos{𝑚(𝜑 − 𝜑′)}

௟

௠ୀଵ

൩ 

(3.29) 

 
where, 𝐿 is the scattering order. In BOXER3, expansion up to the third order is introduced even 

though the WIMS library contains only P1 transfer matrices for H, D, C, and O. For the case 

of linearly anisotropic scattering,  

 𝑃଴(𝛀ᇱ. 𝛀) = 1 ,    𝑃ଵ(𝛀ᇱ. 𝛀) = 𝛀ᇱ. 𝛀     

Σ௦௚ᇱ→௚(𝛀ᇱ → 𝛀)   =  
𝛴଴௚ᇱ→௚

4𝜋
 

 

+
3𝛴ଵ௚ᇱ→௚

4𝜋
[cosθ cosθᇱ + sinθ sinθ′(cosφ cosφᇱ + sinφ sinφ′)] 

 

(3.30) 

In the above representation, the various coefficients of the cross-section expansion are obtained 

by multiplying by 𝑃௟(𝛀ᇱ. 𝛀)   and integrating over  Ω.  𝛴଴ is the total scattering cross section. 

Since the flux is expected to be symmetrical about 𝜃 = 𝜋/2, the first term in the linearly 

anisotropic scattering will not contribute. The following three moments have to be calculated 

which contribute to the scattering source 

𝜙௜௚ = න 𝜓(Ωᇱ)𝑑Ω′ = ෍ 𝑤௠

௠

𝜓௜௚(𝜃௠, 𝜑௠) = ෍ 𝑤௠

௠

𝜓௜௚௠ (3.31) 
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𝐽௬௜௚ = න sin𝜃ᇱsin𝜑ᇱ 𝜓(Ωᇱ)𝑑Ω′ = ෍ 𝑤௠

௠

sin𝜃௠ sin𝜑௠ 𝜓௜௚௠ (3.32) 

 

𝐽௫௜௚ = න sin𝜃ᇱcos𝜑ᇱ 𝜓(Ωᇱ)𝑑Ω′ = ෍ 𝑤௠

௠

sin𝜃௠ cos𝜑௠ 𝜓௜௚௠ (3.33) 

 
The scattering source in any direction (𝜃௠, 𝜑௠) per unit solid angle is computed using 

𝑄௜௚௠
(௦௖௔௧) = ෍ ൭

𝛴଴௚ᇱ→௚

4𝜋
𝜙௜௚ᇱ +

3𝛴ଵ௚ᇱ→௚

4𝜋
൫sin𝜃௠ sin𝜑௠ 𝐽௬௜௚ᇱ + sin𝜃௠ cos𝜑௠ 𝐽௫௜௚ᇱ൯൱

௚ᇱ

 (3.34) 

 
The iteration strategy is modified somewhat to include anisotropic scattering. The mesh 

averaged angular flux calculated at the end of an inner iteration is used to update the mesh 

averaged scalar flux and currents using Eqs. (3.31) to (3.33). These are used for calculating the 

self-scatter source using Eq. (3.34) (with g' = g). Similarly for in-scattering source calculations, 

at the end of all inner iterations in a group, only the three moments  𝜙௜௚, 𝐽௬௜௚ and 𝐽௫௜௚ are stored 

and the in-scattering source in any other group and any direction is obtained using Eq. (3.34). 

3.5 Calculation of the Dancoff Factor 
 
To make BOXER3 code suitable for simulating any type of lattice, it is coupled with 

69/172 group WIMS update library [6]. While the library formats are the same for any source 

of the evaluated data, calculations presented in this thesis are based on the 69 group ENDF/B-

VI.8 data. The cross-section data read from the WIMS library needs to be processed and 

formatted for use in BOXER3. The processing includes reformatting from the condensed 

scattering matrix format to the full matrix format used in BOXER3, interpolation of thermal 

cross section data for various temperatures and calculation of the background cross section and 

interpolation from the resonance integral tables for this background cross section and the given 

temperature. For heterogeneous systems, estimation of the background cross section requires 

calculation of the Dancoff factor [4]. The Dancoff factor is the probability that a neutron 

escaping a fuel surface with a cosine current distribution, reaches another fuel rod without 
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collision in the moderator. As discussed in chapter 2, Dancoff factor is required for correcting 

the escape cross section from a single fuel rod and which goes as an input into calculating the 

scattering cross section per absorber atom for interpolating from the resonance tables given in 

the cross-section library. This is calculated using the ray tracing facility of BOXER3 to obtain 

the following integrals. 

𝐷 =
1

𝜋𝑆ଵ
න 𝑑𝐴 𝑑𝛀 expൣ−𝜏ௌభௌమ

൧ (3.35) 

where, τ is the optical path length between the surface of the fuel rod and that of the pellet of 

any other fuel rod that is first crossed by an outgoing ray and 𝑆ଵ is the surface area of the fuel 

rod. In two dimensions for cylindrical fuel rods, the above integral reduces to the following 

formula for the Dancoff factor 

𝐷 =
1

𝜋ଶ𝑟
න 𝑑𝜑 න 𝐾𝑖ଷ (𝜏௣)𝑑𝑦′

ଶగ

଴

 (3.36) 

Here τp is the projection of τ in a plane perpendicular to the axis of the rod, r is the radius of 

fuel rod and 𝑑𝑦 is the separation between rays.  Pin dependent Dancoff factors are obtained by 

calculating the above expression separately for each pin by considering all rays that start from 

the surface of that pin. 

3.6 Treatment of Burnup 
 

Due to irradiation in the reactor, the composition of the fuel material changes 

continuously. For the solution of NTE, number density of each material present in the lattice is 

an input. To obtain the number density of various nuclide as a function of time, the Bateman 

equations (burnup equations)   
ௗ ௫̅(௧)

ௗ௧
= 𝐴 𝑥̅(𝑡) are solved, where 𝑥̅(𝑡) is the nuclide 

concentration vector and A the transformation matrix obtained from various reaction cross 

sections and decay constants of the nuclides. For the solution of the above equation, predictor-

corrector method [91] is used. The region of interest is divided into a number of fuel zones, 
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each zone being typically a single pin or a group of symmetrically placed pins having the same 

initial composition. The time for which burnup is to be calculated is divided into macro time 

steps also called burnup steps. 

During each of these burnup (macro) steps, the one group cross sections and flux within 

each burnup zone are assumed to be constant. These zone wise microscopic cross sections for 

various actinides and fission products in different fuel burnup zones are obtained by averaging 

over the flux and spectrum distribution in the zone calculated by a transport calculation at the 

beginning of the macro time step. Likewise, the flux in each burnup zone is obtained by 

summing over all energy groups and averaging over the meshes in that burnup zone. The zone 

wise flux is then normalised so as to give the correct total power of the assembly (given as 

input). The reaction rates per atom are then given by the product of the zone flux and the 

average cross section of the reaction under consideration.  

The other quantities that are required are the decay constant of the various fission 

products and actinides, tables giving transformation of one nuclide into another by various 

reactions and fission yields of fission products. These are read from the WIMS burnup library. 

Finally, all this data is used to form the matrix A which is then fed to an ODE solver based on 

Gear’s backward difference method [156] used for this purpose. Gear's method has the 

advantage of stability and also gives good accuracy. The integrator chooses a number of micro 

time steps depending upon the specified accuracy. The burnup equations are solved to give the 

concentrations of the actinides and fission products at the end of the macro (or burnup) time 

step as well as at any intermediate steps if so desired. The concentrations at the end of the 

burnup step (also the concentrations at the beginning of the next time step), are called the 

predictor concentrations and go as input into the solution of the transport equation for obtaining 

the cross sections and the normalised flux and are used to calculate the matrix A for the next 

time step. The process is repeated till all the burnup steps have been completed. It is referred 
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to as the predictor only method and is adequate for many problems. A significant improvement, 

particularly for problems involving burnable absorbers, can be obtained by adding a corrector 

step. In this, the matrix A calculated at the end of the burnup time step, using the predicted 

nuclide concentrations for performing a transport calculation, is used to perform one more 

burnup integration called the corrector. The nuclide concentrations thus obtained at the end of 

the burnup step are different from those obtained by the predictor, and the corrected nuclide 

concentrations are obtained by taking a simple average of the predictor and corrector values. 

The predictor step for the next burnup step requires another transport calculation using the 

corrected nuclide concentrations. Thus, two transport calculations are required per burnup step. 

3.7 Verification of the Lattice Code 

Several benchmark problems were analysed with BOXER3 code to verify the various 

options that are introduced in the code as discussed in the previous sections. These include 

verification calculations for the MOC part of the code, for the multi-group code for lattice 

analysis based on both the methods and test the features such as Dancoff factors, burnup 

calculations etc. The verification results are summarised in the following sections. 

3.7.1 Few Group Benchmarks for Verification of MOC  
 

To check the performance of MOC part, benchmark problems [157] consisting of one 

homogeneous case and four heterogeneous cases were analysed. The cases are (1) k-infinity 

calculations of homogeneous benchmarks (2) mono-group eigenvalue problem (3) BWR cell 

(4) LWR fuel element with burnable poison cell and (5) 4 × 4 BWR problem with gadolinium 

pins. 

K - infinity calculations of homogeneous benchmarks 

Infinite multiplication factor K-infinity (K∞) is calculated for the benchmark problems 

for infinite medium with isotropic scattering. The benchmark provided the cross section of 

materials (as given in Table 3.1) and reference K-infinity for all problems. 12 directions with 
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equal weight are considered for integration along azimuthal angle φ.  For polar direction θ 

integration, six-point Gauss-Legendre quadrature set is used. 200 parallel lines are considered 

for each direction i.e. for each (θ, φ) pair and convergence criterion of 10-6 is applied for both 

neutron flux and K∞. Since the medium is infinite, the geometry considered is a square of 6 cm 

× 6 cm size with reflective boundary condition. The K∞ values calculated by BOXER3 code is 

summarized in Table 3.2 along with the reference values and is in good agreement.  

Table 3.1: Cross sections for homogeneous benchmark problems

 

 

 

 

 

 

 

  

Case G χ ν Σa νΣf Σt Σs1-G Σs2-G Σs3-G Σs4-G Σs5-G Σs6-G 

Pua-1-N 1 1.0 3.24 0.101184 0.2643840 0.326400 0.225216      

Pub-1-N 1 1.0 2.84 0.101184 0.2317440 0.326400 0.225216      

Ua-1-IN 1 1.0 2.7 0.078336 0.1762560 0.326400 0.248064      

Ub-1-IN 
1 

1.0 
2.797

1 0.078336 0.1825948 0.326400 0.248064 
     

Ud2o-1-IN 1 1.0 1.7 0.081942 0.0928676 0.546280 0.464338      

Ue-1-IN 1 1.0 2.5 0.079365 0.1730686 0.407407 0.328042      

PU-2-IN 1 0.575 3.1 0.098400 0.2901600 0.220800 0.079200 0.000     

 2 0.425 2.93 0.099840 0.2503392 0.336000 0.043200 0.23616     

U-2-IN 1 0.575 2.7 0.065760 0.1671840 0.216000 0.078240 0.000     

 2 0.425 2.5 0.082560 0.1728000 0.345600 0.072000 0.26304     

UAl-2-IN 1 1.0 0 0.000222 0.000000 0.26817 0.247516 0.000     

 2 0.0 2.83 0.063850 0.171799 1.27698 0.020432 1.21313     

URR-2-IN 1 1.0 2.5 0.002053 0.002621 0.65696 0.625680 0.000     

 2 0.0 2.5 0.076420 0.126580 2.52025 0.029227 2.44383     

URR-3-IN 1 0.96 3.0 0.012000 0.0180000 0.240000 0.024000 0.000 0.0000    

 2 0.04 2.5 0.100000 0.1500000 0.975000 0.171000 0.6 0.0000    

 3 0.0 2 1.100000 1.8000000 3.100000 0.033000 0.275 2.0000    

URR-6-IN 1 0.48 3.0 0.0120 0.0180 0.2400 0.0240 0.0000 0.000 0.00 0.000 0.0000 
 2 0.02 2.5 0.1000 0.1500 0.9750 0.1710 0.6000 0.000 0.00 0.000 0.0000 
 3 0.0 2 1.1000 1.8000 3.1000 0.0330 0.2750 2.000 0.00 0.000 0.0000 
 4 0.0 2 1.1000 1.8000 3.1000 0.0000 0.0000 0.000 2.00 0.275 0.0330 
 5 0.02 2.5 0.1000 0.1500 0.9750 0.0000 0.0000 0.000 0.00 0.600 0.1710 
 6 0.48 3 0.0120 0.0180 0.2400 0.0000 0.0000 0.000 0.00 0.000 0.0240 
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Table 3.2: Results of homogeneous benchmark problem 
 

Case Reference K∞ BOXER3–MOC K∞ 

Pua-1-0-IN 2.612903 2.612905 

Pub-1-0-IN 2.290323 2.290323 

Ua-1-0-IN 2.25 2.25 

Ub-1-0-IN 2.330917 2.330919 

UD2O-1-0-IN 1.133333 1.133331 

Ue-1-0-IN 2.180667 2.180668 

PU-2-0-IN 2.683767 2.683769 

U-2-0-IN 2.216349 2.21635 

UAL-2-0-IN 2.661745 2.661769 

URR-2-0-IN 1.631452 1.631459 

URR-3-0-IN 1.600000 1.600003 

URR-6-0-IN 1.600000 1.600004 

 
Mono-group eigenvalue problem 

The geometry of one group isotropic scattering problem which consists of two zones; 

zone M and zone F is a square of side 20 cm as shown in Fig. 3.2. Within the square, six 

rectangles of 1cm × 18 cm are placed. These rectangles are of material F and the remaining 

part of the square is filled with material M. Vacuum boundary condition is applied on the outer 

boundary. Cross-sections of each material are given in Table 3.3. 

Table 3.3: Cross sections for mono-group eigenvalue problem 
 

Material Σf νΣf Σt Σs 

M 0.0 0.0 1.0 0.93 

F 0.1 0.24 1.5 1.35 
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 Fig. 3.2: Geometry of mono-group eigenvalue problem 
 
For modeling the geometry in BOXER3, it is divided into rectangular meshes.  24 directions 

with equal weight are considered for integration along azimuthal angle φ. Six-point Gauss-

Legendre quadrature set is used for integration along polar direction. For each direction i.e. for 

each (θ, φ) pair, 100 parallel lines are considered and convergence criterion of 10-6 is applied 

for both neutron flux and K∞. Comparison of the BOXER3-MOC result with other codes as 

presented in Table 3.4 shows BOXER3-MOC is as per other codes.  

Table 3.4: Comparison of results with other codes 
 

Code K-effective 

P1 0.776534 

SP3 0.798617 

S16 0.806132 

TPTRI 0.806123 

TEPFEM(P5) 0.803068 

BOXER3- MOC 0.801470 
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BWR cell 
 

The boiling water reactor (BWR) cell is a square with two regions as shown in Fig. 3.3. 

The outer region dimension is 8.9cm × 8.9cm and the inner square is of 6.4 cm × 6.4 cm.  

 

Fig. 3.3. Geometry of BWR cell 
 

The material within the inner square is homogenized fuel and the remaining part of the outer 

square is light water. Scattering is isotropic and the boundary condition is reflective at all the 

outer surfaces of the system. Cross sections of both the materials are given in Table 3.5. The 

fission spectrum is equal to 1.0 in the first group and 0.0 in the second group. 

Table 3.5: Two group cross section of BWR cell 
 

Material group Σa νΣf Σt Σs1-G Σs 2-G 

1 
1 8.6270E−3 6.2030E−3 1.96647E−1 1.78000E−1 1.08900E−3 

2 6.9570E−2 1.1010E−1 5.96159E−1 1.00200E−2 5.25500E−1 

2 
1 6.8400E−4 0.0 2.22064E−1 1.99500E−1 1.55800E−3 

2 8.0160E−3 0.0 8.87874E−1 2.18800E−1 8.78300E−1 

 
For integration along azimuthal angle φ, 12 directions with equal weight are considered. Six- 

point Gauss-Legendre quadrature set is used for polar (θ) direction integration. 200 parallel 

lines are considered for each direction i.e. for each (θ, φ) pair. The calculated K∞ value is in 
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good agreement with the results of SURCU, TEPFEM and TPTRI as can be seen from the 

Table 3.6. 

Table 3.6: Comparison of K-infinity for BWR 

Benchmark 
K calculated by other 

codes 
K by BOXER3 

MOC 
K by BOXER3 

CP 

BWR 

1.2127 (SURCU) 

1.2127 1.2122 1.2136 (TEPFEM) 

1.2128 (TPTRI) 

 
  
LWR fuel element with burnable poison cell 
 

This two-energy group problem which contains a poison element, uranium fuel pins and 

light water, as shown in Fig.3.4. In the inner square there are 16 square cells arranged in 4 by 

4 geometry. Out of the 16 cells, 15 are of fuel and one is burnable poison cell. Table 3.7 gives 

the cross-sections of each material and the fission spectrum is 1.0 and 0.0 in the first and the 

second energy group respectively. The estimated K-effective is in good agreement with results 

of other codes as shown in Table 3.8. 

 

Fig. 3.4. LWR fuel element with burnable poison cell 
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Table 3.7:  Two group cross section of LWR fuel element with burnable poison 
 

Material group Σa νΣf Σt Σs1-G Σs 2-G 

1 
1 9.0E-3 6.2E-3 1.990E-1 1.8E-1 1.0E-3 
2 7.0E-2 1.1E-1 6.010E-1 1.0E-2 5.3E-1 

2 
1 7.0E-4 0.0 2.227E-1 2.0E-1 2.0E-3 

2 8.0E-3 0.0 8.900E-1 2.2E-2 8.8E-1 

3 
1 9.0E-3 6.2E-3 1.990E-1 1.8E-1 1.0E-3 

2 3.0 1.1E-1 3.531 1.0E-2 5.3E-1 

 
 

Table 3.8:  Comparison of K-infinity for LWR fuel element with burnable poison 
 

Benchmark K by other codes K by BOXER3-MOC K by BOXER3-CP 

LWR problem 
with burnable 

poison 

0.8805 (SURCU) 
0.884846 0.8848 

0.8828 (TPTRI) 

 
4 × 4 BWR problem with gadolinium pins 
 

The 4 × 4 BWR lattice which contains 14 fuel pins and 2 Gadolinium pins [29] as shown 

in Fig. 3.5 is modelled in BOXER3.  All the pins are cladded with 0.1 cm thick Zircaloy-2.  

Light water is used as moderator.  

 

Fig. 3.5: 4×4 BWR problem with gadolinium pins 
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Cross sections of UO2, UO2+Gd2O3, Zircaloy-2 and light water are given in Table 3.9. Fission 

spectrum is 1.0 for the first energy group and 0.0 for the second energy group.  

Table 3.9:  Cross sections for 4 × 4 BWR problem with gadolinium pins 
 

Material group Σf νΣf Σt Σs1-G Σs 2-G 

1(Fuel) 
1 7.22964E-3 1.86278E-2 3.62022E-1 3.33748E-1 0.0 

2 1.41126E-1 3.44137E-1 5.72155E-1 6.64881E-4 3.80898E-1 

2 (Zr) 
1 0.0 0.0 2.74144E-1 2.72377E-1 0.0 

2 0.0 0.0 2.80890E-1 1.90838E-4 2.77230E-1 

3 
(Fuel+Gd) 

1 6.97904E-3 1.79336E-2 3.71785E-1 3.38096E-1 0.0 

2 6.47524E-2 1.57929E-1 1.75 6.92807E-4 3.83204E-1 

4 (Water) 
1 0.0 0.0 6.40711E-1 6.07382E-1 0.0 

2 0.0 0.0 1.69131 3.31316E-2 1.68428 

 
The result of BOXER3 compares well with the results of DRAGON and MOCUM [157] as 

shown in Table 3.10. 

 
Table 3.10:  Comparison of K-infinity for 4 × 4 BWR problem with gadolinium pins 

 

Benchmark 
K calculated by other 

codes 
K by BOXER3 

MOC 
K by BOXER3 

CP 

4×4 BWR problem 
with gadolinium pins 

0.986561 (DRAGON) 
0.9876 0.9872 

0.987785 (MOCUM) 

 

3.7.2 Verification of BOXER3 as a Lattice Code  
 

To qualify BOXER3 code as a lattice code along with its affiliated neutron cross-section 

library, verification exercise using benchmark problems of pin-cell and fuel assembly (FA) cell 

have been performed. The results of some of the cases are presented in the subsequent sections. 

Pin cell problems  
 
LWR pin cell [159] with fuel outer radius of 0.40 cm and clad outer radius of 0.45 cm as shown 

in Fig. 3.6 is considered.  
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Fig. 3.6: Fuel pin cells of LWR benchmarks 

The problem was analysed for both UO2 fuel as well as UO2 – PuO2 MOX fuel and for different 

dimensions of fuel, clad and rod pitch.  The benchmark problem details are given in Table 3.11.  

 
Table 3.11: Specifications for Pin Cell Benchmarks 

 

Input 
LWR pin cell 

VERA 
UO2 MOX 

Pellet radius 0.40 cm 0.40 cm 0.409 cm 

Clad inner radius  0.40 cm 0.40 cm 0.418 cm 

Clad outer radius  0.45 cm 0.45 cm 0.475 cm 

Rod pitch 1.20 cm 1.26 cm 1.26 cm 

Pellet material UO2 (UO2+PuO+Am) UO2 

Clad material Zr(natural) Zr(natural) Zircalloy 4 

 

For UO2 fuel, K∞ of the pin cell were estimated for four cases for different temperatures of 

materials in the cell.  In cases 1 and 2, the temperature of various materials is same at 293K, 

but the water density is different. In cases 3 and 4, water density is same but the fuel 

temperature is different (550K and 900K). For UO2 – PuO2 MOX fuel, the K∞ is estimated for 

two cases; first at the isothermal temperature of 300K and the second at a higher fuel 

temperature (560K). In these calculations the fuel pin was sub-divided in 3 regions, the clad in 

two sub-regions and the moderator in 3 sub-regions. A comparison between the K∞ obtained 
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by BOXER3, using collision probability and the MOC, with the reference results for UO2 and 

MOX fuels is shown in Tables 3.12 and 3.13 respectively. 

Table 3.12: Result for UO2 
 

Problem 

Temperature 
(K) Mod. 

density 
(g/cc) 

K-infinity Del K 

BOXER3 reference 
KCP - KRef KMOC - KRef 

Mod. fuel clad 
CP  

(KCP) 
MOC 

(KMOC) 
KRef 

CASE1 293 293 293 1.000 1.38711 1.38699 1.38680 0.00031 0.00019 

CASE2 293 293 293 0.708 1.33451 1.33505 1.33447 0.00004 0.00058 

CASE3 550 900 600 0.708 1.30097 1.30156 1.30221 -0.00124 -0.00065 

CASE4 550 550 550 0.708 1.31677 1.31667 1.31660 0.00017 0.00007 

 

Table 3.13: Result for MOX 
 

Problem 

Temperature 
(K) Mod. 

Density 
(g/cc) 

K-infinity Del K 

BOXER3 reference 
KCP - KRef KMOC - KRef 

Mod fuel clad 
CP  

(KCP) 
MOC 

(KMOC) 
KRef 

CASE1 300 300 300 0.709 1.22030 1.21917 1.21971 0.00059 -0.00054 

CASE2 300 560 300 0.709 1.20598 1.20476 1.20498 0.00100 -0.00022 

 

The geometrical description of the second set of pin cell problems [160] analysed are given in 

Table 3.11 (VERA). The fuel enrichment is 3.1%. Calculations were performed at various fuel 

temperatures (denoted by 1A for 565K, 1B for 600K, 1C for 900K and 1D for 1200K). The 

fuel and clad radii are 0.41 and 0.475 cm respectively and lattice pitch is 1.26 cm. Comparison 

between K∞ obtained using BOXER3 by collision probability and MOC with the reference 

results (obtained using KENO-VI) are presented in Table 3.14. The good agreement between 

reference results and the results obtained by BOXER3 is an indication that both the methods 

implemented in BOXER3 can provide an accurate solution for pin cell problems. 
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Table 3.14: Calculations for pin cell for VERA Benchmark 

Problem 

Temperature 
(K) Mod. 

Density 
(g/cc) 

K-infinity Del K 

BOXER3 VERA 

KCP - KVERA KMOC - KVERA 
Mod. Fuel 

CP  
(KCP) 

MOC 
(KMOC) 

KVERA 

1A 565 565 0.743  1.1844 1.1839 1.1833 0.00110 0.00060 

1B 600 600 0.661  1.1784 1.1781 1.1785 -0.00010 -0.00040 

1C 600 900 0.661  1.1671 1.1689 1.1681 -0.00100 0.00080 

1D 600 1200 0.661  1.1571 1.1589 1.1592 -0.00210 -0.00030 

 
Fuel Assembly (FA) calculations: 17×17 PWR Benchmark  
 

For verifying the code capability for FA calculations, another set of problems of the 

VERA benchmark [160] for 17×17 PWR fuel assemblies is analysed. This 17×17 assembly 

contains 264 fuel rods, 24 guide tubes and one instrument tube at the center of the lattice as 

shown in Fig.3.7. For the purpose of the present calculation, all the guide tubes and instrument 

tubes are considered to be filled with water. This introduces the required inhomogeneity in the 

lattice for the purpose of verification of the code. 1/8th of FA is considered in simulation due 

to the symmetry in FA.  

 

Fig. 3.7: 17×17 PWR fuel assembly 
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Pin dependent Dancoff factors  
 

For a PWR FA of 17×17, pin dependent [25] Dancoff factors have been obtained using 

BOXER3 with the formula given in section 3.5. Comparison of Dancoff factors among various 

pins shows that there are small variations depending upon the number of neighbors and these 

small variations in the Dancoff factor are in agreement with the reference results as shown in 

Table 3.15. 

 

Table 3.15: Pin dependent Dancoff factors 

----         

0.6945 
0.698 

0.6657 
0.6669 

Reference 
BOXER3 

      

0.6945 
0.6991 

0.6657 
0.6695 

0.6657 
0.6640 

      

--- 
0.6945 
0.6981 

0.6945 
0.6980 

---      

0.6945 
0.6952 

0.6657 
0.6667 

0.6658 
0.6719 

0.6968 
0.6984 

0.6842 
0.6865 

    

0.6945 
0.6942 

0.6657 
0.6691 

0.6657 
0.6677 

0.6944 
0.6953 

0.7151 
0.7165 

---    

---- 
0.6944 
0.6951 

0.6947 
0.6966 

---- 
0.7130 
0.7146 

0.6947 
0.6974 

0.6611 
0.6611 

  

0.6945 
0.6955 

0.6635 
0.6641 

0.6636 
0.6669 

0.6944 
0.697 

0.6635 
0.6666 

0.6450 
0.6455 

0.6451 
0.6471 

0.6427 
0.6482 

 

0.6428 
0.6486 

0.6452 
0.6492 

0.6452 
0.647 

0.6428 
0.645 

0.6453 
0.6458 

0.6428 
0.6439 

0.6429 
0.6469 

0.6428 
0.645 

0.6429 
0.6501 

  

K-infinity calculations 
 

For a 17×17 PWR fuel assembly having UO2 as fuel (3.1 % enrichment) and natural 

zirconium as cladding at various fuel temperatures (denoted by 2A for 565K, 2B for 600K, 2C 

for 900K and 2D for 1200K as shown in Table 3.16), calculations are performed. The fuel radii 

and lattice pitch are the same as for the pin cell problem. 24 discrete directions were used for 

the 𝜑  integration and 100 neutron trajectories (parallel lines) were taken per direction in the 

cell. Table 3.16 shows a comparison of the K∞ obtained using BOXER3 by CP as well as MOC 

with the reference KENO-VI results and are in good agreement with the reference results.  
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Table 3.16: Results for 17×17 fuel assembly 
 

Problem 

Temperature 
(K) Mod. 

Density 
(g/cc) 

K-infinity Del K 

BOXER3 VERA 
KCP - KVERA KMOC - KVERA 

Mod. Fuel 
CP  

(KCP) 
MOC 

(KMOC) 
KVERA 

2A 565 565 0.743  1.1816 1.1821 1.1783 0.00330 0.00380 

2B 600 600 0.661  1.1848 1.1851 1.1798 0.00500 0.00530 

2C 600 900 0.661  1.1749 1.1752 1.1703 0.00460 0.00490 

2D 600 1200 0.661  1.1663 1.1666 1.1621 0.00420 0.00450 

 

3.7.3 Burnup Studies  
 

This study also carried out for both pin-cell and FA levels. The details are presented in 

the following sections. 

Pin- cell benchmarks  
 

For both UO2 and U-Pu MOX problems the high burnup benchmark cases given in 

[161,162] were studied. The pin and pellet diameters are 9.52 and 8.24 mm respectively while 

the pitch is 12.65 mm. Burnup calculations were performed using the predictor corrector option 

with a burnup step of 5 GWd/Te. A comparison between K∞ by BOXER3 and a selection of 

results presented at the benchmark exercise and the average of all the results is shown in figures 

3.8a and 3.8b for UO2 and U-Pu (MOX) pin cells respectively. The selection is based on the 

assessment of the methodical exactness and the use of similar data sets.  

For UO2 fuel, BOXER3 results agree well with those of other contributors. There is a 

difference of about 300 pcm between BOXER3 and SHETRAN which increases to 350 pcm at 

70 GWd/Te. The average of several benchmarks agrees with BOXER3 result within 200 pcm 

at zero burnup but the BOXER3 result is about 300 pcm higher at 70 GWd/Te.  
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Fig. 3.8a: Comparison of the variation of k infinity with burnup for UO2 pin cell  
 

 
Fig. 3.8b: Comparison of the variation of K-infinity with burnup for U-Pu MOX pin cell 

 
 
For MOX fuel, the spread in the U-Pu MOX results by various methods is larger than in 

the UO2 problem. The BOXER3 results are somewhat lower. There is a difference of about 600 

pcm between BOXER3 and SHETRAN at zero burnup which increases to 1300 pcm at 70 

GWd/Te.  The average of several benchmarks is higher by 300 pcm than the BOXER3 result 
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at zero burnup and higher by about 1100 pcm at 70 GWd/Te. The BOXER3 results agree better 

with the Monte Carlo codes but the latter are based on a different library viz. JENDL as against 

ENDF/B-VI of BOXER3. Considering the difference between various results for the MOX pin 

cell, the overall agreement between BOXER3 and other results are satisfactory for both fuels. 

 
PWR Fuel Assembly Benchmarks  
 

For this study, the FA considered is same as given in Fig.3.7 and two types of fuels as 

given in the benchmark [159] are considered: (1) enriched uranium fuel having 6.2 % U235 with 

several pins mixed with Gd burnable absorber (2) the MOX assembly with three types of fuel 

pins bearing different loadings of Pu in each. The geometric details of the pin cell are the same 

as described for the pin-cell problem. The two types of fuel assemblies as illustrated in Fig.3. 

9 are modelled. 

  

 

 

Fig. 3.9a: Fuel assemblies for the PWR 
(UO2) burnup benchmarks 

Fig. 3.9b: Fuel assemblies for the PWR 
(MOX) burnup benchmarks 

 

The high Gd concentration in the uranium assembly, makes the problem particularly 

challenging. The problem was simulated by using different burnup zones and materials in each 
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of the four annular division of a Gd containing fuel pin. While all other benchmarks could be 

simulated using the predictor corrector method with relatively coarse burnup steps of 5 

GWd/Te, in this problem, burnup step of 1 GWd/Te in the first 15 GWd/Te and 2.5 GWd/Te 

in the remaining steps is used. The results are given in Fig.3.10a. BOXER3 results agree much 

better with both the SHETRAN at the beginning and average results (difference being about 

100 pcm). The agreement is by and large satisfactory with SHETRAN and average values (the 

maximum difference being about 800 pcm near the Gd peak), throughout the burnup period. 

Problems involving fuel containing burnable Gd absorbers are particularly difficult to treat and 

require small time steps. This is reflected in the results by various methods. Improvements over 

the predictor corrector method, such as the projected predictor corrector method [92] and the 

dual time step method [163] may be useful in mitigating this problem. 

 

   

Fig. 3.10a: Comparison of variation of K-infinity with burnup for PWR UO2 FA with Gd 
 

 
Fig. 3.10b shows comparisons for the MOX fuel assembly. The MOX assembly burnup 

results are similar to those of the pin cell burnup, with BOXER3 values being somewhat lower 
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(400 pcm than the SHETRAN values) in the beginning with the difference increasing to about 

650 pcm at 70 GWd/Te. The comparison with the average values is much better, with 

maximum difference being about 300 pcm. The deviation between BOXER3 results and 

SHETRAN values is typically lower than that amongst various codes used in the benchmark 

exercise.  

 

 

Fig. 3.10b: Comparison of variation of K-infinity with burnup for PWR U-Pu MOX FA 
 

3.8 Summary and Scope for Future Study 
 

The lattice code BOXER3 with various features like solution method by CP and MOC, 

anisotropic scattering treatment, coupling to multi-group neutron cross section library etc., is 

usable for square lattices typical of BWR and PWR fuel assemblies. Three methods available 

for solving the transport equation viz., the exact collision probability method, the mixed 

collision probability and interface currents method, and the method of characteristics gives the 

flexibility to choose based on the problem. The treatment of energy variable is through the 69 

or 172 group WIMS library together with its equivalence principle based resonance treatment.  
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The verification study of the code against a number of benchmarks involving UO2 and 

U-Pu MOX fuels including burnup with and without Gd pins show generally good agreement 

with various benchmarks and other codes used for comparison. Thus, the code can be used for 

(assembly level) LWR lattice calculations including burnup. For UO2 assemblies, the spread 

in the benchmarks results by different codes is small. The agreement between BOXER3 results 

and the benchmark values can be seen to be particularly good for these cases. For U-Pu MOX 

fuels and assemblies having Gd in some of the pins there is greater spread in the benchmark 

results analysed by different codes.  

Burnup calculations for pin cells and 17×17 PWR assemblies with enriched uranium 

(UO2) fuel having Gd bearing pins are particularly difficult requiring very short time steps and 

it is proposed to incorporate better methods such as the projected predictor corrector (PPC) for 

these problems. While PPC could be beneficially employed for other burnable isotopes, its 

need is felt mostly for Gd burnable absorber due to the rather high cross sections of its isotopes 

(particularly Gd155 and Gd157). 
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CHAPTER  4 

 NEW HOMOGENISED AXIAL DIFFUSION COEFFICIENTS 

4.1 Introduction 

As discussed in the previous chapters, the lattice calculation provides a detailed spatial 

and spectral neutron flux distribution within the representative region called the lattice cell. 

The flux distribution is used to generate the homogenized few group macroscopic cross 

sections and diffusion coefficient which forms the main input for the next-step of core 

calculation. In the traditional procedure that is widely used for this purpose [18, 95], the 

homogenized cross sections are obtained by a flux volume weighting. This is followed by a P1 

/ B1 calculation for obtaining the leakage corrected spectrum and the few group reaction cross 

sections and diffusion coefficients. In addition to this, there is a large body of literature (which 

was reviewed in Chapter 2) discussing various methods for carrying out this homogenization, 

so that important features such as reaction rates, surface currents or cell leakage rates are 

preserved. In these methods, while the few group reaction cross sections are usually obtained 

by the flux volume weighted homogenization, either the diffusion coefficient is obtained by 

some other prescription, or flux discontinuity factors are introduced at the surfaces of the lattice 

cells. 

In the axial direction, no axial homogenisation is necessary as the material discontinuities 

are few and far between and consequently there are no flux discontinuity factors in this 

direction. However, it is still necessary to have the best value of the axial diffusion coefficient 

(upon transverse homogenisation) that would correctly predict leakages in the axial direction. 

Benoist’s work [97] in this direction addresses the problem of obtaining the diffusion 

coefficient for a simple lattice cell and forms the basis of obtaining the axial homogenised 

diffusion coefficient in various lattice codes such as WIMS [14]. Due to the more complicated 

structure of modern LWRs, a more general approach is necessary.  
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The previous chapter discussed the development of the lattice code that provides the 

detailed space energy flux distribution within a lattice cell. This chapter addresses some aspects 

of the homogenisation problem. A new method is developed to obtain the axial diffusion 

coefficient. The chapter gives a description of the method, its implementation in the lattice 

code BOXER3 and the verification studies carried out.  

 Poveschenko and Laletin [110,111] have carried out similar work for obtaining axial 

diffusion coefficients. However, their approach and notation are rather complicated and the 

final expressions for the collision probability like integrals involve transformed coordinates 

rather than the physical path lengths in various regions along a neutron track. Moreover, their 

results are limited to the case of isotropic scattering and infinite medium spectrum.   

The derivation of the formula for homogenised axial diffusion coefficients (for isotropic 

and anisotropic scattering) described in the following section uses the simple text book 

approach [164] used for deriving Fick’s law. The formulae express the diffusion coefficients in 

terms of the flux distribution available from a two-dimensional lattice calculation and collision 

probability like integrals. The treatment is extended to the case involving anisotropic scattering. 

This does not require anisotropic scattering treatment at the level of the lattice calculation for 

this purpose and hence can be implemented in collision probability based lattice codes. The 

leakage correction in the flux distribution (spatial and spectrum) through the use of leakage 

corrected collision probabilities is also obtained. Numerical calculations for typical lattice cells 

show that the proposed diffusion coefficient is significantly different from the usual one based 

on the P1 method. Comparisons with Monte Carlo calculations also suggest that the use of the 

new diffusion coefficient results in better prediction of axial leakage in core calculations. 

The outline of the chapter is as follows: The derivation of the formulae for the axial 

diffusion coefficients [165] for an infinite lattice is given in section 4.2. The method is extended 

to anisotropic scattering case also and the details are discussed in section 4.3.  Effect of leakage 
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from a finite lattice and derivation of leakage corrected collision probabilities for obtaining the 

leakage corrected flux distribution, homogenized cross sections and axial diffusion coefficient 

[166] are presented in section 4.4. The verification of the proposed method and the results of 

diffusion theory calculations using homogenized diffusion coefficients obtained by the method 

is given in section 4.5. A summary is given in section 4.6. 

4.2 Homogenised Axial Diffusion Coefficient for an Infinite Lattice 

The properties of the medium are almost uniform and change only slowly along the axial 

(z) direction within any pin-cell. Rapid changes of flux and abrupt changes in material 

properties are few and far between and consequently there is no homogenisation along this 

direction. To obtain the homogenised diffusion coefficient, we must have the average current 

and flux gradient in the z direction. Most lattice codes perform two-dimensional calculations 

at the lattice level and not three-dimensional calculations that would be required for obtaining 

the currents and flux gradients in the z direction. Due to the near homogeneity of the medium 

in this direction over long distances, a method similar to that discussed in elementary reactor 

physics text books [164] for obtaining Fick’s law in an infinite homogeneous medium is used 

to estimate the z-component of the currents from the two-dimensional calculations.  

4.2.1 Contribution to Current from Volume Sources 
 

Consider an infinite medium in which nuclear properties do not vary in the z direction. 

To find the z-component of the few group neutron current at a point in the z = 0 plane which is 

at the origin in the system of coordinates as shown in Fig. 4.1, consider a small volume element 

dV at the point (𝜌, 𝑧, 𝜑) that is at a distance 𝑟 from the origin and is the source of scattered 

neutrons.  The number of these neutrons that pass through the small area element dA located at 

the origin and is perpendicular to the z axis is to be estimated. The line joining the elements dV 

and dA makes an angle 𝜃 with the z axis.  
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The relations between the various coordinates are: 

𝑟 =
𝜌

sin 𝜃
 (4.1a) 

𝑥 = 𝜌 cos 𝜑 
 

(4.1b) 

𝑦 = 𝜌 sin 𝜑 
 

(4.1c) 

𝑧 = 𝜌 cot 𝜃 
 

(4.1d) 

 

Fig. 4.1: Coordinate system for calculation of the z component of the current 
 

The volume element can be written as: 

𝑑𝑉 =  𝑟ଶsin𝜃 𝑑𝑟 𝑑𝜃 𝑑𝜑 = 𝜌ଶcosecଶ𝜃 𝑑𝜌 𝑑𝜑 𝑑𝜃 (4.2) 
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while the solid angle subtended by 𝑑𝐴 at the volume element 𝑑𝑉 is given by 

𝑑𝐴 𝑐𝑜𝑠𝜃

rଶ
=

𝑑𝐴 cosθ sinଶθ

ρଶ
 (4.3) 

 

The required partial current is obtained by multiplying the source density with the volume 

element, the solid angle subtended by dA at dV, and the exponential attenuation factor, dividing 

by 4𝜋 and integrating over the volume above the z = 0 plane. The source density is assumed to 

be factorizable into a function of z and a function of x, y and the energy group. 

𝐽 ି𝑑𝐴 = ෍
𝑑𝐴

4𝜋
න 𝑑𝜌 න 𝑑𝜑 න 𝑆௚(𝑥, 𝑦)𝑓(𝑧)

గ/ଶ

଴

ଶగ

଴

ஶ

଴

𝑒𝑥 𝑝൫−𝜏௚/𝑠𝑖𝑛𝜃൯𝑐𝑜𝑠𝜃 𝑑𝜃

௚∈ீ

 

 

≈ ෍
𝑑𝐴

4𝜋
න 𝑑𝜌 න 𝑑𝜑 න 𝑆௚(𝑥, 𝑦){𝑓(0) + 𝑧𝑓௭(0)}

గ/ଶ

଴

ଶగ

଴

ஶ

଴

𝑒𝑥 𝑝൫−𝜏௚/𝑠𝑖𝑛𝜃൯𝑐𝑜𝑠𝜃 𝑑𝜃

௚∈ீ

 

 

= ෍
𝑑𝐴

4𝜋
න 𝑑𝜌 න 𝑑𝜑 න 𝑆௚(𝑥, 𝑦){𝑓(0) + 𝜌 cot𝜃𝑓௭(0)}

గ/ଶ

଴

ଶగ

଴

ஶ

଴

𝑒𝑥 𝑝൫−𝜏௚/𝑠𝑖𝑛𝜃൯𝑐𝑜𝑠𝜃 𝑑𝜃

௚∈ீ

 

(4.4) 
 

 
τ௚ is the projection of the optical path length between the area and volume elements in a plane 

perpendicular to the z- axis. A similar procedure gives the following expression for 𝐽 ା 

𝐽 ା𝑑𝐴 = 

− ෍
𝑑𝐴

4𝜋
න 𝑑𝜌 න 𝑑𝜑 න 𝑆௚(𝑥, 𝑦){𝑓(0) + 𝜌 cot𝜃𝑓௭(0)}

గ

ഏ

మ

ଶగ

଴

ஶ

଴

exp൫−𝜏௚/𝑠𝑖𝑛𝜃൯𝑐𝑜𝑠𝜃 𝑑𝜃

௚∈ீ

 (4.5) 

 
The negative sign arises because the direction of the unit normal to the area element is opposite 

to the unit normal while calculating  𝐽 ି. On taking the difference 𝐽 = 𝐽 ା − 𝐽 ି , the first 

term in the two expressions are identical and therefore cancels out, while the last term gives 

𝐽 𝑑𝐴 = − ෍
 𝑓௭(0)

2𝜋
𝑑𝐴 න 𝜌 𝑑𝜌 න 𝑑𝜑 𝑆௚(𝑥, 𝑦) න cot𝜃

ഏ

మ

଴

ଶగ

଴

ஶ

଴

exp൫−𝜏௚/𝑠𝑖𝑛𝜃൯𝑐𝑜𝑠𝜃 𝑑𝜃

௚∈ீ

= − ෍
 𝑓௭(0)

2𝜋
𝑑𝐴 න 𝜌 𝑑𝜌 න 𝑑𝜑 𝑆௚(𝑥, 𝑦)ൣ𝐾𝑖଴൫τ௚൯ − 𝐾𝑖ଶ൫τ௚൯൧

ଶగ

଴

ஶ

଴௚∈ீ

 

(4.6) 
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where the integral over 𝜃  has been written in terms of the Bickley functions. Thus, the net 

current is proportional to the derivative of the source density with respect to z. The above 

expression gives the net number of neutrons crossing an area 𝑑𝐴, whereas what is required is 

the average current through the pin cell surface perpendicular to the z direction. The average 

current through an area of a pin cell K is therefore given by integrating over the source and 

destination coordinates and dividing out by the area of the pin cell 𝐴௣௖௄.  

𝐽 ̅ீ
௄ = −

 𝑓௭(0)

2𝜋𝐴௣௖௄
෍ න 𝑑𝐴 න 𝜌 𝑑𝜌 න 𝑑𝜑 𝑆௚(𝑥, 𝑦)ൣ𝐾𝑖଴൫τ௚൯ − 𝐾𝑖ଶ൫τ௚൯൧

ଶగ

଴

ஶ

଴
஺೛೎಼௚∈ீ

 (4.7) 

 
 

The integrals represent integrations over the area of a cross section of the lattice cell (fuel 

assembly in this case) and over the area of cross section of a pin cell and can be calculated by 

the same ray tracking technique used for obtaining the collision probabilities. The ray tracking 

can be used to calculate both the area integrals together. Since in practice the source is available 

as a piecewise constant set of functions, and so are the cross sections used in calculating optical 

path lengths in the region of interest, one should write the above expression as a sum of 

integrals over each pair (source point and destination point) of meshes.  

This is done by integrating over the portions of each ray lying in a source mesh and within 

the area of the destination mesh of the pin cell, as is done for obtaining expressions for collision 

probabilities.  A direction of emission of the source neutron (represented by an angle 𝜑 relative 

to the x axis of a fixed coordinate system in the X-Y plane) is chosen. For this direction, the 

integration over the source point area is carried out as for collision probability calculations by 

introducing a coordinate system (rotated by an angle 𝜑 relative to the fixed frame) and by 

integrating over the rotated cartesian coordinates (𝑥ଵ, 𝑦ଵ). For integration over the destination 

points, starting from any source point (Fig. 4.2), imagine a ray drawn parallel to the rotated x 

axis and two lines around it forming an angle 𝑑𝜑 between them.  



95 
 

 

Fig. 4.2: Coordinate system for carrying out the double area integrations. The integration 
variables 𝑥ଵ 𝑥ଶ and 𝑦 are the Cartesian coordinates of the source (𝑥ଵ, 𝑦) and target (𝑥ଶ, 𝑦) 
points in the rotated system, while the integration variable 𝜑 is the angle of rotation relative to 
the fixed system.  

 

With reference to Fig. 4.2, the polar coordinates of the destination point, with the 

emission point as origin and angle 𝜑 relative to the fixed frame are: 

(𝜌ᇱ, 𝜑 ) =  (𝑥ଶ − 𝑥ଵ, 𝜑) , where 𝑥ଶ is the x-coordinate of the destination point in the rotated 

frame. Hence, the area element at the destination point can be written as: 

𝜌ᇱ𝑑𝜑 =  (𝑥ଶ − 𝑥ଵ)𝑑𝜑 (4.8) 

 
The equation for the current then becomes: 
 
 

𝐽 ̅ீ
௄ = − ෍

 𝑆௜௚𝑓௭(0)

2𝜋𝐴௣௖௄
න 𝑑𝜑

ଶగ

଴

න 𝑑𝑦ଵ  න 𝑑𝑥ଵ න 𝑑𝑥ଶ(𝑥ଶ

௕మ

௔మ

௕భ

௔భ௜,௝∈௄,௚∈ீ

− 𝑥ଵ) ቂ𝐾𝑖଴ ቀτ௜௝௚ + Σ௚௜(𝑏ଵ − 𝑥ଵ) + Σ௚௝(𝑥ଶ − 𝑎ଶ)ቁ

− 𝐾𝑖ଶ ቀτ௜௝௚ + Σ௚௜(𝑏ଵ − 𝑥ଵ) + Σ௚௝(𝑥ଶ − 𝑎ଶ)ቁቃ 

(4.9) 
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where (a1, b1) and (a2, b2) are the x coordinates of the intersection points of the ray with the 

source and destination meshes respectively. Now proceed to carry out the integrations over the 

variables 𝑥ଶ, 𝑥ଵ. Two cases arise viz. when these variables fall in the same mesh (𝑖 = 𝑗) and 

when they do not (𝑖 ≠ 𝑗).  

4.2.1.1 Contribution to Current from Volume Sources (𝒊 ≠ 𝒋) 
 

Direct integration of the above expression over the variables is possible but gives the 

final expression in terms of (a1, b1) and (a2, b2) (the x co-ordinates of the intersection points of 

the ray with the source and destination meshes respectively), as in [110] rather than the physical 

quantities such as the path lengths in the regions i and j or the distance between them along the 

chord. To obtain the results directly in terms of physical quantities rather than coordinates, the 

integration over the variables 𝑥ଶ, 𝑥ଵ is carried out by making the substitutions as: 

𝜉ଵ = 𝑏ଵ − 𝑥ଵ (4.10a) 

 

𝜉ଶ = 𝑥ଶ − 𝑎ଶ (4.10b) 

 

𝑥ଶ − 𝑥ଵ = 𝜉ଵ + 𝜉ଶ + 𝑎ଶ − 𝑏ଵ (4.10c) 

 
These integrals then become 

 

𝐼 = න 𝑑𝜉ଵ න 𝑑𝜉ଶ(𝑝ଵଶ + 𝜉ଵ + 𝜉ଶ)ൣ𝐾𝑖଴൫τ௜௝௚ + Σ௚௜𝜉ଵ + Σ௚௝𝜉ଶ൯

௣మ

଴

௣భ

଴

− 𝐾𝑖ଶ൫τ௜௝௚ + Σ௚௜𝜉ଵ + Σ௚௝𝜉ଶ൯൧ 

(4.11) 

 

where the symbols 𝑝ଵ and  𝑝ଶ  are for the path lengths through the regions i and j and 𝑝ଵଶ for 

the path length in between the regions i and j. The integration is easily carried out by noting 

that the integral of a Bickley function is the next higher order Bickley function. On writing 

𝐾𝑖′௡ = 𝐾𝑖௡ − 𝐾𝑖௡ାଶ as in [110], the integral becomes 
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𝐼௜௝ =
𝑝

12

Σ𝑔𝑖Σ𝑔𝑗

ൣ𝐾𝑖′2൫τ𝑔𝑖𝑗൯ − 𝐾𝑖′2൫τ𝑔𝑖𝑗 + τ𝑔𝑖൯ − 𝐾𝑖′2൫τ𝑔𝑖𝑗 + τ𝑔𝑗൯ + 𝐾𝑖′2൫τ𝑔𝑖𝑗 + τ𝑔𝑗 + τ𝑔𝑖൯൧ 

+ ቆ
1

Σ௚௜Σ௚௝
ଶ +

1

Σ௚௝Σ௚௜
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−
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Σ௚௜Σ௚௝
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−
𝑝ଵ

Σ௚௜Σ௚௝
൛𝐾𝑖′ଶ൫τ௚௜௝ + τ௚௜൯ − 𝐾𝑖′ଶ൫τ௚௜௝ + τ௚௝ + τ௚௜൯ൟ 

(4.12) 

 
4.2.1.2 Contribution to Current from Volume Sources (𝒊 = 𝒋) 

 
For the special case when 𝑖 = 𝑗, the integral 𝐼௜௜ is somewhat different. On writing 

 𝐾𝑖′௡ = 𝐾𝑖௡ − 𝐾𝑖௡ାଶ , the integral can be written as 

𝐼௜௜ = න 𝑑𝑥ଵ න 𝑑𝑥ଶ(𝑥ଶ − 𝑥ଵ)𝐾𝑖′଴ ቀΣ௚௜(𝑥ଶ − 𝑥ଵ)ቁ
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Σଶ
௚௜

ቆ
1

3
+ 𝐾𝑖′ଶ൫τ௚௜൯ቇ −

2

Σଷ
௚௜

ቆ
𝜋

16
− 𝐾𝑖′ଷ൫τ௚௜൯ቇ 

(4.13) 

 
The following expression for the average current through the area of a pin cell is obtained.  

𝐽 ̅ீ
௄ = −

 𝑓௭(0)

𝐴௣௖௄
෍ 𝑆௜௚

௜,௝∈௄௚∈ீ

𝑇௜௝௚ (4.14) 

 

 
where the quantity 𝑇௜௝௚ is defined as  
 

𝑇௜௝௚ =
1

2𝜋
න 𝑑𝜑 න 𝑑𝑦

ଶగ

଴

𝐼 (4.15) 

 
τ௚௜, τ௚௝ and τ௚௜௝ are the optical path lengths of the intercepts of the integration rays in the mesh 

i, j (belonging to pin cell K) and the portion in between mesh i and mesh j (belonging to pin 
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cell K). The integration over y and 𝜑 has the usual interpretation as in collision probability 

calculations by the ray tracing method. The source can be written as: 

 

𝑆௜௚ = ෍ ൬Σ௛→௚ +
𝜒௚𝜈Σ௙௛

𝑘
൰ 𝜙௜௛

௛

 
(4.16) 

The average flux in group G in a pin cell K can be written as: 
 

𝜙തீ௄ = ෍
1

𝐴௣௖௄
න 𝜙௚(𝑥, 𝑦)𝑓(𝑧)

஺೛೎಼௚∈ீ

=
1

𝐴௣௖௄
෍ 𝜙௜௚𝐴௜𝑓(𝑧)

௜,௚∈ீ

 
(4.17) 

 
and its derivative w. r. to z at z = 0 is: 
 

𝜕𝜙തீ௄

𝜕𝑧
=

1

𝐴௣௖௄
෍ 𝜙௜௚𝐴௜𝑓௭(0)

௜,௚∈ீ

 (4.18) 

 

The diffusion coefficient in the z direction is obtained as the ratio of the current to the derivative 

of the flux 

𝐷ீ௄ = −
𝐽̅ீ

௄

డథഥಸ಼

డ௭

= ቌ ෍ 𝑆௜௚

௜,௚∈ீ

𝑇௜௝௚ቍ ቌ ෍ 𝜙௜௚𝐴௜

௜,௚∈ீ

ቍ

ିଵ

 (4.19) 

 

4.2.2 Contribution to Current from Surface (in-currents) Source  

In situations where combination of interface currents coupling at the surfaces of pin cells 

and collision probabilities coupling of various meshes within a pin cell, integration over the 

area variables 𝜑 and 𝑦 is limited to the area within the pin cell and the remaining portion must 

be replaced by integration over the surfaces with the calculated interface currents. The 

contribution to current from the surface source is proportional to the current multiplied by the 

surface area and cosine of the angle the surface normal makes with the direction in which the 

contribution is sought. Consequently, an additional factor of sin𝜃 appears in the numerator of 

Eq. (4.6). Therefore, the Bickley functions appearing in Eq. (4.6) are one order higher. 
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Secondly since instead of a volume source there is a surface source, the integration over 𝑥ଵ or 

𝜉ଵ is absent in Eq. (4.9).  Taking these factors into account the contribution from the x-y surface 

currents to the average z current  𝐽 ̅ீ
௄   can be written as, 

 

− ෍
 𝐽௫௬௚

௜௡ 𝑓௭(0)

2𝜋𝐴௣௖௄
න 𝑑𝜑

ଶగ

଴

න 𝑑𝑦ଵ 𝐼ௌ௝

௝∈௄,௚∈ீ

 (4.20) 

 

𝐼ௌ௝ = න 𝑑𝑥ଶ 𝑥ଶ ቂ𝐾𝑖ଵ ቀτௌ௝௚ + Σ௚௝(𝑥ଶ − 𝑎ଶ)ቁ − 𝐾𝑖ଷ ቀτௌ௝௚ + Σ௚௝(𝑥ଶ − 𝑎ଶ)ቁቃ

௕మ

௔మ

= න 𝑑𝜉ଶ (𝑝ௌଶ + 𝜉ଶ )𝐾𝑖′ଵ൫τௌ௝௚ + Σ௚௝𝜉ଶ൯

௣మ

଴

 

 

=
𝑝ௌଶ

Σ௚௝
ൣ𝐾𝑖′ଶ൫τௌ௝௚൯ − 𝐾𝑖′ଶ൫τௌ௝௚ + τ௝௚൯൧ −

𝑝ଶ

Σ௚௝
𝐾𝑖ᇱ

ଶ൫τௌ௝௚ + τ௝௚൯

+
1

Σଶ
௚௝

ൣ൛𝐾𝑖′ଷ൫τௌ௝௚൯ − 𝐾𝑖′ଷ൫τௌ௝௚ + τ௝௚൯ൟ൧ 

(4.21) 

𝑝௦ଶ  is the path length between the surface and destination j.  

4.3 The Case of Anisotropic Scattering  

Most lattice codes based on integral transport theory make the assumption that source is 

isotropic by replacing the total cross section by the transport corrected cross section that is 

available in all libraries. However, if the anisotropic scattering cross sections (usually limited 

to linear anisotropy) are available in the library (for example, the WIMS library has linearly 

anisotropic cross sections for the light elements H, D, C and O) and MOC based codes have 

the anisotropic option, it should be possible to obtain the diffusion coefficient in such cases as 

well. This section describes the method to obtain the diffusion coefficient in the case of 

anisotropic scattering. 

In the case of linearly anisotropic scattering the expression for the source [7] is written as: 
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𝑆௚(𝑥, 𝑦, 𝜔, 𝜒)𝑓(𝑧)

=
𝑓(𝑧)

4𝜋
෍ ൤൬

𝜒௚𝜈Σ ௙௛

𝑘
+  𝛴଴௛→௚൰ 𝜙௛

௛

+ 3𝛴ଵ௛→௚൫sin𝜔 cos𝜒 𝐽௫௛  + sin𝜔 sin𝜒 𝐽௬௛ + cos𝜔 𝐽௭௛൯൨ 

 

(4.22) 

where the angles 𝜔 and 𝜒 are related to 𝜃 and 𝜑 by  𝜔 = 𝜋 − 𝜃 and 𝜒 = 𝜋 + 𝜑. 
 

 

4.3.1 One - group Infinite Homogeneous Medium 

 
To test the method on a simple problem by checking if it gives the correct known result, 

a one group infinite homogeneous medium case having  𝛴,  𝛴଴ and  𝛴ଵ as the total cross section 

and the isotropic and linearly anisotropic components of the scattering cross section is 

considered. The scattering source in this case can be written as in Eq. (4.22) using the relations 

for the angles 𝜔 and 𝜒 

𝑆(𝑥, 𝑦, 𝑧, 𝜃, 𝜑) =
1

4𝜋
[ 𝛴଴𝜙 − 3𝛴ଵ(sin𝜃 cos𝜑 𝐽௑ + sin𝜃 sin𝜑 𝐽௒ + cos𝜃 𝐽௓)] 

Following the same procedure as in the isotropic scattering case, this form of the source gives 

the following expression for the partial current  

𝐽 ି =
1

4𝜋
න 𝑑𝑟 න 𝑑𝜑 න 𝑑𝜃 [ 𝛴଴𝜙 − 3𝛴ଵ(sin𝜃 cos𝜑 𝐽௑ + sin𝜃 sin𝜑 𝐽௒ + cos𝜃 𝐽௓)]

ഏ

మ

଴

ଶగ

଴

ஶ

଴

 

exp(−𝛴𝑟) cos𝜃 sin𝜃  

(4.23) 

 

𝜙, 𝐽௑, 𝐽௒, and 𝐽௓ are functions of (𝑥, 𝑦, 𝑧). On carrying out an expansion up to terms linear in 

these variables and writing in terms of the polar variables (𝑟, 𝜃, 𝜑) results 
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𝐽ି = 
1

4𝜋
න 𝑑𝑟 න 𝑑𝜑 න 𝑑𝜃

గ/ଶ

଴

ଶగ

଴

ஶ

଴

ቂ𝛴଴ ቀ𝜙(0) + 𝑟 sin𝜃 cos𝜑 𝜙௫(0) + 𝑟 sin𝜃 sin𝜑 𝜙௬(0) + 𝑟cos𝜃 𝜙௭(0)ቁ 

 
 −3𝛴ଵ sin𝜃cos𝜑 ቀ𝐽௑(0) + 𝑟sin𝜃cos𝜑 𝐽௑௫(0) + 𝑟sin𝜃sin𝜑 𝐽௑௬(0) + 𝑟cos𝜃 𝐽௑௭(0)ቁ (4.24) 

 −3𝛴ଵ sin𝜃sin𝜑 ቀ𝐽௒(0) + 𝑟sin𝜃cos𝜑 𝐽௒௫(0) + 𝑟sin𝜃sin𝜑 𝐽௒௬(0) + 𝑟cos𝜃 𝐽௒௭(0)ቁ  

−3𝛴ଵ cos𝜃 ቀ𝐽௓(0) + 𝑟sin𝜃cos𝜑 𝐽௓௫(0) + 𝑟sin𝜃sin𝜑 𝐽௓௬(0) + 𝑟cos𝜃 𝐽௓௭(0)ቁቃ exp(−𝛴𝑟) cos𝜃sin𝜃 

 

where, the lower-case subscripts denote differentiation while the upper-case subscripts denote 

component of the current. The corresponding expression for 𝐽ା is 

𝐽ା = 
1

4𝜋
න 𝑑𝑟 න 𝑑𝜑 න 𝑑𝜃

గ/ଶ

଴

ଶగ

଴

ஶ

଴

ቂ𝛴଴ ቀ𝜙(0) + 𝑟 sin𝜃 cos𝜑 𝜙௫(0) + 𝑟 sin𝜃 sin𝜑 𝜙௬(0) − 𝑟cos𝜃 𝜙௭(0)ቁ 

 
 −3𝛴ଵ sin𝜃cos𝜑 ቀ𝐽௑(0) + 𝑟sin𝜃cos𝜑 𝐽௑௫(0) + 𝑟sin𝜃sin𝜑 𝐽௑௬(0) − 𝑟cos𝜃 𝐽௑௭(0)ቁ (4.25) 

 −3𝛴ଵ sin𝜃sin𝜑 ቀ𝐽௒(0) + 𝑟sin𝜃cos𝜑 𝐽௒௫(0) + 𝑟sin𝜃sin𝜑 𝐽௒௬(0) − 𝑟cos𝜃 𝐽௒௭(0)ቁ  

+3𝛴ଵ cos𝜃 ቀ𝐽௓(0) + 𝑟sin𝜃cos𝜑 𝐽௓௫(0) + 𝑟sin𝜃sin𝜑 𝐽௓௬(0) − 𝑟cos𝜃 𝐽௓௭(0)ቁቃ exp(−𝛴𝑟) cos𝜃sin𝜃 

 

The net current at z = 0 is obtained as follows 

𝐽௓(0) = 𝐽ା − 𝐽ି 
 

=  −
2

4𝜋
න 𝑑𝑟 න 𝑑𝜑 න 𝑑𝜃  ቂ 𝛴଴ 𝑟cos𝜃 𝜙௭(0) − 3𝛴ଵsin𝜃 cos𝜑 𝑟cos𝜃 𝐽௑௭(0)

ഏ

మ

଴

ଶగ

଴

ஶ

଴

− 3𝛴ଵsin𝜃 sin𝜑 𝑟cos𝜃 𝐽௒௭(0)

− 3𝛴ଵcos𝜃 ቀ 𝐽௓(0) + 𝑟sin𝜃 cos𝜑 𝐽௓௫(0)

+ 𝑟sin𝜃 sin𝜑 𝐽௓௬(0)ቁቃ exp(−𝛴𝑟) cos𝜃 sin𝜃 

(4.26) 

 

The terms involving derivatives of currents do not contribute because of the integration over 𝜑 

from 0 to 2𝜋 of the functions  cos𝜑 or sin𝜑. On integrating the remaining terms, the expression 

for net current is obtained as 
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𝐽௓(0) =  −
2

4𝜋
න 𝑑𝑟 න 𝑑𝜑 න 𝑑𝜃 [ 𝛴଴𝑟cos𝜃 𝜙௭(0)

ഏ

మ

଴

ଶగ

଴

ஶ

଴

− 3𝛴ଵcos𝜃 𝐽௓(0) ] exp(−𝛴𝑟) cos𝜃 sin𝜃 

 

= −
 𝛴଴

3𝛴ଶ
𝜙௭(0) +

 𝛴ଵ

𝛴
𝐽௓(0 )                                      

(4.27) 

 

𝐽௓(0) = −
 𝛴଴

3𝛴(𝛴 −  𝛴ଵ)
𝜙௭(0) = −

𝑐

3𝛴(1 − 𝑐𝜇)
𝜙௭(0) (4.28) 

 

          which gives   𝐷 =
ଵ

ଷఀ(ଵି௖ఓ)
[1 + o(1 − 𝑐)] . 

This is the standard expression for the transport corrected diffusion coefficient in the presence 

of anisotropic scattering (Eqs. (2.85) and (2.90) of [4]) within an order of (1 − 𝑐).  Thus, the 

method forms an alternative derivation of the above formula for the diffusion coefficient of a 

homogeneous medium. 

4.3.2  The general case of the two-dimensional lattice 

For the general heterogeneous case, if the source is written as a product of the slowly 

varying function and the two-dimensional source from the lattice calculation as in Eq. (4.22), 

the expression for the current (Eq. (4.26)) gets modified as follows  

𝐽௓(0) = 𝐽ା − 𝐽ି  

 

= −
2

4𝜋
න 𝑑𝑟 න 𝑑𝜑 න 𝑑𝜃  

ഏ

మ

଴

ଶగ

଴

ஶ

଴

[ 𝛴଴ 𝑟cos𝜃 𝑓௭(0)𝜙 − 3𝛴ଵsin𝜃 cos𝜑 𝑟cos𝜃 𝐽௑𝑓௭(0) (4.26a) 

  
−3𝛴ଵsin𝜃 sin𝜑 𝑟cos𝜃 𝐽௒𝑓௭(0)  

  −3𝛴ଵcos𝜃 ቀ 𝐽௓(0) + 𝑟sin𝜃 cos𝜑 𝐽௓𝑓௫(0) + 𝑟sin𝜃 sin𝜑 𝐽௓𝑓௬(0)ቁቃ exp(−𝛴𝑟) cos𝜃 sin𝜃 

 
 

The terms involving transverse currents i.e. 𝐽௑, 𝐽௬ or derivatives of 𝑓(𝑥, 𝑦, 𝑧) i.e. 

𝑓௫(0), 𝑓
𝑦
(0) are much smaller than the other two main terms on the right hand side of eq.(4.26a). 
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The two terms containing 𝐽௓ involve the derivative of the global flux as a factor and are of a 

smaller magnitude than 𝐽௓(0). The terms involving transverse current components have 

fluctuating (positive and negative) contribution to the integral along a ray and hence these also 

give a small contribution. The integration over 𝜑 from 0 to 2𝜋 (which gives a zero contribution 

in the homogeneous case due to the cosine or sine factors) and averaging over the pin cell 

surface (perpendicular to the fuel) of all these terms, makes their contribution negligibly small. 

After dropping these terms, there are two source contributions to the current in this case viz. 

the one proportional to the flux (due to fission and the l = 0 scattering component) and the one 

proportional to the current itself due to the l = 1 scattering component. On carrying out the 

averaging over the source and destination meshes, finally obtain (following an identical method 

as before) the anisotropic equivalent of Eq. (4.14) as  

𝐽௓௝௚ = 𝑓௭(0) ෍ ൬Σ଴௜,௛→௚ +
𝜒௚𝜈Σ௙௜,௛

𝑘
൰ 𝜙௜௛𝑇௜௝௚

௛,௜

+ ෍ 3𝛴ଵ௜,௛→௚𝐽௓௜௛𝑇′௜௝௚

௛,௜

 (4.29) 

 

One point that needs to be noted with regard to the differences in two equations is that 

since there are two types of source terms with different angular dependence, such that the first 

has a factor 𝑟𝑐𝑜𝑠𝜃 = 𝜌 cot 𝜃 = 𝜌𝑐𝑜𝑠𝜃/𝑠𝑖𝑛𝜃, whereas the second has the factor 𝑐𝑜𝑠𝜃.  Hence 

the collision probability like factors are different. The expressions for  𝑇′௜௝௚ will be same as 

that for  𝑇௜௝௚ given in Eq. (4.15), but with a somewhat different integrand 𝐼′ that has one order 

higher Bickley function. Consequently, instead of Eqs. (4.11 to 4.13), the following equations 

are obtained:   

𝐼′ = න 𝑑𝜉ଵ න 𝑑𝜉ଶൣ𝐾𝑖ଵ൫τ௜௝௚ + Σ௚௜𝜉ଵ + Σ௚௝𝜉ଶ൯ − 𝐾𝑖ଷ൫τ௜௝௚ + Σ௚௜𝜉ଵ + Σ௚௝𝜉ଶ൯൧

௣మ

଴

௣భ

଴

 (4.11a) 

 

 

 



104 
 

 

𝐼′௜௝ =
1

Σ𝑔𝑖Σ𝑔𝑗

ൣ𝐾𝑖′3൫τ𝑔𝑖𝑗൯ − 𝐾𝑖′3൫τ𝑔𝑖𝑗 + τ𝑔𝑖൯ − 𝐾𝑖′3൫τ𝑔𝑖𝑗 + τ𝑔𝑗൯

+ 𝐾𝑖′3൫τ𝑔𝑖𝑗 + τ𝑔𝑗 + τ𝑔𝑖൯൧ 
 

(4.12a) 

𝐼′௜௜ = න 𝑑𝑥1 න 𝑑𝑥2𝐾𝑖′1 ቀΣ𝑔𝑖(𝑥2 − 𝑥1)ቁ

𝑏1

𝑥1

𝑏1

𝑎1

 

                     =
1

Σଶ
௚௜

ቂτ௚௜𝐾𝑖′ଶ(0) − ቀ𝐾𝑖′ଷ(0) − 𝐾𝑖′ଷ൫τ௚௜൯ቁቃ

=
1

Σଶ
௚௜

ቈ
τ௚௜

3
− ቆ

𝜋

16
− 𝐾𝑖′ଷ൫τ௚௜൯ቇ቉ 

 

(4.13a) 

 
As in the simple case of one group infinite homogeneous medium [viz.  Eq. (4.27)], the 

current appears on the left side and the right side of Eq. (4.29). However unlike in the simple 

case one cannot simply solve for the current as an explicit function of the derivative of the flux 

[as in Eq. (4.28)]. This is because the current of a mesh in a group implicitly involves currents 

of other groups and meshes as well and will have to be obtained by an iterative process. Hence, 

instead of carrying out the group condensation and spatial averaging over a pin cell, the system 

of equations Eq. (4.29) will have to be solved iteratively (𝑓௭(0) is simply a common multiplying 

factor) for 𝐽௓௜௚  and 𝜙௜௚, then obtain the group condensed and homogenised diffusion 

coefficients using the following equations instead of Eqs. (4.14), (4.18) and (4.19).  

𝐽௓̅ீ௄ = −
1

𝐴𝑝𝑐𝐾

෍ 𝐴௜  𝐽௓௜௚

௜∈௄,௚∈ீ

 (4.14a) 

 
𝜕𝜙തீ௄

𝜕𝑧
=

1

𝐴௣௖௄
෍ 𝐴௜  𝜙௜௚

௜,௚∈ீ

 (4.18a) 

 

𝐷ீ௄ = −
𝐽௓̅ீ௄

డథഥಸ಼

డ௭

 (4.19a) 
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4.4 Finite Lattice - Effect of Leakage  

In this section, the method for obtaining the leakage corrected lattice spectrum and flux 

distribution that goes as input into the calculation of the lattice parameters is described. The 

flux is written as a product of a slowly varying smooth function and a periodic function of x 

and y that has the period of the lattice. In this respect it resembles the methods described above. 

However, the form of the smooth slowly varying function need not be specified. With this, 

there is no need to solve the transport equation with a complex cross section, and the 

formulation is in terms of collision probabilities and can therefore be easily implemented in 

lattice codes.  The leakage correction is carried out, with the help of the leakage corrected 

collision probabilities, during the lattice calculation of the heterogeneous medium i.e. without 

homogenisation following a lattice calculation. Expressions are derived for axial leakage 

corrected collision probabilities. These expressions have been coded in the LWR lattice code 

BOXER3 [7,166] for calculation of the leakage corrected flux distribution, the total leakage 

and the diffusion coefficients.  

4.4.1 Axial leakage corrected collision probabilities   

To obtain the leakage corrected collision probabilities, the flux is written as a product of 

a smooth function 𝑓(𝑧) of 𝑧 and a periodic function 𝜙௚(𝑥, 𝑦)  [𝑆௚(𝑥, 𝑦) for the source] of x and 

y. The method adopted is similar to that was used for obtaining the axial diffusion coefficient, 

described in the previous section.  However instead of obtaining the expression of current, 

expression for flux is obtained.  

 
4.4.1.2 Contribution to Flux from Volume Sources 

Consider a lattice which is infinite in the x and y directions but finite with uniform 

(constant) nuclear properties in the z-direction. The required flux, at a point in the z = 0 plane 

which is at the origin in the system of coordinates as shown in Fig.4.1, is obtained by 

multiplying the source density with the volume element, the exponential attenuation factor, and 
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integrating over all space. The source density is assumed to be factorizable into a function of 

(x, y) and the energy group and a slowly varying function of z that may be represented by the 

first few terms of its Taylor expansion. 

𝜙௚(𝑥, 𝑦)𝑓(0) =
1

4𝜋
න 𝑑𝜌 න 𝑑𝜑 න 𝑆௚(𝑥, 𝑦)𝑓(𝑧)

గ

଴

ଶగ

଴

ஶ

଴

𝑒𝑥𝑝 ൫−𝜏௚/ sin 𝜃൯𝑑𝜃 

 

≈
1

4𝜋
න 𝑑𝜌 න 𝑑𝜑 න 𝑆௚(𝑥, 𝑦) ቊ𝑓(0) + 𝑧𝑓௭(0) +

𝑧ଶ

2
𝑓௭௭(0)ቋ

గ

଴

ଶగ

଴

ஶ

଴

𝑒𝑥𝑝 ൫−𝜏௚/ sin 𝜃൯𝑑𝜃 

 

=
1

4𝜋
න 𝑑𝜌 න 𝑑𝜑 න 𝑆௚(𝑥, 𝑦) ቊ𝑓(0) + 𝜌cot 𝜃𝑓௭(0) +

𝜌ଶcotଶ 𝜃

2
𝑓௭௭(0)ቋ

గ

଴

ଶగ

଴

ஶ

଴

𝑒𝑥𝑝 ൫−𝜏௚/ sin 𝜃൯𝑑𝜃 

(4.30) 
 

 
Here τ௚ is the projection of the optical path length between the area and volume elements 

in a plane perpendicular to the z axis. The second term gives a vanishing contribution because 

cot𝜃 is anti-symmetric about 𝜋/2 leaving contributions from the first and last terms only. Thus  

 
𝜙௚(𝑥, 𝑦)𝑓(0) 

 

=
𝑓(0)

2𝜋
න 𝑑𝜌 න 𝑑𝜑 𝑆௚(𝑥, 𝑦)𝐾𝑖1൫τ𝑔൯

ଶగ

଴

ஶ

଴

+
𝑓௭௭(0)

4𝜋
න 𝜌ଶ𝑑𝜌 න 𝑑𝜑 𝑆௚(𝑥, 𝑦)ൣ𝐾𝑖−1൫τ𝑔൯ − 𝐾𝑖1൫τ𝑔൯൧

ଶగ

଴

ஶ

଴

 

(4.31) 
 

 

where the integral over 𝜃  has been written in terms of the Bickley functions. Thus, the 

expression for the flux is made up of two terms. The first is the uncorrected flux for an infinite 

medium, while the second term gives the correction due to the finiteness of the medium. 

Assume that it is permissible to write the second derivative as being proportional to the flux 

itself, i.e.  𝑓௭௭(0) = −𝐵௭
ଶ𝑓(0).  Eq. (4.31) gives the flux at a point due to a source at another point. 

In the collision probability method, the equations are written in terms of average fluxes and 

sources in a mesh.  The equation for the average flux in the ith mesh is therefore obtained by 

further integrating over the destination coordinates and dividing out by the area (volume per 

unit length) of the ith destination mesh.  
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𝜙௜,௚ =
1

2𝜋𝐴𝑖

቎න 𝑑𝐴 න 𝑑𝜌 න 𝑑𝜑 𝑆𝑔(𝑥, 𝑦)𝐾𝑖1൫τ𝑔൯

2𝜋

0

∞

0𝐴𝑗

−
𝐵𝑧

2

2
න 𝑑𝐴 න 𝜌2𝑑𝜌 න 𝑑𝜑 𝑆𝑔(𝑥, 𝑦)ൣ𝐾𝑖−1൫τ𝑔൯ − 𝐾𝑖1൫τ𝑔൯൧

2𝜋

0

∞

0𝐴𝑗

቏ 

(4.32) 

 

The integrals represent integrations over the area of cross section of meshes of the lattice 

cell (fuel assembly in this case) and can be calculated by the same ray tracking technique used 

for obtaining the collision probabilities.  To obtain these integrals similar procedure as used in 

section 4.2 is used.  

With reference to Fig. 4.2, the polar coordinates of the destination point, with the 

emission point as origin and angle 𝜑 relative to the fixed frame are 

 (𝜌ᇱ, 𝜑 ) =  (𝑥ଶ − 𝑥ଵ, 𝜑) (4.33) 

 
where, 𝑥ଶ is the x-coordinate of the destination point in the rotated frame. The 𝜑 integration 

element at the destination point can be written as: 

𝜌ᇱଶ
𝑑𝜑 = (𝑥ଶ − 𝑥ଵ)ଶ𝑑𝜑 (4.34) 

 
The equation for the flux then becomes 

Σ௚௜𝐴௜𝜙௜௚ = ෍ 𝑆௝௚

௝

𝐴௝  (𝐾ଵ − 𝐾ଶ) (4.35) 

where,  

 

𝐾ଵ =
Σ௚௜

2𝜋𝐴௝
න 𝑑𝜑

ଶగ

଴

න 𝑑𝑦ଵ  න 𝑑𝑥ଵ න 𝑑𝑥ଶ𝐾𝑖ଵ ቀτ௜௝௚  + Σ௚௜(𝑏ଵ − 𝑥ଵ) + Σ௚௝(𝑥ଶ − 𝑎ଶ)ቁ

௕మ

௔మ

௕భ

௔భ

 

 

𝐾ଶ =
𝐵௭

ଶ

2

Σ௚௜

2𝜋𝐴௝
න 𝑑𝜑

ଶగ

଴

න 𝑑𝑦ଵ  න 𝑑𝑥ଵ න 𝑑𝑥ଶ(𝑥ଶ − 𝑥ଵ)ଶ𝐾𝑖′ିଵ ቀτ௜௝௚ + Σ௚௜(𝑏ଵ − 𝑥ଵ) + Σ௚௝(𝑥ଶ − 𝑎ଶ)ቁ

௕మ

௔మ

௕భ

௔భ
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To make the equations resemble the collision probability equations, both sides of the 

equation is multiplied by Σ௚௜𝐴௜ and introduced the factor 𝐴௝ in the numerators and 

denominators of the two terms on the right side. With this, both K1 and K2 can be interpreted 

as the collision probability from the region j to the region i. The first is the usual collision 

probability expression for infinite medium while the second represents the correction due to 

axial leakage.  

4.4.1.3  Final Expressions for Leakage Corrected Collision Probabilities 

The same procedure as described in section 4.2 is followed for obtaining the above two 

integrals. Thus for 𝑖 ≠ 𝑗, 

𝑃(௨)
௝௜௚ =  

Σ௚௜

2𝜋𝐴௝
න 𝑑𝜑

ଶగ

଴

න 𝑑𝑦ଵ න 𝑑𝜉ଵ න 𝑑𝜉ଶ𝐾𝑖ଵ൫τ௜௝௚ + Σ௚௜𝜉ଵ + Σ௚௝𝜉ଶ൯

௣మ

଴

௣భ

଴

 

 

=
1

2𝜋Σ௚௝𝐴௝
න 𝑑𝜑

ଶగ

଴

න 𝑑𝑦ଵ ൣ𝐾𝑖3൫τ𝑔𝑖𝑗൯ − 𝐾𝑖3൫τ𝑔𝑖𝑗 + τ𝑔𝑖൯ − 𝐾𝑖3൫τ𝑔𝑖𝑗 + τ𝑔𝑗൯

+ 𝐾𝑖3൫τ𝑔𝑖𝑗 + τ𝑔𝑗 + τ𝑔𝑖൯൧ 

(4.36a) 

 

𝑃(௔௖)
௝௜௚ = −

𝐵௭
ଶ

2

1

2𝜋Σ௚௝𝐴௝
න 𝑑𝜑

ଶగ

଴

න 𝑑𝑦ଵ𝐿௝௜ (4.36b) 

𝐿௝௜ = Σ௚௜Σ௚௝ න 𝑑𝜉ଵ න 𝑑𝜉ଶ  (𝑝ଵଶ + 𝜉ଵ + 𝜉ଶ)ଶ   𝐾𝑖ᇱ
ିଵ

൫τ௜௝௚ + Σ௚௜𝜉ଵ + Σ௚௝𝜉ଶ൯

௣మ

଴

௣భ

଴

  

=
2

Σ௚௜Σ௚௝
ቆ1 + 

Σ௚௜

Σ௚௝
+

Σ௚௝

Σ௚௜
ቇ ൛𝐾𝑖ᇱ

ଷ൫τ௚௜௝൯ − 𝐾𝑖ᇱ
ଷ൫τ௚௜௝ + τ௚௜൯ − 𝐾𝑖ᇱ

ଷ൫τ௚௜௝ + τ௚௝൯

+ 𝐾𝑖ᇱ
ଷ൫τ௚௜௝ + τ௚௝ + τ௚௜൯ൟ 

(4.36c) 

+ 2 ቆ
1

Σ௚௜
+

1

Σ௚௝
ቇ ൛𝑝ଵଶ 𝐾𝑖ᇱ

ଶ൫τ௚௜௝൯ − (𝑝ଵଶ +  𝑝ଵ) 𝐾𝑖ᇱ
ଶ

൫τ௚௜௝ + τ௚௜൯

− (𝑝ଵଶ + 𝑝ଶ)𝐾𝑖ᇱ
ଶ൫τ௚௜௝ + τ௚௝൯ + (𝑝ଵଶ + 𝑝ଵ + 𝑝ଶ)𝐾𝑖ᇱ

ଶ
൫τ௚௜௝ + τ௚௝ + τ௚௜൯ൟ 

+ ൛(𝑝ଵଶ)ଶ 𝐾𝑖ᇱ
ଵ൫τ௚௜௝൯ − (𝑝ଵଶ +  𝑝ଵ)ଶ 𝐾𝑖ᇱ

ଵ
൫τ௚௜௝ + τ௚௜൯ − (𝑝ଵଶ + 𝑝ଶ)ଶ𝐾𝑖ᇱ

ଵ൫τ௚௜௝ + τ௚௝൯

+ (𝑝ଵଶ + 𝑝ଵ + 𝑝ଶ)ଶ𝐾𝑖ᇱ
ଵ

൫τ௚௜௝ + τ௚௝ + τ௚௜൯ൟ 
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while for 𝑖 = 𝑗 , 

𝑃(௨)
௜௜௚ =

1

2𝜋Σ௚௜A௜
න 𝑑𝜑

ଶగ

଴

න 𝑑𝑦ଵ ቂτ௚௜ − ቀ𝐾𝑖ଷ(0) − 𝐾𝑖ଷ൫τ௚௜൯ቁቃ 

 

(4.37a) 

𝑃(௔௖)
௜௜௚ = −

𝐵௭
ଶ

4𝜋Σ௚௜A௜
න 𝑑𝑦𝑑𝜑𝐿௜௜  

 

(4.37b) 

 

𝐿௜௜ = ቈ൫𝑝1
2൯𝐾𝑖′

1
൫τ𝑔𝑖൯ +

2𝑝1

Σ𝑖
ቀ𝐾𝑖′2(0) + 2𝐾𝑖′2൫τ𝑔𝑖൯ቁ −

6

Σ𝑖
2

ቀ𝐾𝑖′3(0) − 𝐾𝑖′3൫τ𝑔𝑖൯ቁ቉ (4.37c) 

 

The symbols 𝑝ଵ and  𝑝ଶ are for the path lengths through the regions i and j and 𝑝ଵଶ for the path 

length in between the regions i and j. The source in the ith mesh can be written in the usual way 

as follows: 

𝑆௜௚ = ෍ ൬Σ௛→௚ +
𝜒௚𝜈Σ௙௛

𝑘
൰ 𝜙௜௛

௛

 

 

(4.38) 

 
4.5 Results of Calculations using the Proposed Method 

To verify the proposed method to obtain the diffusion coefficient as described in the 

previous sections, a small computer program has been written.  The path lengths and other 

inputs such as mesh division, material distribution and flux, required for this purpose are 

calculated using the lattice code BOXER3 [7].  For the verification of the method in the case 

of lattice without any leakage correction to the flux distribution, the program evaluates the 

integrals in Eq. (4.15) using the integrands given in Eqs. (4.12) and (4.13) and obtain the 

diffusion coefficients from Eq. (4.19).  

To generate the leakage corrected flux distribution, a routine which estimate the integral 

in Eqs. (4.36b) and (4.37b) was introduced in BOXER3.  Diffusion coefficient is obtained from 

Eq. (4.19) using the computer program mentioned above.  

For verifying the proposed methodology, a simple problem of a square pin cell of a 

typical PWR is considered. The calculations are limited to two energy groups (group 1 is from 
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10 MeV to 0.625eV and group 2 is energy less than 0.625eV) and isotropic scattering. The 

infinite medium problem was run using BOXER3 to generate the homogeneous cross sections 

by the usual flux volume weighting procedure. The diffusion coefficients were obtained by the 

P1 method and the proposed method [165].   

4.5.1 Without Leakage Correction 

For the case of an infinite homogeneous medium, the diffusion coefficient by the 

proposed method reduces to  
ଵ

ଷஊ೟ೝ
. This result is used to check the correctness and accuracy of 

the integration algorithm by considering the same lattice cell mentioned above with the same 

mesh divisions and integration method but having the same material in each of the mesh 

divisions to simulate an infinite homogeneous region.  Table 4.1 show the values of 
ଵ

ଷஊ೟ೝ
 for the 

two energy groups and the diffusion coefficient as computed above. The agreement gives the 

confidence in the numerical computation. 

Table 4.1: Diffusion coefficient for an infinite homogeneous medium 
 

Energy 
group 

𝐷 = 1/(3Σ௧௥) 
D by Numerical integration 

using Eqs. (4.12 to 4.19) 

1 1.19556 1.19554 

2 0.258110 0.258116 

 
 

The same pin cell with the fuel, clad and water introduced as in the actual pin cell is 

considered for computing the diffusion coefficient. The pin cell pitch is 1.2 cm and the U235 

enrichment is 2%. Two cases corresponding to different rod radii are evaluated. In case-1 the 

fuel pin OD is 0.9 cm with a clad thickness of 0.05 cm. In case-2 the fuel pin OD is 0.75 cm 

with a clad thickness of 0.025 cm. Table 4.2 shows the comparison of D with P1 method  

ቀ
ଵ

ଷஊ೟ೝ
ቁ and the proposed method. It is seen that the proposed method gives a slightly different 

diffusion coefficient (about 0.5% higher) than the P1 results for the fast group but the difference 



111 
 

is nearly 8-10% for the thermal group, which is quite significant. This may be expected as the 

medium is more heterogeneous in the thermal region and the flux also varies considerably from 

point to point.  

Table 4.2: Comparison of diffusion coefficients by the two methods 
 

Pin cell details 
Energy 
group 

D by Proposed 
method 

D by P1 
(1/(3Σ௧௥)) 

Fuel OD = 0.8cm  
Clad OD = 0.9cm 

Pin cell pitch = 1.2 cm 
U235enrichment = 2% 

1 1.19610 1.19556 

2 0.281014 0.258110 

Fuel OD = 0.7cm  
Clad OD = 0.75cm 

Pin cell pitch = 1.2 cm 
U235 enrichment = 2% 

1 1.21731 1.21684 

2 0.230334 0.214149 

 
The effect of these different diffusion coefficients on the K-effective (K-eff) of a finite 

sized core is studied. Since the study is for axial diffusion coefficient, the size of the reactor 

along axial direction is kept finite whereas along X and Y directions it is assumed that the 

system is infinite (i.e., the problem is that of a homogeneous slab). Since most of the leakage 

is in the fast group but most of the difference in the diffusion coefficient is in the thermal group 

(Table 4.2), the difference in the value of K-eff is not expected to be large. The core calculations 

were performed for core heights (slab thickness) of 50, 75 and 100 cm. These dimensions are 

chosen because small cores would show greater difference, owing to greater leakage, between 

the K-effective (K-eff) by the P1 diffusion coefficient and that by the proposed method. For 

these core heights, the difference in the K-eff by the two methods is expected to be 100 pcm or 

less. It is thus important that both the Monte Carlo and the diffusion calculations are performed 

with a high level of precision to distinguish between the performances of the two diffusion 

coefficients.  

The diffusion computations have been obtained by an analytical solution of the two-

group diffusion equation with zero incoming current boundary conditions (in the corrected 
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form 
௃

థ
= 2.131). The analytical solution of the two-group diffusion theory equations with zero 

incoming current boundary conditions for a bare reactor is given in the Appendix -A. 

Table 4.3 show a comparison of the K-effective obtained using two group diffusion 

theory with the same homogenised cross sections but with the two different ways of computing 

D. As for reference, results of Monte Carlo calculation are given in the table. Monte Carlo 

calculation is for the original heterogeneous lattice cell reflected in the x-y directions but 

having a finite height and using the same cross section data that was used (as input) in the 

BOXER3 calculation. The relative error (standard deviation) in the Monte Carlo calculations 

is about 0.00004.  The result in Table 4.3 shows that though the difference in the K-effective 

by the two methods is not large, the proposed method for obtaining D is better in predicting the 

K-effective as compared to the standard method. 

 
 Table 4.3: Comparison of diffusion theory K-effective  

 

Pin cell details 
Core 

height 
(cm) 

K-effective 
(deviation with respect to K-effective by 

Monte Carlo (pcm)) 

Using D as 
1/3Σ௧௥ (P1) 

Using D by 
Proposed method 

Monte Carlo 

Fuel OD = 0.8cm  
Clad OD = 0.9cm 

Pin cell pitch = 1.2 cm 
U235enrichment = 2% 

50 
1.22656  

(55) 
1.22559  

(-24) 
1.22589 

75 
1.30630  

(60) 
1.30582  

(23) 
1.30552 

100 
1.33856 

(43) 
1.33827 

(21) 
1.33799 

Fuel OD = 0.7cm  
Clad OD = 0.75cm 

Pin cell pitch = 1.2 cm 
U235 enrichment = 2% 

50 
1.21354 

(41) 
1.21269 

(-29) 
1.21304 

75 
1.28391 

(56) 
1.28349 

(23) 
1.28319 

100 
1.31211 

(40) 
1.31186 

(21) 
1.31159 
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4.5.2 With Leakage Correction 

The cases considered and the cross section set used are same as in section 4.5.1. The 

problem is solved for a given input buckling corresponding to the core size. To check the effect 

of leakage on the flux distribution, ratio of production to absorption is compared with K-infinity 

of the lattice. For different core size, K-effective is also computed with BOXER3 

(corresponding buckling and leakage corrected collision probability) as well as with Monte 

Carlo calculations. Monte Carlo calculation is for the original heterogeneous lattice cell 

reflected in the x-y directions but having a finite height and using the same cross section data 

that was used as input in the BOXER3 calculation. The results are summarized in Table 4.4. 

The good agreement with Monte Carlo values shows that the concept as well as 

computation of the leakage corrected probabilities are correct. The small disagreement is due 

to the use of an approximate buckling as input. The actual core flux is not described by a single 

buckling concept even for a bare reactor. This does not matter as the leakage corrected collision 

probabilities are used only to calculate the lattice flux distribution and thereby the homogenised 

cross sections and diffusion coefficients. The core leakage, K-effective and flux distribution 

are obtained from these cross sections from a few group diffusion calculations. 

 
Table 4.4: Ratio (production by absorption) and K-effective with leakage correction 

 

Pin cell 
case 

Core height 
(cm) 

BOXER3     
K-infinity 

BOXER3 
(production/
absorption) 

BOXER3  
K-effective 
(eigenvalue) 

K-effective   
(Monte Carlo) 

Case 1 

50 

1.38541 

1.38383 1.22587 1.22589 

75 1.38467 1.30596 1.30552 

100 1.38498 1.33831 1.33799 

Case 2 

50 

1.35278 

1.35152 1.21150 1.21304 

75 1.35219 1.28370 1.28319 
100 1.35243 1.31194 1.31159 
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Comparison of K-effective obtained using two-group diffusion theory with the same 

homogenised cross sections but with the two different ways of computing D are presented in 

Table 4.5. The results obtained using diffusion theory parameters generated with and without 

leakage corrections are also presented. From the table it appears that while the agreement with 

Monte Carlo improves with the use of leakage corrected cross sections for larger core sizes, it 

worsens for the smallest size core, ie. 50 cm. This is probably due to transport effects since 

these are expected to be maximum for the smallest size core. To confirm this, a comparison 

between diffusion and Monte Carlo results for the above core heights (using the same 

homogenised cross sections for both) is presented in Table 4.6. It is clear from the table that 

diffusion value of the K-effective is about 76 pcm lower than transport Monte Carlo value on 

account of transport theory effects, for the 50 cm core. The difference is almost zero (i.e. of the 

same order as the Monte Carlo standard error) for the 100 cm core. 

 
Table 4.5: Comparison of diffusion theory K-eff using D with and without leakage correction 

 

Pin cell 
case 

Core 
height 
(cm) 

K-effective 
(deviation with respect to K-effective by Monte Carlo (pcm)) 

Diffusion theory parameters 
without leakage correction 

Diffusion theory parameters 
with leakage correction 

Monte 
Carlo 𝐷 = 1/(3Σ௧௥)  

(P1) 

D by 
proposed 
method 

𝐷 = 1/(3Σ௧௥)  
(P1) 

D by 
proposed 
method 

Case 1 

50 
1.22656  

(55) 
1.22559  

(-24) 
1.22625 

(29) 
1.22536 

(-43) 
1.22589 

75 
1.30630  

(60) 
1.30582  

(23) 
1.30615 

(48) 
1.30569 

(13) 
1.30552 

100 
1.33856 

(43) 
1.33827 

(21) 
1.33847 

(36) 
1.3382 

(16) 
1.33799 

Case 2 

50 
1.21354 

(41) 
1.21269 

(-29) 
1.21316 

(10) 
1.21241 

(-52) 
1.21304 

75 
1.28391 

(56) 
1.28349 

(23) 
1.28373 

(42) 
1.28335 

(12) 
1.28319 

100 
1.31211 

(40) 
1.31186 

(21) 
1.31201 

(32) 
1.31177 

(14) 
1.31159 
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The somewhat better agreement for the 50 cm core by the P1 method (Table 4.5) can be 

attributed to cancellation of errors due to homogenisation and transport effects. Once this is 

taken into account, it is seen that the homogenisation error that is about 100 to 30 pcm using 

P1 diffusion coefficient and standard infinite lattice homogenisation reduces to about 30 to 10 

pcm using the proposed method. This shows that theory developed for the computation of D 

yields better homogenised diffusion theory parameters for large as well as small cores. 

 
Table 4.6: Comparison of diffusion theory and Monte Carlo K-eff for homogeneous cores. 

 

Core 
height 
(cm) 

𝐷 =
1

(𝑎௚3Σ௧௥)
 

(B1) 

𝐷 = 1/(3Σ௧௥)  
(P1 method) 

Monte Carlo 

50 
1.22778 

(24) 
1.22656 

(-76) 
1.22749 

75 
1.30662 

(12) 
1.30630 

(-12) 
1.30646 

100 
1.33868 

(14) 
1.33856 

(5) 
1.33849 

 

 The B1 method takes better care of the transport effects as may be seen from the results 

shown in the first column of Table 4.6. In B1 method, for the homogeneous problem one has 

to divide the diffusion coefficient by the factor 𝑎௚(𝑥)  [95] given by  

 𝑎௚(𝑥) = ൬
1

3
𝑥ଶarctan (𝑥)൰ /(𝑥 − arctan (𝑥)) 

where, 𝑥 = ൬
஻

ஊ೟೒
൰

ଶ

. The B1 correction is applied to homogenised diffusion coefficients by both 

P1 and the proposed method and the results are given in Table 4.7. It is seen that applying B1 

correction overcorrects the transport effect as compared to that for the homogeneous case. The 

use of D by the proposed method yield better results for all cases and it improves with leakage 

correction. 
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Table 4.7: Comparison of diffusion theory K-effective using B1 corrected D  
 

Pin cell 
case 

Core 
height 
(cm) 

K-effective 
(deviation with respect to K-effective by Monte Carlo (pcm)) 

Diffusion theory parameters 
without leakage correction 

Diffusion theory parameters 
with leakage correction 

Monte 
Carlo 

𝐷 =
1

(𝑎௚3Σ௧௥)
 

(B1) 

B1 
corrected D 
by proposed 

method 

𝐷 =
1

(𝑎௚3Σ௧௥)
 

(B1) 

B1 
corrected D 
by proposed 

method 
Case 1 

50 
1.22778  

(154) 
1.22681  

(75) 
1.22747 

(129) 
1.22658 

(56) 
1.22589 

75 
1.30662  

(84) 
1.30614  

(47) 
1.30647 

(73) 
1.30601 

(37) 
1.30552 

100 
1.33868 

(52) 
1.33839 

(30) 
1.33859 

(45) 
1.33832 

(25) 
1.33799 

Case 2 
50 

1.21464 
(132) 

1.21379 
(62) 

1.21427 
(101) 

1.21352 
(40) 

1.21304 

75 
1.28420 

(79) 
1.28379 

(46) 
1.28403 

(65) 
1.28364 

(35) 
1.28319 

100 
1.31221 

(47) 
1.31197 

(29) 
1.31211 

(39) 
1.31188 

(22) 
1.31159 

 

4.6 Summary 

The method developed for obtaining homogenised diffusion coefficients, for a more 

accurate treatment of axial diffusion in core calculations, can be introduced in lattice codes 

based on collision probability / mixed collision probability and interface current methods. The 

effect of anisotropic scattering in the calculation of the diffusion coefficients can be accounted 

for, without having anisotropic treatment in the lattice calculations. The effect on spatial and 

spectral flux distribution due to leakage is taken care in the collision probability estimation 

normally carried out in CP method. Comparison of core calculations using these homogenised 

diffusion coefficients with Monte Carlo calculations show that they perform better than the 

standard method used for this purpose. In the case of small sized core, the transport effects 

while applying the diffusion theory are prominent. The B1 corrected diffusion coefficient takes 
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care of the transport effect in the case of homogeneous calculations. The use of B1- corrected 

diffusion coefficient, which is obtained by the proposed method with leakage correction to the 

flux distribution, yields better results.  

The B1 correction applied here is valid for homogeneous systems (or heterogeneous 

systems after homogenisation). It may be possible to obtain B1 correction to the diffusion 

coefficient using the method described in this chapter directly (i.e. without previous 

homogenization) for heterogeneous systems. It is proposed to attempt such a correction in 

future. 
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CHAPTER  5  

DEVELOPMENT OF COMPUTER CODE ‘FDPEM’ BASED ON 

COMBINATION OF FINITE DIFFERENCE AND POLYNOMIAL 

EXPANSION METHODS FOR PIN BY PIN CORE CALCULATIONS 

 

5.1 Introduction 

The second step in the reactor calculation for obtaining the detailed neutron flux 

distribution and status of the reactor core is the 3-D core calculation wherein the few group 

neutron diffusion equation is solved.  The homogenized few group cross sections constitute the 

input to this calculation. These are obtained by a homogenization procedure using the flux 

distribution generated in the lattice cell calculation as described in chapters 4 and 3 

respectively.  In case of LWRs, the fuel assembly (which is the main component of the lattice) 

is complex and can be highly heterogeneous. One fuel assembly (FA) can contain hundreds of 

fuel pins with different properties, like enrichment, Gd content etc. Normally after two- 

dimensional lattice cell calculation, flux-volume homogenization of the cross sections is 

carried out over the entire fuel assembly and these assembly averaged cross sections are used 

to solve the diffusion equation in the second step (along X and Y directions homogenized FA 

is considered as one mesh) to obtain the FA averaged power. The nodal method is commonly 

used for this purpose as it is quite fast. As the safety and operational requirement demands the 

knowledge of individual pin power, this is inferred from a combination of the results of the 

lattice and core calculations [104, 167]. Due to the approximations involved in this procedure, 

there is a need for a method to directly obtain pin by pin power distribution. The flux-volume 

homogenization over individual pin cells can be easily carried out (at the lattice level) to obtain 

the few group cross sections of each pin cell for this purpose. However, the pin by pin core 

level diffusion calculation is computationally expensive owing to the small sized meshes. This 
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chapter describes the development of a few group diffusion theory code for pin by pin core 

calculations based on a combination of finite difference and polynomial expansion methods [8] 

to reduce the computational effort involved in these calculations. The outline of the chapter is 

as follows: Section 5.2 describes the rationale behind the development of the new method based 

on combination of finite difference and polynomial expansion method. Theoretical basis of the 

method is presented in section 5.3. Verification of the code using benchmark problems is 

described in section 5.4. Summary regarding the code capability and applicability is presented 

in section 5.5. 

 
5.2 Rationale behind the Development of the Method based on Combination of FD 

and Polynomial Expansion 

Core calculations in light water reactors have been traditionally carried out, for the last 

several decades, using one of the nodal [132, 168, 169, 170, 171, 172] methods. With a ten-

thousand-fold increase in computing power since the seventies and eighties, when these 

methods appeared, it is to be expected that a more detailed treatment can be carried out now. 

Core calculations using transport theory without homogenization using the method of 

characteristics or interface current methods are being attempted [9, 10] to obtain detailed pin 

by pin power and burnup distributions. Clearly, these will not be possible for routine computing 

at least as of now and some (improved) variants of methods based on diffusion theory will 

continue to be in use in the foreseeable future. This chapter discusses the development of a new 

method to obtain detailed pin by pin power and burnup distributions employing pin cell sized 

meshes. 

In a typical LWR core, abrupt changes of material properties of the medium in directions 

perpendicular to the fuel rod length (x-y directions) are quite frequent. In fact, each pin could 

be having a different enrichment, or Gd content. Material properties also change abruptly due 

to presence of control rods or water gaps. Thus, unless assembly level homogenization has 
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been carried out at the lattice level, every pin cell could have different properties. Thus, in the 

x-y directions, the method must be able to explicitly represent this heterogeneity. The finite 

difference method may be used for this purpose as it is well studied and has been implemented 

in several diffusion theory codes. 

Along the direction parallel to the length of the fuel rods (the z direction) abrupt changes 

of material properties of the medium (for example near the ends of partially inserted control 

rods, core reflector interface etc.) are quite infrequent. There are smooth variations of material 

properties in this direction (due to burnup, Xenon, temperature and void distribution), but these 

variations are quite slow. This results in a flux variation that is quite smooth along this direction. 

Thus, it should be possible to represent the core in the z direction by a few divisions that are 

decided by the locations at which there are abrupt changes in the properties. Within such a 

division along the z axis, the flux can be represented by expanding in polynomials and the 

material properties by constant, linear or quadratic polynomials.  

Taking into account the nature of variation in material properties as described above, it 

is felt that a combination of finite difference method in the directions perpendicular to the fuel 

pins along which the material properties and flux vary rapidly, and a polynomial expansion 

method along the fuel length may give better results both in terms of computational 

requirement and accuracy. There have been a number of attempts to use a similar approach 

(referred to as ‘hybrid finite difference and nodal methods’) to pin by pin core calculations 

[173, 148]. The basic difference in these methods and the method described in this chapter is 

in the treatment of transverse leakage. In the method described in this chapter, transverse 

leakage is expressed as fourth order function where as it is represented as a quadratic function 

even though flux is expanded in fourth order in the ‘hybrid finite difference and nodal 

methods’ . 
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Even though the polynomial expansion method in the z direction is also based on the 

same fourth order polynomial [132] that is used in the nodal method, unlike the nodal methods, 

there is no need to factorize flux in the three directions. While treating the flux variation along 

the z direction, it is therefore not necessary to use the quadratic variation of leakage based on 

the fitting of average fluxes in the current and neighboring meshes. Instead, a fourth order 

leakage is easily derivable as shown in the section 5.3. This exact treatment of transverse 

leakage permits the use of long meshes in the z direction thereby partially mitigating the 

enhanced demands on memory and computing requirements that arise due to the more detailed 

treatment in the x-y directions. The use of such long meshes poses another problem that needs 

a solution. With relatively shorter meshes as in finite difference treatment (or somewhat larger 

sized nodes in the nodal method), a constant cross section and diffusion coefficient can be 

assumed within a mesh (node) along the axial direction. Instead of constant values within a 

mesh, the cross sections / diffusion coefficients can be represented using low order polynomials 

(typically linear or quadratic in the z variable). To keep the discussion simple, constant cross 

sections is considered.  The necessary modification in the method for the case of a linear 

representation of cross section (along the z direction) is presented in Appendix-B.   

5.3 Discretization of the Diffusion Equation by Polynomial Expansion and Finite 

Difference methods 

The problem region (where diffusion equation is to be solved) is divided into cells that 

are typically about 1 cm (typical pin-cell pitch) in the x-y directions and 20 cm or longer in the 

z direction. The cells may be of hexagonal, rectangular, or triangular shapes depending upon 

the basic fuel assembly geometry. For the study presented in this thesis it is assumed that cells 

are rectangular in shape.  Each cell is characterized by the three cell indices 𝑖𝑗𝑘 and average 

flux shape function Φ௚
௜௝௞(𝑧) in energy group 𝑔 that is a function of the z coordinate within the 

cell but is averaged in the x-y directions over the cell transverse area. The average flux may be 
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considered to be the cell center-line flux, since center-mesh finite difference method is used to 

treat the x-y direction.  This allows to write down simple finite differenced expressions for the 

neutron current on any cell (x-y) surface. Quantities that are also averaged over the z coordinate 

within the cell are denoted by a bar above, for example Φഥ௚
௜௝௞ is the volume averaged flux in the 

cell. The treatment given in this section assumes that the cross sections and diffusion 

coefficients are constant (i.e. they do not vary with z) within a cell.  

5.3.1 Polynomial Expansion Method (PEM) for Longitudinal (Z) Direction 

The few group diffusion equation to be solved is 

 

∇. 𝐷௚
௜௝௞

∇Φ௚
௜௝௞

− Σ௚
௥,௜௝௞

Φ௚
௜௝௞

+
𝜒௚

𝑘
෍ 𝜈Σ௙௛Φ௛

௜௝௞

௛

+ ෍ Σ௦௛→௚Φ௛
௜௝௞

= 0

௛

 (5.1) 

  
On integrating the diffusion equation over x-y variables for any z, one obtains 
 
 

−
𝑑

𝑑𝑧
𝐷௚

௜௝௞ 𝑑

𝑑𝑧
Φ௚

௜௝௞(𝑧) + Σ௚
௥,௜௝௞

Φ௚
௜௝௞(𝑧) = 𝑄௚

௜௝௞
(𝑧) − 

1

  Δ𝑥
ൣ𝐽௚௫ା

௜௝௞ (𝑧) − 𝐽௚௫ି
௜௝௞ (𝑧)൧ −

1

Δ𝑦
ൣ𝐽௚௬ା

௜௝௞ (𝑧) − 𝐽௚௬ି
௜௝௞ (𝑧)൧ 

(5.2) 

where       
 

Φ௚
௜௝௞(𝑧) =

1

∆𝑥. ∆𝑦
න 𝑑𝑦 න 𝑑𝑥 Φ௚

௜௝௞(𝑥, 𝑦, 𝑧)  

and                

𝑄௚
௜௝௞(𝑧) =

1

∆𝑥. ∆𝑦
න 𝑑𝑦 න 𝑑𝑥 𝑄௚

௜௝௞(𝑥, 𝑦, 𝑧)  

 

The transverse leakage represented by the two terms on the right side of Eq. (5.2) are functions 

of z.  

5.3.2 Finite Difference Treatment of Transverse (X-Y) Coupling and Leakage  
 

In the mesh centered form of finite differencing, the mesh average flux is treated as the 

flux at the center of the mesh and therefore it is possible to write down the following finite 

difference expression for the current at the right surface of the mesh along x-direction assuming 

continuity of flux and current at the mesh interface 
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𝐽௚௫ା
௜௝௞

= 𝑐௚
௜,௜ାଵ௝௞

൫𝛷௚௭
௜௝௞

− 𝛷௚௭
௜ାଵ௝௞

൯ (5.3) 
 
where 
 

𝑐௚
௜,௜ାଵ௝௞

=
2𝐷௚

௜௝௞
𝐷௚

௜ାଵ௝௞

𝛥𝑥௜௝௞𝐷௚
௜ାଵ௝௞

+ 𝛥𝑥௜ାଵ௝௞𝐷௚
௜௝௞

 (5.3a) 

 
Similar expressions can be written down for currents on the other surfaces of the mesh. The 

above expression is usually written down for the average flux (treated as the flux at the mesh 

center) in all directions i.e. including the z direction. However, in the present context of a cell 

that is long in the z direction and short like the FD mesh in the x-y directions, the expression 

for current in the x-y directions is also valid for all values of z (with the flux point located at 

the cell center line parallel to the z-axis).  Thus, it can be written down more generally as 

follows 

𝐽௚௫ା
௜௝௞

(𝑧) = 𝑐𝑔
𝑖,𝑖+1𝑗𝑘

ቀ𝛷𝑔
𝑖𝑗𝑘(𝑧) − 𝛷𝑔

𝑖+1𝑗𝑘(𝑧)ቁ (5.4) 

 
This finite difference form of the current is used to write down the net transverse leakage (in x 

and y directions indicated by the terms on RHS of Eq. (5.2)) as a function of z, as: 

 
൫𝑐௚

௜,௜ାଵ௝௞
+ 𝑐௚

௜,௜ିଵ௝௞
+ 𝑐௚

௜௝,௝ାଵ௞
+ 𝑐௚

௜௝,௝ିଵ௞
൯𝛷௚

௜௝௞(𝑧)

− ቀ𝑐௚
௜,௜ାଵ௝௞

𝛷௚
௜ାଵ௝௞(𝑧) + 𝑐௚

௜,௜ିଵ௝௞
𝛷௚

௜ିଵ௝௞(𝑧) + 𝑐௚
௜௝,௝ାଵ௞

𝛷௚
௜௝ାଵ௞(𝑧)

+ 𝑐௚
௜௝,௝ିଵ௞

𝛷௚
௜௝ିଵ௞(𝑧)ቁ 

(5.5) 

 
The above expression is for normal inner cells. The expressions for the ‘c’ coefficients 

need to be suitably modified for cells at the outer radial (or x-y) boundary that may have some 

missing neighboring cells. 

Once the leakage functions are known, the remaining task is essentially solving the one-

dimensional equation for z. The average flux shape function is expanded in polynomials up to 

the fourth order as follows: 

𝛷௚
௜௝௞(𝑧) = Φഥ௚

௜௝௞
𝑓଴(𝑧) + ෍ 𝑎௚௡

௜௝௞

ே

௡ୀଵ

𝑓௡(𝑧) (5.6) 
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The polynomials (and solution method) used are the same as in the nodal methods based 

on fourth order polynomials, described in [132], and is given in Eq. (5.7).  

 
𝑓଴(𝑧) = 1 

𝑓ଵ(𝑧) =
𝑧

Δ𝑧
= 𝜉 

                        𝑓ଶ(𝑧) = 3𝜉ଶ −
ଵ

ସ
    

𝑓ଷ(𝑧) = 𝜉(𝜉 −
1

2
)(𝜉 +

1

2
) 

𝑓ସ(𝑧) = (𝜉ଶ −
1

20
)(𝜉 −

1

2
)(𝜉 +

1

2
) 

(5.7) 

 
Φഥ௚

௜௝௞, the volume weighted cell average flux is obtained from the nodal balance equation 

arrived by integrating eq. (5.1) over the volume and dividing by the cell volume 

 
1

∆𝑧
൫𝐽௚௭ା

௜௝௞
− 𝐽௚௭ି

௜௝௞
൯ + Σ௥,௚

௜௝௞
Φഥ௚

௜௝௞
= Qഥ௚

௜௝௞
−

1

∆𝑥
൫𝐽௚௫ା

௜௝௞
− 𝐽௚௫ି

௜௝௞
൯ −

1

∆𝑦
൫𝐽௚௬ା

௜௝௞
− 𝐽௚௬ି

௜௝௞
൯ (5.8) 

 
where, 

Φഥ௚
௜௝௞

=
1

∆𝑥. ∆𝑦. ∆𝑧
න 𝑑𝑧 න 𝑑𝑦 න 𝑑𝑥 Φ௚

௜௝௞(𝑥, 𝑦, 𝑧) =
1

∆𝑧
න 𝑑𝑧 Φ௚

௜௝௞(𝑧) 

 
(5.8a) 

 

Qഥ௚
௜௝௞

=
1

∆𝑥. ∆𝑦. ∆𝑧
න 𝑑𝑧 න 𝑑𝑦 න 𝑑𝑥 Q௚

௜௝௞(𝑥, 𝑦, 𝑧) =
1

∆𝑧
න 𝑑𝑧 Q௚

௜௝௞(𝑧) 

 
(5.8b) 

 
𝐽௚௫±

௜௝௞   are the x-components of the net current averaged over the x-directed faces of the cell. 
 
The face averaged outgoing and incoming currents satisfy the following relationships: 
 
 

𝐽௚௭ା
௜௝௞,௢௨௧

− 𝐽௚௭ା
௜௝௞,௜௡

     =         𝐽௚௭ା
௜௝௞   

𝐽௚௭ି
௜௝௞,௢௨௧

− 𝐽௚௭ି
௜௝௞,௜௡

     =        −𝐽௚௭ି
௜௝௞  (5.9) 

2ൣ 𝐽௚௭±
௜௝௞,௢௨௧

+ 𝐽௚௭±
௜௝௞,௜௡

൧  =         𝜙௚௭±
௜௝௞   
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The coefficients 𝑎௚ଵ and 𝑎௚ଶ can be related to the upper and lower boundary fluxes 𝜙௚௭ା
௜௝௞  

and 𝜙௚௭ି
௜௝௞  and these can be expressed in terms of the partial currents at the boundary (i.e. 𝑎௚ଵ and 

𝑎௚ଶ are determined by the boundary conditions at the ends of the cell).  

𝑎௚ଵ
௜௝௞

= 𝜙
𝑔𝑧+
𝑖𝑗𝑘 − 𝜙

𝑔𝑧−
𝑖𝑗𝑘  (5.10) 

 

𝑎௚ଶ
௜௝௞

= 𝜙
𝑔𝑧+
𝑖𝑗𝑘 + 𝜙

𝑔𝑧−
𝑖𝑗𝑘 − 2Φഥ 𝑔

𝑖𝑗𝑘
  (5.11) 

 

The higher order coefficients 𝑎௚ଷ and 𝑎௚ସ are determined using the weighted residuals 

equations based on moments weighting scheme (using the functions 𝑓ଵ(𝑧) and 𝑓ଶ(𝑧) as weight 

functions). The equations for the moments [132] can be obtained by multiplying Eq.(5.2) by 

the weight functions 𝑓଴(𝑧),  𝑓ଵ(𝑧) and 𝑓ଶ(𝑧)   and integrating with respect to 𝑧 over the extent 

of the cell in the 𝑧 direction from    𝑧 = −Δ𝑧/2  to  𝑧 = Δ𝑧/2 as:  

1

2

1

Δ𝑧
ൣ𝐽௚௭ା

௜௝௞
+ 𝐽௚௭ି

௜௝௞
൧ +

1

Δ𝑧

𝐷௚
௜௝௞

Δ𝑧
𝑎௚ଵ

௜௝௞
  + Σ𝑔

𝑟,𝑖𝑗𝑘𝜙
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௜௝௞
−

1

Δ𝑥 
𝐿௚௫௭ଵ

௜௝௞
−

1

Δy 
𝐿௚௬௭ଵ

௜௝௞
 (5.12) 

 

1

2

1

Δ𝑧
ൣ𝐽௚௭ା

௜௝௞
− 𝐽௚௭ି

௜௝௞
൧ +

3

Δ𝑧

𝐷௚
௜௝௞

Δ𝑧
𝑎௚ଶ

௜௝௞
  + Σ𝑔

𝑟,𝑖𝑗𝑘𝜙
𝑔2
𝑖𝑗𝑘 =  𝑄௚ଶ

௜௝௞
−

1

Δ𝑥 
𝐿௚௫௭ଶ

௜௝௞
−

1

Δy 
𝐿௚௬௭ଶ

௜௝௞
 (5.13) 

 
where, the flux moments  𝜙௚௡

௜௝௞ are given by 

𝜙௚௡
௜௝௞

=
1

Δ𝑧
න 𝑑𝑧 𝑓

𝑛
(𝑧)  Φ𝑔

𝑖𝑗𝑘(𝑧),         𝑛 = 1,2
+୼௭/ଶ

−୼௭/ଶ

 (5.14) 

 
Similar expressions can be written for  𝑄௚௡

௜௝௞,  𝐿௚௫௡
௜௝௞  and 𝐿௚௬௡

௜௝௞   . 

Using Eqs. (5.6), (5.7) and (5.14) the following expressions can be obtained for higher order 

expansion coefficients 𝑎௚ଷ
௜௝௞  and  𝑎௚ସ

௜௝௞ in terms of the first and second flux moments: 

𝑎௚ଷ
௜௝௞

= −120𝜙
𝑔1
𝑖𝑗𝑘 + 10𝑎௚ଵ

௜௝௞
 (5.15a) 

 

𝑎௚ସ
௜௝௞

= −700𝜙
𝑔2
𝑖𝑗𝑘 + 35𝑎௚ଶ

௜௝௞
 (5.15b) 
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The average z component of the currents on the upper and lower surfaces can be written 

in terms of the expansion coefficients using the relation 𝐽 = −𝐷
ௗథ

ௗ௭
  from the flux expansion 

Eq. (5.6) as: 

𝐽௚௭ା
௜௝௞,௢௨௧

     =         −
𝐷௚

௜௝௞

Δ𝑧
൤𝑎௚ଵ

௜௝௞
+ 3𝑎௚ଶ

௜௝௞
+  

1

2
𝑎௚ଷ

௜௝௞
+

1

5
 𝑎௚ସ

௜௝௞
൨ + 𝐽௚௭ା

௜௝௞,௜௡ 

 
(5.16a) 

 

𝐽௚௭ି
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     =        +
𝐷௚

௜௝௞

Δ𝑧
൤𝑎௚ଵ
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𝑎௚ଷ

௜௝௞
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1
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 𝑎௚ସ

௜௝௞
൨ + 𝐽௚௭ି

௜௝௞,௜௡ 

 
(5.16b) 

Eliminating the expansion coefficients from Eq. (5.16) using Eqs. (5.10), (5.11) and (5.15) the 

following equation for the out-currents in terms of the in-currents, source and leakage moments 

are obtained 
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𝐴ଵଵ 𝐴ଵଶ

𝐴ଶଵ 𝐴ଶଶ
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௜௝௞

− 𝐿௚௭ଶ
௜௝௞

⎦
⎥
⎥
⎤

+ 

൤
𝑃ଵଵ 𝑃ଵଶ

𝑃ଶଵ 𝑃ଶଶ
൨ ൥

𝐽௚௭ା
௜௝௞,௜௡

𝐽௚௭ି
௜௝௞,௜௡

൩ − ൤
𝑅ଵଵ 𝑅ଵଶ

𝑅ଶଵ 𝑅ଶଶ
൨ ൥

𝐽௚௫ା
௜௝௞

− 𝐽௚௫ି
௜௝௞

𝐽௚௬ା
௜௝௞

− 𝐽௚௬ି
௜௝௞

൩ 
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𝐿௚௭
௜௝௞

=
ଵ

Δ𝑥
𝐿௚௫௭௡

௜௝௞
+

ଵ

Δ𝑦
𝐿௚௬௭௡

௜௝௞  are the transverse leakage moments. In traditional nodal methods 

they are approximated by a quadratic polynomial determined by fitting the average leakages in 

nodes 𝑖𝑗𝑘 − 1,  𝑖𝑗𝑘 and 𝑖𝑗𝑘 + 1.  In the proposed method, the leakage moments on the right side 

of Eq.  (5.12) and (5.13) as well as the transverse leakage on the right side of Eq. (5.8) can be 

written using Eq. (5.5). This has the net effect of adding  

1

Δ𝑥
൫𝑐௚

௜,௜ାଵ௝௞
+ 𝑐௚

௜,௜ିଵ௝௞
൯ +

1

Δ𝑦
൫𝑐௚

௜௝,௝ାଵ௞
+ 𝑐௚

௜௝,௝ିଵ௞
൯ 

 
(5.18a) 

to the removal cross section   Σ௚
௥,௜௝௞ and adding 

 
1

Δ𝑥
൫𝑐௚

௜,௜ାଵ௝௞
Φ௚௭௡

௜ାଵ௝௞
+ 𝑐௚

௜,௜ିଵ௝௞
Φ௚௭௡

௜ିଵ௝௞
൯ +

1

Δ𝑦
൫𝑐௚

௜௝,௝ାଵ௞
Φ௚௭௡

௜௝ାଵ௞
+ 𝑐௚

௜௝,௝ିଵ௞
Φ௚௭௡

௜௝ିଵ௞
൯ 

 
(5.18b) 
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to the nth order source moments. The nth order flux moments Φ௚௭௡
௜௝௞  involved in Eq. (5.18b) refer 

to neighboring cells and hence are deemed to be known. Due to the use of this prescription for 

the transverse leakage, all transverse leakage moments and transverse leakage currents may be 

set to zero in Eq. (5.17). 

Thus, there is no reason to separately write down and use expressions for the transverse 

leakage moments (including the zeroth order moment which is the average transverse leakage 

and appears in the neutron balance equation for the cells) based on the quadratic function 

obtained by fitting the average leakages of the current and two neighboring cells. 

A computer code ‘Finite Difference Polynomial Expansion Method’ (FDPEM) is 

developed based on the method described above. The usual inner-outer iteration procedure is 

adopted for solution of the equations. The inner iteration is for obtaining the leakage and flux 

corresponding to a fixed fission source, while the outer iteration is for fission source and 

eigenvalue convergence. The sequence of steps involved in the iteration process are as follows: 

Starting with guess values of z direction in-currents and average fluxes in each cell, first obtain 

out-currents using Eq. (5.17). Using these, the average flux and its first and second moments 

are obtained from Eqs. (5.8), (5.12) and (5.13). The source is then updated for the next group 

and the calculations are repeated till all cells are covered. Finally go to the next group and 

repeat the process till all groups are covered. The fission source is estimated along with the 

eigenvalue and then move to the next outer iteration.  

 

5.4  Verification Studies  

To verify the methodology and the code FDPEM, two problems were studied. The first 

problem involves a pressurised heavy water reactor (PHWR) [174, 175] and the results 

obtained using FDPEM are compared with those obtained using a standard finite difference 

(SFD) code. The second is the IAEA 3D PWR benchmark problem [176] and the results 
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obtained using FDPEM are compared with those described in [176], based on other codes. For 

the IAEA 3D PWR benchmark problem, comparison of FDPEM results with fine mesh finite 

difference (SFD) results are also made. Both these problems are solved using the traditional 

quadratic leakage approximation employed in the nodal method as well as the 4th order 

polynomial treatment of the transverse leakage moments described in section 5.3.  

5.4.1 PHWR Problem 
 

5.4.1.1 Description of the problem and the inputs 

The core has 392 fuel channels with each channel containing 12 fuel bundles made up of 

37 fuel elements. The lattice pitch and bundle length are 28.6 cm and 49.5 cm respectively. 

There is a radial heavy water reflector of about 70 cm thick, but axially the reactor is 5.94m 

long and is bare. No reactivity devices and no variation due to fuel burnup are considered in 

the simulation for simplicity. The lattice cell containing fuel bundle, D2O coolant, pressure 

tube, calandria tube and associated moderator is homogenised and the two energy group cell 

averaged cross sections used for the study are given in Table 5.1. Fig. 5.1 depicts a radial 

section (one quarter) of the core indicating the layout of the materials.  

 

Table 5.1: Two group cell averaged cross-section used for PHWR problem 
 
 Material group Σa 

(cm-1) 
Σf 

(cm-1) 
νΣf 

(cm-1) 
Dg 

(cm) 
Σs1-2 

(cm-1) 

1 
(Fuel) 

1 1.608E-03 3.144E-04 8.389E-04 1.3718 
8.641E-03 

2 3.532E-03 1.735E-03 4.229E-03 0.8947 

2 
(Reflector) 

1 4.965E-06 0.0 0.0 1.3288 
1.140E-02 

2 4.232E-05 0.0 0.0 0.8419 
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Figure 5.1: Core (1/4th) map of PHWR (1: fuel cell, 2: reflector) 

 
The study is carried out with FDPEM employing a combination of the FD method in the 

X-Y directions with a cell size of 28.6 cm (one pitch) and the fourth order polynomial 

expansion method in the Z direction. The fourth order polynomial treatment of transverse 

leakage moments discussed in section 5.3 is used and compared with the quadratic 

approximation used in nodal methods. The effectiveness of the fourth order polynomial 

treatment of the transverse leakage moments is studied by varying the cell size along axial 

direction. The reference results were obtained by the SFD code using a fairly standard mesh 

employed in PHWR calculations viz., 28.6 cm (one lattice pitch) in the X and Y directions and 

half a bundle length (24.75 cm) in the Z direction. The K-effective, axial flux distribution and 

channel powers obtained by the FDPEM code are compared with the reference results obtained 

using the SFD (24 axial meshes) code. At the outer boundary, a zero incoming current boundary 

condition is applied. The convergence criteria used for both eigenvalue and flux is 10-6. 

5.4.1.2 Results of PHWR Problem Simulation 

The relative deviation of the K-effective obtained using the FDPEM code from the reference 

SFD value is shown in Table 5.2. While both quadratic and fourth order leakage 

approximations show good agreement with the reference SFD result, the quadratic leakage 

 1 1 1 1 1 1 1 1 1 1 1 2 2 2 

1 1 1 1 1 1 1 1 1 1 1 2 2 2 

1 1 1 1 1 1 1 1 1 1 1 2 2  

1 1 1 1 1 1 1 1 1 1 1 2 2  

1 1 1 1 1 1 1 1 1 1 2 2 2  

1 1 1 1 1 1 1 1 1 1 2 2   

1 1 1 1 1 1 1 1 1 2 2 2   

1 1 1 1 1 1 1 1 2 2 2    

1 1 1 1 1 1 1 2 2 2 2    

1 1 1 1 1 1 2 2 2 2     

1 1 1 1 2 2 2 2 2      

2 2 2 2 2 2 2        

2 2 2 2 2          

2 2             
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approximation gives significant error for long cells (2 or 4 for the entire core length). The 

reference radial (channel) power distribution (normalised w.r.to the maximum channel power) 

of a quarter of the core obtained by SFD is shown in Table 5.3. 

Table 5.2: Comparison of K-effective by FDPEM and SFD for PHWR 

No. of axial cells  

(KSFD – KFDPEM) / KSFD  
(pcm) 

FDPEM-2nd order leakage FDPEM-4th order leakage 

24 1.5 1.5 
12 1.4 1.5 
6 3.8 1.5 
4 19 1.5 
2 179 1.4 

 
 

Table 5.3: Radial (channel) power distribution of PHWR using SFD with 24 axial meshes 

1.000 0.984 0.953 0.907 0.848 0.776 0.694 0.603 0.506 0.406 0.310 
0.984 0.969 0.938 0.892 0.833 0.762 0.681 0.591 0.494 0.394 0.298 
0.953 0.938 0.907 0.863 0.805 0.735 0.654 0.566 0.471 0.372 0.276 
0.907 0.892 0.863 0.819 0.762 0.694 0.616 0.529 0.437 0.341 0.251 
0.848 0.833 0.805 0.762 0.707 0.641 0.566 0.482 0.393 0.305  

0.776 0.762 0.735 0.694 0.641 0.578 0.506 0.426 0.342 0.261  

0.694 0.681 0.654 0.616 0.566 0.506 0.438 0.364 0.293   

0.603 0.591 0.566 0.529 0.482 0.426 0.364 0.304    

0.506 0.494 0.471 0.437 0.393 0.342 0.293     

0.406 0.394 0.372 0.341 0.305 0.261      

0.310 0.298 0.276 0.251        

 
 

The radial (channel) powers (of quarter core) obtained by FDPEM employing 24 and 2 

axial cells are compared with reference channel powers and the % deviations (% deviation =

஼௛௔௡௡  ௣௢௪௘௥ ௕௬ ௌி஽ି஼௛௔௡௡௘  ௣௢௪௘௥ ௕௬ ி஽௉ாெ

஼௛௔௡௡௘௟ ௉௢௪௘௥ ௕௬ ௌி஽
∗ 100 ) are given in Tables 5.4 and 5.5 

respectively. Even with two axial cells the % deviation in channel powers, with fourth order 

representation of the leakage, is less than 0.5%. As can be seen from Fig.5.2, the axial neutron 

flux distribution obtained by FDPEM employing 2 axial cells is in good agreement with that 

obtained by SFD code. 
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Table 5.4:  % deviation in channel (radial) power obtained by FDPEM (fourth order leakage 

and 24 axial cells) from reference results (SFD-24 axial meshes) for PHWR 

 

 0.005 0.005 0.004 0.003 0.003 0.002 -0.002 -0.002 -0.003 -0.007 -0.013 
0.005 0.004 0.004 0.004 0.002 0.000 0.000 0.000 -0.003 -0.007 -0.009 
0.004 0.004 0.003 0.002 0.002 0.002 0.000 0.000 -0.003 -0.004 -0.010 
0.003 0.004 0.002 0.002 0.000 0.000 -0.002 -0.003 -0.003 -0.004 -0.005 
0.003 0.002 0.002 0.000 0.000 0.000 0.000 -0.003 -0.003 -0.004  
0.002 0.000 0.002 0.000 0.000 0.000 -0.003 -0.003 -0.004 0.000  

-0.002 0.000 0.000 -0.002 0.000 -0.003 -0.003 0.000 -0.005   
-0.002 0.000 0.000 -0.003 -0.003 -0.003 0.000 0.000    
-0.003 -0.003 -0.003 -0.003 -0.003 -0.004 -0.005     
-0.007 -0.007 -0.004 -0.004 -0.004 0.000      
-0.013 -0.009 -0.010 -0.005        

 
 
 
 

Table 5.5: % deviation in channel (radial) power obtained by FDPEM (fourth order leakage 

and 2 axial cells) from reference results (SFD-24 axial meshes) for PHWR 

 

0.004 0.004 0.008 0.013 0.016 0.017 0.011 -0.009 -0.055 -0.147 -0.308 
0.004 0.007 0.010 0.013 0.018 0.019 0.014 -0.002 -0.043 -0.124 -0.262 
0.008 0.010 0.013 0.018 0.021 0.023 0.020 0.007 -0.023 -0.086 -0.187 
0.013 0.013 0.018 0.021 0.028 0.029 0.030 0.020 0.000 -0.039 -0.111 
0.016 0.018 0.021 0.028 0.032 0.035 0.035 0.033 0.020 -0.004  
0.017 0.019 0.023 0.029 0.035 0.041 0.045 0.040 0.039 0.020  
0.011 0.014 0.020 0.030 0.035 0.045 0.048 0.047 0.045   

-0.009 -0.002 0.007 0.023 0.033 0.040 0.047 0.052    
-0.055 -0.043 -0.023 0.000 0.020 0.039 0.045     
-0.147 -0.121 -0.082 -0.039 -0.004 0.020      
-0.308 -0.262 -0.187 -0.111        
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Figure 5.2: Comparison of axial neutron flux distribution at the radial center for PHWR core 

by FDPEM (2 axial cells) and SFD (24 axial meshes) 

 

5.4.2  IAEA PWR Benchmark Problem 

5.4.2.1 Description of the Problem and the Inputs 

The core contains 177 fuel assemblies (FAs) and 64 reflector assemblies (RAs) as shown 

in Fig. 5.3. The FAs and RAs have the same pitch viz., 20 cm. There are 9 fully rodded FAs 

and 4 partially rodded FAs. The rods are inserted in the upper 80 cm of the active core height 

in the partially rodded FAs. The active height of the fuel assemblies is 340 cm and there is a 

20 cm axial reflector region at the bottom and top of the core as shown in Fig. 5.3. Thus, there 

is some variation in the material properties along the direction of the Z axis, and the effect of 

varying the cell size along the Z direction on the eigenvalue and the power distribution is 

studied. 
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Figure 5.3: Core Map of IAEA PWR Benchmark 

 
In order to have fine cell F-D method along X and Y directions, each fuel assembly is divided 

into 12x12. The material cross sections used in the study are given in Table 5.6. At the outer 

boundary, a zero incoming current boundary condition is applied. The convergence criteria 

used for both eigenvalue and flux is 10-6. 

Table 5.6: Cross sections used in the IAEA PWR benchmark  
 

Material Group 
G 

Σag 
(cm-1) 

νΣfg 
(cm-1) 

Σs1-G 
(cm-1) 

Dg 
(cm) 

1 Reflector 
1 0.0 0.0 0.0 2.0 
2 0.01 0.0 0.04 0.3 

2 Fuel 1 
1 0.01 0.0 0.0 1.5 
2 0.085 0.135 0.02 0.4 

3 Fuel1 + CR 
1 0.01 0.0 0.0 1.5 
2 0.13 0.135 0.02 0.4 

4 Fuel 2 
1 0.01 0.0 0.0 1.5 
2 0.08 0.135 0.02 0.4 

5 Reflector + CR 
1 0.0 0.0 0.0 2.0 
2 0.055 0.0 0.04 0.3 

 
The IAEA 3D benchmark problem is solved using both quadratic and 4th order 

polynomial approximation of the transverse leakage moments. To check the effectiveness of 

the new method, the benchmark is analysed with various cell sizes along the Z-axis.  
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The reference solution [176] is the one obtained using the PARCS code that solves the 2-

group neutron diffusion equation by ANM. In the PARCS code, the core is divided radially 

into 2x2 nodes per assembly, with the size of each node being 10 cm.  Axially, the active core 

height (340 cm) is divided into 17 uniform axial nodes and one axial node each for the bottom 

and top reflector regions. Thus, each of the nodes is 20 cm long. 

5.4.2.2 Results of IAEA PWR Benchmark Simulation  

The K-effective obtained by the two methods for treating the transverse leakage moments 

are compared with the PARCS reference results in Table 5.7. The benchmark is analysed by 

full FD using SFD with 190 axial meshes, each axial mesh size is 2 cm. All the results agree 

within 10-20 pcm. The fourth order treatment of leakage moments gives good results even with 

6 cells whereas the quadratic leakage model fails to give any meaningful result for this case.  

 
Table 5.7: K-effective by FDPEM, SFD and PARCS codes for the IAEA PWR benchmark 

No. of 
cells 

along Z 
Cell size (cm) 

(KPARCS – Keff) / KPARCS 
(pcm) 

Keff by FDPEM 
(quadratic leakage) 

Keff by FDPEM 
(4th order leakage) 

Keff by 
SFD 

19 20 (uniform) 14 14 

 8 20, 4*65, 2*40, 20 30 20 

6 20, 20,110,130, 80, 20 - 21 

190 2 (uniform)   11 

 
Table 5.8 gives a comparison of the FA powers obtained by FDPEM, using second order 

transverse leakage moments and 19 axial cells each of 20 cm length, with the reference FA 

power obtained by the PARCS. The maximum deviation in FA power is 2.76% and RMS is 

1.212. The same comparison is shown in Table 5.9 but with fourth order representation for 

transverse leakage moments. In this case, the maximum deviation is 2.76% and RMS is 1.214. 

The FA powers are in good agreement with both the leakage approximations as the number of 

axial cells employed is adequate for both cases. 
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Table 5.8: Comparison of FA powers by PARCS and FDPEM-with quadratic leakage 

 
0.7264 
0.7305 

-0.57 

1.2742 
1.2923 

-1.42 

1.4156 
1.4314 

-1.11 

1.1884 
1.2024 

-1.17 

0.6097 
0.6096 

0.02 

0.9524 
0.9557 

-0.35 

0.9607 
0.9567 

0.41 

0.7798 
0.7672 

1.61 

PARCS 
FDPEM 
(PARCS-FDPEM)*100/PARCS 

1.2742 
1.2923 

-1.42 

1.3899 
1.4066 

-1.20 

1.4248 
1.4399 

-1.06 

1.2856 
1.2976 

-0.93 

1.0685 
1.0771 

-0.80 

1.0543 
1.0558 

-0.14 

0.9768 
0.9719 

0.50 

0.7600 
0.7470 

1.71 
1.4156 
1.4314 

-1.11 

1.4248 
1.4399 

-1.06 

1.3627 
1.3737 

-0.81 

1.3065 
1.3166 

-0.77 

1.1785 
1.1841 

-0.47 

1.0888 
1.0883 

0.05 

1.0016 
0.9948 

0.68 

0.7152 
0.6961 

2.67 
1.1884 
1.2024 

-1.17 

1.2856 
1.2976 

-0.93 

1.3065 
1.3166 

-0.77 

1.1751 
1.1826 

-0.64 

0.9702 
0.9750 

-0.49 

0.9238 
0.9209 

0.31 

0.8698 
0.8551 

1.70 

 
 
 

0.6097 
0.6096 

0.02 

1.0685 
1.0771 

-0.80 

1.1785 
1.1841 

-0.47 

0.9702 
0.9750 

-0.49 

0.4766 
0.4727 

0.81 

0.7015 
0.6974 

0.58 

0.6150 
0.5980 

2.76 

 
 
 

0.9524 
0.9557 

-0.35 

1.0543 
1.0558 

-0.14 

1.0888 
1.0883 

0.05 

0.9238 
0.9209 

0.31 

0.7015 
0.6974 

0.58 

0.6017 
0.5857 

2.67 

  
  
  

0.9607 
0.9567 

0.41 

0.9768 
0.9719 

0.50 

1.0016 
0.9948 

0.68 

0.8698 
0.8551 

1.70 

0.6150 
0.5980 

2.76 

   
   
   

0.7798 
0.7672 

1.61 

0.7600 
0.7470 

1.71 

0.7152 
0.6961 

2.67      
 
 

Table 5.9: Comparison of FA powers by PARCS and FDPEM-with fourth order leakage 

0.7264 
0.7306 

-0.57 

1.2742 
1.2923 

-1.42 

1.4156 
1.4314 

-1.12 

1.1884 
1.2024 

-1.18 

0.6097 
0.6096 

0.02 

0.9524 
0.9557 

-0.35 

0.9607 
0.9567 

0.41 

0.7798 
0.7672 

1.61 

PARCS 
FDPEM 
(PARCS- FDPEM)*100/PARCS 

1.2742 
1.2923 

-1.42 

1.3899 
1.4067 

-1.21 

1.4248 
1.4399 

-1.06 

1.2856 
1.2976 

-0.94 

1.0685 
1.0771 

-0.80 

1.0543 
1.0558 

-0.14 

0.9768 
0.9719 

0.51 

0.7600 
0.7470 

1.71 
1.4156 
1.4314 

-1.12 

1.4248 
1.4399 

-1.06 

1.3627 
1.3737 

-0.81 

1.3065 
1.3166 

-0.77 

1.1785 
1.1841 

-0.47 

1.0888 
1.0883 

1.0016 
0.9947 

0.68 

0.7152 
0.6961 

2.68 0.05 
1.1884 
1.2024 

-1.18 

1.2856 
1.2976 

-0.94 

1.3065 
1.3166 

-0.77 

1.1751 
1.1826 

-0.64 

0.9702 
0.9750 

0.9238 
0.9209 

0.31 

0.8698 
0.8550 

1.70 -0.49 
0.6097 
0.6096 

0.02 

1.0685 
1.0771 

-0.80 

1.1785 
1.1841 

-0.47 

0.9702 
0.9750 

-0.49 

0.4766 
0.4728 

0.80 

0.7015 
0.6974 

0.6150 
0.5980 

2.76 0.58 
0.9524 
0.9557 

-0.35 

1.0543 
1.0558 

-0.14 

1.0888 
1.0883 

0.05 

0.9238 
0.9209 

0.31 

0.7015 
0.6974 

0.58 

0.6017 
0.5857 

2.67 

 
 

 
0.9607 
0.9567 

0.41 

0.9768 
0.9719 

0.51 

1.0016 
0.9947 

0.68 

0.8698 
0.8550 

1.70 

0.6150 
0.5980 

2.76 

    

  
0.7798 
0.7672 

1.61 

0.7600 
0.7470 

1.71 

0.7152 
0.6961 

2.68 
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Table 5.10 shows comparison of FA powers obtained by FDPEM using fourth order 

representation of the transverse leakage and 19 cells along the Z-axis, with the same code and 

leakage representation but only 6 cells along the Z axis.  The table also shows comparison of 

the FA powers obtained by FDPEM (4th order leakage and 6 axial cells) and SFD (190 axial 

meshes). The maximum difference in FA power is 0.06%. This is an interesting result as it 

shows that for the relatively more complex problem of the PWR, even with a very coarse 

division into cells along Z-axis, the 4th order transverse leakage moments give accurate 

estimates of the K-effective and the assembly power distribution.  

 
Table 5.10: % Deviation of FA powers obtained by FDPEM with fourth order leakage (Case 

a: 19 axial cells, Case b: 6 axial cells) and SFD (Case c: 190 axial meshes) for IAEA PWR 

benchmark 

-0.056 
-0.058 

-0.050 
-0.051 

-0.046 
-0.048 

-0.032 
-0.033 

-0.012 
-0.012 

0.038 
0.035 

0.057 
0.055 

0.060 
0.059 

(Case a-Case b)*100/Case a  

(Case c-Case b)*100/Case c  

-0.050 
-0.051 

-0.057 
-0.058 

-0.068 
-0.068 

-0.039 
-0.040 

0.002 
0.000 

0.037 
0.034 

0.056 
0.053 

0.060 
0.058 

 
 

-0.046 
-0.048 

-0.068 
-0.068 

-0.139 
-0.138 

-0.050 
-0.052 

0.004 
0.001 

0.036 
0.033 

0.052 
0.050 

0.054 
0.053 

 
 

-0.032 
-0.033 

-0.039 
-0.040 

-0.050 
-0.052 

-0.024 
-0.026 

0.009 
0.007 

0.038 
0.036 

0.047 
0.046 

  
  

-0.012 
-0.012 

0.002 
0.000 

0.004 
0.001 

0.009 
0.007 

0.009 
0.010 

0.040 
0.038 

0.044 
0.044 

  
  

0.038 
0.035 

0.037 
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0.058 
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The axial neutron flux distributions in three selected FAs obtained by FDPEM (using 

fourth order treatment of the transverse leakage) and SFD are shown in Figures 5.4, 5.5 and 

5.6. The figures show that even with very few axial cells, the method correctly reproduces the 

details of the axial flux distortions due to the reflector and control rods. 
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Figure 5.4: Axial flux distribution at the center of a no-rod FA of IAEA PWR benchmark by 
FDPEM (6 and 19 axial cells) and SFD (190 axial meshes) 

 
 

 
 

Figure 5.5: Axial flux distribution at center of a partially rodded FA of IAEA PWR 
benchmark by FDPEM (6 and 19 axial cells) and SFD (190 axial meshes) 
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Figure 5.6: Axial flux distribution at the center of a fully rodded FA of IAEA PWR 
benchmark by FDPEM (6 and 19 axial cells) and SFD (190 axial meshes) 

 
 

Comparison of the time taken for the solution by full FD (SFD) and FDPEM codes was 

made. In the case of full FD, 190 axial meshes (of size 2 cm) is required to obtain the correct 

result. For the convergence criteria of 10-6 for both flux and K-effective, the time taken by 

FDPEM employing 6 axial cells is ¼th of that by SFD with 190 meshes. With increasing 

number of axial cells, the time taken by FDPEM increases and with 19 axial cells it is about 

same as that by SFD code (with 190 meshes). As seen above, 6 axial divisions are adequate to 

represent the problem and hence there is substantial savings in computing time. 

5.5  Summary 
 

A method for performing pin by pin few group diffusion theory calculations at the core 

level for light water reactors is developed. It is a hybrid of the finite difference method (in 

radial i.e. x-y directions) and a fourth order polynomial expansion method (in the axial i.e. z 

direction along the fuel length) with a more accurate (fourth order) treatment of the transverse 

leakage. This treatment permits the use of long cells in the z direction, and thereby mitigates 

the extra computational burden associated with the small sized transverse meshes used in pin 
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by pin level core calculations. For very long cells, it may not be possible to assume constancy 

of cross sections within a cell. The theoretical treatment is therefore generalised to permit a 

linear (axial) variation of cross sections and diffusion coefficients within a cell. With this 

additional feature, the method permits the use of very few axial divisions and is expected to be 

useful in pin by pin core calculations. The computer code FDPEM developed based on the 

method is verified using two benchmark problems. The principal quantities of interest, like K-

effective, axial and radial power distributions, obtained by FDPEM even with very few axial 

cells show good agreement with the reference results. The code FDPEM can be used to obtain 

the pin power distribution of advanced LWRs like EPR. The method can be extended to treat 

the hexagonal meshes as in VVER type reactors. 

  



140 
 

CHAPTER  6 

CONCLUSION AND SCOPE OF FUTURE WORK 

In the research work presented in the thesis, the development of new methods for the 

reactor physics analysis of LWRs is described. To obtain the detailed flux distribution and K-

effective of the reactor, the best way is by performing full core calculations in fine energy 

groups using transport theory or by continuous energy Monte Carlo method. These methods 

are already being attempted and successfully implemented. However, even with the present 

computational capability, considering the complexity and heterogeneity of advanced reactor 

systems, these methods appear to be impractical for routine reactor analysis. This necessitates 

applying some approximations and simplifying assumptions for obtaining the required 

solution.  

In the traditional approach, the reactor physics analysis is normally carried out in a two-

step process. The first step is the lattice calculations wherein the two-dimensional neutron 

transport equation is solved for obtaining the detailed spectrum and spatial flux distribution 

within a representative region called the lattice cell. This is followed by lattice homogenization 

that provides the few group homogenized cross sections and diffusion coefficients which forms 

the input for the second step of the calculation. It is important that the few group diffusion 

theory parameters are carefully generated so that reaction rates and leakage rates in the lattice 

cell volume are preserved. While the homogenized cross sections may be generated by flux-

volume weighted homogenization of the individual material cross sections, a special treatment 

is required for the generation of the diffusion coefficient.  In the second step, the few group 

neutron diffusion equation is solved to obtain the three-dimensional flux/power distribution for 

the reactor core. For the reason mentioned in the first paragraph, it is worth examining the 

possibilities of developing improved computational methods for both these steps. The aim of 

the work described in this thesis has been to develop methods / codes for each of the steps of 
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the computation, so that detailed pin wise power distribution and the status of the reactor core 

can be estimated accurately.    

Towards this aim (as regards the first step in the two-step process), the BOXER3 code 

was developed as a multi-group transport theory based lattice and burnup code for simulating 

the fuel assemblies of LWRs. The code has the capability to solve the neutron transport 

equation with three methods viz: Collision Probability (CP) method, combination of CP and 

interface current method and the MOC. The solution by MOC enables the treatment of 

anisotropic scattering. The availability of three options for obtaining the transport solution 

combined with other features like a new method for normalizing the collision probabilities, 

solution of burnup equations with the predictor- corrector method, calculation of pin-dependent 

Dancoff factors, inclusion of leakage corrected collision probabilities to obtain the leakage 

corrected fine-group flux distribution and a new formula for obtaining the axial diffusion 

coefficient, makes the code an advanced tool for lattice calculations of LWRs.  

The code and the method have been verified extensively. Verification of the code through 

analyses of benchmarks is also discussed in the thesis. The agreement of the results with that 

of other codes are fairly good for the lattice without any Gd pins.  It is observed that burnup 

simulation with pins containing Gd burnable absorber poses special difficulties. Even with the 

predictor-corrector method employing fairly short burnup steps of 1.0 GWd/Te and using 

different burnup zones to represent each of the annular divisions of a Gd-containing fuel pin, 

the K- infinity showed deviations of about 700 to 800 pcm for the FA lattice with Gd bearing 

pins. To overcome this problem, an improved method for burnup solutions such as the 

projected predictor-corrector method is proposed to be implemented in the code in future.  

 A new method for obtaining the leakage corrected flux distribution in the lattice 

calculations that may be used in the homogenization procedure, has been developed and is 

described in the thesis. The homogenized cross sections are traditionally obtained by a flux 
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volume weighting procedure. This is followed by a P1 / B1 calculation for obtaining the leakage 

corrected spectrum and the few group reaction cross sections and diffusion coefficients. The 

procedure accounts (at least approximately) for the change in cell spectrum, but not for the 

altered spatial distribution of the flux. To account for both these effects, the leakage correction 

is carried out, with the help of the leakage corrected collision probabilities, during the lattice 

calculation of the heterogeneous medium. The flux distribution thus obtained is then used to 

generate the few group cross sections and the homogenised diffusion coefficients.  

The development of a method for obtaining the axial diffusion coefficient also forms a 

part of the thesis. As stated above, the traditional method involves flux volume weighted 

homogenization of the cross sections followed by solution of the P1 or B1 equations which 

yields the diffusion coefficient. The method described in the thesis on the other hand prescribes 

a new method for obtaining the homogenized diffusion coefficient that is theoretically more 

satisfactory and also gives improved numerical results. It is based on a derivation of Fick’s law 

(that is the net current is proportional to the flux gradient in the axial direction with diffusion 

coefficient being the proportionality constant) in the heterogeneous medium of the lattice. The 

formalism developed in the present work is particularly suitable for implementation in lattice 

codes employing CP method for its solution. The method is incorporated in the lattice code 

BOXER3. Comparisons of core calculations using the homogenised diffusion coefficients 

obtained by the method proposed in the thesis, with Monte Carlo calculations show that they 

perform better than the standard methods used for this purpose.  

 The research has also focused on new approaches for core simulations. In the second 

step (3-D core calculations for the solution of diffusion equation in few energy groups), a new 

method that uses a combination of the finite difference (FD) along the X and Y directions and 

the polynomial expansion method along Z-direction is developed. Though there have been a 

few studies on the use of combined FD and polynomial expansion method for core calculations, 
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the treatment of transverse leakage by a fourth order polynomial instead of the usual quadratic 

expansion represents an improvement. Another new feature is the relaxation of the assumption 

of uniform material properties in a mesh. As the irradiation proceeds, the cross sections and 

diffusion coefficient varies along the length of the fuel because of the axial flux shape. Other 

factors that cause the non-uniformity along the axial direction are the temperature and density 

variations of the coolant.  The treatment of the effect of this non-uniformity on cross sections 

and diffusion coefficient within a mesh, together with the use of a fourth order polynomial 

expansion for flux (in the axial i.e. z direction along the fuel length) and the transverse leakage 

in the diffusion theory code, permits the use of very few axial divisions and is therefore 

economical in detailed pin by pin core calculations. A code called FDPEM based on the new 

method has been developed. The benchmark studies on LWR core calculations carried out 

using the code FDPEM show good agreement in the principal quantities of interest, (viz., the 

K- effective and the axial and radial power distributions) between results obtained by FDPEM 

and reference results and substantial savings in computer time over the more elaborate finite 

difference method. The code can therefore be used to obtain the detailed (pin wise) flux/power 

distribution of the LWR core efficiently without compromising on the accuracy.  

The developments discussed in the thesis have been directly applied to square pitch 

heterogeneous LWR lattices and cores. They represent an important advancement in the 

methods for lattice and core calculations of such reactors. A similar development is proposed 

to be carried out for the case of hexagonal geometry that appears in VVER type of reactors in 

future. Other developments proposed to be carried out in future are as follows: 

It is proposed to implement the improvement in the treatment of burnup involving Gd 

bearing pins mentioned above. Another proposed development is to obtain a B1 corrected 

diffusion coefficient of heterogeneous lattices. It is also proposed to extend the numerical 

studies on obtaining homogenized diffusion coefficient by the proposed method to the more 
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complex lattice calculations of LWRs as the studies described in the thesis were limited to 

simple pin cells in two groups. Finally, it is proposed to study the application of acceleration 

techniques for speeding up the convergence of the iteration process in the solution of the 

transport / diffusion equation.  
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APPENDIX – A  

Analytical solution of the two-group diffusion theory equations with 

zero incoming current boundary conditions 

 

Two group equations for a bare slab reactor 

Consider a bare homogeneous slab reactor between 𝑧 = −𝐻/2 and 𝑧 = +𝐻/2. The 

two group equations for a slab that is finite in the z direction may be written in standard notation 

(with 𝑘 written for the 𝑘௘௙௙) in the form 

𝐷ଵ

𝑑ଶ𝜙ଵ

𝑑𝑧ଶ
− Σ௥ଵ𝜙ଵ + Σଶଵ𝜙ଶ +

𝜈Σ௙ଵ𝜙ଵ

𝑘
+

𝜈Σ௙ଶ𝜙ଶ

𝑘
= 0 

 

(A1) 

 

𝐷ଶ

𝑑ଶ𝜙ଶ

𝑑𝑧ଶ
− Σ௥ଶ𝜙ଶ + Σଵଶ𝜙ଵ = 0 

 

(A2) 

 
where, 
 

Σ௥ଵ = Σ௔ଵ + Σଵଶ 
 

(A1a) 

 
Σ௥ଶ = Σ௔ଶ + Σଶଵ 

 
(A2a) 

Solution of the equations  
 

Let us write the solution in the form 
 

𝜙 = cos 𝐵𝑧 (A3) 

so that  
𝑑ଶ𝜙

𝑑𝑧ଶ
= −𝐵ଶ𝜙 

(A4) 

 
With this substitution, Eqs. (A1) and (A2) above can be re-written in the form 
 

−𝐷ଵ𝐵ଶ𝜙ଵ − Σ௥ଵ𝜙ଵ + Σଶଵ𝜙ଶ +
𝜈Σ௙ଵ𝜙ଵ

𝑘
+

𝜈Σ௙ଶ𝜙ଶ

𝑘
= 0 

(A5) 

 
−𝐷ଶ𝐵ଶ𝜙ଶ − Σ௥ଶ𝜙ଶ + Σଵଶ𝜙ଵ = 0 

 
(A6) 

The second of the above equations yields, 
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𝜙ଶ =
Σଵଶ𝜙ଵ

𝐷ଶ𝐵ଶ + Σ௥ଶ
 

(A7) 

 
On substituting Eq. (A7) in Eq. (A5) the result is 
 

 

𝐷ଵ𝐷ଶ𝐵ସ + ൬𝐷ଵΣ௥ଶ + 𝐷ଶΣ௥ଵ −
𝐷ଶ𝜈Σ௙ଵ

𝑘
൰ 𝐵ଶ + ൤Σ௥ଵΣ௥ଶ −

Σ௥ଶ𝜈Σ௙ଵ

𝑘
− Σଵଶ ൬Σଶଵ +

𝜈Σ௙ଶ

𝑘
൰൨ 

(A8) 

  

Eq. (A8) is a quadratic in 𝐵ଶ and has one positive root, which is refer to as 𝐵ଵ
ଶ, and 

corresponds to the material buckling, while the other root, −𝐵ଶ
ଶ, (where 𝐵ଶ

ଶ is positive) is negative. 

Due to symmetry of the flux about the origin, it is clear that the flux would involve only the 

symmetric functions (viz. cosine and hyperbolic cosine) and hence the general solution for the first 

group may be written as follows 

𝜙ଵ = 𝐴cos 𝐵ଵ𝑧 + 𝐶 cosh 𝐵ଶ𝑧 
 

(A9) 

Due to the relation (A7) between the fast and thermal solutions, the general solution for the 

second group flux is easily seen to be 

𝜙ଶ = Σଵଶ ቆ
𝐴

𝐷ଶ𝐵1
2 + Σ௥ଶ

cos 𝐵ଵ𝑧 +
𝐶

−𝐷ଶ𝐵2
2 + Σ௥ଶ

cosh 𝐵ଶ𝑧ቇ 

 

(A10) 

 
Boundary conditions 

It is possible to write down the following relation starting from the zero incoming 

current boundary condition 

𝜙 + 𝛿
𝑑𝜙

𝑑𝑧
= 0 

(A11) 

 
where 𝛿 = 2𝐷. Based on the asymptotic solution of the Milne problem in transport theory [4], 

the above expression for 𝛿 can be corrected to  𝛿 = 2.131𝐷. This boundary condition is 

employed. Due to the symmetry of the problem, it is enough to apply the boundary condition 

at the right boundary. Applying this boundary condition, to the solutions given by Eqs. (A9) 

and (A10), obtain 
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൬cos
𝐵ଵ𝐻

2
− 𝐵ଵ𝛿ଵsin

𝐵ଵ𝐻

2
൰ 𝐴 + ൬cosh

𝐵ଶ𝐻

2
+ 𝐵ଶ𝛿ଵsinh

𝐵ଶ𝐻

2
൰ 𝐶 = 0 

 

(A12) 

 

cos
஻భு

ଶ
− 𝐵ଵ𝛿ଶsin

஻భு

ଶ

𝐷ଶ𝐵1
2 + Σ௥ଶ

𝐴 +
cosh

஻మு

ଶ
+ 𝐵ଶ𝛿ଶsinh

஻మு

ଶ

−𝐷ଶ𝐵2
2 + Σ௥ଶ

𝐶 = 0 

 

(A13) 

The system of equations (A12) and (A13) has a non-trivial solution if the determinant of the 

coefficient matrix is zero. This is the criticality condition. In all practical situations the 

argument (𝐵ଶ𝐻) of the hyperbolic function is so large that we may replace, without any 

perceptible error, both the hyperbolic sine and cosine functions by the exponential function. 

This enables us to write down a simple formula for the critical height.  

cos
஻భு

ଶ
− 𝐵ଵ𝛿ଵsin

஻భு

ଶ

cos
஻భு

ଶ
− 𝐵ଵ𝛿ଶsin

஻భு

ଶ

= 𝛽 
(A14) 

 
where,  

𝛽 = ቆ
−𝐷ଶ𝐵2

2 + Σ௥ଶ

𝐷ଶ𝐵1
2 + Σ௥ଶ

ቇ ൬
1 + 𝐵ଶ𝛿ଵ

1 + 𝐵ଶ𝛿ଶ
൰ 

 

(A14a) 

Eq. (A14) is easily solved for 𝐻 and get 

 

𝐻 =
𝜋

𝐵ଵ
+ 2𝜑ଶ 

 

(A15) 

where, 

𝜑ଶ = tanିଵ
𝐵ଵ(𝛿ଵ − 𝛿ଶ𝛽)

(1 − 𝛽)
 

 

(A15a) 

Eq. (A15) allows us to obtain the height for a given K-eff. Often one is interested in the 

𝑘௘௙௙ as a function of height. For this, one assumes a guess value of the 𝑘௘௙௙, and uses it to 

obtain  𝐵ଵ and 𝐵ଶ by solving Eq. (A8).  These are used to obtain the critical height using Eq. 

(A15). If the height is different from the height of the slab, one has to adjust 𝑘௘௙௙ and obtain 

the critical height again. 
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APPENDIX – B 

Combined polynomial expansion and finite difference method with linearly 
varying cross sections within a cell 

 
Since the proposed method permits the use of very long meshes, the assumption that 

cross sections and diffusion coefficients are constant within a cell may not be correct owing to 

burnup, temperature and moderator density variation along the z direction within a cell. A 

linear representation of the cross sections and diffusion coefficients might be adequate as these 

variations are slow. In this appendix, the modification required in the formulation for linear 

variation is given. Extension to a quadratic variation is also fairly straightforward. 

The main difference from the case of constant cross sections is that the equations for the 

average flux and first moment involve higher moments and the equation for the second moment 

involves the third moment which is not calculated. Hence instead of using the average flux and 

its moments as unknowns, the average flux and expansion coefficients are unknowns and write 

the conservation equation and the two weighted residuals equations in terms of the expansion 

coefficients and the average flux. The remaining two equations are written down for the 

incoming currents that are assumed to be known quantities (from boundary conditions or 

previous iterations). Assume the following linear variation of removal and other cross sections, 

and the diffusion coefficient, 

Σ௚
௥(𝑧) = Σ௚

௥଴ + Σ௚
௥ଵ. 𝑧,   

 
Σ௚

௫(𝑧) = Σ௚
௫଴ + Σ௚

௫ଵ. 𝑧 
 
𝐷௚(𝑧) = D௚

଴ + D௚
ଵ . 𝑧 

 
And the one-dimensional transverse integrated equation becomes 
 

−൫𝐷௚
଴ + D𝑔

1𝑧൯
𝑑ଶ𝜙ത௭௚

௜௝௞

𝑑𝑧ଶ
+ ൫Σ௚

௥଴ + Σ௚
௥ଵ. 𝑧൯𝜙ത௭௚

௜௝௞
= 𝑄ത௚௭

௜௝௞
−

1

Δ𝑥
𝐿௚௫

௜௝௞
−

1

Δ𝑦
𝐿௚௬

௜௝௞ 
 

(B1) 

 
or,  
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−൫𝐷௚
଴ + D𝑔

1𝑧൯
𝑑ଶ𝜙ത௭௚

௜௝௞

𝑑𝑧ଶ
+ ൫Σ′௚

௥଴ + Σ௚
ᇱ௥ଵ. 𝑧൯𝜙ത௭௚

௜௝௞
= 𝑄ത௚௭

ᇱ௜௝௞ 
 

(B2) 

 
 
where transverse leakage terms are clubbed the with the removal and source terms as 

discussed in chapter5 of the thesis. 

Σ௚
ᇱ௥ =  Σ௚

௥ + ൫𝑐௚
௜,௜ାଵ௝௞

+ 𝑐௚
௜,௜ିଵ௝௞

+ 𝑐௚
௜௝,௝ାଵ௞

+ 𝑐௚
௜௝,௝ିଵ௞

൯ (B3) 

 
 

𝑄ത௚
ᇱ௜௝௞

= 𝑄ത௚
௜௝௞

+ ൫𝑐௚
௜,௜ାଵ௝௞

𝛷ഥ௚
௜ାଵ௝௞

+ 𝑐௚
௜,௜ିଵ௝௞

𝛷ഥ௚
௜ିଵ௝௞

+ 𝑐௚
௜௝,௝ାଵ௞

𝛷ഥ௚
௜௝ାଵ௞

+ 𝑐௚
௜௝,௝ିଵ௞

𝛷ഥ௚
௜௝ିଵ௞

൯ 

(B4) 

 
As before, the solution of the problem consists of finding the five unknown expansion 

coefficients 𝛷ഥ௚
௜௝௞, 𝑎ଵ, 𝑎ଶ, 𝑎ଷ and 𝑎ସ.  As there are five unknowns, total of five equations are 

needed. The first two are obtained from the equations for the incoming currents  𝐽௚௭ା
௜௝௞,௜௡  and  

𝐽௚௭ି
௜௝௞,௜௡ viz.,  

 

𝐽௚௭ା
௜௝௞,௜௡

=
𝛷ഥ௚

௜௝௞

4
+ 𝑎ଵ ቆ

D௚
଴

2. ∆𝑧
+

D௚
ଵ

4
+

1

8
ቇ + 𝑎ଶ ቆ

3D௚
଴

2. ∆𝑧
+

3D௚
ଵ

4
+

1

8
ቇ + 𝑎ଷ ቆ

D௚
଴

4. ∆𝑧
+

D௚
ଵ

8
ቇ + 𝑎ସ ቆ

D௚
଴

10. ∆𝑧
+

D௚
ଵ

20
ቇ (B5) 

 

𝐽௚௭ି
௜௝௞,௜௡

=
𝛷ഥ௚

௜௝௞

4
− 𝑎ଵ ቆ

𝐷௚
଴

2. ∆𝑧
+

𝐷௚
ଵ

4
+

1

8
ቇ + 𝑎ଶ ቆ

3𝐷௚
଴

2. ∆𝑧
+

3𝐷௚
ଵ

4
+

1

8
ቇ − 𝑎ଷ ቆ

𝐷௚
଴

4. ∆𝑧
+

𝐷௚
ଵ

8
ቇ + 𝑎ସ ቆ

𝐷௚
଴

10. ∆𝑧
+

𝐷௚
ଵ

20
ቇ (B6) 

                  
 
Multiplication of Eq.B2 with the weight functions  

 

𝑤଴(𝑧) = 1,    𝑤ଵ(𝑧) =
𝑧

Δ𝑧
,    𝑤ଶ(𝑧) =

3𝑧ଶ

Δ𝑧ଶ
−

1

4
 

  
and integrating over z yields the remaining three equations for finding the unknowns 𝛷ഥ௚

௜௝௞, 

𝑎ଵ, 𝑎ଶ, 𝑎ଷ and 𝑎ସ.  Multiplying Eq.B2 with 𝑤଴(𝑧)  and integrating over z gives 

Σ′௚
௥଴𝛷ഥ௚

௜௝௞
+  ቆ

Σ′𝑔
𝑟1

Δ𝑧

12
−

D𝑔
1

Δ𝑧
ቇ 𝑎ଵ −   

6𝐷௚
଴

∆𝑧ଶ
𝑎ଶ −  ቆ

Σ′𝑔
𝑟1

Δ𝑧

120
+

D𝑔
1

2. Δ𝑧
ቇ 𝑎ଷ −  

2𝐷௚
଴

5∆𝑧ଶ
𝑎ସ = 𝑄′ഥ

଴
௜௝௞

 (B7) 
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Multiplying Eq.B1 with 𝑤ଵ(𝑧)  and integrating over z gives 
 

𝛴′𝑔
𝑟1

𝛥𝑧

12
𝛷ഥ𝑔

𝑖𝑗𝑘
+

𝛴′𝑔
𝑟1

12
𝑎1 + ቆ

𝛴′𝑔
𝑟1

𝛥𝑧

60
−

𝐷𝑔
1

𝛥𝑧
ቇ 𝑎2 − ቆ

𝐷𝑔
0

2∆𝑧2
+  

𝛴′𝑔
𝑟1

120
ቇ 𝑎3 − ቆ

𝛴′𝑔
𝑟1

𝛥𝑧

2100
+

𝐷𝑔
1

10. 𝛥𝑧
ቇ 𝑎4 = 𝑄′ഥ

1

𝑖𝑗𝑘
 (B8) 

 
Multiplying Eq.B1 with 𝑤ଶ(𝑧)  and integrating over z gives 
 

ቆ
Σ𝑔

𝑟1Δ𝑧

60
+

D𝑔
1

Δ𝑧
−

D𝑔
1

Δ𝑧2
ቇ 𝑎1 +

Σ𝑔
′𝑟

20
𝑎2 − ቆ

Σ𝑔
𝑟1Δ𝑧

1680
+

D𝑔
1

4Δ𝑧
−

D𝑔
1

10. Δ𝑧2
ቇ 𝑎3 − ቆ

𝐷𝑔
0

5∆𝑧2
+  

Σ𝑔
𝑟1

700
ቇ 𝑎4 =  𝑄ത

2

′𝑖𝑗𝑘
 (B9) 

 
The set of equations [Eqs. (B5) to (B9)] are linear in the expansion coefficients and are solved 

simultaneously to yield the flux distribution in a node for a given source and in currents. 

Definition of cg is as per the definition given in equation (5.3a). It is assumed that the quantities 

cg that depend upon the diffusion coefficients in the given node and the neighbouring node also 

vary linearly with z. Calculation of the moments of the terms pertaining to the source and 

removal (together with the contributions coming from the transverse leakage terms), requires 

calculation of integrals of the product of the flux and a linear function and the weight function. 

This is done as follows: 

For any linear function,  

𝑋(𝑧) = 𝑋଴ + 𝑋ଵ. 𝑧 (B10) 

the 0th order moment of   𝑋(𝑧)𝜙ത௭௚
௜௝௞   is 

 

∫ 𝑤଴(𝑧) 𝑋(𝑧) 𝜙ത௭௚
௜௝௞

 𝑑𝑧 = 𝑋0𝛷ഥ௚
௜௝௞

+
𝑋1∆𝑧

12
𝑎ଵ −

𝑋1∆𝑧

120
𝑎ଷ      (B11) 

Likewise, the 1st and 2nd order moments of   𝑋(𝑧)𝜙ത௭௚
௜௝௞   are 

 

න 𝑤ଵ(𝑧) 𝑋(𝑧) 𝜙ഥ ௭௚
௜௝௞

 𝑑𝑧 =
𝑋1∆𝑧

12
𝛷ഥ௚

௜௝௞
+

𝑋0

12
𝑎ଵ +

𝑋1∆𝑧
60

𝑎2 −
𝑋0

120
𝑎ଷ −

𝑋1∆𝑧
2100

𝑎4 (B12) 

∫ 𝑤ଶ(𝑧) 𝑋(𝑧) 𝜙ഥ ௭௚
௜௝௞

 𝑑𝑧 =
𝑋1∆𝑧

60
𝑎ଵ +

𝑋0

20
𝑎2 −

𝑋1∆𝑧

ଵ଺଼଴
𝑎ଷ −

𝑋0

700
𝑎4     (B13) 
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