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Synopsis

The India-based Neutrino Observatory (INO), a multi-institutional collaboration,

has been initiated in India to build a underground facilities for high energy physics

particularly neutrino physics [1]. The planned magnetized Iron Calorimeter (ICAL)

detector at INO would study the oscillations in the atmospheric neutrinos in the

GeV range. The ICAL will consist of the Resistive Plate Chamber (RPC) detec-

tors as the active elements [1], interspersed with 5.6 cm thick iron plates. There

will be 151 horizontal layers of the iron plates, with 4 cm gaps to place the RPC

units. ICAL will be magnetized with magnetic field of about 1.5 Tesla. The main

goals of this experiment are precise measurement of neutrino oscillation parameters

including the sign of the 2-3 mass-squared difference, ∆m2
32(= m2

3 −m2
2) through

matter effects, the value of the leptonic CP phase and, last but not the least, the

search for any non-standard effect beyond neutrino oscillations.

Fast and precise timing information is mandatory to resolve the up-down ambi-

guity in the direction of muons, which in turn is one of the important experimental

observations for the determination of the sign of the parameter, ∆m2
32. The Resis-

tive Plate Chamber (RPC) chosen as the active detector element for ICAL detector

has time resolution of about 1 ns. The first aim here is to improve the time resolu-

tion of the single gap RPC detectors using an offline calibration procedure.

The algorithm to improve the time resolution is tested and established using

the 12 layer RPC stack at TIFR, Mumbai. The RPCs in the stack are of size

1× 1m2 and are placed with an interlayer gap of 16 cm. Each RPC is readout by

xix
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two orthogonal pickup planes - one on either side of its gas gap, labelled as X- and

Y-planes. Signals in each plane is readout with 32 pickup strips of width 2.8 cm

with an interstrip gap of 0.2 cm. The detector setup and DAQ has been described

in detail in [2, 3]. Event data consist of two informations: (i) cosmic ray muon hits

per layer and (ii) the corresponding time of arrival. Hit information is used to get

the angular distribution of muons and details are described in detail in [2]. The

trajectories in XZ and YZ planes are analysed independently in order to measure

position and time resolution in X- and Y- readout planes of each RPC. A prelimi-

nary analysis of time of arrival was also performed and the overall time resolution

of RPC was estimated to be 1.5 ns whereas the time resolution of individual RPC

strips was found to be about 1.2 ns [3].

After correcting the muon arrival time (which used leading edge discriminator)

for electronic offsets, it was observed that the average time delay between the strip

charge induction to the front-end electronics input varies with the position of the

particle interaction in the RPC which is not a linear function of with the position

of the signal pickup strip with respect to the front-end electronics. Hence, the time

measurement itself is used to make this offset correction. The average time delay

is measured in 32× 32 pixels for both X- and Y-plane of the RPC. For each layer,

the time is corrected using the offset corrections of the nearby four pixels.

t (ns)∆
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410

(a)

Before Correction
 = 1.31 nsxσ  = 1.3 nsyσ
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1
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210
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510 0.009 % 0.025 %

(d)

After  Correction

Figure 1: (a,c) shows the time resolution in layer-4 and measurement of muon direc-
tion without pixelwise offset correction and (b,d) shows the respective results with the
correction. Here, σ is the gaussian fitted standard deviation and σcorr is σ corrected for
the extrapolation error.

The measured time resolution for one of the RPCs in the detector stack is shown

in Figure 1(a) without any pixel-wise offset correction and in Figure 1(b) after

applying the position dependent offset corrections. A substantial improvement can
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be observed in the time measurements after using the corrections.

The position dependent gain of a RPC has been identified as the principal factor

affecting its intrinsic time resolution. A technique of offline correction to improve

the time measurement has been discussed and applied to a cosmic ray data sample

from a detector stack. After correcting for this along with correction for time of

flight of the signal in strips as well as for the delay in the electronic chains, most

of the RPCs show a time resolution better than 1 ns in any part of the detector.

The various detector properties like position resolution, time resolution, effi-

ciencies, multiplicities, etc are useful input to the simulation framewrok for any

detector. For ICAL detector, its putative properties have been simulated using

the GEANT4[4] package. To make the simulation more realistic, an INO specific

digitization code was introduced in the simulation framework of ICAL detector, to

have more realistic detector properties. Following this, the simulated response of

ICAL detector to the final state particles produced in neutrino-nucleus interactions,

predominantly muons and hadrons are studied.

The simulated response of ICAL to muons has been performed in [5]. In these

studies, both fully and partially contained muon tracks were considered for analysis.

If the muon trajectory is fully contained inside the detector, then the range of the

muon is precisely known. Hence, the momentum measurement from the length of

muon track inside the detector gives better estimation than the curvature fit for

a fully contained track. Hence an algorithm is implemented to distinguish Fully

Contained (FC) and Partially Contained (PC) muon tracks. The same algorithm

is further applied along with position of the muon vertex to define fiducial volume.

In Figure 2(a), a scatter plot of the momentum of muon vs density weighted

range of FC muon track in the detector is shown. The profile histogramme of

the scatter plot (Figure 2(b)) shows the correlation between muon momentum and

range which is fitted by second-order polynomial function. From the range infor-

mation obtained from simulation of the passage of muons through ICAL detector
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using GEANT4 and with the help of the polynomial function obtained in the pre-

vious step, the muon momentum is reconstructed for each event. Distribution of

(preco/ptrue − 1)1 (shown in Figure 2(c)) is fitted by Gaussian function and the fit-

ted σ is treated as the resolution. The range-momentum correlation is observed

in different cosθtrue bins and different calibration obtained for different bins to see

the effect of polar angle on the calibration.
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Figure 2: (a) Scatter plots of muon momentum with range of muons in the detector.
(b) Fitted calibration function for relation between range of muons in the detector and
momentum where p0, p1 and p2 are parameters of the second order polynomial function.
(c) Resolution plots for a mean momentum of 1 to 1.5 GeV and 1.0 > |cosθtrue| > 0.9 for
fully contained muon tracks.

The muons were generated using GEANT4, with the vertices smeared over

the entire region of ICAL given by the coordinates (±24,±8,±7.25)m3 in the

momentum range from 0.5 to 20.5 GeV with uniform smearing over cosθ and φ.

The selection criteria for muon is that there should be only one reconstructed

muon track with minimum 5 layers included in the Kalman fit. The momenta for

fully contained events are reconstructed using the parameters of the second order

polynomial function and the range of the muon track. The resolution plots for one

of the momentum bins is shown in Figure 2(c) using the range calibration.

In Figure 3, resolution is plotted as function of momentum for different |cosθtrue|

bins. The black points in the plot represent resolution for momentum reconstructed

using curvature fit. The red and blue points in the plot are for momentum computed

using the calibration described here for fully contained events. The small difference

between Criteria 2 and 3 means that the impact of the more precise calibration

1Here, true is used for denoting the true information and reco for representing reconstructed
information.
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using individual cosθtrue bins is quite small. Also, at lower momentum, resolution

is poorer because of multiple scattering whereas in the higher momenta bins, the

number of events are less.

 (GeV)
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Figure 3: Momentum resolution as a function of momentum for fully contained muon
tracks. Criteria 1 is for momentum estimated using curvature fit. Criteria 2 is for
momentum estimated using range calibration in different |cosθtrue| bins. Criteria 3 refers
to momentum computed using range calibration of muon tracks with all |cosθtrue| bins.

It is clearly observed that for fully contained events momentum reconstructed

using the range of muons through the detector gives a better estimate than the

curvature fit for a large range of momentum.

Muons, being minimum ionizing particles, typically register clean long tracks

with just about one hit2 per RPC layer in the detector whereas hadrons produce

a shower with multiple hits per layer, due to the very different nature of their

interactions. Also, in a typical neutrino interaction, more than one hadrons can

be produced in a single neutrino interaction, due to which the response of the

detector to different hadrons is overlapped. Hence, in principle, only an averaged

information on the energy and direction of the hadrons is possible to estimate.

p0        0.00±  5.23 

p1        0.0000± 0.9722 

p2        0.00± 63.82 

p3        0.00± 17.99 

p4        1.079e+02± 1.022e+04 

No. of strips

0 10 20 30 40 50
0

200

400

600

p0        0.00±  5.23 

p1        0.0000± 0.9722 

p2        0.00± 63.82 

p3        0.00± 17.99 

p4        1.079e+02± 1.022e+04 

(a)

 = 7 GeVtrueE

No. of strips

0 5 10 15 20 25

 (
G

e
V

)
tr

u
e

E

0

5

10

15

p0        0.1633±1.69 − 

p1        0.03231± 0.7601 

p2        0.001412± 0.006449 

p0        0.1633±1.69 − 

p1        0.03231± 0.7601 

p2        0.001412± 0.006449 

(b)

p0        17.6± 683.6 

p1        0.02551±0.09666 − 

p2        0.0214± 0.7416 

E/E∆

2− 1− 0 1 2 3 4
0

100

200

300

400
p0        17.6± 683.6 

p1        0.02551±0.09666 − 

p2        0.0214± 0.7416 

(c)

6­7 GeV

 (GeV)trueE
5 10 15

/E
E

σ

0.2

0.4

0.6

0.8

1

1.2

1 Noise hit/RPC

3 Noise hit/RPC

6 Noise hit/RPC

(d)

Figure 4: (a) Distribution of strip for a true energy of hadron (Etrue = 7 GeV) and
fitted by Vavilov function. (b) Calibration curve for hadron energy reconstruction. (c)
∆E/Etrue distributions for energies 6 to 7 GeV fitted by gaussian distribution. (d) En-
ergy resolution of hadron as function of true hadron energy for different simulated noise
densities.

2Hits are all possible combination of X and Y strip for a particular RPC.
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In the previous study [6], the detector response to hadrons propagating through

it is investigated using the hadron hit multiplicity in the active detector elements.

It shows some correlation of hit multiplicity with the energy of incident hadrons.

However, as all possible combinations of X and Y strip hits are considered which

leads to overcounting or ghost hits. Also, it would be necessary to distinguish noise

hits from hadron shower hits which were missing in earlier studies. To achieve

both above points, a clustering algorithm and a ghost hit removal algorithm are

developed. In the algorithm, a unit ellipsoidal region is formed around a hit. The

major axis of this unit ellipsoid corresponds to the number of z-layers whereas the

minor axis corresponds to x- or y-strip numbers. The dimension of the ellipsoid

for the cluster is supplied to the algorithm in terms of NX strips, NY strips and

NZ layers (referred in this paper as (NX , NY , NZ)). This formation of ellipsoid

proceeds successively with new hits appeared in the previously formed ellipsoid

and continued until all the hits in an event have been verified.
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Figure 5: Energy resolution of hadrons for dif-
ferent noise rates.

The basic aim of this work is

to obtain a relation between the

true energy, Etrue vs the number

of strips and apply it on simu-

lated hadron events having energy

distribution to reconstruct the en-

ergy of hadron, Ereco. The res-

olution of hadron energy is ob-

tained from the distribution of

(Ereco − Etrue) /Etrue. To achieve

this, single π+ events having

uniform energy distribution from

within 0-20 GeV have been gener-

ated using GEANT4 particle gun.
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Criteria NL ≥ 2 3 4 5
Using shower width 58.5 % 60.2 % 62.4 % 65.0 %

Using time information 75.5 % 78.5 % 82.9 % 87.1 %

Table 1: Fraction of events where the shower is developed in the direction of the true
hadron.

These are distributed over the entire volume of the ICAL detector. The direction

of π+ is uniformly smeared over zenith and azimuthal angles. The random noise

hits were also simulated in the detector region near the vertex of the pion shower.

The distribution of strip for fixed hadron, energy, Etrue is fitted by Vavilov

distribution (shown in Figure 4(a)). The Etrue is plotted as a function of the

number of strips, which is the mean of the Vavilov distribution fitted to strip

distribution. This plot is fitted by second-order polynomial function (shown in

Figure 4(b)). From the strip information obtained from MC event or experimental

data and with the help of the polynomial function obtained in the previous step, the

hadron energy is reconstructed. The distribution of (Ereco−Etrue)/Etrue is plotted

for different ranges of Etrue and fitted by Gaussian distribution(shown in Figure

4(c)). The variance of the fitted Gaussian function calculated using numerical

integration is treated as σ
E

of the particular Etrue range.

The resolution also depends on the dimension of the ellipsoid chosen for the

clustering algorithm as well as its efficiency to reject noise hits. The calibration

and testing was performed on datasets with three different noise densities and with

25 different ellipsoid criteria. In Figure 4(d) the resolutions are plotted for the

best cluster dimension for all the three noise densities. The algorithm has to be

optimised for different noise densities as shown here.

The physics performance of atmospheric neutrino experiment is observed with

L/E which is directly related to cosθ of incident neutrino. The reconstruction of

the direction of hadron shower is required. The measurement of shower direction

will also help in using the νe-CC events in determining the neutrino mass hierarchy

in ICAL detector.
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The reconstruction of the direction of hadron shower has been performed for

the cluster which contains minimum two z-planes (layers). An orientation matrix

is calculated around the centre of the cluster (mean of co-ordinates of all the hits).

The eigenvector related to the maximum eigenvalue of the orientation matrix gives

the thrust axis, of the hadronic shower with 2-fold ambiguity in shower direction.

To resolve the 2-fold ambiguity in shower direction, the shower width information

is used as the hadron shower is expected to be narrower along the side towards

which it is propagated.

Here, for different criteria of the minimum number of Z planes, the fraction

of events where the shower is developed in the direction of the true hadron, i.e.

cosθtrue×cosθreco > 0, is shown in Table 1. It can be seen that using just the shower

width information, the direction of a large fraction of events is misidentified. To

resolve this, the time of hits is used to estimate the direction of the hadron shower.

It is easy to understand that the hits obtained in the side from which the shower

is generated are earlier in time than those which are present in the side towards

which the shower is propagated. From the table, it can be seen that the fraction of

events where the shower is developed in the true direction of the hadron improves

significantly when using time of hits to resolve the two fold ambiguity in shower

direction.

This improvement of energy/momentum measurement of muons and hadrons

will improve the physics goal of the ICAL experiment. Also, for an ICAL like

experiment, it is highly desirable to predict the absolute flux value and ratios

among different kind of neutrinos precisely, and to understand their “systematic”

uncertainties. M. Honda et.al [7, 8] shows the detailed calculation to estimate the

atmospheric neutrino intensities. In their technique, the atmospheric muon flux is

used to calibrate their calculation for estimating the atmospheric neutrino flux from

the primary cosmic-ray flux. Hence, one of the motivation of mini-ICAL detector

was to estimate the vertical muon flux at Madurai which is very near to the INO
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site. The mini-ICAL detector also gives the opportunity to study the behaviour of

detecotor, DAQ electronics, etc in the presence of magnetic field.

The mini-ICAL detector consisting of 11 layers of iron of size 4 m× 4 m× 5.6 cm

with interlayer gap of 4.5 cm is built at IICHEP campus in Madurai. The copper

conductors are wound in this set up similar to ICAL detector such that, in the

central region (of 2 m× 2 m area), a uniform 1.3 T magnetic field is obtained. Ten,

large area RPCs (of dimensions 174 cm× 183.5 cm) are placed in between the iron

layers in this central region and act as active detector elements.

The atmospheric muons incident on the detector, registers clean tracks with

just about one cluster (combination of nearby hits) per RPC layer in the detector.

In the absence of magnetic field, the hits from muon (being minimum ionizing

particle) will present a straight line pattern with small kinks appearing due to

multiplie scattering and strip multiplicity effect in the RPCs. Hence these tracks

are fitted with straight line and various detector properties like efficiencies, strip

multiciplities, electronic offsets for time measurements, etc are estimated. The

mechanical alignment of the RPCs is also determined and perfected from these

observations. These properties are further used as correction parameters and as

inputs to the full detector simulation.

In presence of magnetic field, the hits from muon (experiencing Lorentz force),

will show a curvature representing the bending of muon trajectory. The standard

Kalman fit algorithm developed for the ICAL detector is used these trajectories.

The momentum, zenith angle and the azimuthal angle of the incident muon can be

estimated through this fit. To study the performance of the track fitting algorithm

and further analysis, a GEANT4 based simulation package and INO specific digi-

tization code are developed. The entire mini-ICAL detector geometry, along with

the building in which it is installed, are included in the simulation framework to

account for all the materials incident muon is passing through. The magnetic field

is also an input to the simulation code.
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Figure 6: Figure about muon reconstruction Preco v/s Pgen, (a) reconstruction effi-
ciency (b) charge identification efficiency (c) Reconstructed momentum (preco) v/s true
input muon momentum (ptrue) for all combined cosθtrue.
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Figure 7: Reconstructed momentum (preco) v/s true input muon momentum (ptrue)
with different virtual strip width.

In order to study the momentum reconstruction, three lakh muons are generated

from the center of the mini-ICAL detector just above the top most iron layer. The

events were generated in momentum range 0.5–6.5 GeV with uniform smearing

over cosθ (in the range of [-1.0,-0.5]) and φ in the simulation package described

above. The detectors were assumed to be 100 % efficient. The clusters obtained

are reconstructed using Kalman fit based recoconstruction algorithm. In Figure

6(a) and (b) the reconstruction efficiency the scatter plot of reconstructed muon

momentum with the generated true momentum is shown. In Figure 6(c), the

reconstructed momentum is plotted against the true muon momentum. In the

figure, it is observed that beyond the true muon momentum of around 1 GeV, the

reconstructed momentum starts showing some saturation and it is more at around

1.8 GeV.

Theoretically, it is known that the momentum resolution is inversely propor-

tional to the magnetic field strength and the square of the length of track and

directly proportional to the position resolution. The position resolution of the
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RPC detector is around 7-8 mm. Hence, with 10 layers in mini-ICAL (giving lim-

ited number of measured points compared to ICAL detector), it is expected the

position resolution will be poorer. But this doesn’t explain the saturation of the

reconstructed momentum as observed in this case. To check, that the Kalman fil-

ter technique was not adding any bias in the fit, the momentum was reconstructed

using the explicit track model explained in [9]. In Figure 7, it can be observed that

the reconstructed momentum shows saturation for various different strip widths.

This saturation in reconstructed momentum is observed as a function of position

resolution. It can be observed that there is a strong dependence of position res-

olution on the reconstructed momentum. When the position resolution is of the

order of few hundred microns, there is no saturation observed in the reconstructed

momentum. But, as the position resolution becomes poorer, the reconstructed

momentum gradually starts to saturates at different momentum values.

The magnetic field in the mini-ICAL detector is along the Y-direction and the

particle is moving along Z-direction. Hence, the bending of the track is supposed

to be observed only along X co-ordinate. It is expected that the track will not

show any deviation in Y co-ordinate except for multiple scattering. In Figure 7(f),

it can be seen that the saturations is not only observed around one momentum

value but, it is actually distributed for several different reconstructed momenta.

For saturation band about 3 GeV, the hit pattern shows same Y- strip number

for all the layers. In the XZ- plane, the X- strip number for layers 9 to 4 is 27

and for layers 3 to 0, is 28. Whenever this particular hit pattern is observed, the

momentum is reconstructed at fixed value of 3.28 GeV. Similarly, for the saturation

bands about 1.69, 1.97, 2.06, 5.76 GeVs, in the XZ- plane, the same X- strip number

is observed for several layers and after that the observed X- strip number is deviated

by ± 1 strip. The saturation about 1.97 and 2.06 GeVs in effect actually overlap

each other. In all these cases, the Y- strip number remains the same for all the

layers. For the saturation bands other than these five, they are observed when in
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the hit pattern, there is also a deviation in Y co-ordinate. This deviation is mainly

due to multiple scattering in iron layers. Hence, the different saturation bands

observed in the reconstructed momentum corresponds to different hit patterns.
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Figure 8: Unfolded Data with Corsika input.

The cosmic-ray muons events

recorded using the mini-ICAL

detector were passed through

the same reconstruction algo-

rithm, where, the top four lay-

ers are used in the trigger cri-

teria. To compare the observed data with MC, discrete muons from the

CORSIKA[10] event generator were passed through the GEANT4 based detec-

tor simulation. In the simulation, the muons are generated above the ceiling of the

building. The various detector parameters like uncorrelated and correlated ineffi-

ciencies, trigger efficiencies, strip multiplicity, layer residuals and hardware trigger

criterias were incorporated during the digitisation process of simulation. The de-

tector parameters were calculated with the cosmic-ray muon events recorded in

absence of magnetic field.

The measured momentum spectra of cosmic ray muons is distorted due to the

finite resolution, limited trigger acceptance and other systematic effects of the de-

tector. This leads to transfer of events between different momentum bins. Hence in

order to allow a direct comparison of experimental measurement with theoretical

predictions, the measurements are unfolded for the detector effects. The detec-

tor response matrix R (as shown in Figure 8(a)) in the unfolding procedure is

derived using the Corsika events simulated using the detector simulation code as

described above. The regularized unfolding method used and investigated for the

current problem is iterative Bayesian Unfolding [11]. In the Bayesian technique,

the background in each reconstructed momentum bin and efficiency of each true

momentum bin is calculated. The reconstructed data and MC, are corrected for
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the fake rate. During the unfolding, the efficiency is also corrected. After the

unfolding, the observed muon spectra is presented in Figure 8(b). The observed

spectra mainly shows the trend between experimentally observed and CORSIKA

momentum spectra.
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Chapter 1

Introduction

The neutrino is one of the most interesting particles to study since it was postulated

almost 90 years ago. It is the second most abundant particles in the universe after

photons. It interacts with matter only via the weak force and detecting it is a

challenging task. In the world, currently there are several experiments attempting

to detect the neutrinos and not only study its various properties but also to use it

to probe several novel physics concepts.

In this chapter, the concept of neutrino and its properties are discussed first. It

is followed by the discussion on the neutrinos place in the Standard Model and the

concept of neutrino oscillation. A brief introduction to the India-based neutrino

observatory (INO) and the ICAL detector is presented here. This is followed by

the contribution of this thesis to the ICAL R&D program is introduced in the later

sections.

1.1 Neutrino - The Ghost Particle

In the nuclear two-body decays, mostly a discrete energy spectrum was observed

for the daughter particles. In the early 20th century, in the nuclear β-decays, a

continuous energy spectrum was observed. After repeated unsuccessful attempts by

many experiments to find the missing energy [12], the law of conservation of energy
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and momentum was started to question esspecially in the subatomic processes. In

1930, W. Pauli gave the idea of the β-decay being a three-body decay. The third

neutral particle in this decay will be having the missing energy [13, 14]. In 1934,

E. Fermi named this particle as “neutrino” and gave an theory of the β-decay

assuming its a three-body decay [15–17].

Using the Fermi’s theory, The strength of the neutrino interactions with matter,

i.e. σ∼ 10−44 cm2 was estimated by H. Bethe and R. Peierls[18]. It was claimed

that the neutrino may never be detected as this calculation gives a penetrating

power of 1016 km. In 1950s, F. Reines and C.L. Cowan succeeded in detecting

neutrino using the inverse β-decay process[19, 20].

However, a long wait of 26 years came to an end, when F. Reines and C.L. Cowan

were successful in contradicting that prediction by detecting neutrino through the

following inverse β-decay process [19, 20]

ν̄e + p→ e+ + n (1.1)

In this experiment, they discovered the anti-neutrino of the electron type flavor.

In 1962, the muon neutrino was detected by a high-energy accelerator neutrino ex-

periment at the Brookhaven National Accelerator Laboratory[21]. They detected

νµ produced from the decay of charged pions. The observation that the neutrinos

arising from the charged pions decay mainly gave muons and not electrons when

interacting with the nuclei gave the proof that muon neutrinos and electron neu-

trinos are different. When the τ lepton was discovered and there was some missing

energy in leptonic τdecays[22], it immediately gave rise to speculation of the thrid

flavor of neutrino. In 2000, the DONuT collaboration were able to successfully

detect the ντ which completed the lepton family[23] in the standard model.
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Figure 1.1: Various sources of neutrinos.

1.1.1 Sources of neutrinos

There are various sources, both natural and man-made, of neutrinos in several

different energies. The important sources of the neutrinos and their energy ranges

are shown in Figure 1.1 and discussed here. There is a significant corelation of the

neutrino energy range and its several sources. In the nature, the principle sources

of neutrinos on earth is mainly sun and the earth’s atmosphere. Inside the sun,

the exothermal thermonuclear fusion of four hydrogen into helium nuclei is the

principal generator of energy according to the Standard Solar Model (SSM) [24].

The process can be shown by,

4p→4 He+ 2e+ + 2νe + 26.7MeV (1.2)

In this process, most of the released energy is in the form of thermal energy.

The energy transferred to the neutrino is ∼ 2 % from this process. There are two

cycles of energy production inside the sun, namely; (i) Proton-Proton (PP) cycle,
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and (ii) Carbon Nitrogen Oxygen (CNO) cycle. The solar neutrinos bombard-

ing on the earth are in the range of few MeVs and their total flux on earth is

∼ 6× 1010 cm−2 s−1.

The atmospheric neutrinos are produced as by-products of the interactions of

the cosmic rays with the nuclei of air molecules in the atmosphere. They were first

reported in 1965 by an experiment in the underground laboratories at Kolar Gold

Fields in India by a group from TIFR, Osaka University and Durham University

[25, 26], and immediately afterward by Reines et al [27] in an experiment conducted

in South African mines in 1965. The atmospheric neutrinos have been extensively

studied in several underground laboratories. The evidence for oscillations [28] in

the atmospheric neutrinos has also been observed.

The primary cosmic rays are high-energy particles bombarded on the Earth from

several galactic and extragalactic sources. They are composed mainly of protons

with about 9 % heilum nuclei and very small fractions of heavy nuclei. The energy

spectrum of cosmic rays is very wide and goes beyond 1010 GeV, but falls of very

rapidly with increasing energy. When the primary cosmic rays enter the earth’s

atmosphere, it interacts with the nuclei in the air molecules and produce secondary

particles which mainly consist of pions with small mixture of kaons. The decay of

these mesons to muons are principal source of atmospheric neutrinos as shown

below;

π− → µ− + ν̄µ π+ → µ+ + νµ (1.3)

The kaons as well decay and contribute to the production of muons and muon

neutrinos. These muons further decay to electrons which further contributes to

muon neutrinos and also adding electron neutrinos to the source.

µ− → e− + ν̄e + νµ µ+ → e+ + νe + ν̄µ (1.4)
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These atmospheric neutrinos are usually observed in the energies which range

from a few hundreds of MeV to tens of GeV. These neutrinos can traverse the

entire length earth. The wide energy range and baseline of atmospheric neutrinos

(from 15 km to 13,000 km) help in the study of neutrino oscillations. Otherthan,

solar and atmospheric neutrinos, the neutrinos can also be observed from supernova

explosions, astrophysical sources, from the crust of the earth and relic neutrinos

from the Big Bang.

In the supernova explosions, through the processes of electron capture of nuclei

and free protons, a large number of neutrinos are produced. The resultant proto-

neutron star also generates huge number of neutrinos in its hot core. As, the

neutrinos are weakly interacting, they can easily escape the dense codre. The

neutrino burst from a supernova gives out a very high flux and is a very efficient

source. The SN1987A is the only supernova that has been detected through the

neutrino burst and has provided new results in the neutrino astronomy [29–31].

In the earth’s crust, several radioactive isotopes like U238, Th232, K40, etc are

found. Through radioactive decay, they constantly emit antineutrinos [32–34]. The

precision measurement of the geo-neutrino flux and its spectrum can provide impor-

tant insight into the composition of the earth’s core. Various astrophysical sources

like active galactic nuclei (AGN) and gamma-ray bursts (GRB) emit neutrinos at

very high energies. These neutrinos can reach the Earth from these distant sources

without interacting with the CMB. The neutrinos don’t get affected by the in-

terstellar magnetic fields. The flux of these neutrinos is very low and it requires

very large neutrino detectors. In 2013, The IceCube detector reported detection a

number of such neutrinos [35–37].

The most prominent products of the Big Bang which survives even today are

the relic neutrinos. After photons, they are the second most abundant particles in

the universe. Their number density is approx. 336 neutrinos per cubic centimeter.

The kinetic energies of the relic neutrinos is predicted to be in the range of few
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ten’s of keVs. This implies that they have a very weak interaction cross-section

and it makes the direct detection of them a difficult challenge.

The neutrinos from man-made sources are obtained only from two places: nu-

clear reactors and accelerators. The first experimental detection of neutrinos was

done by Cowan and Reines using anti-neutrinos from the nuclear reactor. The fis-

sion of neutron-rich isotopes like U, Th238, Pu239 and Pu241 generates power. The

fission products emit a large number of anti-neutrinos via chain of β-decays. The

energies of these anti-neutrinos vary from 0.1 to 10 MeV.

Like in atmospheric neutrinos, in accelerators charged pions and kaons are pro-

duced by a proton beam on a target. The decays of these charged mesons mainly

produce a neutrino beam. In the accelerators, the pions and kaons can be focussed

using magnetic horn and then sent into an decay tunnel where they produce muons

and muon neutrinos. At the end of tunnel, the muons are absorbed into the earth

and a neutrino beam is obtained. By selecting the charge of the mesons, a neutrino

as well as anti-neutrino beam can be produced.

1.1.2 Neutrinos in the Standard Model

The Standard Model (SM) of Particle Physics, formulated in 1967, describes the

elementary particles and the fundamental forces of nature[38, 39]. It is based on

SU(2)×U(1) gauge model which predicts the presence of weak neutral currents[40].

In 1973, the discovery of neutral-current neutrino interactions by the Gargamelle

experiment at CERN and independently at Fermilab, is one of the initial proofs of

the Standard Model [41–44]. It states that the universe is made up of fundamental

building blocks of 12 spin 1
2

fermions (leptons and quarks) as well as its anti-

particles. They interact among eachother via gauge bosons of spin-1 which are

called force carriers. In various experiments across the world, these particles were

discovered out which the most famous being the latest discovery of a Higgs-boson

at the ATLAS and CMS experiments at CERN [45, 46]. The invisible decay width
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of Z boson was measured accurately by LEP experiment at CERN which puts a

constraints on the number of neutrino flavors to three [47–50].

There are mainly two modes through which neutrinos can interact: charged

current (CC) and neutral current (NC). The force carriers responsible for these two

modes are W boson and Z boson respectively. In the standard model, all neutrinos

have left-handed helicity whereas for the anti-neutrinos, the helicity is right-handed.

They are massless and follow leptonic flavor conservation rules. Nonetheless, the

discovery of neutrino oscillation shows the signature of neutrinos having non-zero

mass. It is beyond the scope of standard model, to understand the mechanism of

neutrino mixing. Hence, the neutrinos are very important objects to probe new

physics beyond the standard model.

1.1.3 Neutrino oscillations and experiments

In 1950s, B. Pontecorvo made a propasal to this new phenomenon, where a neutrino

can change its flavor [51, 52]. According to his hypothesis, the neutrino flavor

eigenstates (νe,νµ,ντ ) can be expressed as a superpositions of the mass eigenstates

(ν1,ν2,ν3) and during the weak interactions, only the flavor eigen states take part.

This superpositions can be explained via a mixing matrix U which is named after

Pontecorvo, Maki, Nakagawa and Sakata and called PMNS matrix[53, 54]. The

mixing between the flavor and the mass eigenstates can be represented as

|να >=
∑
i

U∗αi|νi > (1.5)

where the PMNS matrix is given as,

U =


c12c13 s12c13 s13e

−iδCP

−s12c23 − c12s23s13e
−iδCP c12c23 − s12s23s13e

−iδCP s23c13

s12s23 − c12c23s13e
−iδCP −c12s23 − s12c23s13e

−iδCP c23c13

 (1.6)
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where, sij and cij represent the sine and cosine of the mixing angles θ12, θ13 and

θ23 whereas, δCP is the complex phase which characterizes CP violation[55].

As the mass eigenstates have different masses, when the neutrino propagates

in time, the mass eigenstates travel with different speeds. Due to this, the mass

eigenstates get out of phase from a particular mixing ratio. This results in the

transformation of the neutrino from a certain flavor to another flavor. This is only

possible if the three mass eigenstates are distinct with diffent masses.

Using equation 1.5, the probability amplitude of the evolution of the flavor eigen

states in time can be obtained as:

P (να → νβ) = δαβ − 4
∑
i>k

Re (2) sin2

(
∆m2

kiL

4E

)
+ 2

∑
i>k

Im (2) sin

(
∆m2

kiL

2E

)
(1.7)

where 2 = U betaiU
∗
αiU

∗
βkUαk and ∆m2

ki = m2
k − m2

i . Here, the neutrino is

propagating in vaccum. If only the two flavor mixing is considered (where neutrino

flavor α changes to β) then, the above equation is reduced to,

P (να → νβ) = sin22θsin2

(
∆m2L

E

)
(1.8)

where E and L are the energy of the neutrino and distance traveled by it respec-

tively. Both the last two equations represent the probability of neutrino oscillation

in vaccum. However, when a neutrino is travelling in matter, although the neutrino

interaction cross-sections are very low, the oscillation probabilities is significantly

different due to coherent forward current interactions with electrons, protons and

neutrons present in nature. This phenomena is known as matter effect. Although,

all the three flavors can interact with electron via neutral current, only the electron

flavor neutrino can interact with electron via charged current interactions.
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νx +
(
e−, p, n

)
→ νx +

(
e−, p, n

)
(NC) (1.9)

νe + e− → νe + e−(CC +NC) (1.10)

Hence, the matter hamiltonian is,

Hm = H0 + Vf (1.11)

where, H0 is the free particle Hamiltonian and Vf is matter potential and in

two flavor mixing case is given by,

Vf =

VCC + VNC 0

0 VNC

 (1.12)

where, VCC =
√

2GFne and VNC = −
√

2
2
GFnn. Here, ne and nn are the num-

ber density of electrons and neutrinos respectively and GF is the Fermi coupling

constant. In the case of two flavor mixing, the equation 1.8 is expressed as,

P (να → νβ) = sin22θmsin
2

(
∆m2

mL

E

)
(1.13)

where, the ∆m2
m and θm are the matter affected mass squared difference and

mixing angle respectively and given by,

tan2θm =
∆m2sin2θ

∆m2cos2θ − A
(1.14)

∆m2
m =

[(
∆m2cos2θ − A

)2
+
(
∆m2sin2θ

)2
]1/2

(1.15)

where, A = ±2
√

2GFneE (+ neutrino − anti-neutrino) and ne is electron num-

ber density. Here, when ne→ 0, equation 1.13 becomes same as equation 1.8.

It means that the mixing angles and the mass squared differences remains un-
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changed from the values from its vaccum. When, ne→∞ or the energy is very

large (E →∞), θm→ π
2
. Here, even if the vaccum mixing angle is very small, max-

imum neutrino mixing is observed in matter. When A = ∆m2cos2θ, the equation

1.14 goes to zero. This gives rise to a resonance phenomenon which is called as

the Mikheyev – Smirnov – Wolfenstein (MSW) resonance effect [56, 57]. In this

case, depending on whether the ∆m2 > 0 or ∆m2 < 0, the resonance occurs for

neutrinos or antineutrinos respectively. For three flavor mixing and varying matter

density the oscillation probabilities have to be solved numerically.

In the neutrino oscillations, the amplitude of the probability is governed by the

mixing angles whereas the frequency is affected by the mass squared differences.

The overall probability is also dependent on the neutrino energy, the distance be-

tween the source and detector as well as the density of matter it is passing through.

For a certain experiment, the distance (L), neutrino energy (E) and the matter den-

sity are very specific. e.g. For an accelerator neutrino experiment, the beam energy

and hence the energy of neutrino has a specific bandwidth. Also, the source to de-

tector distance as the well as the amount of matter the neutrinos travel through

is fixed. Hence, these factors determine the sensitivity of an experiment. There

are several oscillation experiments which provide the information on the mixing

angles and the mass squared differences. From several solar neutrino experiments,

the ∆m2
21 and θ12 have been estimated. Hence, usually they are labelled as ∆m2

sol

and θsol. Similarly, the ∆m2
32 and θ23 are measured from the atmospheric neutrino

experiments. So, usually they are refered to as ∆m2
atm and θatm.

From the several solar neutrino experiments, the magnitude as well as the sign

of ∆m2
21 is now well established. But for ∆m2

31 (or, ∆m2
32), from the experiments

till date, only the magnitude is known. The absence of information about the sign

of ∆m2
31 gives rise to a 2-Fold ambiguity in the possible arrangements of neutrino

mass eigen states as depicted in Figure 1.2. If the ordering is m1 < m2 < m3, it

is called the normal hierarchy (NH) and it is called the inverted hierarchy (IH) if
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the ordering is m3 < m1 < m2. Once the sign of ∆m2
31 is accurately known, in

turn the hierarchy of the neutrino mass eigenstates will be confirmed. There are

several experiments spread all across the world to explore the neutrino oscillation

phenomena from various sources and energy ranges. In the current scenarios, the

best-fit values of the neutrino oscillation parameters, which are obtained from the

global analysis [58, 59] of the various experiments around the world, have been

summarized in Table 1.1.

Figure 1.2: The normal (left) and inverted (right) mass hierarchy for neutrinos. The
coloured bands signify the respective contributions of the flavour components in the mass
eigen states.
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Parameter Best fit ±1σ 3σ range
∆m2

21[10−5eV 2] 7.39+0.21
−0.20 6.79–8.01

∆m2
31[10−3eV 2](NO) 2.525+0.033

−0.031 2.431–2.622
∆m2

31[10−3eV 2](IO) 2.512+0.034
−0.031 2.606–2.413

sin2θ12 0.310+0.013
−0.012 0.275–0.350

θ12/
◦ 33.82+0.78

−0.75 31.61–36.27
sin2θ23(NO) 0.582+0.015

−0.019 0.428–0.624
θ23/

◦ 49.7+0.9
−1.1 40.9–52.2

sin2θ23/10−1(IO) 0.582+0.015
−0.018 0.433–0.623

θ23/
◦ 49.7+0.9

−1.0 41.2–52.1
sin2θ13/10−2(NO) 0.02240+0.00065

−0.00066 0.02044–0.02437
θ13/

◦ 8.61+0.12
−0.13 8.22–8.98

sin2θ13/10−2(IO) 0.02263+0.00065
−0.00066 0.02067–0.02461

θ13/
◦ 8.65+0.12

−0.13 8.27–9.03
δ/◦(NO) 217+40

−28 135–366
δ/◦(IO) 280+25

−28 196–351

Table 1.1: The neutrino oscillation parameters summary from the global analysis [59]

1.2 The India-based Neutrino Observatory

As mentioned earlier, in 1960s, the reports of atmospheric neutrinos were reported

by a group from TIFR, Osaka University and Durham University [25, 26].. These

were the earliest effort of from India in the area of experimental neutrino physics.

The first muon events coming from atmospheric neutrino interactions were ob-

served in the detector placed underground at the Kolar Gold Field in the state of

Karnataka. The India-based Neutrino Observatory (INO) [1] is multi-institutional

collaboration with target to revive the Indian contribution to neutrino research.

The principal aim is to build an underground facility at West Bodi Hills, in Pot-

tipuram village, Theni district in the state of Tamilnadu. The facility will consist

of an underground cavern with approimately minimum rock cover of ∼ 1 km in all

direction. This will give a significant reduction in cosmic ray muon background

can house several experiments.

The magnetized Iron Calorimeter (ICAL) detector is the flagship experiment at

INO. It is a huge magnet weighing approximately 50 kt and will study the neutrino
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oscillation using atmospheric neutrinos. The uniqueness of ICAL, which makes it

different from other atmospheric neutrino detector is its abitlity to differentiate

between neutrinos and anti-neutrinos due its magnetic field. Although the main

goals of this experiment are precise measurement of neutrino oscillation parameters

including the sign of the 2-3 mass-squared difference, ∆m2
32 (= m2

3 −m2
2) through

matter effects, the value of the leptonic CP phase and, last but not the least, the

search for any non-standard effect beyond neutrino oscillations.

ICAL is a versatile detector, and hence a lot of new physics can be tested. For

example, using the energy measurement at ICAL, the violation of CPT or Lorentz

symmetry in the neutrino sector can be estimated with precision [60]. Owing

to the tracking capability at ICAL, the signatures magnetic monopoles passing

through the detector may be detected through slowly moving, undeflected tracks

[61]. The comparison of the flux from the sun with all other directions, the dark

matter annihilation inside the sun can be investigates[62]. The are many other such

scenarios which are being studied. The INO laboratory will also be home other

experiments like neutrinoless double beta decay, dark matter experiments, etc.

1.2.1 The ICAL Detector

The principle aim of ICAL is to study the neutrino oscillations along with matter

effect in the atmospheric neutrinos. The main benefit of the atmosheric neutrinos is

that they are present in wide range of energies and while passing through earth there

can travel through several different distances. These helps to probe different physics

concepts through neutrino oscillation in a wide range of E and L. The atmospheric

neutrino flux is very lowe as compared to the accelerators. Hence to have significant

number of events, the atmospheric neutrino detectors have to be very large and

massive. The ICAL is designed to measure not only the energy and direction of

muons produced in the charged-current (CC) interactions of the neutrinos in the

detector but as well as its charge. The ICAL is made up of alternative layers of
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Iron plates (which provides a target for neutrinos) and Resistive Plate Chamber

(RPC) detectors (which are active detector elements to track the particles). The

ICAL detector is mainly sensitive to muon neutrinos.

The CC interactions induced by atmospheric νµ and ν̄µ will be providing the

main signal, the ICAL is going to detect. The ICAL detector is designed in form of

three identical modules of dimension 16 m × 16 m × 14.5 m placed side by side. The

detector module are made up of 151 horizontal layers of 5.6 cm thick low carbon

iron plates with 4 cm gap between them to place the RPCs. The total numbe

rof RPCs to be used in ICAL is ∼ 28000. The schematic of the ICAL detector is

depicted in Figure 1.3. The important detector specifications have been highlighted

in Table 1.2.

Figure 1.3: (a) The schematic representation of the ICAL detector with dimensions.
(b) The placement of the iron plates and the RPC assembly in the ICAL. Each of the
three modules of the ICAl consists of 151 such layers.

1.2.2 Resistive plate chambers

In 1981,The concept of the resistive plate chambers was introduced as an alternative

to the localized discharge spark counters [63]. These are basically parallel plate

detectors made up of very high resistive material like glass or bakelite. The main

benefits of the RPCs are its very good detection efficiency, good spatial resolution,
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No. of Modules 3
Modular dimension 16 m× 16 m× 14.5 m
Total dimension 48 m× 16 m× 14.5 m
No. of iron layers 151
Iron plate thickness 5.6 cm
Gap for RPC assembly 4 cm
Magnetic field 1.4 T
RPC unit dimension 174 cm× 183.5 cm× 1.8 cm
Readout strip width 2.8 cm
No. of RPCs/Road/Layer 8
No. of Roads/Layer/Module 8
No. of RPC units/Layer 192
Total RPC units 28,800
No. of electronic channels ∼ 3.7× 106

Table 1.2: The specifications of the ICAL Detector.

wide-are coverage and low production cost.

Figure 1.4: The configuration of an RPC detector.

A schematic diagram of an RPC configuration is presented in Figure 1.4. A

gas mixture of R134a (95.2 %), iso-butane (4.5 %) and SF6 (0.3 %) is enclosed

between two glass plates having a bulk resistivity of 1012 Ωcm. The cylindrical

polycarbonate spacers are glued between the two glass plates to maintain a uniform

2 mm gas gap and a specially designed polycarbonate side spacers are used to seal

the outer edges of the gap. There is provision of inlets and outlets for continuous

gas flow. The outer surfaces of the two glass plates have a coating of graphite to
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maintain a uniform electric field (∼ 5 kV/mm) across the gap.

The basic concept of signal formation in RPCs is based on the electron multipli-

cation process. When a charged particle passes through the RPC, it ionizes the gas

producing electron-ion pairs. The electrons are accelerated by the electric field and

produces more electron-ion pairs. This process leads to electric signal formation in-

side the RPC. The RPCs can be operated in two different modes based on the gain

of the gas multiplication. These two modes are: streamer and avalanche. During

the ICAL R&D program, the gas mixture mentioned earlier has been optimized to

operate the RPCs in the avalanche mode [64].

The avalanche of electrons inside the RPC due to a passing charged particle

starts a discharge. Due to the discharge, there is a drop in the electric field in the

small area where the charge particle passed through. The recharging of this area

is a slow process and the recovery time is ∼ 2 s. The electron avalanche induces a

signal which is collected by copper pickup strips of width 2.8 cm plassed outside the

glass electrode. The copper strips are in the gorm of honeycomb pickup panels and

are placed orthogonally on the either side of RPC. Due to this, the exact location of

the particle where its crosses the RPC is measured in pixels of area 2.8 cm× 2.8 cm.

The complete details of the working principle and design of the RPC detectors can

be found in [65].

1.3 Neutrinos @ ICAL

The first evidence of neutrino oscillations in atmospheric neutrinos was observed

at Super-Kamiokande detector at Kamioka, Japan [66]. The atmospheric neu-

trinos cover a wide L/E (=[neutrino flight lenght]/[neutrino energy]) range, over

four orders of magnitude. This is very much wider range as compared to the ac-

celerator neutrino beam experiments. In atmospheric neutrino experiments, it is

highly desirable to predict the absolute flux values and ratios among the different
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kinds of neutrinos precisely and to understand their systematic uncertainties. In

order to calculate the atmospheric neutrino intensities, several models of particle

interaction, atmospheric structures, and cosmic ray fluxes are used [7, 8].

In [7], they use detailed information about

1. the primary cosmic-ray spectra at the top of the atmosphere,

2. the hadronic interactions between cosmic rays and atmospheric nuclei,

3. the interaction of secondary particles inside the atmosphere,

4. the decay of the secondary particles,

in order to calculate the atmospheric neutrino flux intensities. Here, for primary

cosmic spectra, there has been a reduction in the uncertainties due to recent mea-

surements of primary cosmic rays. For the hadronic interaction models, the best

method is to use the data from the accelerator experiments. The main drawback

here is these data doesn’t cover the desired phase space required for the calculation.

In [7], they explore the hadronic interactions in the atmosphere, using the atmo-

spheric muon flux. As the energy of π or K mostly goes to muons at their decay,

the muons are considered to carry essential information of π and K production in

the hadronic interactions.

For the muon flux, they use data from a series of precise measurements of atmo-

spheric muons at various altitudes. The muon fluxes calculated using the HKKM04

scheme [67] with the observed density profile and compare it with the muon flux

measurements. During the comparison, they observed a sizeable difference in the

µ+/µ− ratio which was due to the errors in the hadronic interaction model used in

the HKKM04 scheme. To correct this, they modify the DPMJET-III [68], hadronic

interaction model with phenomenological considerations based on the quark parton

model. Using this, they reproduce the observed muon flux.
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Figure 1.5: Magnitude of the horizontal component of geomagnetic field in IGRF2010
model. Square stands for the position of India-based Neutrino Observation (INO) site,
diamond for the Pyhäsalmi mines, and bottom bar for the South Pole.

In [69], using the same 3D scheme, the atmospheric neutrino fluxes are calcu-

lated for the proposed INO site at Theni, Tamilnadu. For this calculation, the

JAM interaction model which is used in PHITS (Particle and Heavy-Ion Transport

code System) [70] is for hadronic interactions at lower energies (< 32 GeV). These

calculations have been used to study the atmospheric muon flux at various alti-

tudes for locations (GranSasso in Italy, SNO in Canada, Kamioka in Japan, etc)

were accurate measurements exist [8, 67, 71]. In spite of using the same primary

flux model and interaction model for the different sites, the calculated atmospheric

neutrino fluxes are different due to the geomagnetic field. The geomagnetic field af-

fects cosmic rays both inside and outside of the atmosphere. Firstly, for low energy

cosmic rays, it acts as a filter and secondly, it deflects the charged particles in the

atmosphere. The strength of horizontal component of geomagnetic field obtained

using IGRF2010 model [72] is shown in Figure 1.5. It can be seen that the INO

site is close to the region where the strength of the horizontal component of the

geomagnetic field is the largest on the earth. Hence, the neutrino flux at INO site

is almost 30 % smaller at 1 GeV when compared with the flux at South Pole [69].

The relation ∆Φµ/Φµ≈∆Φνµ/Φνµ ≈∆Φνe/Φνe for the atmospheric lepton fluxes

from the π decay, is useful in estimating neutrino fluxes. If the atmospheric muon
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flux with good accuracy is reproduced, the uncertainty of atmospheric neutrino

flux due to the uncertainty of the π productions in the interaction model can be

much better estimated.

The ICAL has been configured to make it primarily sensitive to the νµ induced

charged-current CC events. Typically a 1 GeV muon can pass through 5–10 RPC

layers in the detector depending on the angle of its incidence [5]. The electrons

generated in νe induced events will hardly cross a few layers, and suitable criteria

on the number of layers crossed by the particle can be used to remove such events.

(a) For νµ (b) For ν̄µ

Figure 1.6: The cross sections of charged current neutrino interaction processes. [73]

The atmospheric νµ and ν̄µ interact with the iron target through quasi-elastic

(QE), resonance scattering (RS) and deep inelastic scattering (DIS) processes as

well as a negligible fraction of diffractive and coherent processes. The CC interac-

tions produce muons as well as hadrons. Figure 1.6 presents the current knowledge

on the cross-sections of the three prominent CC νµ and CC ν̄µ interactions [73]. As

can be seen from these figures, in the sub-GeV range the QE processes dominate,

and apart from the recoil nucleons, they do not have any other hadrons in the final

state. As the energy increases RS and DIS processes start dominating and at a

few GeVs, DIS becomes the most prominent process. Resonance events typically

contain a single pion and a nucleon in the final state, though in a small fraction

of events there are multiple pions along with the nucleon. DIS events produce
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multiple hadrons. In the neutral-current (NC) interactions, the final state consists

of a neutrino and hadrons. The secondary neutrino would hardly interact with

the target, and thus the hadronic parts are the only observables for those events.

For the atmospheric neutrinos passing through the Earth’s core, maximum matter

effects would be experienced by the neutrinos in the energy range 4–6 GeV, which

would have prominent fractions of RS and DIS interactions. Thus it is crucial to

obtain information on all the final state particles to improve the sensitivity of ICAL

in reaching its physics goals.

The ICAL detector would be optimized to be most sensitive to the atmospheric

muon neutrinos in the energy range 1–10 GeV. The modular structure of the detec-

tor, with the horizontal layers of the iron plates and the RPC detectors, allows it

to have a wide coverage to the direction of the incoming neutrinos, except the ones

producing muons traveling almost horizontally. While the atmospheric neutrino

flux provides a wide spectrum in the neutrino energy (Eν), the detector structure

enables it to be sensitive to a broad range of the path length (L) for the neutrinos

penetrating through the Earth. The ICAL would be sensitive to both the energy

and direction of the muons produced in the CC interactions of the atmospheric

muon neutrinos and the antineutrinos with the iron absorber plates. The upward-

going and downward-going muon events need to be identified which is one of the

important experimental observations for the determination of the sign of the pa-

rameter, ∆m2
32. To achieve this, the fundamental requirement is obtaining fast

and precise time information. The fast response time of the RPCs, which is of the

order of nanoseconds, is helpful in determining the directionality of muons. The

capability to up/down ambiguity in the direction of muons would allow the sepa-

ration of the neutrinos with short path lengths from those with longer ones which

is very useful to study neutrino oscillations, as the oscillation probability strongly

depends on the path length L.

In addition, ICAL, being a magnetized detector, would be able to differenti-
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ate between muons and antimuons, which makes it capable of separating events

induced by muon neutrinos and muon antineutrinos. Since the neutrinos and the

antineutrinos experience different matter effects while propagating through the

Earth, the ability to discriminate between neutrinos and antineutrinos makes the

detector sensitive to the neutrino mass hierarchy, which is the main goal of the

ICAL experiment. The presence of the magnetic field also improves the momen-

tum resolution of the muons by measuring the extent of bending of the muon track

in the local magnetic field.

Step 1: Neutrino Event Generation
NUANCE or GENIE νl +N → l +X.

Generates particles that result from a random interaction
of a neutrino with matter using theoretical models for
neutrino fluxes and cross-sections
(i) Reaction Channel; (ii) Vertex and time information;
(iii) Energy and momentum of all final state particles

Step 2: Event Simulation
GEANT l +X through simulated ICAL

Simulates propagation of particles thorugh the ICAL de-
tector with RPCs and magnetic field
Output:
(i) x, y, z,t of the particles as they propagate through
detector
(ii) Energy deposited
(iii) Momentum information

Step 3: Event Digitization
DIGITIZATION (X, Y, Z, T ) of final states on including noise and detector

efficiency
Add detector efficiency and noise to the hits
Output:
(i) Digitized output of the previous stage

Step 4: Event Reconstruction
ANALYSIS (E, ~p) of l, X (total hadrons)

Fit the muon tracks using Kalman filter techniques to re-
construct muon energy and momentum; use hit in hadron
shower to reconstruct hadron information
Output:
(i) Energy and momentum of muons and hadrons for use
in physics analysis

Table 1.3: The simulation frame-work in the ICAL simulation package.
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Though the ICAL is yet to be built, the physics reach of the ICAL has been

studied using a simulation framework. The broad simulation framework for the

ICAL, starting with event generation, is indicated schematically in Table 1.3. The

events in the detector are generated using the GENIE Monte Carlo generator [4].

This uses the atmospheric neutrino fluxes[69] along with various possible neutrino-

nucleus interaction cross-sections to generate the vertex and the energy-momentum

of all final states in each event. These are then propagated through the virtual

ICAL detector using the GEANT4 simulation tool. The GEANT4 simulates the

propagation of particles through the detector, including the effects of the iron, the

RPCs, and the magnetic field. The information in the events is then digitized in the

form of (X, Y, Z) coordinates of the hits in the RPCs and the timing corresponding

to each of these ’hits’. This is the information available for the event reconstruction

algorithms, which attempt, from the hit pattern, to separate the muon tracks from

the showers generated by the hadrons, and reconstruct the energies and directions

of these particles.

The simulation response of ICAL to the final-state particles produced in neutrino-

nucleus interactions have been studied [5, 6, 74, 75]. In the previous studies of muon

response, both fully contained and partially contained muon-events were considered

for analysis. Also, the muon response in the central region [5] of the central module

of the detector where the magnetic field is almost uniform and in the peripheral re-

gions, [74] where it is non-uniform were studied separately. The detector response

to hadrons, propagating through it, has been investigated using the hadron hit

multiplicity in the active detector elements in [6]. In the study [6], no clustering

algorithm was implemented and all the hits are used for calibration. In the real

detector scenario, the hits from the signal as well as noise will be present in the

detector output. In that case, it is difficult to use the hit multiplicity in estimating

the hadron energy.

One of the targets in the current work is to improve the estimation of momen-
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tum/energy of the final state particles in the neutrino interactions. If the muon

event is fully contained, then the range of the muon is precisely known. The

momentum measurement from the range of the muon inside the detector gives a

better estimation than curvature measurement. This is applicable only for the

fully contained event. In this study, an algorithm to tag fully contained muon

track is developed. A calibration scheme to estimate the momentum of these fully

contained tracks is also explained and used. This will help in improving the mo-

mentum resolution substantially. Also, an attempt had been made to study the

response of hadrons in the presence of detector noise. To achieve this an INO

specific digitization code was introduced in the simulation framework of ICAL de-

tector, to include more realistic detector properties like position resolution, time

resolution, efficiencies, multiplicities, etc. In this work, a method to reconstruct

the hadron shower direction using the width of the shower is developed. Using

the direction of muon (estimated from curvature and fit) and hadron shower, the

neutrino direction in CC-RS and CC-DIS events can be reconstructed.

1.4 Prototype Detectors

Successful completion of designing, building and characterizing large size glass

RPCs have been done and reported in [64, 76]. As part of the ICAL detector

R&D program, several prototype detector stacks have been successfully built to

study the performance and long-term stability of the RPCs using cosmic-ray muons

[64, 76, 77]. The first one of the stacks to be built was in TIFR, Mumbai. The

detector is composed of 12 layers of glass RPCs of dimension 1 m× 1 m, stacked on

top of each other with a vertical gap of 16 cm between them as shown in Figure 1.7.

Another suck identical 12 layer RPC stack has been built in the transit campus of

IICHEP, Madurai with large area 2 m× 2 m RPCs [78].

These stacks were used extensively to study various detector properties like
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(a) TIFR, Mumbai. (b) IICHEP, Madurai.

Figure 1.7: Prototype RPC stacks for ICAL.

position resolution, time resolution, detector efficiencies, strip multiplicities, etc.

These properties are useful input to make the detector simulation more realistic.

Fast and precise timing information is mandatory to resolve the up/down-going

ambiguity of detected muons. The detector stack in TIFR was used to study the

time resolution of RPC which was found to be 1.5 ns whereas the time resolution

of individual RPC strips was found to be about 1.2 ns [3]. In this work, the uncer-

tainties in the time measurement are studied with the reference to various detector

properties. Also, an offline calibration procedure is developed to improve the time

resolution of the single gap RPC using a large cosmic ray data sample, which can

also be applied in a test beam setup. It is envisaged that the calibration strat-

egy developed here will also be used for the INO-ICAL detector to improve its

capability to discriminate the up/down-going muons.

1.5 miniICAL

The various tests to study the RPC performance and properties were done with

different electronics including the final design for the INO-ICAL experiment [1].

Also, these were tested in the absence of a magnetic field. To study all the elec-

tronics in the fringe field of the magnet, a detector which is ∼ 1/600th the size of

final ICAL detector in terms of volume is built-in IICHEP Campus in Madurai.
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The detector mainly consists of 11 layers of soft iron plates of thickness 5.6 cm

having high magnetic permeability with an inter-layer gap of 4.5 cm. There are 2

coils made of copper conductors with 18 turns each and induction of 32,400 ampere-

turns and maximum magnetic field of 1.5 T is achieved. The RPCs are placed in

the interlayer gap and act as sensitive detectors. The data are collected using a

coincidence signal in four layers, which are mainly due to cosmic ray muon.

Other than the test of electronics in presence of the magnetic field, these fol-

lowing items are also being tested in this setup, the magnetic field inside the iron

is measured using the pick-up coil and hall probes and compared with the 2D sim-

ulation. This helps in validating the magnet design. This detector will soon be

covered on all four sides and the top with three layers of extruded scintillator as

cosmic muon veto detector. This will be the proof of principle test of the cosmic

muon veto detector for the feasibility of a shallow ICAL detector.

The atmospheric muons incident on the detector registers clean tracks with just

about one cluster (a combination of nearby hits) per RPC layer in the detector.

In presence of the magnetic field, the hits from muon (experiencing Lorentz force),

show a curvature representing the bending of muon trajectory. The standard curva-

ture fit algorithm developed for the ICAL detector is used to fit these trajectories.

The momentum, zenith angle and the azimuthal angle of the incident muon can

be estimated through this fit. This helps in measurement of the charge-dependent

muon flux up to ∼ 1.5 GeV and compare it with simulation [69]. Using the mea-

sured muon flux in the calculations demonstrated by M. Honda et.al [7, 8], the

estimation of the atmospheric neutrino flux can be improved.

1.6 Chapter summary

First, a brief history of the particle physics along with the highlights of the neu-

trino experiments over the decade is discussed. The global picture of the neutrino
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oscillation as of today is then discussed. The aim of the INO project to perform

a precise measurement of the neutrino oscillation parameters along with studies of

several other physical phenomena and consequently requirements of the detector

are discussed with necessary details. A brief summary of the Resistive Plate Cham-

bers is discussed afterward. Then, the potentiality of ICAL detector for neutrino

oscillations and the simulation of effort are discussed. Simultaneously, the scope of

the present thesis along with the several prototype detectors are highlighted along

with the future outlook.
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Chapter 2

Time resolution of RPC

One of the important experimental observations for the determination of the sign

of the parameter, ∆m2
32, is the direction of muons produced in the CC interactions

in ICAL. As the νµ and ν̄µ would experience separate matter effects for either of the

possible mass ordering, while propagating through the Earth, it is mandatory to

resolve the up–down ambiguity in the direction of muons. Fast and precise timing

information is required to achieve this.

As part of the ICAL detector R&D program, several detector stacks have been

successfully built to study the performance and long-term stability of the RPCs

using cosmic-ray muons [1]. From the previous studies using an RPC cosmic ray

telescope (1 m× 1 m) at TIFR, the time resolution of individual RPC strips was

found to be about 1.2 ns [3]. The time resolution of large scale RPC in various high

energy physics experiments are quoted in the range of 1.5–2.5 ns [79–82] and listed

in Table 2.1. However, the best timing is obtained using a multigap RPC (MRPC)

[83, 84]. The work presented in this chapter aims at improving the time resolution

of the large area single gap RPC detectors using an offline calibration procedure.

In this chapter, Section 2.1 describes the experimental setup. The study of

the muon trajectory is explained in brief in Section 2.2. The preliminary work on

the time resolution and muon directionality[85], is summarized briefly in Section
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Experiment Time Resolution
L3 2.5-3.5 ns
BaBar 1.3-2.3 ns
BELLE a few ns
ATLAS 1.2 ns

Table 2.1: Time resolution of RPCs in various experiments [79–82].

2.3. The correlation observed between the cosmic muon detection efficiency and

the timing is described in detail in Section 2.4. In Section 2.5, the procedure of

position-dependent time offset correction is discussed. The results on improvement

in the time resolution after applying these corrections are presented in Section 2.6.

The effect of RPC strip multiplicity on the measured time and a method to correct

it is explained in Section 2.7. In Section 2.8, the observation of spurious large

signals near button spacers is discussed. In Section 2.9, the major results of this

work are summarized.

2.1 Experimental setup

The prototype stack (as shown in Figure 2.1) used in this study consists of 12

layers of glass RPCs of dimensions 1 m× 1 m, stacked on top of each other with a

gap of 16 cm between them, thus resulting in a total stack height of 176 cm. The

RPCs are labeled from 0 (bottom) to 11 (top) in the stack. These are float glass

RPCs of size 1 m m× 1 m with an active area of 96 cm× 96 cm. The glass thickness

is 3 mm and the gap between two electrodes is 2 mm. The continuous flow of gas

mixture, which is the active medium for the ionization, is maintained using an

open-loop based gas recirculation system. A gas mixture of R134a, iso-butane, and

SF6 in a proportion of 95.2 %, 4.5 % and 0.3 % respectively are used to operate

these RPCs in avalanche mode. The RPCs are operated at 9.9 kV (± 4.95 kV) in

the avalanche mode with tracking efficiencies of (95.0± 0.2) % in the central region

[2]. The chamber current drawn by these chambers, on an average, is 30-50 nA.
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The surface resistivity of the graphite coating is maintained around 1 MΩ/�. For

signal pick up, the plastic honeycomb panels (thickness 5 mm), with 30 mm wide

copper strips on one side and 100µm thick aluminium sheet on the other (as ground

plane) are used. The glass-gap is sandwiched between two pickup panels placed

orthogonally. These panels also provide good mechanical support and are designed

to have characteristic impedance of 50 Ω. To provide electrical insulation, 50µm

thick mylar sheets are inserted between the pickup panels and graphite coating.

Figure 2.1: Elevation of the prototype stack in two dimensional (2D) and three dimen-
sional (3D) view.

The flow of signals from the RPCs to the modules in the VME crate is shown

in Figure 2.2. In avalanche mode of operation, a typical signal from RPC across a

50Ω load is in the range 0.5–2.0 mV and rise time of about a few ns. The signals

from each RPC strip are amplified by a two-stage Hybrid Micro Circuits (HMC)

based high-speed high gain voltage pre-amplifiers. These amplifier provide a gain

of ∼ 80. Some of the design characteristics of the HMCs are: signal handling range

(100–200 mV), bandwidth (350 MHz), rise time (2 ns), power rails (± 6 Volt) and

power dissipation (120–140 mW) [85]. The length of cables going from the pre-

amplifiers to the Analog Front End (AFE) boards is kept equal for all the channels
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(1.7 m). The characteristic impedance of these cables is also 50 Ω.

Figure 2.2: The data flow from the individual strips to the back-end VME DAQ system.
The negative going pulses are only shown, whereas positive going pulses are also processed
by similar electronics.

There are two AFEs per readout plane for each RPC. The main job of the AFE

is to convert analog RPC signals to digital signals to make it for easy processing. To

achieve this, the AFE contains adjustable threshold discriminators and ECL out-

put signals. A fixed threshold of − 20 mV has been chosen based on the baseline

noise[85]. An ultra-fast dual comparator (AD96687) has been used as a discrim-

inator which gives differential ECL outputs. The AFE also contains the logic to

generate primitive trigger logic where every 8th channel is ORed (wire ORed) and

then the signal is shaped to 100 ns width. These are called the “level-0” trigger

signals. The 32 strip signals per plane per RPC and the level-0 trigger signals are

passed to the Digital Front End (DFE).

The main work of the DFE board is to collate the signals (strip signals as

well as trigger signals) arriving from AFE and send them to the back-end. It has

a decoder unit which controls the DAQ and noise monitoring. The Event section

inside the DFE, handles the latching of the strip-hit information and serially flushes

them out to the back-end via CDR on signal from Decoder unit. The Pre-trigger

section generates the “level-1” trigger (1-Fold, 2-Fold, etc) signals from various
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logical combinations of level-0 trigger signals. The level-0 signals from AFE are in

differential ECL and are simply ORed to make an ECL 1-Fold singal for sending

to backend TDC for timing measurement. The Noise Rate Monitoring section

latches the noise rate of the active/calibration channel. These all four section are

functioning parallely and independently.

The four level-1 trigger signals and ECL 1-Fold signal for timing measurement

from the DFE are routed to the VME backend via Time and Trigger Router (TDR)

board. The trigger signals are sent to the Final Trigger Module (FTM) module for

the generation of the trigger. The ECL 1-Fold signals are routed to the Time to

Digital Convertor (TDC) module in the VME backend. The CDR board accepts

control signals from the INO DAQ Controller (from the back-end) via the address

lines and accordingly to the commands from the controller, the monitoring and

event signals are routed from each DFE board to the VME backend. The trigger

address line carries the cosmic muon trigger information from FTM to each DFE

module for latching of data. In the present configuration (with 12 layer RPC stack),

one CDR board can not handle data routing for 12 layers. The processed signals

from the DFE are transferred to the back-end DAQ system as Event or Monitoring

data, which are finally recorded on the basis of a valid trigger.

• The Event data, i.e., the (x, y) strip hit patterns in the layers due to the

passage of cosmic muons, is read by an I/O Module (Customised CAEN

V1495). This I/O Module also manages the latching of the data from the

appropriate DFE boards using the control lines in the CDR. The timing data

from each of these layers, from the TTR unit, is read by a multi-hit TDC

(CAEN V1190)

• The Monitoring data which contains strip noise rate, the four calibrating

fixed frequencies and fold signals, are read by a 24 bit scalar (CAEN V830)

at regular intervals.
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The cosmic-muon flux measurement and the directionality study of muons are

done using 1-Fold signals from layers 2, 4, 7 and 9. This particular choice was made

just to gain in the detector solid angular coverage. On an average trigger rate of

22 Hz has been observed in this case. Tracking efficiency measurements of RPC

layers using muons were done with a different set of trigger criteria to gain in the

solid angular coverage. The coincidence trigger generates an interrupt via the TDC

module and is sent to DFE to read out the Event Data. The I/O module manages

the periodic readout of noise rates. The DAQ back-end process has been designed

to have a multi-threaded structure so that it can support parallel processing of

several jobs with different priority. The QThread class (from Ot) has been used to

implement the threads are used here.

Figure 2.3: Schematic of time stamps in the multi-hit TDC.

The formal start-stop information is not available in the multi-hit VME-TDC.

Hence, depending on the trigger a programmable match window is opened with an

extra search and reject margins (Figure 2.3). The timestamps due to the signals

from different layers are expected to be inside the match window for a genuine

event. Hence, the relative timestamps, i.e., time of a layer with respect to another

layer has been used for any timing measurements. In general, the bottom (0th) layer

is used as a reference. But during time offsets estimation or in the directionality

study, the lowest selected layer based on the muon hit selection criteria is chosen as

the reference layer. The arrival times of the intercepting particle at various RPC
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planes are recorded by a TDC (100 ps LSB) using the 1-Fold signal of that plane

and the global trigger signal as a reference. Further details about the DAQ system

are discussed in [85, 86].

2.2 Study of muon trajectory

The cosmic ray muons are the only source of charged particles in the laboratory

for this study. They arrive from all directions at the top of the detector stack.

RPC strips are fired due to the passage of these muons. An event data typically

consists of a hit pattern of strips (one logic bit per strip) from X- and Y-planes

as well as one timing information per plane. Thus, judicious selection criteria are

necessary to choose good events over the background noise. This study is based on

the trigger criteria, where at least one strip in the X-plane of 2nd, 4th, 7th, and 9th

RPC layers have simultaneous hits within 100 ns time window. Figure 2.4 shows a

typical event observed in this experimental setup. The trajectories in XZ and YZ

planes are analyzed independently in order to measure time resolution in X- and

Y- readout planes of each RPC.
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Figure 2.4: A muon trajectory, (a) in XZ-view and (b) in YZ-view.

The typical average strip multiplicity, number of strips simultaneously fired

(signal above discrimination threshold, Vth =− 20 mV) in a layer varies from 1.73
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to 2.10 [2]. About 3.50–5.64 % of the cases the strip multiplicity is found to be

more than three, which is mainly due to correlated electronic noise or simultaneous

passage of more than one charged particles within the detector stack. There is also

a small contribution from streamer pulses in the RPC to the increased multiplicity.

A layer which has at most three-strip signals and all of which are consecutive are

included in the analysis. The selected hit points in XZ and YZ planes are fitted

separately with a straight line using equation 2.1.

x(/y) = a× z + b (2.1)

where x or y is the hit position (average strip position) from the X or Y plane

respectively for zth layer, a is the slope, dx(/y)/dz and b is the intercept. Using

these four parameters, one can obtain the exact position of the muon trajectory in

all the RPC layers. The detailed analysis along with the selection criteria as well

as the alignment procedure can be found in [2]. There are at least six layers with

selected hit position (time) for this fit and events with normalized χ2 < 2.0 are

used in the study. These same criteria are also applied during the alignment and

all timing offset corrections. Due to the good mechanical accuracy and by using

alignment corrections derived using muon tracks, an overall chamber alignment

accuracy of better than 100µm is obtained.

2.3 Study of timing measurements

There is a time delay between the development of the detector analog signal and

its arrival to the TDC module. The total time delay may be divided into two parts:

• delay from signal propagation in the pickup strip;

• time delays due to all the electronics elements from preamplifiers to the TDC
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module.

The first stage delay can be easily measured by knowing the muon hit position

on the strips. The propagation delay in the RPC strips is approximately 4.7 ns/m.

For studying the delay from the second stage, in the previous studies [85], the

calibrations were done using pulse generator, wherein a signal is simultaneously

sent to two AFEs for two different layers among which one is the reference and

the other is to be calibrated. A schematic of this calibration method is shown

in Figure 2.5. Using this method, the time delay’s of electronics elements can be

measured but to calibrate the entire detector is cumbersome and time-consuming.

Nonetheless, the results obtained from these measurements give an idea of the order

of magnitude of the delays.

Figure 2.5: Schematic of the time delay measurement circuit. F’s denote fan-out of the
signal from pulse generator. ∆t denotes the time delay from AFE to TDC and ∆C is the
cable delay from pulse generator to the corresponding AFE input. Here the time delay
of nth layer with respect to the 0th layer is defined as ∆tn −∆t0.

In view of the shortcomings seen in using the pulse generator, an alternative

method was adopted using muon tracks as a source of time calibration by S. Pal

et.al [3]. In that study, events with only single hit multiplicity were used to avoid

uncertainty in timing due to time ORing among all the strips in a layer[85]. The

raw TDC timing is first corrected for the time delay due to propagation in the
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RPC strips and then used to determine the relative delays of each strip due to the

electronics using the formula

ti =
1

c
`i + δ (2.2)

where ti is the relative time of ith layer with respect to the lowest layer in

the stack with a valid hit and `i is the cosmic muon track length in the ith layer

with respect to the same lowest layer. With the assumption that the particle is

moving with velocity, c, the only free parameter in the Equation (2.2), the intercept

(δ) is estimated using the track length and timing information from other layers.

To calculate the time offset of a layer/strip, the expected time is compared with

the measured time in that layer/strip. This process is repeated iteratively for all

the channels to calculate the delay corrections from the electronics. This iterative

method is described in detail in [3]. Also, in that study, data from three strips

on the boundaries of pickup panels were excluded, as the inclusion of the same

was found to drastically worsen the time resolution. Hence, the fiducial volume

was reduced to about 66 % of that of the detector stack. After these corrections,

the estimated time resolution in the central region of these chambers is found to

be 0.97 – 1.77 ns. The observed time resolution of an RPC is obtained from the

difference in the measured time with corrections in that layer and the time of the

muon crossing that is expected to the layer/RPC. The latter is calculated from the

time measurements in the remaining layers.

The time resolution observed for different layers of RPCs in the study is shown

in Figure 2.6. The measured slope of the selected events after the pixel-wise offset

correction is shown in Figure 2.6 (m) and (n). The misidentification rate for muon

trajectories as up-going are estimated to be ∼ 0.3 % for X-plane and ∼ 0.5 % for

Y-plane. One of the aims of this study is to understand the position-dependent
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Figure 2.6: (a-l) Time resolution in all 12 layers and (m) and (n) directionality (fitted
slope in eqn 2.2) of cosmic ray muon using timing information with only strip delay and
electronic offset correction. Red colour for X-view and Blue colour for Y view. Dashed
line represents the Gaussian fitted function. Here c = 29.979 cm/ns.
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time resolution of the RPC detector so that the whole detector can be used for

precise time measurements.

2.4 Position dependent efficiency versus time de-

lay

For each event, the muon trajectory information from the other eleven layers is

used to identify the intersection (both x and y coordinates) of the muon trajectory

in Li. The efficiency of each layer is calculated by excluding that layer in the

straight-line fit of the muon trajectory. The efficiency plots have 32× 32 of 2D

pixels, where each pixel is of size 3 cm× 3 cm. Here, the efficiency of a layer is

defined as the ratio of number of events where a hit is found within 6 cm of the

expected position of muon in that layer, without any hit in other parts of that

layer, to the expected number of muons using the fit of hits in all other layers.

The inefficiency is caused by charged particles that did not produce a signal larger

than the discriminator threshold. The detailed description of the calculations of

the efficiency maps is given in [85]. The X- and Y-plane efficiency maps for all

the layers of RPCs are shown in Figures 2.7 and 2.8 and the following features are

observed in the efficiency plots:

(a) Efficiency map is exactly the same in X- and Y-planes of the respective RPC.

(b) The inefficiency matrix of spots is due to spacer buttons located at these

positions.

(c) Efficiency of the area covered by the first X-strip is almost zero in many

layers.

(d) Large region of inefficiency near the corners (Y-strip number, NY = 0 – 5) in

many RPCs.
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Figure 2.7: Efficiency for all 12 layers for the X-view.

(e) In some RPCs, there are entire strips in either X- or Y-plane which shows

lower efficiencies.

(f) Layers 2, 4, 7 & 9 show nearly 100 % efficiency throughout the region as these

are the hardware trigger layers.

The possible sources of the position-dependent variation in the efficiency are,

• Variation in the preamplifier gains across different strips: In this case, a cor-

relation of efficiencies in the X- and Y-planes is not expected. The variation

may be visible either in X- or in Y-plane for a whole length of the strips

(described in Point “e”). Thus, this possibility may be excluded. Similarly,

the effect due to mismatch of the characteristic impedance of readout strips
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Figure 2.8: Efficiency for all 12 layers for the Y-view.

and the input impedance of preamplifiers is also ruled out due to the same

argument.

• Dead zones in the gas gap due to the non-uniform flow of gas: The efficiencies

in X- and Y-planes should be correlated due to this effect and it indeed

matches with the observation. But there are two gas inlets at NX = 31 and

NY = 0 & 31 and two outlets at NX = 0 and NY = 0 & 31, which implies that

the observed pattern on inefficiency is not due to the effect of non-uniform

gas flow. Here NX and NY indicates the strip number in X- and Y- plane

respectively. Besides, with the same connectivity of gas lines, the observed

efficiency maps are different in different RPC chambers.
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Figure 2.9: Average time delay of muon signal in all 12 layers for X-view.

• Variation in the surface resistivity of the paint on the electrodes: Surface

resistivity maps of two sides of the RPC gas gap are different due to different

screening of induced signal, but the observed efficiency map is similar on both

X- and Y-planes, thus the effect of variation of surface resistivity is also ruled

out.

• Variation in the thickness of glass electrodes or gas gap spacers: This would

result in variation of the electric field in the gas chamber and consequently the

gas gain of the RPC. The observed efficiency maps indicate that this could

be the dominant contribution for variation of efficiency across the RPC area.

The thickness of glass used for RPC fabrication is 3.1± 0.1 mm, whereas the

41



 +
 1

0
 n

s
yt

∆

0

5

10

15

20

25

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L0

 +
 1

0
 n

s
yt

∆

0

5

10

15

20

25

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L1

 +
 1

0
 n

s
yt

∆

0

5

10

15

20

25

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L2

 +
 1

0
 n

s
yt

∆

0

5

10

15

20

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L3

 +
 1

0
 n

s
yt

∆

0

5

10

15

20

25

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L4

 +
 1

0
 n

s
yt

∆

0

5

10

15

20

25

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L5

 +
 1

0
 n

s
yt

∆

0

5

10

15

20

25

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L6

 +
 1

0
 n

s
yt

∆
0

5

10

15

20

25

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L7

 +
 1

0
 n

s
yt

∆

0

5

10

15

20

25

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L8

 +
 1

0
 n

s
yt

∆

0

5

10

15

20

25

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L9

 +
 1

0
 n

s
yt

∆

0

5

10

15

20

25

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L10

 +
 1

0
 n

s
yt

∆

0

5

10

15

20

25

X Strip No.
0 10 20 30

Y
 S

tr
ip

 N
o

.

0

10

20

30 L11

Figure 2.10: Average time delay of muon signal in all 12 layers for Y-view.

thickness of spacers is 2.0± 0.2 mm. But the observed efficiency map indicates

that the difference in the spacer and/or gluing at the edges is the dominant

source of inefficiency. It is difficult to improve the tolerance in glass thickness,

as regular commercially produced glass is used for the RPC fabrication.

Using the same muon tracks in the detector stack, the timing studies of the

RPCs were carried out. Before performing further studies using the timing data,

the known sources of time delays were corrected, which are:

• Correction for delay of signal propagation in the pickup strip, which is 4.7 ns/m.

• Average signal delays in electronics and cables between the RPC strip and

the DAQ system. The channel by channel corrections are obtained using an
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iterative method of offset correction, details of which are given in [3].

The average time delay of the avalanche signals in X- and Y-planes with respect

to the expected time in all 12 layers are shown in Figures 2.9 and 2.10. The expected

arrival time is computed by the fit of corrected time measurement in all other layers

excluding the layer under study. Comparing the Figures 2.8 & 2.9 and Figures 2.8

& 2.10, a correlation can be observed between the the inefficient regions of RPC

and the regions where the time delay is large. This shows a variation in time delay

due to the variation of avalanche gain in different parts of the RPC, particularly

in the regions of low efficiency. The average gain is less in the less efficient region

which implies that on average, the signal in that region is low. The large signals

cross the leading edge discriminator earlier than the small signals consequently

giving an earlier timestamp. Also, from the figure, it can be observed that in the

region of 100 % efficiency, there is a very small variation in time delay.

This variation in time delay can be avoided by using constant fraction dis-

criminator (CFD), but considering the advanced state of electronics design and

implementation, this is a difficult proposition for ICAL detector. In absence of

such hardware, an attempt has been made to correct the gain dependent time

delay using offline calibration in order to achieve performance similar to CFD.

2.5 Position dependent pixel-wise time offset cor-

rection

From the previous section, it can be seen that the average time delay between

the production of the signal and time stamp at the discriminator varies with the

position where the particle interacts in the RPC. The average values of these delays

can be corrected using the efficiency plot. However, this correction cannot be

applied in the region where the efficiency of the RPC is ∼ 100 %. The second option

is to use the average time measurement itself to perform this offset correction. The
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average time delay is measured in 32× 32 pixels (each of about 3 cm× 3 cm) for

both X- and Y-planes of the RPC. For a position in each layer, the time is corrected

using the offset corrections of the nearby four pixels.

Figure 2.11: Schematic for pixelwise offset correction.

In Figure 2.11, if the muon passed through the pixel (Nx, Ny) and within the

pixel if the muon passed through the position marked with a red dot. For the

strips on the X plane, the time offset is computed using the interpolation of the

delay correction in pixels (Nx, Ny) and (Nx, Ny + 1). If within the pixel, the muon

passed through the position marked with a green dot, then the offset is calculated

using the pixels (Nx, Ny) and (Nx, Ny - 1). Similarly, for Y-plane, the offset is

computed with the delay correction in pixels (Nx, Ny) and (Nx± 1, Ny) depending

on the position within the pixel with respect to its center.

2.6 Improvement of time resolution and reduc-

tion of up/down ambiguity

In Figure 2.12, the measured time resolution after applying the position-dependent

pixel-wise offset correction is presented. Comparing Figures 2.6 and 2.12, it can
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Figure 2.12: (a-l) Time resolution in all 12 layers and (m) and (n) directionality (fitted
slope in eqn 2.2) of cosmic ray muon using timing information with the position dependent
time offset correction. Red colour for X-view and Blue colour for Y view. Dashed line
represents the Gaussian fitted function. Here c = 29.979 cm/ns.
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be clearly observed that there is a considerable improvement in the time measure-

ment. For example, for layer-2 X-plane, the time resolution improved from 1.21 ns

to 0.83 ns. So, the estimated error due to position-dependent time variation is

1.11 ns, which is nearly equal to the resultant time resolution from all other fac-

tors. Therefore, it can be concluded that this is the primary source of uncertainty

in time resolution in the earlier result of S. Pal et.al [3].

As discussed in Section 2.2, the recorded events are due to cosmic ray interac-

tions in the atmosphere above the detector stack. The probability, that a fraction

of these recorded events is due to muons entering from the bottom the detector, is

insignificant. So, the expected slope of equation 2.1 should always be negative in

this case as the arrival time of muon in the top layer (with the largest layer number,

11) is earlier than that in the bottom layer (with the smallest layer number, 0).

The measured slope of the selected events after the pixel-wise offset correction, is

shown in Figure 2.12 (m) and (n). The estimated misidentification rate for muon

trajectories as up-going reduces from 0.3 % to 0.01 % for X-plane and from 0.5 % to

0.03 % for Y-plane. To compensate for the effects of noise, inefficiency and trigger

acceptance, the minimum number of layers used in this measurement is 9 as against

12 layers of the detector stack.

2.7 Effect of lateral hit position on strip for time

measurement

It is expected that if the avalanche occurs near the center of a strip, the induced

signal in that strip is much larger than those on the neighboring strips. As the

pitch of pickup strips being 30 mm, and an inter-strip gap of 2 mm, it is expected

that a much larger fraction of events to show up with a strip multiplicity of one.

In the second case, if the avalanche occurs in between the two strips, the induced

signal will be shared by both the strips. The observed average strip multiplicity of
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these RPCs is 1.9. The strip multiplicity as a function of muon position in a strip

for different layers is shown in Figures 2.13 and 2.14. The position is measured

with respect to the center of the strip. It can be clearly observed in the data, that

the idea of induced charge sharing between neighboring strips is correct.
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Figure 2.13: Strip multiplicity as a function of muon position in the strip for all 12
layers in X-view.

As seen in these plots, there are almost no events with strip multiplicity of

two, when the muon trajectory is at the center of the strip and similarly almost

no events with strip multiplicity one, when the muon trajectory is at the boundary

between two strips. The position of maxima and minima of the strip multiplicity

distributions at the center and edge of the strips respectively also indicates that

the position alignment of RPCs in the detector stack is accurate. It should also
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Figure 2.14: Strip multiplicity as a function of muon position in the strip for all 12
layers in Y-view.

be noted that on an average the charge induced on one strip for an event with

strip multiplicity of two is more than the charge induced for an event with strip

multiplicity of one. The sharing of an induced signal on multiple strips depends on

the position of the muon trajectory.

The average offset of measured signal arrival times in a layer with respect to the

expected arrival times (obtained using the arrival times of other layers) as a function

of strip position for different multiplicities for Y-plane is shown in figures 2.15 and

2.16. The shapes of the offset for X- and Y-plane are the same, implying that they

depend only on the gains of RPCs as well as on the differences in electronics signal

paths, if any, between layers. No correlation between time delay and muon position
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Figure 2.15: Average delay time as a function of muon position in strip for all 12 layers
in X-view.

has been observed in events with strip multiplicity of three and above. The offsets

observed in Figures 2.15 and 2.16 can be fitted using a second-order polynomial

function as shown below:

∆t (x) = P0 + P1|x|+ P2x
2 (2.3)

where x is the muon hit position with respect to the center of the strip and

P0, P1 and P2 are appropriate coefficients determined by the fit. So, based on the

lateral position of muon hit on a strip and observed strip multiplicity, this offset

correction can be computed and applied. The time resolution of the RPCs with
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Figure 2.16: Average delay time as a function of muon position in strip for all 12 layers
in Y-view.

this additional corrections is shown in Figure 2.17 and there is a clear improvement

in time resolution with this additional time corrections, but this is not a significant

improvement.

The observed time resolution of an RPC is obtained from the difference in the

measured time with corrections in that layer and the time of the muon crossing that

is expected to the layer/RPC. The latter is calculated from the time measurements

in the remaining layers, as a consequence, this expected time has some uncertainty.

Thus, the time resolution of a layer is obtained by quadratically subtracting the

expected error due to extrapolation from the observed resolution. The measured

time resolutions in all layers are given in Table 2.2. This table indicates that
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after this offset correction, the time resolution of all the RPC detectors, except the

Y-plane of layers 6-9 improves to better than 1 ns.
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Figure 2.17: (a-l) Time resolution in all 12 layers and (m) and (n) directionality (fitted
slope in eqn 2.2) of cosmic ray muon using timing information with all the corrections.
Red colour for X-view and Blue colour for Y view. Dashed line represents the Gaussian
fitted function. Here c = 29.979 cm/ns.

In order to compare the improvement of this misidentification rate with a previ-

ous work by S. Pal et.al [3], a table (Table 2.3) is prepared with the same selection

criteria. There are improvements on this misidentification rate by a factor of four

51



# X-plane Y-plane
Mean RMS µ σ Corr σ Mean RMS µ σ Corr σ

0 0.007 1.078 0.009 1.043 0.885 0.01 1.191 0.024 1.151 0.965
1 0.006 1.008 0.005 0.97 0.846 0.009 1.127 0.014 1.073 0.916
2 0.006 0.931 -0.023 0.829 0.692 0.008 1.068 0.000 0.999 0.850
3 0.005 0.875 -0.023 0.798 0.710 0.007 1.035 -0.03 0.932 0.825
4 0.005 1.018 0.000 0.995 0.946 0.006 1.109 0.008 1.064 1.000
5 0.004 1.087 0.000 1.058 1.021 0.004 1.13 -0.001 1.072 1.018
6 0.004 0.845 -0.028 0.762 0.707 0.004 1.37 -0.063 1.263 1.218
7 0.003 0.894 -0.047 0.783 0.721 0.003 1.308 -0.041 1.213 1.159
8 -0.008 1.169 -0.007 1.152 1.104 0.002 1.384 0.013 1.358 1.297
9 0.002 1.052 -0.033 0.967 0.875 -0.015 1.244 -0.016 1.199 1.091
10 -0.011 0.99 -0.062 0.855 0.713 0.001 1.181 -0.064 1.016 0.833
11 0.000 1.055 -0.065 0.909 0.696 0.000 1.238 -0.061 1.085 0.843

Table 2.2: Time resolution (ns) of all twelve layers with and without the position
dependent offset correction. Statistical errors on these mentioned are in 4th decimal
place. Here Mean and RMS is the statistical mean and RMS of the ∆t distribution,
µ and σ are gaussian fitted mean and sigma and corr σ is resolution after quadratic
subtraction of extrapolation error from the fitted σ.

as compared to the earlier work [3]. The observed improvement is less than the ex-

pected one, which is mainly due to the tail part of the resolution plots, e.g., events

beyond ± 3 ns as shown in Figure 2.17. Though there is a substantial improvement

of the overall time resolution in the combined sample, this tail is not reduced to

the same extent.

Layer # ≥ 6 8 10 11
X-plane 9.70± 0.99 1.14± 0.38 0.27± 0.27 0.60± 0.60
Y-plane 25.26± 1.59 4.33± 0.72 0.67± 0.39 0.88± 0.62

Table 2.3: Fraction (×10−5) of reconstructed up-going muons with different criteria on
the number of used RPC layers in the fit.

2.8 Spurious noise near spacer buttons

As mentioned in the previous sections, there are large tails in the time resolution

plots of all layers of the detector, which is not easily corrected by any known logic.

These tails result from the inherent noise in the electronic chain and due to a sharp

change in the electric field of the RPC detector affecting its gain particularly near

52



buttons and side spacers. Figure 2.18 shows corrected time with respect to the

arrival time (∆t) of the signal of X-plane as a function of Y-position for all layers.

Similarly, Figure 2.19 shows the same for the signal of Y-plane as a function of

X-position for all layers. It can be seen that most of the events have very small ∆t

with a small tail. But in a small fraction of events, a large variation in ∆tx (∆ty)

is observed at particular Y-(X-) positions. The positions show a periodicity of

∼ 18 cm (6 strips).
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Figure 2.18: Corrected time with respect to the the expected time (∆t) in the signal
of X-plane as a function of Y-position.

These Y- and X-positions correspond to the positions of the polycarbonate

spacer buttons, which are used for maintaining a uniform gap between the glass

electrodes. The buttons are glued to the glass with epoxy (3M DP190 epoxy). The
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peripheries of these glued buttons remain sharp after the glue is set, and the electric

field is enhanced locally due to which larger and hence faster signals are produced.

On the other hand, the position where the spacer button is glued to the glass

electrodes constitutes almost dead space for avalanche multiplication. Therefore,

the efficiency from these regions is low which was observed in Figure 2.7 and 2.8.
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Figure 2.19: Corrected time with respect to the the expected time (∆t) in the signal
of Y-plane as a function of X-position.

Figure 2.20(a) shows correlations of ∆tx and ∆ty for positions of muon within

1 cm of button centres, for events selected with criteria, |∆tx| > 4 ns and |∆ty| > 4 ns.

A clear correlation of the arrival times between X- and Y-plane strips and in par-

ticular for large signals (fast signals) is seen. Figure 2.20(b) shows the positions of

muon trajectories in the RPCs (combination of all 12 layers), where ∆tx < − 8 ns
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and ∆ty < − 8 ns. Clusters of these positions match with the positions of spacer

buttons. Button positions in all the RPC chambers are not exactly identical, thus

the combined distribution shows a wider spot of buttons. There is also a band

of positions meeting the above condition for a lower value of X in the layer-7 and

layer-10, which is due to the gluing of the side spacer, not the button. But, smaller

signals, consequently delayed (∆tx > 8 ns and ∆ty > 8 ns) do not show any corre-

lation with position, which is evident in Figure 2.20(c).
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Figure 2.20: (a) ∆tx vs ∆ty for a position of muon within 1 cm of button centre, (b)
Combined position of muon in all layers, where ∆tx < −8 ns and ∆ty < −8 ns, and (c)
Combined position of muon in all layers, where ∆tx > 8 ns and ∆ty > 8 ns.

It may be noted that it is very difficult to achieve a perfect quality of the

various manufacturing procedures of the RPC detectors, and in particular of the

gluing process. Perhaps the best solution to this problem is by characterizing these

imperfections and incorporate them in Monte Carlo simulation or veto that region.

2.9 Summary

In this chapter, it is observed that the dominant factor affecting the time resolution

of a large scale single gap RPC is its position dependent gain. There are many
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sources that contribute to position-dependent gain variations, e.g., a variation of

glass thickness, variation in button and spacer dimensions, non-uniformity of gas

composition due to improper flow of gas, leakages in the gas circuit, etc. This

chapter also describes a technique of offline correction of time resolution of RPCs

using a large cosmic ray data sample, which can be done in a test beam setup

also. Also, there is a variation of recorded timing information as a function of strip

multiplicity as well as the lateral position of the trajectory. After correcting for

these two factors along with correction for the time of flight of the signal in strips

as well as for the delay in the electronic chains, most of the RPCs show a time

resolution better than 1ns in any part of the detector.

In summary, we conclude that by using offline corrections, large-area single

gap RPCs can be operated with detection efficiency better than 95 % and timing

resolution better than 1ns.
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Chapter 3

The ICAL detector simulation

and muon reconstruction

The ICAL detector is mainly sensitive to the interactions due to the atmospheric

νµs which are arising from νµ → νµ and νe → νµ oscillation channels. The accurate

determination of the energy and direction of the final state particles, i.e., the muons

and the hadrons, in these interaction events are critical to accomplish the physics

goals of the ICAL. The νµ and ν̄µ experience separate matter effects for either of the

possible mass ordering while propagating through the Earth. Hence, by observing

the individual event rates for νµ and ν̄µ through the distinction of the final state

µ+ and µ− in the CC events, the mass ordering can be determined. The additional

information on the final state hadrons will provide an enhancement in the physics

sensitivity of the detector [87]. In order to achieve the physics goals, the ICAL

detector has to be properly calibrated to reconstruct the energy and direction of

the muons and hadrons, as well as the identification of the charge of the muons.

To calibrate the ICAL response to the muon and hadrons, a detector simulation

framework [1, 88–90] has been developed using the GEANT4 simulation package.

This framework work has been described in Section 3.1. For easy sharing of geome-

try parameters and various other inputs, a database is a must. For ICAL simulation
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framework, a database is set up using “PostgreSQL” and is described in Section

3.2. The INO specific digitization algorithm which is implemented to convert the

GEANT4 output to the detector observed output has been discussed in Section

3.3. The muon reconstruction algorithm is then described in Section 3.4. If the

muon event is fully contained (FC) within the detector, then the range of muon

is precisely known. The momentum measurement from the range of muon inside

the detector gives a better estimate than the one measured using the curvature,

however, this is applicable only to the FC event. In section 3.5, an algorithm to

tag a fully contained (FC) muon track is presented. Some observations about the

fiducial volume for ICAL detector are also discussed in the same section. In the

case of νµ (ν̄µ) CC-RS or CC-DIS interaction, along with a muon track, a hadron

shower will also be observed with a cluster of hits in the vicinity of the vertex. This

same algorithm has also been adapted to extrapolate the muon track in the hadron

shower. The calibration scheme and analysis of the FC events using the range of

the muon track is presented in Section 3.6. In Section 3.7, the major results of this

work are summarized.

3.1 ICAL detector simulation framework

The muons and hadrons, which are generated in neutrino interactions, pass through

the dense detector material and an inhomogeneous magnetic field in the ICAL de-

tector. The simulation of such particles through the detector geometry is performed

by a package based on the GEANT4 [4, 91] toolkit and an INO specific digitiza-

tion code. In the GEANT4 simulation framework, the ICAL detector includes the

geometry as well as the magnetic field. The layout of the ICAL detector geometry

is shown in Figure 3.1(a).

The 50 kt ICAL detector has a modular structure of three modules, each of

size 16 m× 16 m× 14.5 m, with a gap of 20 cm between the modules. The ICAL
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Figure 3.1: (a) Schematic view of the 50 kt ICAL detctor and (b) A basic RPC unit
along with the tray.

coordinates are defined as follows: the direction along which the modules are placed

is labeled as the x-direction with the remaining horizontal transverse direction being

labeled y. As the final orientation of the ICAL detector is not yet finalized, the “x”

is currently considered to coincide with the geographical south. The z-axis points

vertically upwards so that the polar angle equals the zenith angle θ while the zero

of the azimuthal angle φ points south. In the geometry, the origin is taken to be

the center of the second module. Each ICAL module consists of 151 layers of iron

plates with thickness of 5.6 cm. The area of each module is 16 m× 16 m, while the

area of each iron plate is 2 m× 4 m. There is a vertical gap of 4 cm between the

two layers. Hence, the vertical separation between the two RPC layers is 9.6 cm.

The iron sheets are supported every 2 m in both the x and y directions, by steel

support structures. The basic RPC units are placed in a grid format within the air

gaps.

Vertical slots at x = x0 ± 4m (where x0 is the central x value of each module)

extending up to y = ±4m and cutting through all layers are provided to accommo-

date the four copper coils that wind around the iron plates, providing a magnetic

field in the x-y plane. The magnetic field map as obtained from simulations using

MAGNET6.26 software[92] is shown in Figure 3.2 [93]. In the central region of
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Figure 3.2: The magnetic field lines in the central iron layer of the central module
(z = 0). The length and direction of the arrows indicate the magnitude and direction of
the field; the magnitude (in T) is also shown according to the colour-coding indicated on
the right.

each module, typical values of the field strength are about 1.5 T in the y-direction.

In the old geometry, the total RPC dimension was 184 cm× 184 cm× 1.88 cm.

As per the detector design at that time, the electronics board was to be kept on

top of the RPCs. To accommodate that in the detector geometry, the electronic

board material (G10) was uniformly spread over the entire RPC. Hence, the thick-

ness of RPC (in the geometry) was larger by an extra cm. In the new RPC design

implemented in the current geometry, the RPC size is 174 cm× 183.5 cm× 1.8 cm.

There are two triangular cuts on two diagonal corners to accommodate two elec-

tronic boards (one for DAQ and another for H.V. power supply) as shown in Figure

3.1(b). The RPC is kept in a tray made of Fibreglass Reinforced Plastic (FRP)

material along with the two triangular electronic boards. The RPC is not kept at

the center of an FRP Tray but slightly off-center. The DAQ Board is right angle tri-

angle with side length 12.5 cm and thickness 0.5 cm and H.V. Power Supply Board

is also right angle triangle with side length 10 cm and thickness 0.5 cm. The RPC
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tray size is 191 cm× 194 cm× 3.4 cm. This is the main difference in geometry in the

simulations framework as compared to previous works. The width of the readout

strip of RPC is 3 cm. The ICAL geometry is written to a machine-readable GDML

file that can be read off by other associated packages, like the event reconstruction

and GENIE event generator [94, 95].

3.2 Database for ICAL simulation framework

Figure 3.3: Database table for files with
various versions.

The role of commercial and home-made

database systems in HEP experiments

is reviewed in [96]. In this review, a

database is defined as “A system for the

storage and retrieval of data in which

the data are identified by the attributes

which are most relevant to the user or

application.” The typical applications

to use database in INO collaboration in-

clude the list of RPCs, DAQ electronic

boards, etc and its electrical and mechanical properties, delivered for ICAL exper-

iment. For such applications, the database has already been setup. In this section,

the main aim is to use a database system in HEP collaboration activities like sim-

ulation, reconstruction, and analysis software. The insertion and retrieval of bulky

data, mainly by the C++ based software for these activities is the major area.

Alignment and calibration information for ICAL like detectors can be both bulky

and frequently changing. These parameters are regular inputs to the detector sim-

ulation and reconstruction algorithms. These data may be created and accessed

by many different processes, often operating simultaneously.

For the more specialized HEP applications for ICAL detector, the needs are:
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Figure 3.4: Database table for detector parameters.

1. Efficient retrieval of bulky and/or numerous data according to simple search

criteria.

2. Reasonably efficient insertion of bulky and/or numerous data.

3. C++/Fortran access (essential).

4. Terminal access (desirable).

5. Concurrent write access. It must be possible to lock (ideally automatically)

an adequately small fraction of the database.

6. Portability, both for the Fortran/C++ base codes and the database contents.

7. Robustness.

8. Security to reduce accidental damage or hacking.

9. Cost-effective. This is almost mandatory for any system which must be in-

stalled at many institutes or with a large number of users.
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The online database for the ICAL simulation code is set up by using “Post-

greSQL” based database management system. PostgreSQL has a good easy in-

terface with C++ which is currently the programming language used in software

for INO. At present, the database has been set up for the detector geometry pa-

rameters (Figure 3.4), magnetic field map and a file table for various input files

(Figure 3.3) having alignment and correction parameters, strip health information,

geometry file for reconstruction, etc. The database is set up to implement different

versions of the parameters using tags and distribute them to the users. For the

future, the various tables can be easily migrated to store the run data like the

trigger, DAQ parameters, high voltage, channel maps, noise rates, thresholds, etc.

3.3 INO specific digitisation

When a charged particle passes through the RPC gas volume, the GEANT4 frame-

work provides the energy deposited at that position, its coordinates (x,y,z) and an

exact timestamp. These coordinates of the signals are then translated through

digitization code into information of the X th strip and the Y th strip at the Z th

plane1. For the time information, a constant time resolution was applied on the

time stamp obtained from GEANT4 and then stored along with the strip informa-

tion. The detector was assumed to have a uniform efficiency of 95 % and applied

as such during the digitization. Also, the implementation of strip multiplicity was

uniform all over the RPC which is not in the real detector.

As observed in Chapter 2, in the actual detector, the time resolution of RPC

is around 1 ns. This time resolution can be further split into correlated (common

for both X- and Y- side) and uncorrelated (independent for X- and Y- side) time

resolution. In the current study, the correlated time resolution of about 0.7 ns

is applied to the time stamp and an independent uncorrelated time resolution of

1Pick up panels in top and bottom sides are aligned orthogonally and readout strips in top
panel is defined here as Y-strips and bottom one is X-strips.
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Figure 3.5: Correlated and uncorrelated time resolution.

about 0.7 ns is applied to get time tx for x strip and ty for y strip. Figure 3.5b

shows the difference between the time measured using the strip on X and Y plane.

When the difference in time measured through X plane and Y plane is taken, the

uncertainties in time due to factors common for both planes cancel each other.

So, only the uncertainties due to factors not common can be measured. This is

calculated in Figure 3.5 (b). It is called uncorrelated time resolution and is defined

as:

σuncor =
σtx−ty√

2
(3.1)

σcorr =
√
σmeasured − σuncor (3.2)

Figure 3.6: The signal prop-
agation delay in the strip.

If the uncorrelated time resolution is quadrati-

cally subtracted from measured time resolution, the

uncertainties in time due to factors common for both

planes can be measured. It is called correlated time

resolution. For the distributions in Figure 3.5, the

uncorrelated time resolution is 0.4 ns and measured

time resolution is 0.83 ns. So, the correlated time
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resolution is 0.73 ns.

The propagation time of the signal in a strip will

add a delay of around 5 ns/m. This delay depends on the X and Y position of the

hit. For the time recorded from the X- strip, the delay is computed from the

corresponding Y- strip in the hit and applied. Similarly for the time recorded for

the Y- strip, the corresponding X- strip in the hit is used to calculate the delay. In

the end, the time is stored in a digitized format as it would be in the TDC, i.e. with

the least count of 200 ps. The x and y strip information is stored independently in

the precise way as the data will be stored in the detector.
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Figure 3.7: Correlated and uncorrelated inefficiency maps.

The inefficiency is caused by the trajectories of charged particles that didn’t

produce any avalanche signal larger than the discriminator threshold in the RPC.

The efficiency maps for 1× 1m2 RPCs, were discussed in Section 2.4. In Figure

3.7, the efficiency maps for a typical layer are shown. Here, it can be observed that

a part of the efficiency is contributed due to the electronics including the strips

which will be different for X- and Y- sides. But a major component of the efficiency
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which is due to variation in the thickness of glass electrodes or spacers is common

to both sides. Using this observation, the efficiency was divided into correlated and

uncorrelated components. The correlated component of the efficiency is applied to

both X and Y signal for particular hit coming from GEANT4. The uncorrelated

component of the efficiency is applied to X and Y signal independently. Once the

ICAL detector is built, the future plan is to apply the observed efficiency map

(Figure 3.7).

In the real detector, along with the hits due to the propagation of charged

particles, a lot of hits will be recorded due to noise signals. There can be two

kinds of noise: (i) uncorrelated and (ii) correlated noise. The first kind of noise

is random in nature and can give hits in any region of the detector. The rate of

random noise in a signal strip is measured to be ∼ 200 Hz. In ICAL detector there

are approximate, 4× 106 electronic channels. The coincidence window for trigger

generation is 100 ns. Hence, the total number of noise hits, in any event, can be

estimated using the equation,

No. of noise hits = 4× 106 × 200× 10−7 = 80 (3.3)

Figure 3.8: Different types of correlated noises.

Hence, we simulate around 100 noise spread uniformly throughout the ICAL

detector. A timestamp is generated for the noise hits, which is digitized and saved.

Currently, the probability of random noise in both strips is kept to be 50 % and for

in any one (either X- or Y-) strip is 25 %. The correlated noise is the noise signals

generated due to the signal in a particular strip. In the ICAL code, three such
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kinds of correlated noise have been included and listed below:

1. Consecutive 5 strips get hit (Figure 3.8a).

2. Every 8th strip get hit (Figure 3.8b).

3. Correlated X & Y strip hit (Figure 3.8c).

These correlated noises occur only when there is a signal in that RPC. There

can be other correlated noises that may need to be included in the future. In

the first case, for signal in any strip, two strips on either side also give a signal.

This type of signal is mostly due to streamer signals in RPCs, or when there is

a large avalanche. The second type of noise is due to the electronic readout. As

explained in Section 2.1, every 8th strip is OR’ed to get Level-0 trigger signals.

This contributes to this kind of noise. The third kind of noise is observed, when

a particular X or Y strip gives a signal, there is a signal observed in some other

particular X or Y strip. At present, the probability of getting correlated for any

hit is kept to be 10 %. In the future, the noise simulation will be based on the

noise observed during the testing of the RPCs. The observed noise will be used

to simulate the noise in that particular RPC. A preliminary algorithm to simulate

this noise has been implemented for the mini-ICAL detector simulation.

The spatial resolution in the horizontal plane is of the order 10 mm [2](due to

the strip width and sharing of induced signal in multiple strips) while that in the

z-direction is of the order of mm (due to the nonuniformity of passive material

mainly iron support structure). The number of strips has induced signal above

threshold due to the passage of a muon is called strip multiplicity. The multiplicity

observed in the prototype RPC stack at TIFR, Mumbai is discussed in detail in

Section 2.7. It is expected that if the location of avalanche is at the center of a

strip, the induced signal in that strip is much larger than those on the neighboring

strips. On the other hand, if the avalanche has occurred in the middle of two

strips, both strips will share the induced signal. Noting that the pitch of pickup
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Figure 3.9: Strip multiplicity as a function of muon position in the strip, (a) X-plane
and (b) Y-plane.

strips is 30 mm, with an inter-strip gap of 2 mm, it is expected that a much larger

fraction of events will show up with a strip multiplicity of one. Figure 3.9 shows

the normalized strip multiplicity as a function of muon position with respect to

the center of the strip and in the unit of strip width. The data clearly support

the simple idea of induced charge sharing between the neighboring strips. There

are almost no events with strip multiplicity of two, with muon trajectory is at the

center of the strip and similarly, there are almost no events with strip multiplicity

one, with muon trajectory at the boundary of two strips. The strip multiplicity

distribution observed in Figure 3.9, are fitted with Gaussian deconvoluted form of

equation 3.4.

f (x) = Ae−
1
2( xσ )

2

(3.4)

where x is the extrapolated position within the strip. Using these observations,

the concept of strip multiplicity is implemented in the digitization part of the ICAL

code. The X- and Y- position where the particle passed through inside the RPC,

is translated to the position inside the strip width and based on the probability of

one, two or even three-strip hit multiplicity is calculated. The “Zero” multiplicity

is accommodated by the inefficiency factor.
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During the reconstruction, in the first step all possible pairs of nearby X and Y

strips in a plane are combined to form a cluster of hits. In a typical neutrino inter-

action, only an averaged information on the energy and direction of the hadrons is

in principle possible to estimate. As in a single event, more than one hadrons can

be produced, the response of the detector to all of them is overlapped. Muons, on

the other hand, being minimum ionizing particles, leave long clean tracks. They

can be easily recognised in the ICAL detector from all the other particles. The

muon momentum can be determined from the curvature of its trajectory as it

propagates in the magnetized detector, and also by measuring its path length. The

nanosecond time resolution of the RPCs also allows the distinction between up-

going and down-going muons 2. The track is identified in the collection of hits

by using a track finder package and the muon momentum is computed by a track

fitting algorithm. This algorithm reconstructs both the momentum and charge of

the muons. The track finder package and track fitter algorithm developed for track

reconstruction are discussed in detail in [88, 97] and are summarized in the next

sections of this chapter.

3.4 Track Reconstruction Algorithm

The muons being minimum ionizing particles, leave long clean tracks as shown

in Figure 3.10, and hence are easy to identify in the ICAL detector. But in the

collection of hits, the first step is to identify a track-like feature in the topology

of the hits. This is achieved by a track finder package. In short, the track finder

uses clusters, i.e., the combinations of all possible pairs of nearby X and Y hits

in a Z-plane, as its basic elements. A set of clusters found in three out of five

layers which satisfy a track-like criteria is combined and identified as a tracklet.

The “track-like” criteria is basically a simple straight-line algorithm along some

flexibility to include bending. The “three out of five plane” requirement allows for
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some missing hits (due to inefficiency) in a given plane. For the ICAL detector, in

a νµ-CC event, a single long track due to muons and a shower from hadrons near

the vertex is usually observed. As muons leave only about one or two hits per layer

they traverse (∼ 1.6–2.1 on average from Chapter 2) as opposed to hadrons that

leave several hits per layer, the hadron showers are separated by using criteria on

the average number of hits per layer in a given event.
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Figure 3.10: An example typical event in
ICAL.

The ends of overlapping tracklets

are matched allowing for bending to

form longer tracks, and the longest pos-

sible track is found [97] by iterations

of this process. The track finder pack-

age thus form muon tracks as an ar-

ray of three-dimensional clusters. In

the rare cases when there are two or

more tracks, the longest track is iden-

tified as the muon track. The direction

(up/down) of the track is calculated

from the timing information which is

averaged over the X and Y timing values in a plane. For muon tracks that have

at least 5 hits in the event, the clusters in a layer yield an average hit position per

layer with X, Y and timing information. These coordinates of the hits in the track,

along with the direction calculated from timing information are sent to the track

fitting algorithm for further analysis.

The track fitter which is a Kalman-filter based algorithm, is used to fit the

tracks based on the bending of the tracks in the magnetic field. In this algorithm,

every track is initiated by a state vector X0 = (X, Y, dX/dZ, dY/dZ, q/p) which

contains the position of the starting hit (X, Y, Z) as recorded by the finder, along

with the charge-weighted inverse momentum q/p taken to be zero. As the tracks
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don’t show much bending near the vertex, the initial direction (the slopes dX/dZ,

dY/dZ) is estimated from the first two layers. This initial state vector is then

extrapolated to the next layer using an expolation algorithm which propagates the

track using the state vector information, geometry information (materials the track

crosses) and the local magnetic field inside the iron (from magnetic field map). The

extrapolated state vector is filtered and the estimation is improved using a standard

Kalman-filter based algorithm, which calculates the Kalman gain matrix.

In the existing algorithm, the state prediction is based upon equation of motion

of a particle in a magnetic field. The Kalman filter algorithm and the corresponding

error propagation is performed by a propagator matrix [97]. The Kalman filter

takes into account the process noise due to multiple scattering as described in [98]

and energy loss in the matter, mainly iron, according to the Bethe formula [99].

The extrapolated point is compared with the actual location of a hit in that layer

if any, and the process is iterated.

The best fit for the track is also obtained from this iteration. After the complete

iterations, the track is then extrapolated backward to another half-layer of iron (the

neutrino interaction is most probable to take place inside the iron) to determine

the vertex of the interaction and the best fit value of the momentum at the vertex.

While q/p determines the magnitude of the momentum at the vertex and charge

of muon, the direction is reconstructed using dX/dZ and dY/dZ, which yield the

zenith and the azimuthal angles, i.e., θ and φ respectively.

3.5 Fiducial volume and identification of events

in fiducial volume

For a “fully” contained event, the momentum measurement from the range of muon

inside the detector gives a better estimate than the one measured using the curva-

ture. The simple assumption for an FC event is that the vertex and endpoints of
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Figure 3.11: Fiducial volume for ICAL detector.

the trajectory are inside the fiducial volume. Also, the Fiducial Volume is needed

to distinguish events produced in the rock from the events produced inside the

ICAL detector. The fiducial volume for ICAL detector is taken by excluding 2

RPC layers from top and bottom and 3 strips on either side of X and Y direction.

To check the validity of these criteria, single µ− events are generated in simulation.

In the generated dataset, there are two types of events, (i) Generated within Fidu-

cial volume(FGEN) and (ii) Generated outside of Fiducial volume(OGEN). After

reconstruction, extrapolation is needed to analysis the reconstructed position of

the vertex of the tracks to check whether it is within the fiducial volume or not.

The events are observed in the following criteria:

• FF – Generated fiducial and reconstructed fiducial – 0.975± 0.001.

• FO – Generated fiducial and reconstructed outside – 0.025± 0.001.

• OF – Generated outside and reconstructed fiducial – 0.035± 0.001.

• OO – Generated outside and reconstructed outside – 0.964± 0.001.

Now, the number of FO and OF combinations is quite small which implies the

reconstruction is quite accurate. But, it is not as simple as it is assumed. In
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Figure 3.11, a few types of possible events, which can be observed in the ICAL

detector, are depicted. The event 1 is clearly coming from the outside and the

criteria mention above will clearly tag this as coming from outside the Fiducial

volume. The event 2 is also coming from outside, but as the first hit is well within

the detector volume, it will be tagged as the event inside the Fiducial volume. The

event 3 appears similar to event 1. The event 4 will be tagged as well within the

Fiducial volume. The event 5 starts from the 1st layer of ICAL, but along with

hadron shower. In principle, this event should be considered within the Fiducial

volume but just applying the criteria will not permit it. Looking at these events,

it is clear that the simple criterion of excluding some fixed number of strips and

layers from the boundaries of the ICAL detector is insufficient to tag an event as

inside fiducial volume or not.

Figure 3.12: Various possible “fully” and “partially” contained events in ICAL.

The algorithm presented here can only be applied to muon tracks. Figure 3.12

presents some examples of fully and partially contained muon tracks possible in

the ICAL detector. In the algorithm, the track is extrapolated back to two layers

in the backward direction from the vertex and in the forward direction from the

endpoint. If the extrapolated points from one of the ends of the track are in the

dead region of the detector, then it is tagged as Partially Contained(PC) track. If

the extrapolated points are in the sensitive region RPC i.e. the gas volume, then

it is tagged as a FC track. In Figure 3.12 the red track is only fully contained,
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the remaining others are all partially contained. For FC tracks, the range of the

muons is calculated easily as the vertex and endpoint are within the sensitive region

of the RPC. Using the range of muons to estimate the momentum will provide a

better estimate than the curvature in the magnetic field. For the current analysis,

the description of simulation and the conditions on event selection and cuts are

discussed in the following section.
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Figure 3.13: Muon track in hadron
shower.

A typical CC-RS or CC-DIS event is

shown in Figure 3.10. Here in the vicin-

ity of the vertex, there is a hadron shower

overlapping the muon track. An example of

such an event is shown in Figure 3.13 where

the green colored hits in the figure are from

muon and fitted as a track by track fitting

algorithm. The remaining hits are due to

signal from the passage of both muons and

hadrons. The track fitting algorithm can re-

construct the track up to the hadron shower

layers. Beyond that, it cannot fit the track.

To reach the vertex, the track is extrapolated up to the end of the shower planes.

During the extrapolation, for any layer, if a hit is found to be within two strip dis-

tance of the extrapolated position, it is tagged as a track (blue colored) hit and the

track is extended. For two consecutive layers, if no hit is found, the extrapolation

is stopped.

74



1

10

210

)­2Range (gm cm

0 2000 4000 6000 8000 10000

 (
G

e
V

)
g
e
n

p

0

5

10

15

20

| < 1.0genθ0.9 < |cos

(a)

1

10

210

)­2Range (gm cm

0 2000 4000 6000 8000 10000

 (
G

e
V

)
g
e
n

p

0

5

10

15

20

| < 0.9genθ0.8 < |cos

(b)

1

10

210

)­2Range (gm cm

0 2000 4000 6000 8000 10000

 (
G

e
V

)
g
e
n

p

0

5

10

15

20

| < 0.8genθ0.7 < |cos

(c)

1

10

210

)­2Range (gm cm

0 2000 4000 6000 8000 10000

 (
G

e
V

)
g
e
n

p

0

5

10

15

20

| < 0.7genθ0.6 < |cos

(d)

1−10

1

10

)­2Range (gm cm

0 2000 4000 6000 8000 10000
 (

G
e
V

)
g
e
n

p
0

5

10

15

20

| < 0.6genθ0.5 < |cos

(e)

1−10

1

10

)­2Range (gm cm

0 2000 4000 6000 8000 10000

 (
G

e
V

)
g
e
n

p

0

5

10

15

20

| < 0.5genθ0.4 < |cos

(f)

Figure 3.14: Scatter plots of muon momentum with range of muons in the detector for
different cosθgen.

3.6 Calibration and Analysis of Fully Contained

Tracks

In this study, one million muon events are simulated in the ICAL detector. The

vertices of these events are uniformly spread over the entire volume of the detector.

The events were generated in the momentum range from 0.5 to 20.5 GeV and their

momentum direction were smeared uniformly in polar (cosθgen) and azimuthal (φ)

angle. In the calibration and analysis, only the events with one reconstructed

track having a minimum of five layers in the track fit are selected. The events are

segregated in different |cosθgen| bins for calibration and analysis.

To obtain the calibration relation of momentum as a function of the length of

the track, the first step is getting the scatter plot of the true momentum of muons

vs the density-weighted pathlength of fitted tracks in the detector for selected

events. In Figure 3.15(a), for the events with all |cosθgen| bins and in Figure

3.14(a) to (f), the scatter plot is presented for different |cosθgen| bins. As for events

with |cosθgen| < 0.327, the reconstruction efficiency is low, these events are not

considered in this analysis.
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Figure 3.15: (a) Scatter plot and (b) calibration for
muon momentum with range of muons for all cosθgen.

To observe the calibration

curve, the profile histogramme

of the scattered plot is con-

structed as shown in Figure

3.15(b). In this study, for each

|cosθgen| bin, a different cali-

bration is obtained (Figure 3.16(a) to (f)) as well as for the events will all |cosθgen|

bins to observe if there is any bias in the calibration due to the zenith angle. These

plots show the correlation between muon momentum and density-weighted range.

They are fitted by second-order polynomial functions.
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Figure 3.16: Calibration plots of muon momentum with range of muons in the detector.

From the range information obtained from fitted tracks and the polynomial

functions obtained in the previous step, the muon momentum is reconstructed

for each event for two different calibrations (cosθgen dependent and all events).

The distribution of preco−pgen
pgen

is plotted for different ranges of pgen and fitted by

Gaussian function as shown in Figure 3.17. The sigma (σ) of the fitted Gaussian

function is treated as the resolution for the mean muon momentum of the particular

momentum range. In Figure 3.17, the preco−pgen
pgen

distribution are for three different

(pgen, cosθgen) bins, for three different methods of estimating the momentum is
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presented. For the plots, in Figure 3.17(a), (d) and (g), the momentum is estimated

from the curvature fit. Figure 3.17(b), (e) and (h) is for momentum estimated using

range calibration in different |cosθgen| bins. And Figure 3.17(c), (f) and (i) refers

to momentum computed using range calibration of muon tracks with all |cosθgen|

bins.
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Figure 3.17: Resolution plots for FC events. (a) and (d) for momentum estimated from
curvature fit. (b) and (e) for momentum calculated from calibration for corresponding
cosθgen bins (Figure 3.16). (c) and (f) for momentum calculated from combined calibra-
tion from Figure 3.15.

In Figure 3.18, resolution is plotted as function of momentum for different

|cosθgen| bins. The black points in the plot represent a resolution for momen-

tum reconstructed using curvature fit. The red and blue points in the plot are

for momentum computed using the calibration described here for fully contained

events. The small difference between Criteria 2 and 3 means that the impact of the

more precise calibration using individual cosθgen bins is quite small. Also, at lower

momentum, the resolution is poorer because of multiple scattering. It is clearly

observed that for fully contained events momentum reconstructed using the range

of muons through the detector gives a better estimate than the curvature fit for

a large range of momentum. But out of total reconstructed tracks only x10 % are

fully contained. So, the overall impact is small. There is a need to improve the

algorithm to identify more “Fully Contained” events for better performance of the
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Figure 3.18: Momentum resolution as a function of momentum for fully contained
muon tracks. Criteria 1 is for momentum estimated using curvature fit. Criteria 2 is for
momentum estimated using range calibration in different |cosθgen| bins. Criteria 3 refers
to momentum computed using range calibration of muon tracks with all |cosθgen| bins.

INO experiment.

3.7 Summary

In this chapter, the ICAL detector simulation framework is discussed. The RPC

geometry is modified in the simulation according to the latest detector design.

The database for the distribution of various detector parameters and several other

properties for the ICAL simulation has been set up. An INO specific digitization

algorithm is implemented for including detector properties like detector inefficien-

cies, strip multiplicities, time resolution, detector noise, etc to make the simulation

more realistic. The muon reconstruction algorithm is described briefly. The fiducial

volume for the ICAL detector is discussed. An algorithm, to tag “fully contained”

muon tracks, is described. A method of calibration, to estimate momentum from

the pathlength of the track for fully contained muon trajectories is described. For

the fully contained charged particle, there is a substantial improvement of momen-

tum resolution from the measurement of pathlength in comparison with the result
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from the Kalman filter technique and the ICAL experiment will use the pathlength

technique for the fully contained events.
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Chapter 4

Hadron reconstruction in ICAL

The reach of the ICAL detector for studying various physics goals using atmospheric

neutrinos using the information of muon energy and direction has been presented in

[1, 100, 101]. The ICAL detector is sensitive to hadrons over a wide energy range.

The reconstruction of the energy of the incoming muon neutrino in a CC-event is

possible by combining the energies of the muon and the hadrons. It also enables the

ICAL detector to neutral-current events, CC-DIS events generated by νe interac-

tions, and CC-ντ events where the τ decays hadronically. The information obtained

from all these events adds crucially to our knowledge of neutrino oscillations. The

CC-events helps in the direct measurement of the oscillation probabilities where

as, the NC events which are not affected by active neutrino oscillations, help in

flux normalization, as well as in the search for oscillations to sterile neutrinos [102].

Also, it has been observed that by combining the muon and hadron information

the sensitivity to neutrino parameters at INO is enhanced[87, 103]. Also, the con-

tribution of the νe-CC events in determining the neutrino mass hierarchy in ICAL

detector has been studied [104, 105]. It is therefore important to characterize the

response of the ICAL to hadrons.

In the previous study [6], the detector response to hadrons propagating through

it is investigated using the hadron hit multiplicity in the RPC. They first studied
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the detector response to charged pions of fixed energy, followed by the average

response to the hadrons produced in atmospheric neutrino interactions using events

simulated with the NUANCE event generator [89, 90]. In [75], the hadron energy

resolution was studied as the function of the thickness of the iron plates. In these

studies, however, no clustering algorithm was implemented and all the hits are used

for calibration. During the detector operations, along with hits from muons and

hadrons, hits due to noise signals will also be present in the data which was ignored

in those studies. Hence, the approach discussed in [6] cannot be directly applied to

reconstruct hadron energy. The algorithm to remove hits belonging to the muon

track from the hadron shower has been discussed in the previous chapter(refer

Section 3.5).

Figure 4.1: Ghost hits in RPC.

In the present study, the first step is

to develop a clustering algorithm to iden-

tify all the hits due to hadron shower (after

identifying all the hits of muon track during

track fitting) which is explained in Section

4.1. A muon usually leaves one or two hits

per layer and so the hits from both X and

Y strips can easily be combined to obtain

the number of hits and their position coor-

dinates (x, y) in a given layer. However a

hadron shower consists of multiple hits per

layer and combining all possible X and Y strip hits leads to overcounting, resulting

in what is termed as ghost hits (Figure 4.1). Hence, an algorithm is required to

remove these ghost hits. In this study, an attempt has been made to develop one

such algorithm which will be discussed in Section 4.2. Using the strip distributions

for different energies, a correlation between the mean number of strips and energy

of the hadron is observed which is used as calibration to reconstruct the hadron
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energy. The hadron energy resolution obtained using this calibration technique

is presented in Section 4.3. In this study, the effect of noise hits on the hadron

energy resolution has also been discussed in the same section. The technique to

reconstruct the direction of the hadron shower has been established and its results

are presented in Section 4.4. Finally, the chapter is summarised in Section 4.5.

4.1 Reconstruction of hadronic shower using clus-

ter algorithm

The reconstruction of the hadron shower is required for two different cases listed

below and shown in Figure 4.2.

• Type 1 : Event having good reconstructed track

• Type 2 : Event having no reconstructed track
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Figure 4.2: Two types of hadron events in ICAL.

For INO, the ”Type-1” event consists of νµ CC-DIS and CC-RS interactions

when there are a clean muon track and hadron shower near the vertex. The ”Type-2

event” consists of all the remaining neutrino events, ie. all NC events, νe-CC events

and most of the ντ -CC events interactions. The algorithms described in this study

can easily be applied to the ”Type-2” event.

83



Figure 4.3: Schematic diagram
of trapezoid clustering for Type-I
event with the reconstructed track
and hits associated with the track
shown in blue colour.

As shown in Figure 4.3 when there is a

good reconstructed track, a trapezoidal region

is formed around the vertex of the track, hav-

ing one plane in the backward direction and

five planes in the forward direction with a base

of the trapezoid of length 10 cm. All the hits

within the trapezoidal region, which are not as-

sociated with the track, are chosen as hits from

hadron shower. By this procedure, the noise

hits which are far from the actual hits due to

hadron shower in the data are rejected.

For an event in which there is no good re-

constructed track (i.e type II event), a cluster-

ing algorithm is applied to collect all the nearby

hits to make clusters of hits and find the cluster

that is formed in ICAL detector due to hadron shower. In this algorithm, a unit

ellipsoidal region is formed around a hit. The major axis of this unit ellipsoid corre-

sponds to the number of z-layer whereas the minor axis corresponds to x- or y-strip

number. The semi-major/minor axes of the ellipsoid for the cluster is supplied to

the algorithm in terms of NX strips, NY strips and NZ layers (referred in this paper

as (NX , NY , NZ)). Hence, if the cluster dimension is (3, 3, 4), it means the cluster

size semi-axes are of dimension 3 strip width in the X-dimension, 3 strip width

in the Y-dimension and 4 layers in the Z-dimension. This formation of ellipsoid

proceeds successively with new hits appeared in the previously formed ellipsoid and

continued until all the hits in an event have been verified. In the ICAL experiment,

the neutrino interaction rate is very small. Thus in an event, it is not expected to

have two independent interaction. Thus it is expected to have only one cluster in

an event. But there is a possibility that an event has more than one cluster. In
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such a case among all of the clusters, the cluster containing the largest number of

hits is chosen as the cluster formed in the ICAL detector due to hadron shower.

Figure 4.4: Schematic diagram of cluster algorithm. In the diagram there are three
clusters containing nine, two and one hits. The cluster containing nine hits is considered
as the cluster due to hadron shower.

It is to be noted that in Figure 4.4, there are three clusters irrespective of the

choice of the starting hit. From Figure 4.4, it is also observed that the unit cluster

around hit X12 does not contain any new hit, thus this is the smallest cluster

having only one hit. Whereas the unit cluster surrounding the hit X11 contains

hit X10 as well, so this creates the cluster having two hits. For the largest cluster,

a unit ellipsoid around X1 contains hits X2 and X3. In the next step, a unit

ellipsoid around the hit X2 includes X1 as well as X4. Similarly, for hit X3, it

includes the hit X1 and X5. Hence, now hits X4 and X5 are also taken into the

cluster associated with the hit X1. Similarly, a unit ellipsoid surrounding the X4

includes hits X2, X6 and X7. Also, a unit ellipsoid around X5 includes hits X3,

X8 and X9. Hence all these hits are also associated with cluster surrounding the

hit X1. Thus the final clusters around these all hits contain nine, two and one

hits respectively. As a result, the cluster around hit X1 is the largest one and
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chosen as the cluster formed due to hadron shower. For the largest cluster, it can

be observed that the composition of the cluster doesn’t change, even if the starting

point is other than hit X1.

4.2 Algorithm to remove ghost hits

The ghost hit removal (GHR) algorithm is applied to the hits obtained from the

largest cluster of the clustering algorithm. At the beginning of this algorithm,

layers having only one hit are identified. These hits are considered as a ‘true’ hit

from hadron shower. When there is no noise during the experiment, this type of

hits should not be a ‘ghost’ hit. In contrast, practically there will be noise during

the experiment and there is a probability that such hits are generated actually

due to noise event. But this possibility has been ignored in the present algorithm.

Starting from those single ‘true’ hit in a layer, the nearest hits in the successive

upper and lower layers are identified in the next step of the algorithm. For this

purpose, the difference between x- and y- strip’s numbers of a true hit in a layer

and each hit in one layer above and below are calculated and these two differences

(difference in x-strip numbers and y-strip numbers) are added for each hit. Among

all of the hits in a layer, the hit having with the smallest sum of the differences is

chosen as ‘true’ hit that is formed due to hadron shower in that layer. A hit in a

layer is identified as a ‘ghost’ hit if its x and y-strip numbers correspond to more

than one hit of that RPC and x- or y-strip number is the same as that of ‘true’

hit of the same layer. This process of identifying ‘true’ hit and ‘ghost’ hit will be

continued until all layers are verified. The addition of all hits, except ‘ghost’ hits,

is considered as the total number of hits due to hadron shower.

In Figure 4.5, layer 2 has only one hit named ‘E’ having x and y -strip numbers

5 and 3 respectively. So, starting from this hit the nearest hits are found in layers 1

and 3. In layer 1, among four hits, the hit named ‘B’ having x and y-strip numbers
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Figure 4.5: Schematic diagram of ghost hit removal algorithm.

6 and 3 respectively is the nearest one. It can be observed that in layer 1, there is

another hit (D) which have x and y-strip number 2 and 4 respectively. Thus the

two hits named ‘A’ and ‘C’ of layer 1 are the ‘ghost’ hits of that layer because their

strip numbers could be generated due to a combination of the strip numbers of hit

‘D’ and true hit ‘B’ of that layer. The hit ‘D’ is considered as a hit from hadron

shower. In layer 3, the nearest hit combination is (5,2), hit obtained with x and y

strip combination (2, 2) cannot be ghost hit because there is only one hit having

x-strip number 2. Thus in Figure 4.5, out of seven hits, five hits are considered in

the measurement of the hadronic shower.

4.3 Analysis of hadron events and results

The clustering algorithm is tested here with single π+ generated in the GEANT4

detector simulation. In the work [6], the energy resolution is obtained directly from

the strip distribution of each fixed energy. In that method, the strip finding algo-

rithm was directly applied to all the obtained hits in the detector. The distribution

of the number of strips for fixed pion energy was obtained as shown in Figure 4.6.

It was observed that the position of the peak of this distribution moves towards the

higher value with an increase in the pion energy. It was further observed that the
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Figure 4.6: Strip distributions for all hadron energies.

distribution was asymmetric along with a long tail on the positive side. Hence, this

distribution was fitted with modified Vavilov distribution (given in Appendix A).

The energy resolution of the hadron was calculated from the following expression;

σ

E
=

∆n (E)

n (E)
(4.1)

where, (∆n)2 and n (E) are variance and mean of the Vavilov distribution
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respectively. From the distributions, in Figure 4.6, the energy resolution of the

hadron has been obtained and compared with the results from Devi et.al in Table

4.2 (Case V). The results show that there is a significant worsening of the energy

resolution when compared to the previous work. To understand this, a systematic

study of the energy resolution was conducted looking at the different differences

between in the ICAL detector simulation software versions. The several cases which

were studied for this are listed in Table 4.1 and it clearly indicates that the current

result is consistent with the earlier result but due to change in strip width and

detector size at the present the resolution is worse.

Case RPC size Strip width Inefficiency Algorithm
(cm2) (cm)

I 192× 192 1.96 No Strip finding
II 192× 192 1.96 No Clustering + Strip finding
III 174× 183.5 1.96 Yes Only Strip finding
IV 174× 183.5 3.0 Yes Only Strip finding
V 174× 183.5 3.0 Yes Clustering + Strip finding

Table 4.1: Different cases with single π+ distribution over the central region of the
ICAL detector.

Ehad (GeV) σ/E
Ref. [6] Case I Case II Case III Case IV Case V

1 0.907 0.747 0.779 0.876 0.868 0.916
2 0.671 0.595 0.649 0.714 0.712 0.764
3 0.571 0.529 0.592 0.622 0.628 0.682
4 0.514 0.482 0.543 0.588 0.574 0.650
5 0.479 0.453 0.510 0.546 0.538 0.612
6 0.449 0.434 0.482 0.517 0.519 0.582
7 0.429 0.430 0.481 0.497 0.503 0.565
8 0.413 0.412 0.460 0.486 0.481 0.557
9 0.401 0.392 0.454 0.477 0.474 0.542
10 0.390 0.398 0.453 0.471 0.463 0.528

Table 4.2: Energy resolution of the hadron in ICAL detector.

During the actual experiment, only the hit information is available for analysis,

not the total energy. Therefore, this procedure cannot be applied to reconstruct
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the hadron energy from the experimental result. Hence, the basic aim of this work

is to obtain a relation between the true energy Egen vs the number of strips and

apply it on simulated hadron events having energy distribution to reconstruct the

energy of hadron, Ereco. The resolution of hadron energy is obtained from the

distribution of (Ereco − Egen) /Egen.

No. of strips
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p2        0.001412± 0.006449 

Figure 4.7: Calibration plot for hadron en-
ergy.

In the current study, single π+ hav-

ing uniform energy distribution from

(0-20) GeV has been generated using

GEANT4 particle gun. These are

distributed over (±24m,±8m,±7.25m)

the entire region of the ICAL detec-

tor. The direction of π+ is uniformly

smeared over zenith angle 0 ≤ θ ≤ π

and azimuthal angle −π ≤ φ ≤ π. The

random noise hits were simulated in the detector region near the vertex of the pion

shower. Also, inefficiency was introduced in the detector simulation while generat-

ing the dataset for this analysis. It must be noted that in the current study, the

events having signals in more than one layer are only considered for the analysis.

The following steps are performed to get the resolution of the reconstructed energy

of hadron:

1. Distribution of strip for fixed hadron, energy, Egen is fitted by Vavilov distri-

bution (as shown in Figure 4.6).

2. Egen is plotted as a function of the number of strips, which is the mean of

the Vavilov distribution fitted to strip distribution in the previous step. This

plot is fitted by second-order polynomial function (as shown in Figure 4.7).

3. From the strip information obtained from MC event or experimental data

and with the help of the polynomial function obtained in the previous step,
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Figure 4.8: Resolution Distributions for all the energies 1–15 GeV.

the hadron energy is reconstructed.

4. Distribution of (Ereco−Egen)/Egen is plotted for different ranges of Egen and

fitted by Gaussian distribution (as shown in Figure 4.8).

5. The variance of the fitted Gaussian function calculated using numerical inte-

gration is used for σ
E

of the particular Egen range.

The resolution also depends on the dimension of the ellipsoid chosen as well as

its efficiency to reject noise hits. This study is presented in the next section.
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Figure 4.9: Energy resolution of hadrons for different noise rates. The energy resolu-
tion is estimated using various ellipsoid dimensions, to select the best possible ellipsoid
dimension for particular noise rate.

The dimension of the ellipsoid for the cluster is supplied to the algorithm in

terms of NX strips, NY strips and NZ layers. The effect of noise hits on these

various ellipsoid dimensions is also studied in the current analysis. The study has

been performed using various ellipsoid dimensions listed on the X-axis of Figure

4.9 and for different noise density. The noise density included are 1, 3 and 6 noise

hits per RPC and the noise is considered only in the 10 layers around the vertex in

the direction of hadron. The resolutions observed are presented in Figure 4.9. It is

clearly observed that (5, 5, 5) option shows the best possible resolution for a noise

density of 3 hits/RPC. The reason for some island is due to the imperfect shape

92



 (GeV)genE
5 10 15

/E
E

σ

0

0.5

1

1.5

1 noise hit/RPC

3 noise hit/RPC

6 noise hit/RPC

Figure 4.10: Hadron energy resolution for different noise rate for optimal ellipsoid size.

of ∆E/E distribution. For those energy bins, the shape of ∆E/E distribution not

gaussian due to which it is not possible to estimate the energy resolution. In Figure

4.10, the resolutions are plotted for the best cluster dimension for all the three noise

densities. The algorithm has to be optimized for different noise densities as shown

here.

4.4 Reconstruction of the direction of hadron shower

The reconstruction of the direction of hadron shower has been performed for the

cluster which contains a minimum of two z-planes (layers). The coordinates of the

center of the cluster, say, O(x, y, z) is the mean of the coordinates of hits in the

cluster.

x̄ =

∑
(xi)

n
, ȳ =

∑
(yi)

n
, z̄ =

∑
(zi, )

n
(4.2)

where co-ordinates of each hit is (xi, yi, zi). Distance between that center of

the cluster (x̄, ȳ, z̄) to each hit (xi, yi, zi) has been calculated. The matrix obtained

using these distances is following,
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M =


∑n

i=1(xi − x̄)2
∑n

i=1(xi − x̄)(yi − ȳ)
∑n

i=1(xi − x̄)(zi − z̄)∑n
i=1(xi − x̄)(yi − ȳ)

∑n
i=1(yi − ȳ)2

∑n
i=1(yi − ȳ)(zi − z̄)∑n

i=1(xi − x̄)(zi − z̄)
∑n

i=1(yi − ȳ)(zi − z̄)
∑n

i=1(zi − z̄)2

 (4.3)

where n is the total number of hits in the largest cluster. The eigenvalues and

eigenvectors of the matrix are calculated. The eigenvector related to the maximum

eigenvalue gives the thrust axis, of the hadronic shower with a 2-fold ambiguity

in shower direction. To confirm whether the direction of the hadron shower is in

the same or opposite direction of that of the eigenvector, the average width of the

hadron shower has been calculated. The hadron shower is expected to be narrower

along the side towards which it is propagated. For this purpose it is needed to

identify the hits in the following two regions:

• Region I : cos Ψ > 0.

• Region II : cos Ψ < 0.

where Ψ is the angle between the eigenvector (~a) and the vector connecting the

center of the cluster and a particular hit (~b) as shown in Figure 4.11. In Region-I

the value of cos Ψ is positive while in Region II the value of cos Ψ is negative. For

each region, the distance of hits in that region from the eigenvector is calculated

and an average distance is obtained. If, ‘h’ is the distance of hit from eigenvector

‘~a’, ‘~b’ is the vector connecting a hit to the center of the cluster,

h =
|~a×~b|
|~a|

(4.4)

The average of ‘h2’ has been calculated separately for Region I and II. The

region which has a higher value of the average of h2 is the region from which

the hadron shower has started. If the average value of ‘h2’ is greater for Region
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Figure 4.11: Algorithm for estimating hadron direction.

I (i.e. cos Ψ > 0), the hadron shower direction is the same as the direction of

the previously mentioned eigenvector, otherwise, it will be made opposite to the

direction of the eigenvector. In order to find the direction of hadron shower, the

events are selected based on the minimum number of planes in the shower.

The physics performance of an atmospheric neutrino experiment is observed

with L/E which is directly related to cosθ of incident neutrino. Hence, there is

more emphasis on the performance of cosθ in the study. The distributions of the

cosine of zenith angle of reconstructed hadron shower, w.r.t. true hadron direction,

are shown in Figure 4.12 for different conditions on a minimum number of Z planes

in the cluster. Here, for different criteria of the minimum number of Z planes, the

fraction of events where the shower is developed in the direction of the true hadron,

i.e. cosθgen × cosθreco > 0 is only 55-56 %.

The time of hits is also used to estimate the direction of the hadron shower. It

is easy to understand that the hits obtained in the side from which the shower is

generated are earlier in time than those which are present in the side towards which

the shower is propagated. When the time of hits in the Region I is greater than

that in Region II, the direction of hadron shower is the same as the direction of
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Figure 4.12: The reconstructed shower direction vs true hadron direction (a,c,e,g) and
the distribution of difference of cosine of zenith angle of reconstructed shower direction
and true hadron direction (b,d,f,h) using only shower width information. Here, NL is
minimum number of Z planes in the reconstructed shower.

the eigenvector, otherwise, it is made opposite to the direction of the eigenvector.

The distributions of the cosine of zenith angle of reconstructed hadron shower

w.r.t. that of true hadron direction using the time of hits are shown for different

conditions on the minimum number of Z planes in the cluster. Here, for different

criteria of the minimum number of Z planes, the fraction of events where the shower

is developed in the true direction of the hadron is around 75–76 %.
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Figure 4.13: The reconstructed shower direction vs true hadron direction (a,c,e,g) and
the distribution of difference of cosine of zenith angle of reconstructed shower direction
and true hadron direction (b,d,f,h) using only timing information. Here, NL is minimum
number of Z planes in the reconstructed shower.
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4.5 Summary

The new clustering algorithm is developed for the measurement of energy and direc-

tion of neutral hadrons. For the charge current neutrino interaction, the direction

of neutrino can be measured from the direction of the muon, but this algorithm

is also able to have a crude measurement of the direction of hadrons in neutral

current neutrino interaction. The measurement of shower direction will also help

in using the νe-CC events in determining the neutrino mass hierarchy in ICAL

detector [104]. Detector noise had a very small impact on the momentum measure-

ment of the muon but had a significant effect on the measurement of the hadronic

shower. This improvement of energy/momentum measurement will improve the

physics goal of the ICAL experiment.
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Chapter 5

mini-ICAL detector

During the detector R&D phase of ICAL, several RPC detector stacks were con-

structed and operated by the collaboration for many years with the main goal of

studying the long term performance of the RPC detectors. The long term stability

of Resistive Plate Chamber (RPC) detectors has already been tested using a 12

layer stack of RPCs having 1× 1 m2 area each at Mumbai as well as a 12 layer

stack of RPCs having 2× 2 m2 area each at Madurai. Before proceeding to con-

strut the 3× 17 kton Iron Calorimeter detector modules, it is necessary to build

a scaled-down version, called mini-ICAL (shown in Figure 5.1) hereafter, at the

transit campus of Inter-Institutional Centre for High Energy Physics (IICHEP) at

Madurai.

The size of the mini-ICAL detector, 4 m× 4 m× 11 layer weighing about 85 tons,

was dictated by the size of the experimental hall at IICHEP. Building and operating

the mini-ICAL detector would allow issues of electromagnetic interference (EMI),

long term performances of the front end electronics in presence of the fringe mag-

netic field, DC-DC HV module, trigger, data acquisition systems, and closed-loop

gas system, to name a few, to be evaluated and problems addressed. The expe-

rience thus gleaned would be useful in setting up and operating the engineering

module of ICAL which in turn, would help in building the ICAL modules. Other
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Figure 5.1: mini-ICAL detector.

than the engineering issues, these following items are being tested in this setup;

(a) the validation of magnet design by measuring the magnetic field using pickup

coil and Hall probes and comparing it with 2D simulation by MAGNET[92]

software,

(b) the performance of RPC including DC-DC power supply, on-board electron-

ics, closed loop gas system, etc,

(c) the feasibility study of using Muon Spin Rotation technique to measure B-

field which can be complementary to pickup coil and Hall probe data,

(d) the measurement of momentum spectra of the charge-dependent muon flux

up to ∼ 1.5 GeV and compare it with MC simulation,

(e) the proof of principle test of the cosmic muon veto detector for the feasibility

of a shallow ICAL detector[106] etc.
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The major components of the mini-ICAL detector discussed in the following

sections of this chapter are:

1. The 85 ton electromagnet, including the mechanical tiling of the 11 layers of

iron, the spacers maintaining the required gaps for insertion of the active par-

ticle detectors, RPCs, the magnetic field measurement system, a DC power

supply (PS) and the copper coils for energizing the magnet.

2. A closed-loop low conductivity chilled water system to cool the magnet power

supply and the copper coils.

3. The RPC based muon detectors.

4. A closed-loop gas system to circulate the specified gas mixture in the RPCs.

5. Electronics for data acquisition, trigger, and control system.

5.1 mini-ICAL magnet

The building of mini-ICAL magnet has helped in standardizing and qualifying

manufacturing processes of magnet components, their handling, inspection as well

as the installation. It also helped in identifying the problems, if any, with the

integration of magnet with auxiliary systems and during the commissioning of the

detector. The experience gained in building the mini-ICAL detector will help for

the final construction of the ICAL detector.

The mini-ICAL magnet consists of 11 layers of iron, with thickness 56 mm with

an interlayer gap of 45 mm. The RPC, which is sensitive to charged particles, is

placed in this interlayer gap. The details of the magnet are given in Table 5.1.

Each iron layer in mini-ICAL is made up of four different tiles (shown in Fig-

ure 5.2 (a)) of soft iron (with chemical composition: C (0.015 %), Mn (0.37 %),

P (0.012 %), S (0.008 %), Si (0.188 %), Al (0.001 %), N (50 ppm) and remaining is
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Parameter Value (Mini ICAL Magnet)
Magnet Size (only iron stack) 4 m× 4 m× 1.06 m
Magnet Weight 85 Ton
Magnetic field uniformity F> 1 T for 90 % area
No. of Layers 11 layers
Gap between two plate layers 45 mm
No. of copper coil/No. of turns in each coil 02/18
Induction (AT rating) 32,400 (Nominal)

Coil
Conductor cross section (mm) 30× 30×φ 17 bore
Conductor material Oxygen free copper
Coil cooling Low conductivity DM water
Coil slot length & width 800 mm & 80 mm at coil
Distance between two copper conductors 40 mm

Table 5.1: mini-ICAL magnet details.

(a) Four different types of iron plates. (b) SS spacers and their location.

Figure 5.2

iron). These plates have high magnetic permeability with knee point at 1.5 T.

They have low carbon percentage but sufficient mechanical strength. The iron

tiles are cut at the designed location where the copper conductors for coil pass

through. The spacers (Figure 5.2 (b)) used to create the 45 mm gap are made of

non-magnetic stainless steel (SS-304). The positions of the spacers are designed

to support the iron plates with minimum possible deflection. The mini-ICAL’s

magnet coil is made of pure OFE grade copper (oxygen content less than 10 ppm),

with high electrical (58.3 m/Ω-mm2) and thermal (390 W/m-K) conductivity. The

conductor used for coil has a cross-section of 30 mm× 30 mm with a bore diameter
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of 17 mm. The coil is fabricated in two parts called “bottom U” and “upper C”

sections.

(a) Bottom “U” coil sections. (b) Brazing of coil.

(c) Hydraulic testing of brazed joint. (d) Measurement of inter-layer gaps.

Figure 5.3

During the construction of the mini-ICAL detector, first the “bottom U” sec-

tions of the coil are placed as demonstrated in Figure 5.3 (a) and the first layer is

tiled with the iron plates. After tiling the iron layer, 45 mm thick SS spacers are

mounted on the layers at the designated locations. Likewise, all eleven layers of

iron plates are assembled. After tiling the final iron layer, the “upper C” sections

of the copper conductor are brazed with the “bottom U” sections to complete the

coils (Figure 5.3 (b)). The pressure holding test is performed on the brazed joints

for 1 hour at 12 bar (Figure 5.3 (c)). The resistance less than 5µΩ was achieved

across brazed joint thus ensuring the electrical integrity of the coil at the joints.
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This is the qualifying test for the brazing of copper coils. To qualify the inter-layer

gap, the gap measurement device shown in Figure 5.3 (d) is used.

(a) Magnet power supply. (b) Software for power supply.

Figure 5.4

After completing all the tests, the coils are connected in series electrically. An

SCR based linear regulated power supply manufactured by “Danfysik” is used to

energize the magnet (Figure 5.4 (a)). It can supply current up to 1500 A with a

maximum output voltage of 30 V. The current stability is better than 100 ppm. The

GUI based software allows operating the power supply remotely from the control

room. A screenshot of the operating panel is shown in Figure 5.4 (b). The software

also presents the status of various interlocks, monitoring of current, voltage, etc.

During the operation, a high current (∼ 900 A) will be passing through the coil.

Hence, a closed-loop low conductivity water cooling system (LCWCS) has been

designed and installed. The two coils are connected independently to this system,

for cooling. This system is also connected with the power supply for the magnet

which requires cooling as well.

The mini-ICAL magnet has been energized up to 1000 A and the functionalities

of the auxiliary systems like power supply, LCWCS, etc are monitored for approx-

imately 12 hours. Thereafter, the current is reduced to 800 A and magnetic field

data were recorded with the field measurement system. The magnetic measurement

system adopted for the mini ICAL has got two components:
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1. Search coil-based magnetic measurement: It measures the average field

inside the cross-sectional area of the iron plate covered by the coil during

dynamic conditions of the magnet, ramping up and ramping down. The

locations of the search coils are transverse to the field direction.

2. Hall probe-based magnetic measurement: It measures the field during

steady-state and ramping of the magnet. Hall probes placed in the air gap

between the iron plates will measure the field in the transverse direction.

Figure 5.5: Fluxmeter for search
coil based measurements.

In the mini-ICAL magnet out of 11 iron

layers, 0th, 5th and 10th (bottom, middle and

top) layers have provisions for magnetic field

measurement. Search coil-based magnetic mea-

surement: All the type A, B and D plates of

0th, 5th and 10th layers are wound with search

coils. Each search coil consists of a single

turn of Teflon coated flexible wire of approx-

imately 0.25 mm2 cross-section. Signals from

each search coil will be amplified and integrated

over the time period in the fluxmeter (shown in

Figure 5.5) to get the field value.

A hall probe-based magnetic measurement system is developed to measure the

field during steady-state and ramping of the magnet. The hall probes are placed in

the air gap between the iron plates in layer – 0, 5 and 10. In these layers, between

the iron plates, SS shims are placed during the installation to maintain the gap

for inserting the hall probes. The hall probes measure the magnetic field in the

traverse direction. A sample hall probe PCB, as well as the placement of hall probe

PCBs in an iron layer, are shown in Figure 5.6.

The specifications of the hall sensors are listed in Table 5.2. All the hall sensors
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(a) PCB with hall probe sensors. (b) Locations for hall probe placement.

(c) Block diagram for magnetic field measurement system.

Figure 5.6

are calibrated before they are inserted into the gap. The block diagram of the

magnetic measurement system is shown in Figure 5.6 (c). In the control unit,

the voltage sensors from hall probe sensors are digitized with 16-bit ADC with

(100 ms digitization) and processed in the back end computer. The limitation of

Hall sensors is that it can only measure the magnetic field in the gap between the

iron plates. For the physics requirement to reconstruct a muon track, the magnetic

field inside the iron is the necessary input. This information is obtained from the

magnetic field simulation.

The magnetic field simulation of the mini-ICAL is carried out using MAGNET
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Parameter Value
Basic sensor material Mono-crystal GaAs
Type of probe For transverse field measurement
Measurement range up to 3 T
Accuracy 0.2 % of full scale
Non-linearity < 1 %
Max. input current/voltage 30 mA/10 V
Max. input power 150 mW
Hall output voltage at B=100 mT, I=8 mA, V=6 V 110–150 mV
Offset voltage ± 11 mV
Input resistance 650–800 Ω
Output resistance 650–800 Ω
Temperature co-efficient of hall output voltage 0.06 %/◦C
Temperature co-efficient of input outpt resistance 0.3 %/◦C

Table 5.2: Specifications of hall sensor.

software[92]. The simulation is performed using Finite Element Method (FEM)

based solvers. For the field simulations, the measured magnetic property of the core

material is an important input. The B–H curve of the soft iron plate is measured.

The simulations were carried out for different coil currents and the simulated field

values are compared with the measured values, in the gap where the hall probes

are located. The variation between hall sensor measurements and simulated results

is within ± 10 %. A simulated field map for a layer of iron is shown in Figure 5.7

for coil current of 900 A.
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Figure 5.7: Field map obtained from magnetic field simulation.

5.2 RPC Assembly

The sensitive detectors for mini-ICAL are large area RPCs. They are constructed

using gas gaps made using two float glasses of size 1.74 m× 1.87 m× 3 mm. These

gas gaps were manufactured by Saint Gobain Glass Industries Pvt. Ltd., Chennai.

The outer surface of the glass electrodes in this gas gap is coated by graphite paint

to permit uniform application of the high voltage. The graphite coating is applied

by the screen printing technique. An 8× 8 matrix of polycarbonate buttons (of

11 mm diameter) is glued to the inner surfaces of the glass electrodes to maintain

the 2 mm gap between them. Finally, the gap is sealed on all sides by gluing side

spacers along with inlet and outlets for gas flow specially designed for ICAL RPCs.

Before the gas gaps are used for making RPCs, they are tested for surface resistivity

of the graphite coat and leak tightness of gap volume. The surface resistivity of

glasses selected for mini-ICAL is in the range of 0.6–1.5 MΩ/�.

In the mini-ICAL detector, a closed-loop gas recirculation system (CLS) is used

to distribute the gas mixture to the RPCs. The leakage of the gas mixture from
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the CLS or the distribution network will increase the cost of operation. Also,

the leakage of the outside atmosphere into the system will contaminate the gas

mixture by water vapor and oxygen which may affect the performance of RPCs

or damage the gas gaps. The fluorine present in the gas mixture will react with

water vapor from the atmosphere producing hydrofluoric acid which will damage

the inner surfaces of the glass electrodes. The oxygen gas having an affinity to

electrons can affect the performance of the detector. Due to the aforementioned

reasons, a proper leak test is performed on all the gas gaps. A technique for leak test

of gas gaps by monitoring the absolute pressure inside the gap has been designed

and tested. The detailed description of the leak test set up and quantification of

the leak are described in [107]. The gas gaps were tested for a leak for a duration

of 7–8 hours. The leak rate for the selected gas gaps was found to be less than

0.02 ml/hr-mmWC1.

Honeycomb panels of 5 mm in thickness, which was fabricated using polypropy-

lene as a dielectric, laminated on one side by 70µm thick aluminum sheet and

another side by 70µm thick copper sheet are used for the electronic signal pickup.

Also, for trial purposes, a few pick-up panels were made using PVC foam of 3 mm

thickness as the dielectric medium. The readout strips of 28 mm width are realized

by machining 2 mm wide gaps on the copper sheet at 30 mm pitch. The aluminum

acts as the signal reference layer/ground plane. The honeycomb pick-up panels

provide good mechanical support and its characteristic impedance is ∼ 50 Ω. The

pickup panels are of the same dimension as that of gas gaps. Before packing the

gas gaps with the pickup panels, the dimensions of these panels are verified as part

of the quality check. Also, these panels were tested to check, if the strip width

and pitch of 28 mm and 30 mm respectively are maintained along the length of the

panel. The characteristic impedance of each of the strip is tested and is found to be

47–50 Ω. After certifying all these tests, one end of each of the strips is terminated

1Millimetres water column, abbreviated to mmWC, is a unit of pressure. It is the pressure
required to support a water column of the specified height. 1 mmWC = 0.098 mbar.
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with 50 Ω resistor. The electrical wires to connect the other end of the strips with

the preamplifiers are then soldered.

(a) Schematics for HV supply for RPC.

(b) Assembled HV supply module.

Figure 5.8

To minimize the HV leakage on the chamber surface, the RPC bias supply is

designed as ± (0–6) kV differential supply as shown in Figure 5.8. The two HV

outputs are obtained using two low noise, HV DC–DC convertors which are based

on a current fed resonant Royer circuit minimizing the harmonic generation and

RFI. It is constructed in a right angle triangular shaped PCB having dimensions

105 mm× 105 mm. It is mounted on one corner of RPC as shown in Figure 5.9. The
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output voltage is adjustable in the range of ± 0.1 to ± 6 kV, with a resolution of 2 V.

The output ripple and noise is less than 200 mVp−p. The load current read back is

0–2000 nA with a measurement resolution of 1 nA. It provides an adjustable ramp

rate of 1–100 V/s. It has an onboard Atmel AVR microcontroller which receives

all the HV control commands from the onboard Digital Front-end unit, through a

four-wire SPI interface.

Figure 5.9: Assembled RPC unit in a tray along with front end electronics and HV
module.

For the final assembly of the RPC unit, both the sides of gas gaps are cov-

ered with two layers of insulator (mylar material) sheets and the pickup panels are

placed on both sides of the gap such that the strips in the two panels are orthog-

onal to each other. This packed RPC unit is placed in a tray along with all the

front end electronics and gas supply connections. For mini-ICAL, trays made from

aluminum honeycomb are used. For one layer (Layer–2), a tray made from Fibre

Reinforced Plastic (FRP) which was designed for ICAL is used for trial purposes.

The placement of RPC along with front-end electronics (explained in Section 5.4)

and the H.V. supply module in the tray is shown in Figure 5.9.
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5.3 Closed loop gas system

The RPC can be operated in two modes viz, avalanche mode and streamer mode.

The INO RPCs are planned to be operated in the avalanche mode and hence the gas

mixture is in the ratio of about 94.5 % R134a (C2H2F4, 1,1,2,2-Tetrafluoroethane),

4.5 % isobutane (iso-C4H10) and about 0.3 % Sulphur hexafluoride (SF6). The

mixed gas will be input into the RPC at a few mbar above the atmospheric pressure.

If the RPC is operated in streamer mode, then the gas mixture will have Argon gas

at appropriate concentration but doesn’t contain SF6. In the closed-loop system

(shown in Figure 5.11), designed for RPCs, a provision is made to add Argon gas

in the system.

Gas volume (10 RPCs) 10× 8 litres = 80 litres
Gas mixture composition R134a:iso-C4H10:SF6 = 95.2:4.5:0.3
Normal flow rate few 0.01 m3/h
Gas renewal rate atleast ∼ 0.3 volume/hour even without radiation
Purity requirement O2< 1000 ppm, H2O< 1000 ppm, N2< 1 %

Table 5.3: INO RPC gas parameters.

The basic function of the gas system is to mix the three gas components in

the appropriate proportions and to distribute them to the individual chambers.

To economize the consumption of the gas mixture and to reduce the release of

effluents into the atmosphere, a closed-loop gas recirculation system was designed,

fabricated and installed at TIFR, Mumbai. The performance and integrity of RPCs

in this pilot experiment were monitored to study the effect of periodic fluctuations

and transients in the atmospheric pressure and temperature, room pressure, flow

pulsations, etc. Due to its satisfactory performance, the same system was deployed

for the mini-ICAL detector to study its capabilities of handling a stack of 10 large

area RPCs. Although the system is designed to provide gas recirculation for 12

RPCs, it will be upgraded to handle 20 RPCs which is the final configuration of

mini-ICAL detector.
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Figure 5.10: Flow diagram of closed loop gas recirculation system.

The flow diagram of the closed-loop system is shown in Figure 5.10. A pneumat-

ically operated positive displacement pump sucks the gas mixture from a receiver

tank connected to the RPC outlets. This pump operates at pressures between 2

to 5 mbar above atmospheric pressure. It delivers the gas mixtures to the storage

tank at 1.65 bar after passing it through the purifiers. The mass flow controllers

(MFCs) labeled 1,2,3 and 4 collects the individual gases from the storage cylinders

and delivers them to the main storage tank when the pressure drops below 1.35 bar.

The MFCs maintain the ratios of the gas mixture at 95.2:4.5:0.3 % of R134a, iso-

C4H10 and SF6 respectively. The pressure in the main storage tank is maintained

between 1.35 bar and 1.65 bar.

The pressure of the gases at six different locations as well as the atmospheric

pressure are monitored by solid-state transmitters. The flow and pressure through-

out the loop are controlled by Siemens PLC with input and output modules, actu-

ators and SCADA interface. The various data parameters are logged periodically

for remote monitoring of the system.
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(a) Back view. (b) Front view.

Figure 5.11: Gas recirculation system.

5.4 Data Acquisition Systems

The DAQ system performs a large number of tasks mainly, identifying the physics

events in the detector by forming a trigger and tracking the particles traversing

through the detector by storing the detector state during an event. Simultaneously,

the health of the RPC detectors is also monitored by recording noise rates, chamber

currents, etc periodically. The broad schematic of the DAQ for the ICAL detector

is shown in Figure 5.12. The same scheme is used in the mini-ICAL detector with

10 RPCs present (20 RPCs in the final design) instead of 28,800 RPCs in the ICAL.

5.4.1 Analog Front End

The RPC detector signals are of around 1–5 mV in amplitude with the rise time

of the order of 1 ns. Also, the pulse profiles are extremely narrow viz; 5–10 ns. For
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Figure 5.12: Schema of ICAL Data acquisition which is used in mini-ICAL.

mini-ICAL, analog front end (AFE) boards using NINO ASIC (shown in Figure

5.13) have been designed and deployed. NINO[108, 109] is an ultrafast low noise 8-

ch FE preamplifier cum discriminator chip developed at CERN to be used mainly in

ALICE time of flight detector. It is a fully differential chip featuring 4 differential

amplifier stages with built-in hysteresis control. For mini-ICAL, a 6 layer AFE

board (Figure 5.13) using NINO ASIC and 8 differential drivers of unity gain with

threshold control is designed with track separation of 5 mil and board dimensions

of 200 mm× 23 mm. The power consumption of the board is ∼ 560 mW. The NINO

based AFE were extensively tested and characterized on RPC detectors. The RPC

signal detection efficiency of 92 % and stable noise rates of ∼ 45 Hz were achieved

for an RPC with a threshold of 80 fC. The full details about NINO front end boards

are explained by Kaur et.al [110].

One of the layers in mini-ICAL, ie. Layer–1 is populated with ANUSPARSH
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Figure 5.13: NINO front end boards with mounts.

Figure 5.14: Anusparsh III chip along with its PCB.

[111] front end ASIC (Figure 5.14). It is a CMOS, 8-channel, high speed, low power

amplifier-discriminator designed for avalanche mode of operation for RPCs. It was

extensively tested in the 1 m× 1 m RPC stack at TIFR, Mumbai. It is designed to

meet the readout requirements of RPC detectors for the ICAL experiment. Its total

channel gain is 6 mV/µA with an amplifier rise time of 1.2 ns and input impedance

is matched to the pick-up strips (∼ 47 Ω). The performance of single-ended inputs

of both polarities (X- and Y- pickup strips of an RPC has opposite polarity) is

identical. It also provides the output of an amplified detector signal for profile

analysis. And last but not the least, it has a low power consumption of 45 mW per

channel at 3.3 V supply.

5.4.2 Digital Front End

The digital front-end module (DFE) (Figure 5.16) is located at one corner of the

RPC tray. It’s design is based such that RPC along with the electronics on the

FRP tray can serve as a minimum standalone unit. It consists several functional

blocks required to not only recieve signals from AFEs but also record the them in
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the ICAL data format. It also takes care of the data transfers between the RPC

units and the back end servers. In ICAL data format, the signals to be recorded

are strip hit information, time of arrival of signals and monitoring the signal rates

in all the channels. The various functional blocks on the DFE module are Time

to Digital convertor (TDC) (to measure time of arrival of signal), strip-hit latch

(to record the strips giving the signals), rate monitors (to monitor signal rates in

alll channels), logic to generate pre-trigger (Level-0) signals, ambient parameter

monitor (to record pressure, temperature and humidity), etc. Most of the DFE’s

functionalities have been implemented inside a Field Programmable Gate Array

(FPGA) [112]. Figure 5.15 shows a simplified block diagram of the DFE module.

The module is centered on an FPGA. Most of the data acquisition functionality is

built into it. A soft-core processor has been used to supervise the data acquisition,

data collection and sending the data to the back-end over the network interface.

Figure 5.15: Block diagram of FPGA based digital front end module.

The FPGA has been configured for data acquisition and data transfer function-
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ality of the DFE. For the DFE module, Altera Cyclone IV E series CE115 FPGA

has been selected. It has 114,480 logic elements, 486 kB of embedded memory and

up to 528 user I/Os [113]. As explained in Chapter ??, to determine the up/down

directionality of the particles tracks recorded using the RPCs, the relative arrival

times of the signals in the detector have to be measured. In order to record pre-

cise timing information, high-resolution TDC ASICs are mostly used. To resolve

the up/down ambiguity in directionality, the timing measurement should be made

with a least count of stleast 200 ps. For the current DFE module, High-Performance

TDC (HPTDC) ASIC developed at CERN is being used [114]. In the future, a

TDC ASIC which is being developed within the ICAL collaboration is expected to

be deployed.

A central microcontroller unit (MCU) is required to control various components

of the data acquisition, acquire data from them, pack and send it to the backend.

In the DFE module, NIOS-II soft-core processor is used as the MCU. The NIOS-II

is a 32-bit general-purpose RISC processor. It can be configured to use a variety of

on-chip peripherals as well as off-chip memories and peripherals [115]. The event

data mainly includes strip hit pattern, TDC timing data and event timestamp. In

parallel, the DFE module logic, carries out monitoring tasks periodically in the

background, wherein it measures the RPC strips’ background count rates as well

as the trigger primitives’ rates and also ambient temperature, humidity pressure,

and the RPC’s high voltage and chamber currents. The end of the monitoring cycle

interrupts the processor software, whose interrupt service routine reads out all the

monitoring data and sends it to the backend server. A detailed explaination about

the module and its functionalities is given in Saraf et.al [112].

5.4.3 Timing and Trigger System

The multi-level trigger system generates the global trigger signal based solely on

event topology information. Trigger logic is essentially defined as (m× p) /n, i.e.
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(a) Assembled DFE module with the FPGA.

(b) DFE module in assembled RPC unit

Figure 5.16

trigger is generated when out of a group of n consequent layers, at least p layers

have m channels each with simultaneous signals in them. The pre-trigger signals

from DFEs are fed to Signal Router Boards (SRBs) which bunch signals and redis-

tribute them to the Trigger Logic Boards (TLBs). The second-level trigger logic

is implemented in the TLBs and the boundary coincidences are resolved by the

Global Trigger Logic Boards (GTLBs). The hardware components are shown in

Figure 5.17. The entire control of the trigger system, monitoring of various sig-

nal rates, etc. is handled by the Trigger Control and Monitor (TCAM) module.
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Further, the Control and Monitoring (CAM) module provides an interface between

the trigger and backend data concentrator units. In the mini-ICAL with 10 RPCs

in the current condition, (20 RPCs in the final design) is a much smaller version

of the ICAL (28,800 RPCs) or the Engineering Prototype (with 320 RPCs). The

expected trigger rates for the mini-ICAL is 250 Hz (on the surface). So, the trig-

ger system hardware inventory for mini-ICAL consists of: 1 Signal Router Board

(SRB), 2 Trigger Logic Boards (TLBs) with 1 TLB for X-Orientation and 1 TLB for

Y-Orientation, 1 Global Trigger Logic Board (GTLB), 1 Control and monitoring

Board (CAM) and 1 Trigger Time Stamping Board (TCAM)

Figure 5.17: Trigger system for mini-ICAL detector.

Calibration and auxiliary (CAU) services sub-system mainly interfaces with

trigger system and DFE boards and performs functions of distribution of global

clocks and trigger signals as well as the measurement of time offsets due to disparate

signal path lengths. The local TOF in each DFE is then translated to a common

timing reference by adding the respective offsets for the reconstruction of particle

trajectories. The CAU unit was tested extensively on the RPC stacks and was

found to provide offset corrections of better than 100 ps. The Real-Time Clocks

(RTCs) of all the DFEs are pre-loaded with epoch time and synchronized up to a

microsecond using pulse per second signal and global clock. The events are built

in the backend using these RTC time stamps.
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5.4.4 Back End Systems

Figure 5.18: Flow diagram of mini-ICAL’s Data acquisition.

The data acquired by the DFE needs to be dispatched to the backend data

concentrator hosts on receipt of the trigger signal. To achieve this, each DFE

unit has an Ethernet controller. In every event, an event trigger is generated by

the global trigger system and is fanned out to all the RPCs (DFE modules) as

shown in Figure 5.18. On receiving the trigger signal, the participating DFEs

will collect event data (Event time stamp, strip hit and time of flight) from their

respective RPCs and push the event packet to transmit buffer. The integral number

of event packets are sent to (one or more) Data Concentrator(s) at the back end

over dedicated and pre-established TCP connections. Each DFE module is capable

of handling 38 Mbps data throughput.

The Data Concentrator in backend acts as a server and the DFEs act as clients

in terms of the network protocol. The Data Concentrator(s) gather the RPC

data packets and attach an event number to each of the data packets belong to

the event based on event timestamp comparison before transmitting the data to

another server, the Event-Builder.
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UDP based command interface was implemented in MULTICAST and UNI-

CAST modes to control DFE functionality. Suitable handshaking and checksum

schemes are implemented to ensure the reliability of command and acknowledg-

ment. The average cycle time of a command is 1 ms.

5.5 Summary

The experimental set up of the mini-ICAL detector along with a brief discussion on

individual detector components and basic building blocks of the data acquisition

electronics are discussed in this chapter. The mini-ICAL detector is commissioned

with 10 layers of RPCs and is operational since May 2018 with 1.5 T field. The

magnetic field measurement has been closely matched with the simulation using

MAGNET software. There is no unexpected noise in the RPC electronics due to

the fringe field.
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Chapter 6

Analysis of mini-ICAL data

The atmospheric muons incident on the detector, register clean tracks with just

about one cluster (a combination of nearby hits) per RPC layer. In the absence

of a magnetic field, the hits from the muon (being minimum ionizing particle) will

present a straight line pattern with possible small kinks appearing due to multi-

ple scattering and strip multiplicity effects. In presence of the magnetic field, the

hits from muon (experiencing Lorentz force) will show a curvature representing

the bending of muon trajectory. The curvature of the bending helps in estimating

the momentum of an incident muon. Hence, the momentum distribution of atmo-

spheric muons is observed in mini-ICAL. Figure 6.1 shows some cosmic muon events

observed in mini-ICAL detector at 900 A current which corresponds to magnetic

field of ∼ 1.5 T in the central region.

The magnetic field in the central region of the mini-ICAL detector is along the

Y-direction and the particle is moving along Z-direction. Hence, the bending of the

track is supposed to be observed only along X co-ordinate. It is expected that the

track will not show any deviation in Y co-ordinate except for multiple scattering.

First, the muons observed in the detector in absence of the magnetic are fit-

ted with a straight line and its various properties like detector inefficiencies, strip

multiplicities, electronic offsets for time measurements, position alignment, etc are
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Figure 6.1: Typical cosmic muon events in miniICAL with magnetic field ∼ 1.5 T.

estimated. These properties will be further used as correction parameters and also

as inputs to full detector simulation.

6.1 Muon trajectory without magnetic field

The detector performance is dependent on ambient conditions. Hence, the detector

health needs to be monitored over a long period of time. For the RPCs, the signal

rate in the strips is an important observation to monitor detector performance.

The Noise Rate Monitoring section in the DFE latches the noise rate of the active

strips as well as Fold signals on receipt of a clock signal from the back end and

switches over to the next strip. In Figure 6.2, the average signal rates in all the

channels in the DAQ which are monitored are presented. Here, The various layers

with their X- and Y- planes are represented on the X-axis, all the strips and the

Fold signals are denoted on the Y-axis and the average signal rates are presented

on the color axis in Hz. From the plot, it can be observed that the average signal

rate in strips is in the range of 30–250 Hz.

The atmospheric muons arrive from all directions at the top of the detector

stack. The RPC strips are fired due to the passage of these muons. The strip
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Figure 6.2: Signal rates (in Hz) for all channels in mini-ICAL including different trigger
rates.

hit distribution (shown in Figure 6.3) for a layer is expected to be uniformly dis-

tributed. In practice, the strips at the edges have fewer events than those in the

middle. This particular behavior is due to the in-situ trigger condition. Usually, a
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top and bottom layers are present in the trigger formation and due to this geometry

solid angular coverage is restricted for in between layers. A strip is rejected if its

counting rate is very high and is not considered in the fit. For example, the strip

number 43 in layer-2 on Y-side is rejected as its counting rate is too high compared

to others. Similarly, the strip numbers 42 and 43 in layer-8 on X-side are rejected.
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Figure 6.3: Relative distribution of strip occupancy. Distributions are normalised with
respect to total number of events acquired. Red colour for X-view and Blue colour for Y
view.

The typical nature of strip multiplicity is shown in Figure 6.4. Though the

peak of the distribution is around one or two, a long tail exists due to many strips

in a layer giving signals. The primary ionization inside the RPC gas gap and flow

of the charged particles towards their respective electrodes produces signals in the

readout strips. The principle of signal induction by moving charges to the respective
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electrodes are relevant here to discuss. A detail discussion in this context is given

in [116]. The primary ionization takes place within a very small area 0.1 cm2 inside

the gas chamber. The area of a pixel formed by the overlap of the X and Y strip

is about 100 times larger than this. Hence only, a single multiplicity in the RPC

is expected. But there are many other factors due to which higher multiplicity is

observed in RPC.
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Figure 6.4: Relative distributions of layer hit multiplicities for all ten layers of mini-
ICAL. Distributions are normalised with respect to total number of events acquired. Red
colour for X-view and Blue colour for Y view.

One of the main reasons is the production of the secondary avalanches due to

photons inside the gas gap. But using iso-butane in the gas mixture this possibility

is reduced. The surface resistivity due to graphite coating is not exactly uniform

over the entire electrode surface. In the region where the ionization took place, if
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the resistivity is less, the signal induction may spread over a wider region which can

produce multiplicity more than one. Moreover, the cross-talk between two adjacent

RPC read-out strips also produces higher multiplicities. An RPC readout strip is

electronically a transmission line. Hence, when a high-frequency signal is passing

through a strip, it also induces signals in nearby strips. Except these, all RPCs

strips share a common electrical ground. In such a scenario, if the net current is

high, then it may induce signals in many strips. The long tail observed in Figure 6.4

is mainly due to correlated electronic noise in that layer. The intermediate region

in Figure 6.4 is mainly due to the streamer formation inside the RPC. Overall, an

average strip multiplicity of 1.6 is observed in mini-ICAL.
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Figure 6.5: Postion resolution in all ten layers of mini-ICAL. Red colour for X-view
and Blue colour for Y view. Dashed line represents the Gaussian fitted function.
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In the absence of a magnetic field, the muon tracks show linear behavior. The

selected strips in the X- and Y- view are fitted separately with the straight-line fit

which is explained in Chapter 2. The residual (∆R) is defined as the difference

between a hit and the fit position. A hit in a layer is rejected, if it is more than

seven strips away than the fit position in that layer (|∆R| > 7). To avoid bias

in determining the residual the calibrating layer is excluded from the fitting. The

typical position residue distributions are shown in Figure 6.5. These distributions

are fitted with Gaussian function and the Gaussian “σ” is considered the position

resolution. The distribution is peaking at zero, which shows the good mechanical

alignment and an overall chamber alignment accuracy of better than 100µm is

obtained.
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Figure 6.6: Correlated inefficiencies for all ten layers.
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For each event, the muon trajectory information from the other nine layers is

used to identify the intersection (both x and y coordinates) of the muon trajectory

in Li. The efficiency of each layer is calculated by excluding that layer in the

straight-line fit of the muon trajectory. The efficiency plots have 58× 62 of 2D

pixels, where each pixel is of size 3 cm× 3 cm. Here, the efficiency of a layer is

defined as the ratio of number of events where a hit is found within 6 cm of the

expected position of muon in that layer, without any hit in other parts of that

layer, to the expected number of muons using the fit of hits in all other layers.

The inefficiency is caused by charged particles that did not produce a signal larger

than the discriminator threshold. The detailed description of the calculations of

the efficiency maps is given in [85].
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Figure 6.7: Uncorrelated inefficiency for all ten layers of mini-ICAL for the X-view.
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For plots in Figure 6.6, the muon hit is checked in both X- and Y- view. Hence,

it shows the inefficiency which is common to both X- and Y- view. The inefficiency

matrix of spots is observed in layers- 0–5 is due to the spacer buttons located at

these positions. This matrix is not visible in layers- 6–9. Also, it can be seen that

Layers 6, 7, 8 and 9 show nearly 0 % inefficiency throughout the region as these

are the hardware trigger layers. Also, there is a large region of inefficiency near the

corners in many RPCs. As explained in Chapter 2, the difference in spacer height

and/or thickness of glue at the edges is the dominant source of this inefficiency.
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Figure 6.8: Uncorrelated inefficiency for all ten layers of mini-ICAL for the Y-view.

In Figure 6.7 and 6.8, the uncorrelated inefficiencies in X- and Y- plane for

all layers are presented. Here, in some RPCs, there are entire strips in either

X- or Y-plane which shows lower efficiencies. Also, in layer-2, there is inefficiency
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information beyond strip number 48 in both X-side and Y-side or it is shown highly

inefficient, as there are on 6 ANUSPARSH-III AFE boards (8 channel per board)

per side. Hence, the last 10/14 X/Y- strips are not connected.

Position in strip (mm)

10− 0 10
0

0.2

0.4

0.6

0.8 L0

Position in strip (mm)

10− 0 10
0

0.2

0.4

0.6

0.8 L1

Position in strip (mm)

10− 0 10
0

0.2

0.4

0.6

0.8 L2

Position in strip (mm)

10− 0 10
0

0.2

0.4

0.6

0.8 L3

Position in strip (mm)

10− 0 10
0

0.2

0.4

0.6

0.8 L4

Position in strip (mm)

10− 0 10
0

0.2

0.4

0.6

0.8 L5

ZERO

ONE

TWO

THREE

More

Position in strip (mm)

10− 0 10
0

0.2

0.4

0.6

0.8 L6

Position in strip (mm)

10− 0 10
0

0.2

0.4

0.6

0.8 L7

Position in strip (mm)

10− 0 10
0

0.2

0.4

0.6

0.8 L8

Position in strip (mm)

10− 0 10
0

0.2

0.4

0.6

0.8 L9

Figure 6.9: Strip multiplicity as a function of muon position in the strip for all 10 layers
in X-view.

It is expected that if the avalanche occurs near the center of a strip, the induced

signal in that strip is much larger than those on the neighboring strips. As the

pitch of pickup strips being 30 mm, and an inter-strip gap of 2 mm, it is expected

that a much larger fraction of events to show up with a strip multiplicity of one.

In the second case, if the avalanche occurs in between the two strips, the induced

signal will be shared by both the strips. The observed average strip multiplicity of

these RPCs is 1.9. The strip multiplicity as a function of muon position in a strip
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for different layers is shown in Figures 6.9 and 6.10. The position is measured with

respect to the center of the strip. It can be clearly observed in the data, that the

idea of induced charge sharing between neighboring strips is correct.
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Figure 6.10: Strip multiplicity as a function of muon position in the strip for all 10
layers in Y-view.

As seen in these plots, there are almost no events with strip multiplicity of

two, when the muon trajectory is at the center of the strip and similarly almost

no events with strip multiplicity one, when the muon trajectory is at the boundary

between two strips. The position of maxima and minima of the strip multiplicity

distributions at the center and edge of the strips respectively also indicates that

the position alignment of RPCs in the detector stack is accurate. It should also

be noted that on an average the charge induced on one strip for an event with
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strip multiplicity of two is more than the charge induced for an event with strip

multiplicity of one. The sharing of the induced signal on multiple strips depends

on the position of the muon trajectory.
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Figure 6.11: Time resolution for all 10 layers in mini-ICAL. Red colour for X-view and
Blue colour for Y view. Dashed line represents the Gaussian fitted function.

The observed time resolution of an RPC is obtained from the difference in the

measured time and the time of the muon crossing that is expected to the layer/RPC.

The corrections discussed in Chapter 2, have been applied to the measured time.

The measured time resolutions in all layers are in the range of 0.9–1.1 ns and are

presented in Figure 6.11.
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6.2 mini-ICAL simulation

The atmospheric muon analysis is verified through an MC simulation. The CORSIKA[10]

generator is used to generate the secondary particle at an experimental site. In

the CORSIKA simulation, 20 million primary protons and 2 million Helium from

10 GeV to 1 PeV with spectral index − 2.7 is generated from the top of the at-

mosphere. The low energy and high energy interaction models used in CORSIKA

generation are GEISHA and SIBYLL respectively. The generated primary proton

energy is compared to the rigidity cutoff at different (θ, φ) bins. The primaries

having energy above the rigidity cutoff is allowed to progress, otherwise, a new pri-

mary was generated. The kinematic information of the secondary particles which

reach earth surface in the simulation is stored.

The simulation of secondary particles (in this case muons) through the detector

geometry is performed by a package based on the GEANT4[4, 91] toolkit and INO

specific digitization code. The entire mini-ICAL detector geometry, along with the

building in which it is installed, is included in the simulation framework to account

for all the materials incident muon is passing through. The magnetic field obtained

from Finite Element simulation (Chapter 5) is also an input to the simulation code.

Here, the z-component of the magnetic field (Bz) is negligible. Hence, only the x-

and y- component of the magnetic field (shown in Figure 6.12) are considered

In the GEANT4 simulation, the secondary particles are generated above the

ceiling of the building. The various detector properties like uncorrelated and cor-

related inefficiencies, trigger efficiencies and strip multiplicity, that are estimated

from analysing the cosmic ray muon data in absence of magnetic field(see Section

6.1) are incorporated during the digitization process of simulation. The various

steps followed in the MC event generation are; the momentum (Px, Py, Pz) of the

particle (muon) from CORSIKA dataset and position is generated within the RPC

region of the topmost trigger layer (i.e., layer-9). Using the co-ordinates of this
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point and the direction obtained from the momentum is extrapolated to the bot-

tom trigger layer (layer-6 in this case) to test the trigger acceptance condition. If

the extrapolated point in the bottom trigger layer is withing the sensitive region

of RPC, then the point is extrapolated on a plane on top of the ceiling to get the

co-ordinate of the vertex for the simulation of the passage of a particle through the

detector geometry.

X dimension (mm)

2000− 1500− 1000− 500− 0 500 1000 1500 2000

Y
 d

im
e
n
si

o
n
 (

m
m

)

2000−

1500−

1000−

500−

0

500

1000

1500

2000

1.5−

1−

0.5−

0

0.5

1

1.5

 for I = 900 AxB

X dimension (mm)

2000− 1500− 1000− 500− 0 500 1000 1500 2000

Y
 d

im
en

si
o
n
 (

m
m

)

2000−

1500−

1000−

500−

0

500

1000

1500

2000

1.5−

1−

0.5−

0

0.5

1

1.5

 for I = 900 AyB

Figure 6.12: Magnetic field map at 900 A current, (left) Bx and (right) By in Tesla.
Length in X- & Y- axis are in mm.

When the particle, passes through an RPC (sensitive detector volume), the

GEANT4 provides the (x, y, z) co-ordinate and the exact timestamp for that point.

This information obtained from GEANT4 is translated into the strip information1

for the corresponding Z plane. The pixel-wise correlated inefficiency map discussed

in the previous section is used to incorporate the correlated inefficiencies in the sim-

ulated event. The position (hit position with respect to the strip centre) dependent

strip multiplicity, as shown in Figure 6.10 and 6.9 is used to implement the mul-

tiplicity effect. The uncorrelated inefficiencies for X and Y strips are incorporated

independently based on strip multiplicity using the inefficiency map discuss in the

previous section. The trigger efficiencies are incorporated only for the trigger layers

(namely layers 6, 7, 8 and 9) in the X- or Y- plane to accept an event according

1X and Y strip number and digitized time stamp according to the time smearing and TDC
least count
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to trigger condition during data acquisition. The simulated events and the events

from the real data are passed through the same reconstruction algorithm.

6.3 Track Reconstruction in magnetic field

In presence of the magnetic field, the hits from muon (experiencing Lorentz force),

will show a curvature representing the bending of muon trajectory. The standard

Kalman fit algorithm developed for the ICAL detector is used for these trajectories.

The momentum, zenith angle and the azimuthal angle of the incident muon are

estimated through this fit. In order to study the performance of the algorithm,

three lakh muons are generated from the center of the mini-ICAL detector just

above the topmost iron layer. The events were generated in momentum range

0.5–6.5 GeV with uniform smearing over cosθ (in the range of [-1.0,-0.5]) and φ

in the simulation package described above. The detectors were assumed to be

100 % efficient. The clusters obtained are reconstructed using Kalman fit based

reconstruction algorithm.
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Figure 6.13: Muon reconstruction in mini-ICAL (a) reconstruction efficiency (b) charge
identification efficiency (c) Reconstructed momentum (preco) v/s true input muon mo-
mentum (ptrue) for all combined cosθtrue.

In Figure 6.13(a) and (b) the reconstruction efficiency and the charge identi-

fication efficiency are shown. In Figure 6.13(c), the reconstructed momentum is

plotted against the true muon momentum. In the figure, it is observed that beyond

the true muon momentum of around 1 GeV, the reconstructed momentum starts

showing some saturation and it is dominant from 1.8 GeV.
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In Figure 6.14, the reconstructed momentum is plotted against the true muon

momentum for different cosθgen to understand the saturation. Here, it is observed

that there is a mild dependence of saturation on the angle at which the muon is

incident on the detector. As the cosθgen decreases, the saturation becomes less

prominent.
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Figure 6.14: Reconstructed momentum (preco) v/s true input muon momentum (ptrue)
with different cosθgen bins.

6.4 Explicit Track Model Fit

To check, that the Kalman filter technique was not adding any bias in the fit, the

momentum was reconstructed using the global track fitting by the least-squares

method (LSM) which is explained in detail in [9]. The method’s important statis-

tical properties, together with its numerical simplicity, form the basis of the wide

range of its application.

If the track model can be sufficiently well approximated by a linear model in
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the neighborhood of the measurements, and if the errors vary sufficiently little

with the track parameters that they can be considered as being constant in the

neighborhood of an individual track’s path, then the LSM estimation has minimum

variance among the class of linear and unbiased estimates.

The track model is, in general, the set of solutions of the equations of motion,

whereas the track model in the LSM is the linear expansion of the functions f (p),

where f is a deterministic function of the 5-vector of track parameter p. At a

reference surface ZΓ, p is defined by (x, y) coordinates and the momentum 3-vector.

At a first approximation,

f (p) = f (p0) + A · (p− p0) +O · (p− p0)2 + · · · (6.1)

with, A = ∂f (p) /∂p at p = p0.

In addition to the track model, the ’weight matrix’ W , which is defined as the

inverse of the covariance matrix (“error matrix”) V , must be evaluated.

W = V −1 (6.2)

In simple cases the measurement errors are uncorrelated, i.e. W is of the form,

(W )ij =
δij
σ2
j

(6.3)

where σj is the standard deviation of jth measurement εj. In general, mainly in

the cases of multiple scattering, W will also have off-diagonal terms and matrix

inversion is necessary to obtain it numerically. The LSM tries to minimize the

function,

χ2 = [f (p0) + A · (p− p0)−m]T ·W · [f (p0) + A · (p− p0)−m] (6.4)
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where m is “realization” of specific measurements, in this case vector of measure-

ments, (x, y) (2×N , number of track points). Differentiating χ2 with respect to p

and putting ∂χ2/∂p = 0 yields,

p = p0 +
(
ATWA

)−1
ATW (m− f (p0)) (6.5)

Theoretically, it is known that the momentum resolution is inversely proportional

to the magnetic field strength and the square of the length of track and directly

proportional to the position resolution. The position resolution of the RPC de-

tector is around 7–11 mm. Hence, with 10 layers in mini-ICAL (giving a limited

number of measured points compared to ICAL detector), it is expected that the

momentum resolution will be poorer. But this doesn’t explain the saturation of

the reconstructed momentum as observed in this case.

In order to understand, the saturation in the reconstructed momentum muons

are generated from the center of the mini-ICAL detector just above the topmost

iron layer with cosθgen = −1 (going vertically straight downwards). The events

were generated in the momentum range of 0.5–20.5 GeV. These same events were

digitized by different strip width, to study the effect of position resolution on the

momentum measurement.

In Figure 6.15, it can be observed that the reconstructed momentum shows

saturation for various different strip widths. This saturation in reconstructed mo-

mentum is observed as a function of position resolution. It can be observed that

there is a strong dependence of position resolution on the reconstructed momen-

tum. When the position resolution is of the order of a few hundred microns, there

is no saturation observed in the reconstructed momentum. But, as the position

resolution becomes poorer, the reconstructed momentum gradually starts to satu-

rate at different momentum values. The magnetic field in the mini-ICAL detector

is along the Y-direction and the particle is moving along Z-direction. Hence, the
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bending of the track is supposed to be observed only along X co-ordinate. It is

expected that the track will not show any deviation in Y co-ordinate except for

multiple scattering.
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Figure 6.15: Reconstructed momentum (preco) v/s true input muon momentum (ptrue)
with different virtual strip width.

In Figure 6.15(f), it can be seen that the saturation is not only observed around

one momentum value but, it is actually distributed for several different recon-

structed momenta. For the saturation band about 3 GeV, the hit pattern shows

the same Y- strip number for all the layers. In the XZ- plane, the X- strip number

for layers 9 to 4 is 27 and for layers, 3 to 0, is 28. Whenever this particular hit

pattern is observed, the momentum is reconstructed at a fixed value of 3.28 GeV.

Similarly, for the saturation bands about 1.69, 1.97, 2.06, 5.76 GeVs, in the XZ-

plane, the same X- strip number is observed for several layers and after that, the

observed X- strip number is deviated by ± 1 strip. The saturation at about 1.97

and 2.06 GeVs in effect actually overlap each other. In all these cases, the Y- strip

number remains the same for all the layers. For the saturation bands other than

these five, they are observed when in the hit pattern, there is also a deviation in

Y co-ordinate. This deviation is mainly due to multiple scattering in iron layers.

Hence, the different saturation bands observed in the reconstructed momentum

corresponds to different hit patterns.
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To observe, the momentum resolution, (preco − ptrue) /ptrue is plotted against

true input muon momentum. In Figure 6.16, it can be observed that there are

formation of bands (curvature in shape) when the stripwidth 1 mm and above.

Also, the saturation bands intensify as the stripwidths increases. In Figure 6.16

(f), the saturation is so prominent 1.8 GeV that if the slice of the plot is taken for

true input momentum of 1.8–8 GeV in Y-axis, three different peaks are observed

in the (preco − ptrue) /ptrue distribution. For the true input momentum beyond

8 GeV, one or peaks are observed in the (preco − ptrue) /ptrue distribution. In such a

scenario, it is very difficult to determine the momentum resolution of muon tracks.
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Figure 6.16: (preco − ptrue) /ptrue v/s true input muon momentum (ptrue) for different
virtual strip width.

6.5 Momentum spectra of cosmic ray muons

The measured momentum spectrum of cosmic ray muons is distorted due to the

finite resolution, limited trigger acceptance and other systematic effects of the

detector. This leads to the transfer of events between different momentum bins.

Hence in order to allow a direct comparison of experimental measurement with

theoretical predictions, the measurements are unfolded for the detector effects. The

detector response matrix R (as shown in Figure 6.17(a)) in the unfolding procedure
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is derived using the CORSIKA events simulated using the detector simulation code

as described above. The regularized unfolding method used and investigated for

the current problem is iterative Bayesian Unfolding [11].
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Figure 6.17: Unfolding of data with CORSIKA simulation.

In the Bayesian technique, the background in each reconstructed momentum

bin and efficiency of each true momentum bin is calculated. The reconstructed

data and MC, are corrected for the fake rate. During the unfolding, the efficiency

is also corrected. After the unfolding the distribution is normalized to calculate

the flux by using the following formula;

Φi =
Ni

εdaq × Ttot × λ
(6.6)

where, Φi is the muon flux in ith bin, Ni is the number of reconstructed muon

per GeV in ith bin, εdaq is the efficiency due to the dead time in data acquisition

system, Ttot is the total time taken to record the data (in seconds) including DAQ’s

dead time (0.5 ms/event) and λ is accepted solid angle times the surface area (A)

which is given as;

λ = A×
∫ θ2

θ1

sinθdθ ×
∫ φ2

φ1

dφ (6.7)

This is carried out for each momentum bin and the result is compared with the

CORSIKA flux as presented in Figure 6.17(b).
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6.6 Summary

The observations of atmospheric muons from the mini-ICAL detector are summa-

rized here. Also, the detector simulation of mini-ICAL is briefly explained. The

saturation of reconstructed muon beyond a 1.8 GeV of input momentum is ob-

served. It can be concluded that the dominant reason for the saturation effect

in reconstructed is the poor position resolution of RPCs and the limited number

of tracker layers in the mini-ICAL. Using the unfolding technique, the muon mo-

mentum spectrum is observed and the results are compared with the CORSIKA

model.
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Chapter 7

Summary and future scope

The INO collaboration plans to study the neutrino oscillations in the atmospheric

sector with a 50 kt magnetized ICAL detector. The ICAL detector R&D program

is running at full pace and several prototype detectors have been successfully built.

These stacks have been extensively used to study the performance and long term

stability of the RPCs using cosmic-ray muons. The various detector properties like

position and time resolution of RPCs, detector inefficiencies, strip multiplicities,

detector noise, etc are studied using these RPC stacks.

One of the most important experimental observations of the sign of the pa-

rameter ∆m2
32 is to distinguish upward-going and downward-going muon events as

well as charge of muons in both cases. An offline calibration procedure has been

developed to improve the time resolution of large-area single gap RPCs. Using

this method, the RPCs can be operated with the detection efficiency of more than

95 % and timing resolution of better than 1 ns can be achieved. During the com-

missioning phase of the ICAL detector, before installing, all the RPCs will be in a

test facility on the surface in a detector stack. A cosmic ray muon data collected

for 3-4 days is enough to estimate all the offset corrections to achieve better than

1ns time resolution of all channels. However, it is important to note that the cor-

rection factors obtained are valid only for a particular set of operating parameters

145



of the RPCs. The correction factors will not be valid if the operating HV, gas

composition or pressure are changed. In the electronics design, the pulse width at

the discriminator threshold is recorded along with the arrival time of the signal.

This information, which is called Time over Threshold (ToT) is a function of the

width of the avalanche gain, using which the timing information can be corrected

in offline analysis. This technique has the advantage that it can be applied, and is

independent of the RPC operating conditions at the surface. It is expected to ob-

tain timing resolution better than 1 ns in ICAL detector using the offline correction

for timing information using the ToT technique.

The ICAL detector is sensitive to detect the interactions of atmospheric νµs

arising from νµ → νµ and νe → νµ oscillation channels. The accurate determi-

nation of the energy and direction of final state particles (muons and hadrons) in

these interactions is crucial to achieving the physics goal of the ICAL. To calibrate

the ICAL response to the muons and hadrons, a detector simulation framework has

been developed using the GEANT4 toolkit. For easy sharing of geometrical param-

eters and various other inputs like magnetic field map, strip health information,

etc, a database using “PostgreSQL” language is implemented in the simulation

framework. The database helps in handling different versions of parameters using

tags and distributes them to all the users. An INO specific digitization algorithm

has been implemented in the simulation framework of the ICAL detector. This

helps in including various detector properties like position resolution, time resolu-

tion, strip multiplicities, detector inefficiencies, electronic and detector noises, etc

into the simulation.

In the reconstruction algorithm, a Kalman filter algorithm is used to fit the

track-like hits and estimate the momentum of the muon from the curvature. If the

vertex and endpoint of a muon track are within the fiducial volume of the detector,

then the range of muons is precisely known. The momentum measurement from

the range of muons inside the detector gives a better estimation than curvature
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measurement. To improve the estimation of the momentum/energy of muons an

algorithm to tag fully contained muon track has been implemented. A method of

calibration has been developed using the correlation of the range of muons and its

momentum. For fully contained muon track, there is a substantial improvement

observed in the momentum resolution using the calibration from pathlength.

An important feature of the ICAL detector is its sensitivity to hadrons over

a wide range of energies. This allows the reconstruction of energy and direction

of incoming muon neutrino in CC events by combining reconstructed energies and

directions of muons and hadrons. It also enables the detection of neutral current

events (for all three flavors), CC-DIS events by νe and a fraction of CC events of

ντ . The information contained in all these events adds crucially to our knowledge

of neutrino oscillations. The response of ICAL to hadrons has been studied. A

clustering algorithm has been implemented to identify all the hits due to hadron

shower. An algorithm to remove ghost hit has been developed to avoid over count-

ing. A calibration technique is developed to estimate hadron energy using the

number of hits from the shower. Using the width of the shower, a method to re-

construct hadron shower direction has been implemented. The clustering algorithm

has been tested in the presence of noise to test its ability to reject noise hits.

The various tests to study the RPC performance and its properties were done

with different electronics including the final design for the ICAL experiment. Also,

these were tested in the absence of a magnetic field. To study the behavior of elec-

tronics in the fringe field of the magnet as well as to understand various mechanical

challenges in building the ICAL magnet, a scaled-down version (∼ 1/600th size) of

the ICAL detector has been built. The mini-ICAL detector has been commissioned

with 10 layers of RPC and has been operational since May 2018 with 1.5 T mag-

netic field. The magnetic field has been closely matched with the simulation using

MAGNET software.

The performance of the RPCs along with front-end electronics has been studied
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in the mini-ICAL detector using cosmic muon data sample. A full simulation of the

mini-ICAL detector has been developed using the GEANT4 toolkit. The Kalman

filter based reconstruction algorithm already developed for ICAL detector has been

adapted to reconstruct cosmic muon events in the mini-ICAL data. During the

testing of the algorithm, a saturation effect has been observed in the reconstructed

momentum of muons beyond the true momentum of 1.8 GeV. From the study

presented here, it can be concluded that the dominant reason for the saturation

effect in the reconstructed muon momentum is the poor position resolution of the

RPCs (as compared to the other tracking system in the experiment of high energy

physics) and the limited number of RPC layers in the mini-ICAL detector. Due to

these limitations, the momentum spectrum of atmospheric muons is observed up

to 3 GeV and the results are compared with the CORSIKA model.
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Appendix A

Vavilov function

The Vavilov PDF in the standard form is defined by [117]

P
(
x;κ, β2

)
=

1

2πi

∫ c+i∞

c−i∞
φ (s) exsds, (A.1)

where

φ (s) = eCeψ(s), C = κ
(
1 + β2γ

)
, (A.2)

and

ψ (s) = s lnκ+
(
s+ β2κ

)
·
[∫ 1

0

1− e−st/κ

t
dt− γ

]
− κe−s/κ (A.3)

where γ = 0.577. . . is the Euler’s constant. The parameters mean and variance

(σ2) of the distribution in equation A.1 are given by,

mean = γ − 1− lnκ− β2;σ2 =
2− β2

κ
(A.4)

For κ ≤ 0.05, the Vavilov distribution may be approximated by the Landau

distribution, while for κ ≥ 10, it may be approximated by Gaussian distribution

with corresponding mean and variance.
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To fit the hit distributions in Chapter 4, the Vavilov function P (x;κ, β2) which

is built into the ROOT package, has been modified to the form,

a4

a3

P

(
x− a2

a3

; a0, a1

)
(A.5)

This has been done to account for the x–scaling (a3), normalization (a4) and

the shift of the peak to a non-zero value (a2). Clearly, a0 = κ and a1 = β2. The

modified mean and variance for the Vavilov distribution are,

Meanvavilov = (γ − 1− ln a0 − a1) a3 + a2, σ
2
vavilov =

2− a1

2P0

a2
3 (A.6)
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