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SYNOPSIS 

 

EXAFS studies on nanostructure systems and thin film multilayers  

 

X-ray Absorption (XAS) spectroscopy is an important tool to investigate the local structure 

around selected elements that are contained within a material. X-ray Absorption 

Spectroscopy (XAS), which comprises of both X-ray Near Edge Structure (XANES) and 

Extended X-ray Absorption Fine Structure (EXAFS) techniques, is an element specific 

technique which can be applied not only to crystals, but also to materials that possess little or 

no long-range translational order: amorphous systems, glasses, disordered films, membranes, 

solutions, liquids, metalloproteins and also for nanostructured materials and thin films.  This 

versatility allows it to be used in a wide variety of disciplines: physics, chemistry, biology, 
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biophysics, medicine, engineering, environmental science, materials science, and geology. 

However, X-ray absorption measurements require an intense and energy-tuneable X-ray 

source like a synchrotron accelerator. The specifications of synchrotron sources, beamline 

optics and experimental station define the energy ranges, beam sizes, and intensities 

available, and dictate the practical experimental limits on the XAS measurements that can be 

performed.  

        EXAFS is not really a surface sensitive technique; however, by careful preparation of 

the samples and careful selection of the grazing angle of incidence of the incident 

synchrotron beam we can probe different depth of a thin film multilayer structure. By 

simulating the electric field pattern of the standing wave generated inside a multilayer 

structure, when electromagnetic X-ray radiation is made incident on it, we can calculate the 

grazing angles of incidence to probe the different depths of the multilayer.  

          The present thesis work is divided in to two parts: in first part we have explored the 

ZnO based dilute magnetic semiconductor system by using synchrotron based XAS 

techniques along with the other experimental techniques, subsequently the work carried out 

in second part accounts for the development of grazing angle incidence EXAFS (GIEXAFS) 

set up at energy scanning EXAFS beamline Bl-09, Indus-2, RRCAT Indore to probe the local 

structures at different depths of a thin film multilayer structure.  

          Chapter 1 gives a brief introduction to the dilute magnetic semiconductor systems, and 

its potential application in the spintronic devices. The main challenge for practical 

applications of the DMS materials is the achievement of ferromagnetism (FM) above room 

temperature (RT).    ZnO-based DMSs are appealing since they were predicted to have Curie 

temperature (TC) above room temperature [1]. It is also theoretically predicted that 

simultaneous presence of two kinds of dopants/defects, can tailor the position and occupancy 
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of the Fermi energy of the materials and its magnetic behavior [2, 3].  Thus, co-doping of 

ZnO simultaneously with two TM ions, or with rare earth ions, might be a promising route to 

achieve and enhance RT ferromagnetism (FM). Various models has been explained which 

elucidate the origin of ferromagnetism in the DMS system such as (i) the mean-field Zener 

Model, (ii) the double exchange (direct interaction) mechanism or super exchange 

mechanism (indirect interaction through defects) between the magnetic cations and (iii) 

carrier (free electron)-mediated Ruderman–Kittel–Kasuya–Yosida (RKKY)-type interactions. 

Though a large volume of work also exists in the literature on room temperature 

ferromagnetism (RTFM) of doped ZnO systems, however, there are wide variations in the 

reported papers regarding the origin of RTFM observed in the samples which has been 

attributed to a variety of intrinsic and extrinsic reasons by various authors [4,5,6]. Thus origin 

of RTFM in doped and co-doped ZnO systems is still a fairly unresolved question and further 

experimental and theoretical studies are required particularly to explore the local environment 

around the host and the dopant cations carefully to obtain unambiguous results on the above 

subject. EXAFS is a short range order technique and it is element specific so it is a perfect 

tool to investigate the position and environment of dopants and defects in a host matrix and 

can yield important information regarding the presence or absence of FM in a material. 

Photocatalytic activity, however activity of ZnO is limited to irradiation wavelengths in the 

UV region because ZnO semiconductor has a wide band-gap of about 3.3 eV and can only 

absorb UV light. Doping of TM in  ZnO nanoparticles transition metals reduces the electron–

hole recombination it has been found that , Cr doped ZnO nanoparticles are observed to be 

efficient photo catalyst [7,8, 9].  

         Magnetic multilayer structures having variety of interesting properties and wide 

applications including as supermirror polarisers in neutron optics have also been introduced 
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at the end of this chapter.  It is well known that interfaces play an important role in the 

performance of a magnetic multilayer device [10,11]. A variety of approaches can be used to 

determine the internal structure of multilayer’s including interface roughness and inter-

diffusion and compound formation at the interfaces.  EXAFS is an important technique which 

can be used in grazing incidence configuration on a multilayer structure to probe the local 

structure as a function of depth. In this chapter the mechanism of electric field distribution 

with node and antinode positions in a magnetic multilayer, when an electromagnetic radiation 

is made incident on it and standing waves are generated, is described. This information is 

used to find out the grazing angle of incidence to probe the different region of the multilayer 

structure by EXAFS technique. Thus the details provide in this chapter gives both motivation 

and the basis for the work discussed in the succeeding chapters. 

              Chapter-2 of the thesis describes the various experimental techniques and data 

analysis formalism used in this thesis work.  This chapter begins with short descriptions of 

the various sample preparation techniques followed in this work. Subsequently, the basics of 

XAS technique which comprises both XANES and EXAFS has been described. Both XAS 

and GIEXAFS measurement for samples described in this thesis have been performed at 

Energy Scanning EXAFS beamline, Bl-09, Indus-2 Synchrotron radiation sources at Raja 

Ramanna Centre for Advanced Technology, Indore, India [12, 13] which has been briefly 

described here. Finally the data reduction and data analysis procedure of EXAFS is described 

elaborately which involves extensive use of the IFEFFIT software package including 

ATHENA and ARTEMIS subroutines [14]. A brief description of other characterization 

techniques used in this thesis work, viz., X-ray diffraction (XRD), transmission electron 

microscopy (TEM), photoluminescence (PL), magnetic measurements etc. are also discussed 

briefly in this chapter. 
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           In subsequent chapters, the main experimental results of this thesis work have been 

described. In Chapter-3 we explored transition metal (TM) doped ZnO based dilute magnetic 

semiconductor. This chapter is divided in to two subsections. The first system which we have 

studied is Fe doped ZnO nanocrystals (NCs) with different doping concentration of Fe. The 

X-ray diffraction data with Rietveld refinement, High resolution TEM (HRTEM), and micro-

Raman analysis show that Fe-doped ZnO nanoparticles have wurtzite structure as that of pure 

ZnO. Crystallite structure, morphology, and size have been estimated by XRD and HRTEM. 

XANES study clearly rules out the presence of metallic Fe clusters, FeO and Fe2O3 phases in 

the samples.  However it indicates that Fe gets incorporated in the ZnO lattice as Fe3+ causing 

creation of oxygen vacancies to establish the charge balance.  EXAFS results show that the 

reduction in oxygen coordination has taken place which manifests generation of oxygen 

vacancies in the samples due to Fe doping. Room temperature (weak) ferromagnetism 

(RTFM) is observed in the samples from M–H measurements and it is also observed that 

magnetization increases with increasing Fe-concentration. Thus it is believed that oxygen 

vacancy assisted bound magnetic polarons (BMPs) and the extrinsic grain boundary are 

responsible for the room temperature FM in this system.         

           Second system which has been described in this chapter is Cr doped ZnO NCs. 

Structural, local structural and optical properties of sol–gel derived Cr doped ZnO 

nanoparticles have been thoroughly studied by several complementary techniques. The 

crystallite structure, size, and lattice strain have been estimated by XRD with Rietveld 

refinement and HRTEM. No significant change in lattice parameters a and c has been 

observed upon Cr doping, though crystallite size and tensile strain in the crystals change.  

EXAFS measurements show that Cr doping creates oxygen vacancies without causing any 

significant change in the host lattice structure while XANES measurements rule out the 
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presence of metallic Cr clusters in the samples. XANES measurements show that Cr is 

present in the samples in Cr3+ oxidation state while pre-edge peaks in XANES spectra and 

FTIR results show that local structure around Cr is increasingly becoming octahedral with 

increase in Cr doping concentration. EXAFS and PL measurements show that Cr 

incorporation in ZnO lattice is accompanied by creation of more and more oxygen vacancies. 

          A series of studies on simultaneous doping of ZnO by two cations have also been 

reported after it had been predicted theoretically that co-doping of group-I elements along 

with TM ions in ZnO stabilizes its ferromagnetic ordering and increases the Curie 

temperature due to an increase in carrier concentration [15,16]. Chapters (4-6) of the thesis 

work deals with the study of (Fe,Cu), (Co,Cu) and (Ni,Cu) co-doped ZnO NCs.  

            The effect of Cu doping in Co doped ZnO nanocrystals, prepared by wet chemical 

route at room temperature is presented in Chapter-4. X-ray diffraction, FTIR, Raman, optical 

absorption and EPR spectroscopy and the results were corroborated with DFT based 

electronic structure calculations. Magnetic measurement reveals that (Co, Cu) co-doped 

sample shows weak FM behaviour and its magnetisation is less than that of the only Co 

doped sample. Further investigations by EXAFS measurements at Co and Cu-K-edges reveal 

that while Co goes into the tetrahedral lattice of ZnO, local environment of Cu resembles 

with that of cubic CuO than tetrahedral ZnO, manifesting the presence of CuO phase in the 

sample. The presence of CuO is detrimental to the magnetic properties of the sample which 

causes the reduction in the magnetization of the (Co, Cu) co-doped sample compared to the 

Co doped sample.  

         Chapter-5 is devoted to correlation of local structure and magnetic properties of (Fe, 

Cu) co-doped ZnO NCs, prepared through wet chemical route using acetate-based precursors 

over a wide concentration range. The samples have been characterized by X-ray fluorescence 
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(XRF) measurements to find out the concentration of dopants while phase purity of the 

samples has been investigated by XRD and TEM measurements. To have further micro 

structural insight, the samples have subsequently been subjected to XAS measurement. 

XANES measurements show the presence of Cu in the samples in Cu+2 and Fe in Fe+3 

oxidation states.  EXAFS results manifest that Cu atoms in the (Fe, Cu) co-doped ZnO 

samples go to Zn sites at ZnO lattice and do not form any other metallic or oxide phase. The 

results of the above measurements have been used to explain the magnetic properties of the 

samples which have further been corroborated by density functional theory (DFT) based 

electronic structure calculations. It has been observed that inclusion of Cu dopants in the 

samples in addition to Fe increases anti-ferromagnetic (AFM) correlation among the 

transition metal ions and thus decreases the ferromagnetic susceptibility of the samples. 

          Chapter-6 deals with the structural and magnetic properties of (Ni, Cu) co-doped ZnO 

nanocrystals prepared through wet chemical route method. XRD measurements show that 

though phase purity of the ZnO samples is retained by Ni doping at 2%, Cu doping beyond 

3% creates a separate CuO phase in the samples. It has also been observed that (Ni,Cu) co-

doping does not introduce much deformation in the lattice though there is a shift in lower d 

values due to Cu inclusion followed by a decrease in crystallite size. EXAFS measurements 

at Zn K-edge also supports that the ZnO lattice is not too much deformed due to inclusion of 

Cu and Ni. XANES measurement at Ni K-edge confirms that Ni is present in the ZnO lattice 

is Ni+2 oxidation states and it does not form any separate NiO phase. Cu K-edge XANES 

measurements however show that there is a shift in the XANES pattern from substitution Cu 

phase to a separate CuO phase as Cu doping concentration is increased from 1% to 5%. This 

manifests in the decrease in magnetization in the samples due to increase in Cu doping upto 

3% observed from magnetic hysteresis measurements. Magnetic susceptibility measurement 



8 

 

as a function of temperature indicates an enhancement of AFM interaction in the samples 

with increase in Cu doping concentration upto 3%, possibly due to appearance of the CuO 

phase. However, it has been observed that magnetization in the sample again increases as the 

Cu doping concentration increases upto 5%. Thus magnetization of (Ni,Cu) co-doped ZnO 

system is found to be governed by two competing processes viz., decrease in magnetization 

due to presence of CuO phase and increase in magnetization due to interaction between the 

TM ions mediated by Cu doping induced free charge carriers.      

         Compared with 3d TMs, 4f rare earth (RE) elements have larger magnetic moments and 

likely to enhance the ferromagnetism (FM) in doped semiconductors [17,18].  In chapter-7 

we describe the structural investigations of (Mn, Dy) co-doped ZnO nanocrystals using X-ray 

absorption studies, which gives useful insight into the origin of RTFM in these samples. 

Preliminary structural characterisations of the samples have been carried out using XRD, 

TEM and- (FTIR) spectroscopy. Changes in the luminescence characteristics of the samples 

due to rare earth doping have been investigated by PL measurement and its effect on the 

magnetic properties of the samples has also been studied. The local structure at the host (Zn) 

and dopant (Mn &Dy) sites of the samples have been thoroughly investigated by XANES and 

EXAFS measurements. Though TEM measurements and FTIR study show that upon rare 

earth doping ZnO lattice is not distorted significantly, PL measurements indicate creation of 

oxygen vacancies on Dy doping. Magnetic measurement shows that as doping concentration 

of Dy are increased, magnetic behaviour changes from weak ferromagnetic/super 

paramagnetic to ferromagnetic nature. EXAFS data analysis at Zn K-edge shows that the 

results are similar for both Mn doped and (Mn, Dy) co-doped samples corroborating the 

above results that Dy doping has not caused any additional changes around Zn sites. 

However, EXAFS results at Mn K-edge on the Mn doped and (Mn, Dy) co-doped samples 
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show two striking dissimilarities, viz, in case of co-dopped samples, the second shell Mn-Mn 

peak is significantly reduced due to the disorder introduced by doping of Dy atoms and in 

only Mn doped samples Mn is going to the ZnO lattice is Mn+2 oxidation state while in case 

of (Mn,Dy) co-doped samples, Mn is going into the lattice in Mn+3 oxidation state. Dy L3-

edge results also show that Dy is going to the ZnO lattice as Dy+3 and significant oxygen 

vacancies are created near Dy sites to compensate for the charge neutrality at Zn+2 sites, a 

result also corroborated by PL measurements. Thus, the FM observed in the Dy doped 

samples can be attributed to the oxygen vacancy mediated exchange interaction between the 

Dy+3 ions or in other words due to formation of bound magnetic polarons or BMP’s.  

           Chapter-8 is dedicated to describe the development of grazing incidence EXAFS 

(GIXAFS) measurement facility at the Energy Scanning EXAFS beamline at Indus-2 SRS, 

RRCAT, Indore and the XAS measurements carried out using this facility. In this GIXAFS 

experimental setup, a 2-Circle goniometer with a 5-axis sample stage was used to orient the 

sample, where the sample was kept at the centre of the goniometer and two detectors have 

been used for simultaneous fluorescence and reflectance measurements on the samples. This 

chapter also describes the experimental work carried out by using the above facility in 

characterisation of Co/Ti and Ni/Ti magnetic multilayers. By theoretically simulating the 

behavior of the electromagnetic X-ray radiation inside the multilayer samples, three grazing 

angles of incidences have been found out to probe the local structure of  Ni atoms at  three 

different regions inside a 5bi-layer Ni (60Å)/Ti(60Å) multilayer structure, viz., within Ti 

layer, at Ni/Ti interface and within Ni layer . While the depth dependent XANES 

measurements show the metallic character of Ni in all the three regions of Ni/Ti multilayer, 

EXAFS results elucidate how the local coordination of Ni atoms changes as we move from Ti 

bulk layer, Ni/Ti interface and Ni bulk layer. Similar results have been obtained for Co/Ti 
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multilayers also.  Thus it has been demonstrated that depth dependent XAS studies of thin 

films and multilayers can be carried out successfully in the above set up. 

  Finally in Chapter-9 the conclusions obtained from each study performed under this 

thesis work are summarized and future directions of the works have been mentioned. 
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Chapter-1 
 

 Introduction 

X-ray absorption fine structure (XAFS) deals with study of the oscillations that appear 

in the X-ray absorption spectrum (XAS) of an atom at energies near and above its core-level 

binding energies which directly gives information of the chemical and physical state of that 

particular atomic species in a material. The X-ray absorption spectrum is typically divided 

into two regimes: X-ray absorption near-edge structure (XANES) which gives information 

about the external perturbations in the valence states to which electrons make transitions from 

core levels upon absorption of X-ray photon energy and the second part is extended X-ray 

absorption fine-structure (EXAFS) which is characterized by the presence of fine structure 

oscillations arising due to back scattering of outgoing photo-electron by neighboring atoms 

and can give precise information regarding the short-range order and local structure around 

the particular atomic species in the material.  Though the two have the same physical origin, 

this distinction is convenient for the interpretation. XANES is strongly sensitive to formal 

oxidation state and coordination chemistry (e.g., octahedral, tetrahedral coordination) of the 

absorbing atom, while EXAFS is used to determine the distances, coordination number, and 

species of the neighbors of the absorbing atom. XANES and EXAFS techniques, are   

element specific techniques which can be applied not only to crystals, but also to materials 

that possess little or no long-range translational order: amorphous systems, glasses, 

disordered films, membranes, solutions, liquids, metalloproteins and also for nanostructured 

materials and thin films. Thus X-ray absorption fine structure (XAFS) spectroscopy is a 

unique tool for studying, at the atomic and molecular scale, the local structure around 

selected elements that are contained within a material. For this reason, XAFS is a very 
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important probe of materials, since knowledge of local atomic structure, i.e., the species of 

atoms present and their locations, is essential to progress in many scientific fields: physics, 

chemistry, biology, biophysics, medicine, engineering, environmental science, materials 

science, and geology. However, X-ray absorption measurements require an intense and 

energy-tuneable X-ray source. X-rays generated from the conventional lab sources offers a 

very weak tuneable X-ray continuum and this had been a serious limitation in obtaining 

EXAFS spectrum of reasonable quality till a long time. The availability of modern bright 

Synchrotron radiation sources since 1970’s, has removed this experimental difficulty and 

since then EXAFS has emerged out to be one of the most powerful tools for local structure 

determination.  The specifications of synchrotron sources, beamline optics and experimental 

station define the energy ranges, beam sizes, and intensities available, and dictate the 

practical experimental limits on the XAS measurements that can be performed.   

 XAFS is not really a surface sensitive technique since X-rays can penetrate and also 

come out of the material from reasonable depth; however, by careful preparation of the 

samples and careful selection of the grazing angle of incidence of the incident synchrotron 

beam we can probe different depth of a thin film multilayer structure. By simulating the 

electric field pattern of the standing wave generated inside a multilayer structure, when 

electromagnetic X-ray radiation is made incident on it, we can estimate the grazing angles of 

incidence required to probe a particular depth in a multilayer structure.  

Thus, to explore the versatility of XAFS technique the present thesis is divided in to 

two parts: the first and major part is dedicated to the local structure investigation of transition 

metal (TM) doped dilute magnetic semiconductors particularly ZnO nanocrystals (NCs), 

while the relatively shorter second part deals with Grazing incidence EXAFS (GIXAFS) 

study of thin film magnetic multilayers.  
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Nowadays, most widely used technologies are led by integrated circuits (ICs) and data 

storage devices. Integrated circuits utilize the charge of electrons and holes in order to 

perform their specific functionalities and ignore the spin of electrons. However, their 

memory elements are volatile which means that when the power is switched-off the stored 

information is lost. In the case of magnetic data storage technology, the spin of electron 

is the key parameter and magnetic data storage devices are non-volatile because of the natural 

remanence characteristic of ferromagnetic materials. Now the idea is to make a device which 

utilizes both the charge and spin of the electrons, which makes the device smaller as well as 

faster. Spintronics which is the short name for spin based electronics is a new field of 

research exploiting the influence of electron spin on the electrical conduction (or current is 

spin dependent). The basic idea is to combine the characteristics of existing magnetic devices 

with semiconductor devices in order to realize a new generation of devices that are much 

smaller, more energy efficient, non-volatile, and much faster than presently available [1-9]. 

Concept of spintronics is derived from the independent discovery of giant magnetic 

resonance (GMR) by Albert Fert [10] and Peter Grunberg [11] and the first generation of 

spintronic devices were developed by the discovery of gaint magnetoresistance in (Fe/Cr)n 

multilayers. Next generation was later boosted by creation and manipulation of spin-polarized 

electrons from a ferromagnetic metal (FM) in a host metal/semiconductor [1-3,12-14].. 

However, it has been shown that it is difficult to preserve the electron spin across the 

interface of these types of heterostructures mainly due to large mismatch in electrical 

conductivity between the two materials [15]. Since late 1980s, it has been noticed that in 

many semiconductor crystals, substitution of a transition metal element for a host element 

adds local magnetic moment to the system’s low-energy degrees of freedom [16,17]. After 

this the concept of dilute magnetic semiconductor or DMS emerged which refers to the fact 

that some fraction of atoms in a non-magnetic semiconductor is replaced by magnetic ions. 
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Various semiconductor host materials have been proposed by different research groups to test 

their magnetic properties where the most attention has been paid to (Ga, Mn) As [18-41] and 

(In, Mn) As [42-48] systems. However, due to their reported highest Curie temperatures 

which are around 170 K for (Ga, Mn) As [49-51] and 35 K for (In, Mn) As [51, 52], they 

could not be considered for most of the practical applications. The main challenge for 

practical applications of DMSs is to achieve Curie temperature above room temperature [4].  

Dietl et. al. [53] proposed by theoretical calculations that Mn-doped ZnO would exhibit 

ferromagnetism above room temperature. Sato et al. have subsequently also investigated 

ferromagnetism of ZnO-based DMS by ab initio electronic structure calculations based on the 

local spin density approximation and they have also reported ferromagnetic ordering of other 

3d transition metal (TM) ions in ZnO [54,55]. These theoretical predictions initiated a 

number of experimental studies of TM-doped ZnO in various forms such as bulk, 

nanoparticles, thin films etc.  [1-3, 56-67]. Extensive studies have been carried out in this 

area in last one decade or so and room temperature ferromagnetism has been observed in 

several types of TM (Fe, Co, Ni, Cu) doped ZnO nanoparticles [68-73]. However, few 

authors have reported paramagnetic behaviour of TM doped ZnO nanoparticles with 

antiferromagnetic coupling also [74-76]. Besides ZnO, TM doping has been done in other 

oxide materials viz., TiO2, CdO, In2O3, SnO2 etc. however, most of them do not show any 

ferromagnetic behavior [53,77-79]. Several studies have also been performed with 

simultaneous or co-doping of ZnO nanoparticles by two TM ions. For example, Jefferson et. 

al. [80] have found that co-doping of (Fe,Ni) into ZnO nanoparticles exhibit higher 

magnetization than that of Fe doped ZnO and Ni doped ZnO nanoparticles. They have 

suggested that the observed ferromagnetism in (Fe, Ni) co-doped ZnO nanoparticles could be 

the result of exchange interaction between conductive electron with local spin polarized 

electron on Ni+2 or Fe+2 ions [81]. It has been theoretically predicted that co-doping of group-
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I elements along with TM ions in ZnO stabilizes its ferromagnetic ordering and increases the 

Curie temperature due to an increase in carrier concentration [82-83]. Liu et.al. [84] have 

prepared (Co,Al) co-doped ZnO nanoparticles by sol-gel techniques and have found 

ferromagnetism around 360 K. Zhang et. al. [85] reported that, doping of Cu in Fe doped 

ZnO nanoparticles enhances the saturation magnetization. Cu plays an important role as p-

type dopant in Fe doped ZnO nanoparticles which causes a systematic increase in saturation 

magnetization, reported by Han et. al. [86]. On the other hand Sim et. al. [87] reported that in 

(Fe,Cu) co-doped ZnO sample, secondary phase of ZnFe2O4 is the reason behind the 

ferromagnetic ordering at room temperature.  

Recently, rare earth (RE)-doped DMS materials together with TM dopants have also 

been actively investigated to get benefit of higher magnetic moment of RE ions as well as 

stronger exchange interaction of the TM ions [88,89]. Co-doping of TM and rare earth (RE) 

ions simultaneously in ZnO has also been explored by several authors including one by our 

group also [90,91]. In TMs, the magnetization arises from partially filled 3d shells and most 

of the cases since total orbital magnetic moment is zero, the magnetic moment is only due to 

the spin component and hence total magnetic moment per atom is less. Thus, ferromagnetism 

observed in TM doped ZnO samples so far has never been very significant. In rare earth (RE) 

elements, on the other hand, magnetisation appears due to unfilled 4f orbitals leading to 

higher magnetic moment per atom, though since 4f electrons only interact through 5d or 6s 

electrons, they offer weak exchange interaction with other RE ions in contrast to TM 

elements where 3d electrons directly interact [92-94]. In pure form, RE elements exhibit 

magnetism only at low temperatures and the advantage of rare earth compounds over other 

magnets is that, these materials are easy to magnetise in one direction and resist 

magnetisation in the other direction. Recent results for Gd in GaN, indicating high magnetic 
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moments [95], have instigated investigations on ZnO nanocrystals doped with RE metal ions 

also.  

1.1  Model for Magnetism in DMS: 

Though a large volume of work also exists in the literature on room temperature 

ferromagnetism (RTFM) of TM and rare earth doped ZnO systems, however, there are wide 

variations in the reported papers regarding the origin of RTFM observed in the samples 

which has been attributed to a variety of intrinsic and extrinsic reasons by various authors and 

the exact mechanism is still controversial. The theoretical models that have been most 

commonly used to explain ferromagnetism in TM metal doped ZnO NCS based diluted 

magnetic semiconductors are carrier exchange interactions and Bound magnetic polarons, 

which are described below.  

 

1.1 Carrier mediated exchange interactions:  

Dietl et. al. [53] proposed a model called free carrier mediated exchange model and 

this model was based on the original model of Zener and the Ruderman-Kittel-Kasuya-

Yoshida (RKKY) interaction [96, 97]. Several author have been reported the origin of RTFM 

from carrier mediated exchange interactions in TM doped ZnO systems [53,98]. This model 

explained the ferromagnetism by exchange interaction between carriers and localized spins. 

In case of RKKY interaction, conduction electrons close to the magnetic ion get magnetized 

and act as an effective field to influence the polarization of neighbouring magnetic ions, with 

the oscillatory polarization decaying with distance from the magnetic ion and causing indirect 

super exchange interaction (RKKY) between two magnetic ions on nearest or next nearest 

magnetic neighbours. This coupling results in a parallel (ferromagnetic) or an anti-parallel 

(antiferromagnetic) setting of moments dependent on separation of the interacting atoms. 

Thus, it is clear that this model is not suitable for low carrier concentrations and this is valid 
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only for materials having high electron/hole concentrations or in other words for materials 

with high doping concentrations. 

 

1.1.1 The bound magnetic polaron model:  

In earlier days carrier exchange interactions were used to explain RTFM in TM doped 

ZnO NCs [99-101]. Later on bound magnetic polaron model (BMP) has been introduced to 

investigate the ferromagnetic ordering of TM metal ions in DMS materials [102-105]. A 

bound magnetic polaron (BMP) is a collection of electrons (or holes) bound to impurity 

atoms through exchange interactions within an orbit. In this model, the formation of bound 

magnetic polaron is explained by the exchange interaction between many localized TM ion 

spins via much lower number of weakly localized charge carriers. Ferromagnetic exchange 

can be mediated by shallow donor electrons that form bound magnetic polarons (BMPs) 

which overlap to create a spin split impurity band. The electrons associated with particular 

defects remain localized in terms of hydrogenic orbits, until a critical donor concentration is 

reached, at which point the impurity band becomes delocalized. The donors tend to form 

BMPs, coupling the 3d magnetic moments of the TM dopants within their orbits. Depending 

upon the system, the interaction can make carrier parallel or anti parallel to the magnetic 

impurity. These two configurations differ in energy, and this results in a non-zero spin flip 

energy that is a characteristic of BMPs. The interaction of ions with carriers is same, the net 

energy of the system can be lowered if the ions are aligned parallel to each other. If there is 

sufficiently large orbital radius, overlap between hydrogenic electron and the cation within its 

orbit leads to FM super coupling between them, as shown in figure 1.1. Interaction between 

the hydrogenic electron and the cation is represented by a Heisenberg exchange Hamiltonion 

[106] 

                                                                 (1.1) 
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where, S is the spin of dopant cation and s is the donor electron spin. 

 The Hamiltonian of a two-polaron subsystem is given by Eq. (1.1), where the donor 

electron spin index j takes only two values, j1 and j2, corresponding to the two polarons under 

consideration. The hydrogenic orbital tends to spread out sufficiently to overlap with a large 

number of BMPs, but some isolated polarons cannot be covered and thus cannot achieve 

macro-FM ordering. Thus, the overlap of neighboring magnetic polarons leads to a long-

range ferromagnetic state and the ferromagnetic transition occurs when the polaron size is 

equal to the sample size.  

 

 

 

 

 

 

 

 

 

 

 

  

Figure 1.1:    Schematic of the bound magnetic polaron model [107] 

 

      Apart from the above there are also many reports which attribute the observed 

ferromagnetism in dilute magnetic semiconductors to extrinsic causes viz., due to the 
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presence of a separate metallic cluster just a few atoms in dimension [108-110], presence of 

magnetic contamination [114] or secondary phases [112-117].  

 

1.2       X-ray standing wave generation in multilayer structure:                 

   X-ray standing wave spectroscopy  has been  demonstrated to be a versatile method to 

characterize multilayer thin films and elemental distributions in the multilayer. According to 

the dynamical theory of X-ray diffraction [118,119] when X-rays are Bragg reflected by a 

crystal a standing wave field is generated within the crystal as a result of superposition of the 

incident and the diffracted waves.  At an angle of incidence corresponding to the rising edge 

of the diffraction peak the antinodal planes of the standing wave field lie between the 

diffracting planes. As the angle of incidence increases the antinodal planes move 

continuously inward onto the diffracting planes at the falling edge of the diffraction peak. X-

ray fluorescence and electron emissions can be strongly modified in the angular region of 

Bragg reflection [120-123] Thus by measuring the angular dependence of the intensity of the 

emitted fluorescence and comparing with the computed angular dependence, the standing 

wave field has been used as a structural probe [120-128]. Various applications of the X-ray 

standing wave (XSW) technique to problems relating to single crystal surfaces and interfaces 

may be found in recent reviews [129,130]. The standing wave phenomenon was also 

observed in multilayer mirrors [131-133] and Langmuir Blodgett multilayer films [134] 

which actually work as artrificial Bragg crystals. This standing wave field was also used in 

different ways for analyzing the local structure of multilayers [135-136], density evaluation 

of deposited films on multilayers [137] and selective extended X-ray absorption fine structure 

analysis [138]. 
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1.2.1  Theoretical formulation:  

When an electromagnetic wave is incident on a multilayer structure it gets reflected from 

each interface due difference in the refractive index of the two layers, and interference 

between the incident electromagnetic wave and the reflected wave forms a standing wave 

pattern inside the multilayer. Dev et. al. [139] has theoretically explained the formation of X-

ray standing wave inside a multilayer structure, using the recursion method of Parratt [140] 

and has obtained an expression for the electric field intensity of the standing wave at a certain 

point inside a multilayer structure. Following the above formalism, the electric fields of the 

transmitted ( t
jE ) and reflected ( r

jE ) waves at a certain point r inside the jth layer of a 

multilayer structure are given by:    

                                         (1.2) 

and  

                                         (1.3) 

where, )0(t
jE and )0(r

jE are the respective fields at the top of the jth layer.   

          Hence, the total electric field at a point r in the j-th layer is given by: 

                                                     (1.4) 

and the field intensity 
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where,  is grazing angle of incidence of the electromagnetic wave on the multilayer and 

)( is the phase of the electric field ratio at the top of the jth layer. It is clear that eqn.(1.5) 
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that the intensity expression represents a standing wave pattern whose peak positions depend 

on the grazing angle of incidence   [141,142].  

 

1.3      Motivation of the thesis work:  

It is clear from the above discussion that different groups have reported different 

reasons for the origin of ferromagnetism in a same DMS system and contradictory reports are 

available in the literature towards this. Thus, the origin of ferromagnetism in TM doped and 

co-doped ZnO is still fairly unresolved and thus further investigations are required on these 

samples through both experimental and theoretical approach. A systematic investigation of 

the local environment around the host and the dopant cations can yield unambiguous results 

regarding the origin of FM in these systems and synchrotron based X-ray Absorption 

Spectroscopy (XAS), which comprises of both X-ray Near Edge Structure (XANES) and 

Extended X-ray Absorption Fine Structure (EXAFS) techniques, is a perfect tool to study 

this.   

XAS is an element specific tool and thus can yield local structural results separately 

surrounding both the host and dopant species present in a material. Moreover, DMS materials 

being discussed here are generally nanocrysataline with very small amount of the dopant 

materials and hence, X-ray diffraction, which acts on the principle of long range order, might 

not give the correct phase information and for such systems since single-phase domains are 

not sufficiently large in these materials. EXAFS on the other hand probes the local order and 

does not depend on the long range order and thus can yield better result so far microscopic 

behaviour of the samples is concerned [142-145].  

Thus keeping the above challenges in mind, and considering the fact that there are 

theoretical predictions of observing higher FM in co-doped DMS materials, in this thesis 

work we have prepared a range of transition metal (Fe and Cr) doped, transition metal and Cu  
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co-doped (Fe-Cu, Co-Cu and Ni-Cu) and transition metal and rare earth (Dy,Mn) co-doped 

ZnO nanocrystals. The samples have been prepared by sol-gel and wet chemical routes and 

these DMS samples have primarily been characterised by EXAFS and XANES 

measurements. The results have also been complemented with other measurements viz., 

Transmission Electron Microscopy (TEM), X-ray diffraction (XRD), X-ray fluorescence 

(XRF), UV-Vis, RAMAN and FTIR spectroscopy and Photoluminescence (PL)  

measurements also whenever was required. In most of the cases the results have also been 

compared with theoretically simulated results obtained from ab-intio first principle density 

functional theory calculations. These results have subsequently been used to explain the 

observed magnetic properties of the samples.   

As has been mentioned earlier, in this thesis work we have also performed the depth 

dependent EXAFS study on Ni/Ti and Co/Ti thin film magnetic multilayers. As we all know 

that magnetic multilayer structures having variety of interesting properties and wide 

applications spanning from storage devices to supermirror polarisers in neutron optics. It is 

well known that interfaces play an important role in the performance of a magnetic multilayer 

device [146-147]. A variety of approaches can be used to probe the interfaces of a multilayer 

structure including specular and diffused X-ray reflectivity, neutron reflectivity and X-ray 

photoelectron spectroscopy (XPS) or secondary ion mass spectrometry (SIMS) with 

destructive ion etching.  However, these techniques primarily yield information regarding the 

interface roughness and inter-diffusion and compound formation at the interfaces and not 

much structural information can be obtained by these techniques. X-ray absorption 

spectroscopy (XAS) on the other hand is an important technique to investigate element 

specific local structure in a system. Though it is not really a surface sensitive technique, 

however as has been discussed above, by carefully preparing the sample and choosing proper 

grazing angle of incidence, and thereby controlling the nodes and anti-nodes of the X-ray 
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standing waves generated inside the multilayer, we can carry out depth selective XAS 

measurements in a multilayer structure.   

 

1.4 Outline of the thesis:  

Apart from the first chapter which gives the introduction and motivation of the thesis 

work, the rest thesis is divided into eight more chapters.   

            Chapter-2 of the thesis describes the various experimental techniques and data 

analysis formalism used in this thesis work.  This chapter begins with short descriptions of 

the various sample preparation techniques followed in this work. Subsequently, the basics of 

XAS technique which comprises both XANES and EXAFS has been described. Both XAS 

and GIEXAFS measurement for samples described in this thesis have been performed at 

Energy Scanning EXAFS beamline, Bl-09, Indus-2 Synchrotron radiation sources at Raja 

Ramanna Centre for Advanced Technology, Indore, India [148-149] which has been briefly 

described here. Finally the data reduction and data analysis procedure of EXAFS is described 

elaborately which involves extensive use of the IFEFFIT software package including 

ATHENA and ARTEMIS subroutines [150]. A brief description of other characterization 

techniques used in this thesis work, viz., X-ray diffraction (XRD), transmission electron 

microscopy (TEM), photoluminescence (PL), magnetic measurements etc. have also been 

discussed briefly in this chapter. 

           In subsequent chapters, the main experimental results of this thesis work has been 

described. In Chapter-3 we explored transition metal (TM) doped ZnO based dilute magnetic 

semiconductor. This chapter is divided in to two subsections. The first section describes the 

results on Fe doped ZnO nanocrystals (NCs) with different doping concentration of Fe, while 

the second section comprises of the results Cr doped ZnO NCs. In next few chapters a series 

of studies on simultaneous doping of ZnO by two cations have also been reported.  Chapters 
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(4-6) of the thesis work deals with the study of (Fe,Cu), (Co,Cu) and (Ni,Cu) co-doped ZnO 

NCs while in Chapter-7 we describe the structural investigations of (Mn, Dy) co-doped ZnO 

nanocrystals. Chapter-8 is dedicated to describe the development of grazing incidence 

EXAFS (GIXAFS) measurement facility at the Energy Scanning EXAFS beamline at Indus-2 

SRS, RRCAT, Indore and the subsequently, the experimental work carried out by using the 

above facility in characterisation of Co/Ti and Ni/Ti magnetic multilayers. Finally in 

Chapter-9 the conclusions obtained from each study performed under this thesis work are 

summarized and future directions of the works have been mentioned. 
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Chapter- 2 

 

Experimentation and data analysis 

In the first section of this chapter we describe the different synthesis processes which 

have beenused to prepare the ZnO based DMS systems and magnetic multilayer devices. For 

the present thesis to synthesis TM doped and Co-doped ZnO NCs sol-gel and wet chemical 

synthesis methods have been used, while the Ni/Ti and Co/Ti thin film multilayer samples 

used for GIXAFS measurement were prepared by sputtering technique. The second section of 

this chapter contains the brief introduction of several characterization techniques used to 

analyze all the samples focusing mainly on X-ray Absorption Spectroscopy technique, which 

is the main 

 

2.1  Sample preparation:  

2.1.1    Sol-gel method:  

The sol-gel method is a wet-chemical synthesis technique widely used for the 

preparation of oxide gels, glasses, thin films and ceramic materials at low temperature. The 

sol-gel process, as the name implies, involves transition from a liquid ‘sol’ (colloidal 

solution) into a ‘gel’ phase [151]. A sol is a dispersion of the solid particles of 

size ~ 0.1 - 1 µm in a liquid where there is only the Brownian motions of suspended particles. 

A gel is a state where the solid network contains liquid components. Usually inorganic metal 

salts or metal alkoxides are used as precursors for producing metal oxide thin films. The sol-

gel process can be described by the hydrolysis, alcohol and water condensation and 
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polymerization. Ceramic oxide films can be formed by spin, dip or spray coating techniques 

using sol-gel method.  

2.1.2   Wet chemical route method:  

 This is a common name for a group of methods used for producing nano- and ultra-

dispersed inorganic powders from aqueous and non-aqueous solutions. The term "wet 

chemical methods" emerged in contrast to conventional solid-state synthesis methods of 

compounds and materials. Today the term refers to a group of methods of powder and 

material production (liquid phase sol-gel process, hydrothermal synthesis, Pechini method, 

spray drying, aerosol spray pyrolysis, cryochemical synthesis, etc.) using liquid phase at one 

of the process stages. The main differences between wet chemistry products and similar 

products of solid-phase synthesis are much smaller grains (crystallites) and, usually, lower 

temperature and shorter duration of phase formation. [152] 

 

2.1.3 Magnetron sputtering:            

 The thin film magnetic multilayer samples used in this thesis work for GIXAFS 

studies have been prepared by d.c. magnetron sputtering technique which is briefly described 

here. Sputtering is a physical vapour deposition (PVD) process in which a plasma is created 

between two electrodes in an inert gas atmosphere (generally argon) using an electric field. 

The momentum transfer theory can be used to understand the physics of sputtering, where 

kinetic momentum of incident ions are transferred to the atoms at the target surface upon 

collision and a collision cascade takes place within the top few layers in the material which 

results ejection of the target surface species. The efficiency of sputtering is quantified by 

sputtering yield which is defined as the average number of ejected target atoms/molecules per 

single ion hitting the target. The yield of sputtering depends upon ion/target atomic mass, ion 

energy, target crytallinity and angle of incidence.Sputtering technique had different variants. 
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The simplest variant of sputtering deposition is dc sputtering. In case of dc sputtering, 

positively charged ions (Ar+) from the plasma are accelerated towards the negatively charged 

electrode where the material to be deposited or the “target” is kept. The positive ions are 

accelerated by potentials ranging from a few hundred to a few thousand electron volts and 

strike the negative electrode with sufficient force to dislodge and eject atoms from the target. 

These atoms (cluster of atoms or ad-atoms) condense on substrate surface that is placed in 

proximity to the sputtering cathode and is generally kept grounded. In DC sputtering, there is 

a low concentration of secondary electrons. So, there will be fewer collisions in the plasma 

and thus large voltage and higher chamber ambient pressure are required to sustain the 

plasma.  

 

Figure 2.1: Schematic of R.F. Magnetron sputtering system. 

 

In DC, sputtering process discussed above, the secondary electrons have relatively 

longer mean free path (10’s cm) and that’s why the processes suffer from inefficient 
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secondary electron process and thereby low ionization levels. This leads to slow etching of 

target surface and therefore lower deposition rate at relatively higher pressure. Magnetron 

sputtering technique, additionally uses a closed magnetic field around the target material so 

that electrons undergo helical movement near the target, enhancing the efficiency of the 

ionization process. This allows creation and sustention of plasma at relatively lower pressures 

which reduces both contamination in the growing film and energy loses of the sputtered 

atoms through collision with gas molecules.  The particular magnetron sputtering system 

used for the above sample preparation has been described in Chapter-8.  

 

2.2       XAFS measurements and data analysis: 

2.2.1    Theoretical Description of XAFS:  

As has been mentioned in Chapter-1, X-ray absorption fine structure or XAFS deals 

with studying small oscillations which appear in the X-ray absorption spectrum of an element 

present in a material. Interaction of X-rays with matter can be explained by three different 

processes viz. Thomson scattering, Compton scattering and Photoelectric effect depending on 

the energy of light and elemental compositions. X-rays are light with energies ranging from 

500 eV to 500 keV, or wavelengths from 25Å to 0.25Å. In this energy region the 

photoelectric phenomenon dominates over the others. In the photoelectric process, when X-

ray photon interacts with the matter, it gets absorbed by a core shell electron of that particular 

atom. The atom is then left in an excited state with an empty electronic level (a core hole). 

The electron ejected from the atom is called the photo electron and this phenomenon is 

known as photo electric effect.  The absorption phenomenon will occur only when the 

binding energy of the core shell electron is greater than or equal to the energy of the incident 

X-ray photon. If the binding energy is greater than the energy of the X-rays, the bound 

electron will not be perturbed from the well-defined quantum state and will not absorb the X-
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rays. This process has been well understood for nearly a century. The full implications of this 

process when applied to molecules, liquids, and solids will give rise to the explanation XAFS 

oscillations. 

            In X-ray absorption fine structure spectroscopy, the physically measured quantity is 

X-ray absorption coefficient μ(E), which varies with respect to the incident photon energy. 

According to Beer’s law, absorption coefficient, μ(E) which describes the probability of X-

rays being absorbed as a function of incident X-ray energy E:  

                                                               I = I0e−μ (E) t            (2.1) 

where I0 is the X-ray intensity incident on a sample, t is the sample thickness, and I is the 

intensity transmitted through the sample.  

        Initially, μ(E) decreases as the energy of incident photon increases (approximately as 

1/E3). At certain energies, the absorption increases drastically and gives rise to an absorption                            

edge. Each such edge occurs when the energy of the incident photons is just sufficient to 

cause excitation of a core electron of the absorbing atom to a continuum state, i.e. to produce 

a photoelectron. Beyond the absorption edge the absorption coefficient decreases 

monotonically with increasing energy, until the next absorption edge is reached.  

 

  

    

 

 

 

 

 

Figure 2.2:  Variation of X-ray absorption cross section with incident photon energy[153] 
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Absorption edges were first measured in 1913 by Maurice De Broglie, the older brother of 

quantum mechanics pioneer Louis De Broglie. In 1920, using M. Siegbahn’s vacuum 

spectrograph, Hugo Fricke first observed the “fine structure” energy-dependent variations in 

the μ(E) – in the vicinity of the X-ray absorption edges of a number of elements. In particular, 

a controversy existed as to whether a model based on the long-range order (LRO) or short-

range order (SRO) in the sample was more appropriate. This confusion was cleared up much 

later, around 1970 when Stern, Sayers, and Lytle [154-157] synthesized the essential aspects 

of a viable theory of XAFS, and further demonstrated that XAFS could be a practical tool for 

structure determination. A detailed historical account of the development of XAFS technique 

is given in the article by Stumm von Bordwehr [158]. So far, various advancements in the 

theoretical models have been obtained such as full multiple-scattering (FMS) [159], self-

consistent field and fully relativistic calculations [160] especially for a quantitative analysis 

of the near-edge regime. The EXAFS theory is implemented in various ab-initio codes like 

EXCURV [161], FEFF [162], GNXAS [163], WIEN2k[164], NSRL-XAFS[165] etc. The 

principles of X-ray absorption fine structure spectroscopy and data analysis were described 

by Stern [166], Sayers and Bunker [167] Fendorf and Sparks [168], and Fendorf [169], while 

more details on the physics of XAFS appear in several books (by Stern and Heald [170], by 

Koningsberger and Prins [171], by Teo [172] and by Stöhr [173]).  

XAFS is an element specific technique which can be applied not only to crystals, but 

also to materials that possess little or no long-range translational order: amorphous systems, 

glasses, disordered films, membranes, solutions, liquids, metalloproteinase and also for 

nanostructured materials and thin films.  This versatility allows it to be used in a wide variety 

of disciplines: physics, chemistry, biology, biophysics, medicine, engineering, environmental 

science, materials science, and geology. 
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         As has been mentioned in Chapter-1, X-ray absorption fine structure (XAFS) 

spectrum of an atom around one of its absorption edge consists of two parts: X-ray absorption 

near-edge spectrum (XANES), ranging from approximately −50 to +200 eV relative to the 

edge energy and the Extended X-ray absorption fine structure (EXAFS) spectrum, above the 

absorption edge to approximately 1000 eV or higher. X-ray absorption near edge structure 

(XANES) can be used to determine the valence state and coordination geometry, while 

EXAFS can be used to determine the local molecular structure of a particular element within 

a sample. Figure 2.3 represents the typical XAFS spectrum of Fe-foil. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3: A typical X-ray absorption spectrum 

 

EXAFS describes the phenomenon where photoelectron wave scatters from the atoms 

around the X-ray absorbing atom, creating interferences between the outgoing and scattered 

parts of the photoelectron wave function. These quantum interference effects cause an 

energy-dependent variation in the X-ray absorption probability, which is proportional to the 
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X-ray absorption coefficient.  Since the EXAFS oscillations arise due to the presence of 

neighboring atoms, the photo-electron can scatter from the electrons of this neighboring 

atom, and the scattered photo-electron can return to the absorbing atom. Since the absorption 

coefficient depends on whether there is an available electronic state (that is whether there is 

an electron at the location of the atom and at the appropriate energy and momentum), the 

presence of the photo-electron scattered back from the neighbouring atom will alter the 

absorption coefficient. 

 

2.2.2    Theoretical formulation of EXAFS equation:  

The EXAFS spectrum can be understood in terms of the EXAFS equation which can 

be written in terms of a sum of the contributions from all scattering paths of the photoelectron 

[166-170] the derivation of which has been given in many books and reviews [170-179] . 

Since X-ray absorption is a transition between two quantum states, absorption 

coefficient in this process is proportional to transition probability and can be written using 

Fermi’s Golden rule as: - 

                         
2

fHi
                             (2.2) 

where |i represents the initial state with an X-ray, a core electron, and no photo-electron to 

a final state and f| represents the final state with no X-ray, a core hole, and a photo-

electron. Initial state of the atom will not be affected by the neighboring atoms since core 

shell electron is tightly bound, however final state will be altered due to the backscattering of 

the photoelectron by neighbouring atoms. Now we can span the final state by using two 

terms, "bare atom" portion 0| f  and one that is the effect of neighboring atoms f| , i.e.  

                               fff  ||| 0 .                                                       (2.3) 
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after solving and rearranging eq (2.1) & (2.2) we can write  

                           )(1)()( 0 EEE                                                     (2.4) 

Where ,                           
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                        (2.5) 

So, EXAFS oscillation can be written as, 

                                
fHiE )(

              (2.6) 

The interaction term H represents the process of changing between two energy and 

momentum states. According to quantum theory H is proportional to eikr. The initial state is a 

tightly bound core level which can be approximated as a delta function. The change in final 

state is same as the wave function of scattered photo electron )(rscatt . Putting all these 

terms, one can write the expression for EXAFS as 

                 
)0()()( scattscatt

ikr drrerE       (2.7) 

Thus, we can say, the EXAFS function is proportional to the scatted photoelectron at 

the absorbing atom. Now if we consider the outgoing photo electron wave function ),( rk as 

spherical wave, we can write- 

                             kr
erk

ikr
),(

       (2.8) 

where k is the photoelectron wave vector, defined as  , where E is the 

incident photon energy and E0 is the binding energy of the core shell electron. This 

photoelectron travels a distance R  to the neighboring atom, gets scattered from neighboring 

atoms and then traverses back to the absorbing atom. The amplitude of scattered photo 

electron at the position of absorbing atom then becomes 
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  ..)(2)0,( )( CC
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scatt  
   (2.9) 

where, )(kf and )(k  are back scattering amplitude and scattering phase shift due to 

the scattering atom. The scattering factors )(kf  and )(k  depends upon the atomic number, 

Z  of the neighboring atom. These scattering factors make EXAFS sensitive to the presence 

of neighboring atoms. Combing equation 2.6 and 2.8 we get, after few more simplification 

          
 )(2sin)()( 2 kkR

kR
kfk  

                        (2.10) 

This represents the EXAFS equation considering one pair of absorbing atom and 

scattering atoms. However, in real scenario, often there is large number of scattering atoms 

are present at approximately same distance, called coordination shells. However, the distance 

of each atom in coordination shell is not same due to the effect of thermal or static disorder in 

the bond distances and we need to average over their contributions. As a first approximation 

i.e., assuming one type of neighboring atoms and Gaussian distributions of neighboring 

atom’s disorder, the EXAFS equation becomes: 
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2 22
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           (2.11) 

where, N  is the coordination number in one coordination shell at a distance of R and 

2  is the mean-square-displacement in the bond distance R . Summing over the contribution 

due to different coordination shells, EXAFS equation reduces to  

  222
2 )(2sin

)(
)( jk

j
jj

j

jj ekkR
kR

kfN
k   

               (2.12) 

where, j  stands for the individual coordination shell of identical atoms at 

approximately the same distance from the central atom. In principle there could be many such 
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shells, but as shells of similar Z  become close enough (i.e., within a 0.05Å of each other), 

they become difficult to distinguish from one another and they are often represented by a 

single shell having equivalent multiple degeneracy. 

Equation 2.11 needs an important correction before we use it as EXAFS equations. To 

understand the EXAFS phenomenon, we assume photoelectron as a photoelectron wave. 

Thus, energy of photoelectrons may change due to inelastic scattering with the conduction 

electrons; phonons etc. In order to participate in the EXAFS process, the photo-electron has 

to elastically scatter from the neighboring atom and return back to the absorbing before the 

excited state decays.  To account for both inelastic scattering and the core-hole lifetime one 

should rather use a damped spherical wave like: 

                            kr
eerk

krikr )(/2
),(







     (2.13) 

where,   is the mean free path that represents that how far photoelectron can travel 

without undergoing inelastic scattering and before the core hole is filled. The mean free path 

typically falls in the range of 5-30 Å and has a fairly universal functional relationship with 

photo electron wave number, k  as shown in fig. 2.4. 

 EXAFS equation needs further correction by adding passive electron effect also called 

amplitude reduction factor   . It accounts for the slight relaxation of the remaining electrons 

in the presence of the core hole vacated by the photoelectron.   usually has a value between 

0.7 and 1.0 and does not depend on k.  Hence, the final EXAFS equation becomes  
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Figure 2.4: Typical characteristic of photoelectron mean free path vs. wave number [179]. 

 

In the above equation, Nj and   contributes in amplitude of EXAFS signal and does not have 

k dependence.  is different for different elements, but the value is generally transferable 

between different species from the same element and the same edge. Rj gives the distance 

between the absorber and a coordinating atom for a single-scattering event. Finally, the term 

2 has contributions from dynamic (thermal) disorder and static disorder (structural 

heterogeneity). Since all the coordinating atoms in a shell are not fixed at positions of 

exactly a distance Ri from the central absorber atom,  accounts for the disorder in 

the interatomic distances.  is the mean-square displacement of the bond length 

between the absorber atom and the coordination atoms in a shell. 

             From equation (2.13) we can say that because of the λ(k) term and the R-2 term, XAFS 

is seen to be an inherently local probe i.e. EXAFS cannot see much further than ~5 Å from 

absorbing atom. It is also clear that XAFS oscillations are sum of the different frequencies 

that correspond to the different distances for each coordination shell. This will lead us to use 
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Fourier transforms in the analysis. To process the experimental EXAFS data a prior 

information about these scattering factors and required, these are basically function of atomic 

number Z  and are usually calculated theoretically with very high accuracy.  

2.2.3   XAFS measurements:  

X-ray absorption spectroscopy is widely used at synchrotron radiation facilities in all 

over the world. The first observation of synchrotron radiation came on 24 April 1947, at the 

General Electric Research Laboratory in Schenectady, New York, however it was not 

immediately recognised for what it was [180]. Initially, synchrotron radiation was seen as an 

unwanted but unavoidable loss of energy in accelerators designed (ironically) to produce 

intense beams of X-rays. The potential advantages of synchrotron radiation for its own end 

were detailed by Diran Tomboulian and Paul Hartman from Cornell University [181].                         

  Synchrotron radiation (also known as magneto bremsstrahlung radiation) is the 

electromagnetic radiation emitted when charged particles are accelerated in a circular orbit or 

storage rings, with the relativistic velocity. On the other hand, if the particle is non-

relativistic, then the emission is called cyclotron emission. It is produced, for example, in 

synchrotrons using bending magnets, undulators and/or wigglers  The radiation produced in 

this way has wide range of frequencies or wavelengths spanning  over  almost the entire 

electromagnetic spectrum. Synchrotron radiation emitted from different points of a storage 

ring are extracted by a set of mechanical and optical instruments integrated together which 

are called beamlines and due to its exotic features of self-polarisation, high flux and high 

collimation, Synchrotron radiation is used in a wide variety of applications concerning 

material characterisation. Presently, there are over 30 synchrotron sources all over the world 

having various storage ring energy and catering to a vast research community including 

material scientists to biologists. 
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  India has also its own Synchrotron radiation facility at Raja Ramanna Centre for 

Advanced Technology, Indore, Madhya Pradesh. The first Indian synchrotron source Indus-1, 

a 450 MeV electron storage ring, was commissioned in early 1999 [182]. It provides a broad 

electromagnetic spectrum extending from far infrared to soft X-ray region. The second 

synchrotron source Indus-2 was commissioned in 2005 and is presently being operated with 

2.5 GeV electron energy at 200 mA beams current and a critical wavelength of about 2Å, 

providing a spectrum from Infr-red to hard X-ray regime. Indus -2 lattice is designed to give 

low beam emittance and high brightness. [183]   

The schematic layout of the Indus complex and photograph of a part of the Indus-2 

synchrotron source are shown in fig. 2.5. 

 

 

Figure 2.5: Schematic layout of the Indus synchrotron complex (left panel) and photograph 
of a part of Indus-2 Synchrotron Source (2.5 GeV, 200 mA) at Raja Ramanna Centre for 
Advanced Technology (RRCAT), Indore, India [182-184]  
        

The storage ring of Indus-2 is 172.4 meter (circumference) consisting of 8unit cells each 

providing a 4.5 m long straight section. Each of the eight super periods has two dipole 

bending magnets (1.502T), four focusing and five defocusing quadrupoles and six sextupoes. 

Four RF cavities are used for RF voltage of 1.5 MV to achieve 2.5 GeV energy with beam 

emittance of X=5.81x10-8m.rad and Y=5.81x109m.rad. The insertion devices which are going 
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to be installed on Indus-2 in near future include two planar undulators, one APPLE type 

undulator and one super conducting wavelength shifter. 

In the present thesis work all the XAFS measurements have been carried out at the 

Energy Scanning EXAFS beamline (BL-09) at Indus-2 Synchrotron Source [184]. The 

beamline uses a double crystal monochromator (DCM) which works in the photon energy 

range of 4–25 KeV with a resolution of 104 at 10 KeV. A 1.5 m horizontal pre-mirror with 

meridional cylindrical curvature is used prior to the DCM for collimation of the beam and 

higher harmonic rejection. The second crystal of the DCM is a sagittal cylindrical crystal, 

which is used for horizontal focusing of the beam while another Rh/Pt coated bendable post 

mirror facing down is used for vertical focusing of the beam at the sample position. EXAFS 

experiment can be performed in two different mode: transmission and fluorescence mode. 

Depending on the sample requirement we can choose any of experimental mode mentioned 

above. For measurements in the transmission mode, the sample is placed between two 30 cm 

long ionization chamber detectors. The first ionization chamber measures the incident flux 

(I0) and the second ionization chamber measures the transmitted intensity (It). From these 

intensities the absorbance of the sample is found as a function of energy. Absorption (  ) is 

calculated using formula, )log( 0

tI
I

 . A third ionization chamber is also used after the second 

ionization chamber where reference metal foils are measured for energy calibration.  The 

selection of appropriate gas pressure and gas mixture have been done to achieve 10-20% 

absorption in first ionization chamber and 70-90% absorption in second ionization chamber 

to obtain better signal to noise ratio. However, for measurements in the fluorescence mode, 

the sample is placed at 45° to the incident X-ray beam and the fluorescence signal (If) is 

detected using a Si drift detector placed at 90° to the incident X-ray beam. An ionization 

chamber detector is used prior to the sample to measure the incident X ray flux (I0) and the 
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absorbance of the sample (μ = If / I0) is obtained as a function of energy by scanning the 

monochromator over the specified energy range. 

 

 

 

        

 

 

 

   

Figure 2.6: Schematic layout of Scanning EXAFS Beamline BL-09. 

 

 

 

 

 

 

 

 

 

 

Figure 2.7: Photograph of (a) optics hutch and (b) experimental station of the Energy 
Scanning EXAFS Beamline BL-09. 
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Figure 2.8: Experimental set-up for fluorescence mode of XAFS measurement. 

 

  In order to perform the depth dependent XAFS study of magnetic multilayer system a 

grazing incidence XAFS (GIXAFS) measurement facility has recently been set up at the 

above beamline. In this GIXAFS experimental setup, a 2-Circle goniometer with a 5-axis 

sample stage was used to orient the sample, where the sample was kept at the center of the 

goniometer and two detectors have been used for simultaneous fluorescence and reflectance 

measurements on the samples. The reflectivity detector which is a 1d line detector has been 

used for alignment of the sample at a desired grazing angle of incidence w.r.t. the SR beam 

by measuring its reflectivity while XAFS measurements have been done by collecting the 

total fluorescence yield from the same surface by a Si drift detector. Fig. 2.9 shows schematic 

of the GIXAFS setup at energy scanning EXAFS beamline Bl-09, while fig. 2.10 shows the 

actual photograph.  
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Figure 2.9: Schematic layout of the GIXAFS set up at the Energy Scanning EXAFS 
Beamline (BL-09). 
 

 

 

 

 

 

 

 

 

 

 

Figure 2.10: Photograph of the GIXAFS set up at the Energy Scanning EXAFS Beamline 
BL-09. 
 

Fluorescence 
Detector  

    SR beam 

Reflectance 
Detector  

  Sample 



56 

 

2.2.4    XANES interpretation:  

In the vicinity of the absorption edge, the interaction of the ejected photoelectron with 

the potential of the neighbouring atoms is still strong so the simplifying single scattering 

assumption leading to EXAFS is not possible. The EXAFS equation breaks down at low-k, 

due to the 1/k term and the increase in the mean-free-path at very low-k. In the near-edge 

(XANES) region the muffin-tin approximation is less satisfactory for quantitative analysis 

and the interpretation of XANES is complicated since there is no simple analytic description 

of XANES. However, useful information regarding the chemical environment can be 

obtained from the XANES region. The absorption edge position and shape are sensitive to 

formal valence state, ligand type, coordination geometry and can be used as a fingerprint to 

identify phases.  

The final states of K and L1 edges are p-states, and the final states in L2 and L3 edges 

are a mixture of d and s characters. The p final states of K and L1 edges are more diffused 

than the localized d final state of L2 and L3 edges. All of these edges may show strong peaks 

at the top of the edge (the “principal maximum”). Historically these were called “white 

lines,” because that was how they appeared on photographic plates. For K shell absorption, 

where the core-level is a 1s state, the photo-electron has to end up in a p state according to the 

selection rules of transition. Thus, even if there are available states with the right energy, 

there might be no 1s absorption if there are no available p states. For EXAFS, where the 

energies are well-above the threshold energy, this is rarely an important concern. For 

XANES, on the other hand, this can play a very important role. From a molecular orbital 

point of view, the bound states in the pre-edge region consist of linear combinations of 

orbitals that have specific symmetry properties. If the Hamiltonian is symmetric under 

inversion, states of opposite parity cannot mix to make an eigenstate of the Hamiltonian. This 

implies that p states (odd parity) can only mix with d or s states (located at the central atom) 
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if the Hamiltonian (and therefore the local environment) is not totally symmetrical under 

inversion. Since the final state in K- and L1-edges are of p symmetry (by dipole selection 

rules), any strong transition near the energy of the metal 3d orbitals indicates a breaking of 

inversion symmetry. Transition metal oxides, for example, usually have many unfilled 3d 

electrons near the Fermi level, and a filled 3p band. There are empty 2p electron states from 

the oxygen, but these are too far away to appreciably over-lap with the metal 1s band. 

Therefore, the metal 3d electrons do not normally participate in the absorption process unless 

there is a strong hybridization of the O 2p and metal 3d levels. The XANES spectra are 

especially sensitive to such hybridization. For ions with unfilled d-electron bands, the pd 

hybridization is dramatically altered depending on the coordination environment, with much 

stronger hybridization for tetrahedral coordination than for octahedral coordination. Since the 

photo-electron created due to a 1s core level (a K-shell) must have p-like symmetry, the 

amount of overlap with the d-electron orbitals near the Fermi level can dramatically alter the 

number of available states to the p-electron, causing significant changes in the XANES 

spectrum. This argument would suggest that the pre-edge transition strength should be 

identically zero for inversion symmetric sites. However, quadrupole transitions can be 

weakly present because the transition Hamiltonian contains small terms that are nondipolar.  

Such terms can be observed in the pre-edge of most transition metal complexes. 

Another important and common application of XANES is to use the shift of the edge 

position to determine the valence state. For example if we record XANES spectra of Fe2O3 

and Fe3O4, than edge position of Fe+3 will be at higher energy as compare to Fe +2 . If there is 

mixing of Fe +2 and Fe +3 in than with good model spectra, Fe3+/Fe2+ ratios can be 

determined with very good precision and reliability. Similar ratios can be made for many 

other ions. The heights and positions of pre-edge peaks can also be reliably used to 

empirically determine oxidation states and coordination chemistry. These approaches of 
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assigning formal valence state based on edge features and as a fingerprinting technique make 

XANES somewhat easier to crudely interpret than EXAFS, even if a complete physical 

understanding of all spectral features is not available.  

 

2.2.5     EXAS data analysis: 

There are four common techniques for analysing XAFS data. All rely, in one way or 

another, on making educated guesses as to what is in the material:  While fingerprinting, 

linear combination analysis and Principle component analysis are generally used for 

interpretation of XANES data a model-based curve fitting technique is generally used to 

analyse the EXAFS data. In this technique, a theoretical spectrum is generated based on a 

guess as to the structure of the material, and then the variable parameters of the guessed 

structure are adjusted so as to match the measured spectrum. This is the only technique which 

can provide information about structures for which there are no good standards and is the 

only way of reliably measuring quantitative information such as bond lengths.  

          Usually in the EXAFS data analysis process after collecting the data in to energy space, 

first step is to convert it into k space. The data can be fit in k-space (i.e. as a function of k), or 

they can be Fourier transformed into an r-space (half path length) representation. In this 

representation the faster oscillations in χ(k) (which correspond to long path lengths) are 

represented as r-space peaks that are located at high r. Larger amplitude oscillations in χ(k) 

give larger peaks in r-space. Different contributions can be isolated by Fourier filtering and 

fit in k-space.  

         Bruce Ravel and co-workers have developed a bunch of computer codes which provides 

graphical interface to the extensive analytical and numerical capabilities of the IFEFFIT 

library [185-187]. This software package includes (i) ATHENA, a program for data 

processing, (ii) ARTEMIS, a program for analysis of extended X-ray absorption fine 
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structure (EXAFS) data using theoretical standards computed by the FEFF program [188, 

191] and (iii) HEPHAESTUS, a collection of beamline utilities based on tables of atomic 

absorption data. 

 

2.2.6    Data reduction using Athena: 

The raw experimental EXAFS data needs some pre-processing before a meaningful 

data analysis can be carried out to extract relevant information. The data processing includes 

such steps as conversion of raw data to µ(E) spectra, background subtraction, energy 

calibration of spectra, alignment of data, use of reference spectra, deglitching (i.e. the 

removal of spurious points from spectra), merging of data by calculating the average and 

standard deviation at each point in a set of spectra and finally Fourier transforming and 

plotting. The above steps are carried out in the ATHENA subroutine. 

ATHENA also supports powerful pre-processing of data as it is imported, including 

automated deglitching, truncation, alignment and constraint of analysis parameters. 

Background subtraction is performed using the AUTOBK algorithm [190] which determines 

an empirical background spline based on a distinction between data and background in terms 

of Fourier components. Edge-step normalization of the data is determined by a linear pre-

edge subtraction and regression of a quadratic polynomial beyond the edge. The difference 

between these two polynomials extrapolated to the edge energy E0 is used as the 

normalization constant in the definition of: 

                                           (2.15) 
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Figure 2.11: Screenshot of the ATHENA software code. 

 

Normalized data are typically presented after subtracting the curvature of the 

regressed quadratic and the difference in slope between the post- and pre-edge polynomials 

after the edge.  

The absorption edge E0 is determined automatically as the data is imported by finding 

the first large peak in the first derivative of the µ0(E) spectrum but can also be set 

interactively. ATHENA also provides utilities for calculation of difference spectra, for fitting 

line shapes (arctangent, Gaussian, Lorentzian) to spectra, and for fitting linear combinations 

of standard spectra to unknown spectra. ATHENA can also import and display the results of 

FEFF8 calculations [162] for comparison with measured data. A significant feature of 

ATHENA is that processing and displaying many data sets simultaneously is as simple as for 
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a single data set. The parameters controlling background removal and Fourier transforms can 

be adjusted for each data set individually or constrained in a flexible manner between data 

sets. Additional features include principle component analysis and self-absorption corrections 

for fluorescence data. Once the raw data has been processed appropriately, it is used in 

ARTEMIS for theoretical modelling and fitting. 

 

2.2.7    Data fitting using Artemis:  

ARTEMIS is a graphical interface for EXAFS data analysis and a front-end for FEFF 

and IFEFFIT built using DEMETER. ARTEMIS includes access to the functionality of the 

ATOMS program, which generates input file format suitable for FEFF. In EXAFS analysis, a 

theoretical model of the data is constructed containing unknown parameters and their values 

are determined by fitting. ARTEMIS can read crystallographic data either in the form of an 

ATOMS input file or a crystallographic information file (.cif) or can be supplied structure 

information interactively. These data are then converted into a FEFF input file. ARTEMIS 

includes access to the functionality of the ATOMS program, which converts crystallographic 

data into a format suitable for FEFF. FEFF is an ab initio multiple scattering code used to 

generate theoretical fitting standards for EXAFS analysis and simulation of XANES spectra 

[162] FEFF performs its calculation in real-space on a specified cluster of atoms provided by 

ATOMS subroutine. f(k) and δ(k) (the scattering amplitude and phase shift due to the 

neighbouring backscattering atom respectively) and the photoelectron mean free path λ(k) are 

calculated theoretically. After the FEFF run, ARTEMIS displays a page containing a concise 

interpretation of the paths computed by FEFF including the path distances, degeneracy, 

atomic species in the path, whether the path is single or multiple-scattering. Each scattering 

path has variable parameters such as degeneracy N (the number of equivalent atoms in single 

scattering paths), an effective distance R (half path-length), and a mean square variation 
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parameter σ2, as mentioned in the canonical EXAFS equation (equation 2.6). Once calculated, 

each of these paths can be easily modified to give a different N, R, σ2, and even E0 (if that is 

necessary). 

             Some of the fitting parameters are correlated, for example, N and σ2, however their 

effect on spectrum is different. The coordination number affects the amplitude parameter 

uniformly as a function of k and on the other hand σ2 also affects the amplitude, but it has a 

greater effect at high k than at low k. A similar correlation is observed between ΔE0 and the 

distance R. Both affect the slope of the phase, but in different ways. In case of high  

 

 

 

 

 

 

 

 

 

 

Figure 2.12: Screenshot of the ARTEMIS software code. 

 

correlations, the fitting problem becomes poorly determined and numerically unstable and 

introduces large error in parameter values. To avoid this problem different strategy can be 

adopted, such as multiple k weight fit or multiple data sets fit. The number of independent 

parameters that can be varied during a fitting is limited by information available. Adding 
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unnecessary parameters may introduce correlations that will cause the error bars to inflate, so 

the information about the original parameters is masked. EXAFS data exist over a finite 

range in both k-space and r-space, and therefore they have limited information content. It is 

known from a Fourier series expansion that only a finite number of coefficients are needed to 

represent a signal of fixed bandwidth. All of the data in the FT exist on an array of N points 

in size. If we assume that the k window width is Δk wide, and the r-space data are contained 

in total width ΔR, the grid spacing's respectively are δk and δr where δr = π/(Nδk). The 

maximum r value in the r space is (N/2)δr = π/(2δk), where the factor of two comes in 

because half the space is allocated to negative frequencies which offer no new information. 

The fraction of the total information contained within ΔR is then 2δkΔR. The number of k-

space data points in the window is (about) Δk/δk. But most of these data points actually carry 

no information, because the signal can be accurately represented within only a fraction of the 

total r-space. Therefore, the actual information content in the data is number of k-space points 

Δk/δk times the compression factor 2δkΔR. This gives a total “independent point” count of 

Nind = 2ΔkΔR/π, also called the Nyquist theorem. Stern [170] has however, argued that a 

more precise value is Nind = 2ΔkΔR/π + 2. ARTEMIS is equally well suited to simple first-

shell analysis of single data sets as well as the most challenging fitting models. Among its 

advanced features are:  

(i) Simultaneous refinement of multiple data sets. 

(ii) Refinement using multiple k-weightings for any data set. 

(iii) Use of multiple FEFF calculations in a single fit.  

(iv) Co-refinement of a background spline to reveal correlations between the spline      

and the fitting parameters. 

(v) Arbitrary constraints between and restraints on parameters. 

Goodness of Fit 
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The experimental data fitting process based on some theoretical modelling invariably 

includes some presumably known or determinable experimental uncertainties from random 

noise and other influences. These can be divided into random noise (such as photon counting) 

and non-random (systematic) errors. It is important to track and eliminate the systematic 

errors, but they cannot be completely eliminated. While fitting data we systematically vary 

the hypothetical values of the “unknown” (i.e. only partially known) parameters to give the 

best agreement with the experimental data. We will not achieve perfect agreement with the 

data, because of the noise and other uncertainties (“errors”), however we can determine how 

far we can vary the parameters around the best-fit values while still getting an acceptable fit 

to within the experimental (and theoretical) errors. The quality of a fit can be quantified by a 

comparison between the experimental data and the theoretical fit. The simplest approach is to 

calculate the squared deviation between the data and theory. The deviation (“residual”) is 

squared so that both positive and negative deviations contribute positively to the error 

statistic. If there are many data points the squared deviations are summed: 

 

Where,  is the ith measured data point,  represents the theory function, 

which depends on the independent variable . For EXAFS fitting the goodness of fit can be 

determined by the following quantities: 

 Chi-square:    

 

where χ(r) is the Fourier Transformed EXAFS data (which is a complex quantity) and 

the subscripts d and t denote data and theory respectively and ε = measurement uncertainty 

 Reduced chi-square:   
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Chi square scaled by degrees of freedom ν 

 

where  

 

The values of or higher typically for good quality EXAFS data. 

 R-factor:  

It is the fractional misfit between experimental data and the theoretical fit. 

 

. In all the EXAFS fittings presented in this thesis, uncertainties in the fitting 

parameters have been estimated and typical values are ±0.05 Å in R, ± 10% in coordination 

number (N) and ±0.001 in DW factor (σ2). 

 

2.3       Other chatraerisation techniques:  

As has been mentioned earlier, apart from XAFS, the samples have also been 

characterised by several other complementary techniques viz., X-ray diffraction (XRD), 

transmission electron microscopy (TEM), fourier-transform infra-red spectroscopy (FTIR), 

Raman spectroscopy, Photoluminescence (PL), magnetic measurements etc. which are also 

discussed below briefly.  

2.3.1   X-ray diffraction:  

X-ray diffraction techniques are used for the identification of crystalline phases of 

various materials and the quantitative phase analysis subsequent to the identification. X-ray 

diffraction techniques are superior in elucidating the three-dimensional atomic structure of 

crystalline solids. The properties and functions of materials largely depend on the crystal 
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structures. X-ray diffraction techniques have, therefore, been widely used as an indispensable 

means in materials research, development and production [191]. 

           The Bragg equation, nλ = 2dsinθ is one of the keystones in understanding X-ray 

diffraction. In this equation, n is an integer, λ is the characteristic wavelength of the X-rays 

impinging on the crystallize sample, d is the interplanar spacing between rows of atoms, and 

θ is the angle of the X-ray beam with respect to these planes. When this equation is satisfied, 

X-rays scattered by the atoms residing in the plane of a periodic structure are in phase and 

diffraction occurs in the direction defined by the angle θ. In the simplest instance, an X-ray 

diffraction experiment consists of a set of diffracted intensities and the angles at which they 

are observed. This diffraction pattern can be thought of as a chemical fingerprint, and 

chemical identification can be performed by comparing this diffraction pattern to a database 

of known patterns. For all samples used in this thesis a Rigaku, Japan made X-ray 

diffractometer (model: Miniflex-II) was used.  

 

 

 

 

 

 

 

           

 

 

Figure 2.13: Photograph of X-ray diffractometer (Model: Miniflex-II, Rigaku, Japan) 

 



67 

 

 2.3.2   Transmission Electron Microscopy:   

 The use of optical microscope limited the ability to resolve an object because of its 

wavelength. TEM or Transmission Electron Microscopy uses electron beam of much shorter 

wavelength as a probe and hence details of a specimen can be observed to a much 

magnification level than the conventional optical microscopes. In TEM a beam of electrons is 

accelerated up to high energy levels (few hundreds keV) and focused on a material, they can 

then scatter or backscatter elastically or inelastically, or produce many interactions, source of 

different signals such as X-rays, Auger electrons or light. Some of them are used in 

transmission electron microscopy (TEM). An image is formed from the interaction of the 

electrons transmitted through the specimen; the image is magnified and focused onto an 

imaging device, such as a fluorescent screen, on a layer of photographic film, or to be 

detected by a sensor such as a CCD camera [192]. 

        The conventional diffraction mode used in TEM is called selected area diffraction 

(SAED). The spherical aberrations of the objective lens limit the area of the selected object to 

few hundred nanometres. SAED patterns of a crystal permit to obtain the symmetry of its 

lattice and calculate its inter-planar distances using Bragg’s law. This is useful to confirm the 

identification of a phase, after assumptions generally based on the literature of the studied 

system and on chemical analyses.  
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Figure 2.14: Photograph of the Transmission Electron Microscope (Technai G2 S-
Twin (FEI, Netherlands)) used in this thesis work.  

 

2.3.3     FTIR Spectroscopy:    

FTIR is a technique used to obtain an infrared spectrum of absorption or emission of a solid, 

liquid or gas. An FTIR spectrometer simultaneously collects high-spectral-resolution data 

over a wide spectral range. This confers a significant advantage over a dispersive 

spectrometer, which measures intensity over a narrow range of wavelengths at a time. The 

term Fourier-transform infrared spectroscopy originates from the fact that a Fourier transform 

(a mathematical process) is required to convert the raw data into the actual spectrum. For 

other uses of this kind of technique, see Fourier-transform spectroscopy [193]. 
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Figure 2.15: Photograph of Fourier transform infrared (FTIR) spectrometer  (NICOLET 
6700) used in this thesis work.  

 

2.3.4   Raman spectroscopy:  

           Raman spectroscopy is a scattering technique, which used to observe vibrational, 

rotational, and other low-frequency modes in a system. It is based on Raman Effect, i.e., 

frequency of a small fraction of scattered radiation is different from frequency of 

monochromatic incident radiation [194]. It relies on inelastic scattering, or Raman scattering, 

of monochromatic light, usually from a laser in the visible, near infrared, or near 

ultraviolet range. The laser light interacts with molecular vibrations, phonons or other 

excitations in the system, resulting in the energy of the laser photons being shifted up or 

down. The shift in energy gives information regarding the interaction. Raman scattering is 

one of the effective techniques to investigate lattice disorder and defects created in a host 

lattice upon incorporation of dopants [195, 196]. Raman spectroscopy has also 

proven [197] to be a very sensitive technique to detect secondary phases in TM-implanted 
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ZnO.  In this thesis programme Raman spectra were taken with a Reinshaw micro-Raman 

spectroscope.  

    

 

2.3.5   Photoluminescence: 

Photoluminescence spectroscopy is used to measure the radiative defects present in 

the sample. Photon on specific energy causes generation of electron-holes within the material 

and excitation of this electron to higher allowed states. When these electrons return to their 

equilibrium states, the excess energy is released and electron and holes can either recombine 

non-radiativily by emitting phonons (or collision transfer to other particles) or radiative by 

emitting the photons. Photo-luminescence (PL) spectra of the samples were recorded using an 

Edinburgh FL920 instrument. 

 

 
Figure 2.16: Photograph of Edinburgh spectroscopic Photoluminescence instrument. 
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2.3.6    Magnetic measurements: 

For most of the samples discussed in this thesis, the magnetic properties have been 

measured by a SQUID (for superconducting quantum interference device) magnetometer 

which is a very sensitive equipment  used to measure extremely subtle magnetic fields, based 

on superconducting loops containing Josephson junctions. SQUID magnetometer measures 

the magnetic moment of a sample by moving it through superconducting detection coils.  The 

detection coils are connected to the SQUID device through superconducting wires, allowing 

the current from the detection coils to inductively couple to a SQUID sensor (based on a 

Josephson junction). As the sample moves through the detection coils, the magnetic moment 

of the sample induces an electric current in the detection coils. The detection coils, the 

connecting wires and the SQUID input coil form a closed superconducting loop. Any change 

in the magnetic flux in the detection coils produces a change in the persistent current in the 

detection circuit, proportional to the change in magnetic flux. Since the SQUID works as a 

highly linear current-to-voltage converter, the variations in the current in the detection coils 

produce corresponding variations in the SQUID output voltage which are proportional to the 

magnetic moment of the sample.  

Fig.2.17 shows the photograph of the commercial SQUID systems, 7-Tesla SQUID-

vibrating sample magnetometer (SVSM; Quantum Design Inc., USA) used in this thesis 

work.  

 

 

 

 

 

 



72 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.17: Photograph of SQUID-vibrating sample magnetometer. 

 

2.3.6   Theoretical calculations: 

In this thesis work Density functional theory (DFT) [198-199] based electronic 

structure calculations has also been carried out on doped and co-doped ZnO systems to 

support the experimental findings. For this purpose, we have used Vienna ab-initio simulation 

package (VASP) within the framework of the projector augmented wave (PAW) method 

[200-201]. For exchange–correlation (XC) functional, we employ generalized gradient 

approximation (GGA) given by Perdew–Burke–Ernzerhof (PBE) [202]. The plane waves are 

expanded with energy cut off of 400 eV. We use Monkhorst–Pack scheme for k-point 

sampling of Brillouin zone integration with 12×12× 6. The convergence criteria for energy in 

SCF cycles is chosen to be 106 eV. The geometric structures are optimized by minimizing the 

forces on individual atoms with the criterion that the total force on each atom is below 102 

eV/Å. In order to probe the effect of strong-correlation, we also perform the calculations 
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using the DFT+U method, where U is the on-site Coulomb interaction between the electrons 

of D-orbitals of Fe atoms and we have performed the calculations for U =1–4 eV. 
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Chapter-3 

 

Fe & Cr doped ZnO Nanocrystals (NCs) 

          In the present section of this chapter, we have presented the results of our 

investigations by XAS measurements on the origin of room temperature ferromagnetism 

(RTFM) in Fe, and Cr doped ZnO NCs. The advantage of using XAS techniques in probing 

the local structure around the host and dopant atoms in these materials and hence in 

interpretation of their magnetic properties have already been discussed in detail in Chapter-1. 

 

3.1  Fe Doped ZnO: 

Several studies have been performed to understand the origin of ferromagnetism in Fe 

doped ZnO nanocrystals for examples, Tamura et al. [203] got RTFM in Fe-doped ZnO thin 

film while not for Mn and Co-doped ZnO. Singhal et al. [204] reported weak ferromagnetism 

at room temperature in colloidal Fe-doped ZnO nanocrystals and described that as an intrinsic 

property. Kumar et al. [205] also have shown weak ferromagnetism at room temperature in 

polycrystalline Fe-doped ZnO nanorods. On the other hand, Mishra et al. [206] reported the 

weak ferromagnetism at room temperature in Fe doped ZnO nanocrystals and Zn-vacancy 

was taken to be responsible behind the ferromagnetic order. In some recent studies [207] 

magnetic anisotropy of the dopant cation has been proposed to be a signature of intrinsic 

ferromagnetism in dilute magnetic oxide materials. Although there is significant progress and 

exciting experimental data, the origin of ferromagnetic ordering in DMS nanostructures 

remain poorly understood. In this study to gain more insight into the origin of ferromagnetic 

ordering, XAS study has been carried out on sol-gel derived Fe doped ZnO NCs. 
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3.1.1   Experimental Details: 
 

Zn1-xFexO (0≤ x≤ 0.06) samples (named as Fe0, Fe0.5, Fe1, Fe1.5, Fe2, Fe4, and Fe6 

for Fe-concentration x = 0, 0.005, 0.01, 0.015, 0.02, 0.04, and 0.06 respectively) are 

synthesized by the sol-gel method mentioned in Chapter 2. Appropriate proportions of 

analytical grade metal nitrates Zn (NO3)2·6H2O (99.9% purity) and Fe (NO3)3.9H2O (99.9% 

purity) powders were thoroughly mixed. The mixture was dissolved in aqueous solution of 

citric acid [C6H8O7] (99.6% purity) while stirring to obtain a homogeneous precursor 

solution. The citric acid serves as a fuel for the reaction. The precursor solution was dried at 

80C for 3h to obtain xerogel and the swelled xerogel was kept at 130C for 12h to complete. 

After grinding, the xerogel powders were sintered at 600C for 10h at air atmosphere to get 

Zn1-xFexO nanoparticles. 

               Structural characterization of Zn1-xFexO samples was performed by X-ray 

diffractometer (Model: Miniflex-II, Rigaku, Japan) with Cu Kα radiation (λ = 1.5406 Å). The 

EXAFS measurements were carried out at the dispersive EXAFS beamline (BL-8) at the 

Indus-2 Synchrotron Source (2.5 GeV, 120 mA) at the Raja Ramanna Centre for Advanced 

Technology (RRCAT), Indore, India. The details of the beamline have been discussed in 

Chapter-2. TEM and HRTEM measurements were done with JEOL-2010 (Japan) and 

Technai G2 S-Twin (FEI, Netherlands) respectively. Fourier transmission infrared (FT-IR) 

spectra of the samples (as pellets in KBr) were recorded using FT-IR Spectrometer (Spectrum 

One, Perkin Elmer Instrument, USA) in the range of 4000–400 cm-1 with a resolution of 1 

cm-1. The powder samples are mixed with KBr to make pellets for the FT-IR measurements. 

Raman spectra were taken with a Reinshaw micro-Raman spectroscope using 514.5 nm Ar+ 

laser as excitation source in the range of 200–1250 cm-1. The powder samples are made into 

pellets for the Raman measurements. The photoluminescence (PL) spectra were taken by a 

Fluorescence Spectrometer (LS-45, Perkin Elmer, USA). The D.C magnetization (M-H) 
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measurements have been carried out by a Physical Properties Measurement System (PPMS) 

of Cryogenics Inc, USA and by a Vibrating Sample magnetometer (VSM) from Lakeshore 

(Model no: 7407). The resistivity measurements were done by the conventional two-probe 

method fitted with a Closed Cycle Cryo-cooler. Working principles of all the characterization 

techniques used for this study have been described briefly in Chapter-2. 

  

3.1.2 Results and discussion:  

 
X-ray Diffraction:  

Rietveld refinement of the X-ray diffraction (XRD) patterns for Zn1-xFexO (0≤x≤ 

0.06) samples is shown in Fig. 3.1. All peak positions of Fe-doped ZnO correspond to the 

standard Bragg positions of hexagonal wurtzite ZnO (space group P63mc) have been shown 

by the vertical bars and the residue by the line respectively at the bottom of the XRD patterns.  

Fig. 3.1 shows that the Fe-doping does not lead to the appearance of any extra peaks or 

disappearance of any peak of the hexagonal wurtzite structure of pure ZnO, confirming the 

structure of the doped ZnO remains in wurtzite phase belonging to the space group P63mc. 

Therefore, the Rietveld analysis shows that the samples are single phase and no trace of other 

impurities has been found. All the XRD peaks have been indexed using the standard JCPDS 

file for ZnO. It should be pointed out that the impurities can be detected by XRD only when 

they form crystalline phases. Hence there is no crystalline impurity within the detection limit 

of X-rays. 

        The variation in the lattice parameters (‘a’ and ‘c’) and the volume of the unit cell 

have been measured from Rietveld refinement of the X-ray diffraction data and are shown in 

Fig. 3.2.  
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Figure 3.1: Rietveld refinement profiles of X-ray diffraction data of the Zn1-xFexO ( 0 ≤ x ≤ 
0.06) samples. The circle represents the observed data (Obs) while solid line through the 
circles is the calculated profile (Calc), vertical tics below curves represent allowed Bragg-
reflections for the wurtzite phase. The difference pattern of the observed data and calculated 
profile (Obs−Calc) is given below the vertical tics.  
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Figure 3.2: Variation of lattice parameter (‘a’ and ‘c’) with Fe-concentration (x) calculated 
from Rietveld refinement. The inset (i) shows the variation of the unit cell volume and inset 
(ii) shows the variation of the degree of distortion (R).  

 

Fig.  3.2 shows that there is small increase in the lattice parameters ‘a’ and ‘c’, and 

the volume of the unit cell due to increase of Fe ion doping. This result is similar to the 

previous observations [208-212]. Moreover, FTIR205 studies confirm that Fe-ions did not 

enter into the octahedral coordination (as discussed letter). To explain small increment of 

lattice parameters ‘a’ and ‘c’ and unit cell volume (V), we have considered the distortion of 

Zn tetrahedron [213,214] due to Fe-doping. In an ideal wurtzite structure there are two 

interpenetrating hexagonal-close-packed (hcp) sub-lattices with two lattice parameters, a and 

c, in the ratio of c/a = .  Each of the sub-lattices consists of one type of atom displaced 

with respect to each other along the three-fold c-axis by the amount of 3/8 in an ideal 

wurtzite structure. Again, a/c is the measure of the distortion from its ideal tetrahedron and 
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the degree of distortion R= [  (a/c)] where R=1 gives the ideal wurtzite structure [215] 

with c/a = . In a real ZnO crystal, the wurtzite structure deviates from the ideal 

arrangement, by changing the a/c ratio or the R value. The variation of the degree of 

distortion R is shown in the inset (ii) of Fig. 3.2.  In wurtzite ZnO, the Zn- tetrahedron have 

base in the ab-plane and apex along the c-direction. Different parameters such as a, c, c/a, 

bond lengths, bond angles, etc. have been calculated from Rietveld refinement and following 

Morkoc and Özgür [213, 214]. Values of different parameters such as a, c, c/a, bond lengths, 

bond angles, etc. have been given in Table 3.1 and variations of bond angles and bond 

lengths with Fe concentration are shown in Figs. 3.3(a) and (b) respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3:(a) Variation of average 
basal bond angles (Ob-Zn-Ob) and 
average base-apex angles (Ob-Zn-Oa) 
with Fe-concentration (x). 

Figure 3.3:(b) Variation of bond 
length Zn-Oa and Zn-Ob with Fe-
concentration (x). Inset of (b) shows 
the variations of inter planer spacing.  
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Table-3.1: Values of lattice parameters, bond lengths and bond angles. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From Fig. 3.3(a) it is seen that the average basal bond angles (Ob–Zn–Ob) and average base-

apex angles (Ob–Zn–Oa) [where Ob and Oa are oxygen atoms at the base and at the apex 

respectively of the tetrahedron] are constant with Fe-doping.  However, the bond length Zn–

Oa and Zn–Ob both increase slowly [Fig. 3.3 (b)] giving rise to the slow increase of the lattice 

parameters a and c. This observation is consistent with the result explained on the basis of 

higher ionic radius. The degree of distortion R [inset (ii) of Fig.3.2] remains constant. It 

suggests that both the parameters a and c vary with the same manner with increasing Fe-

concentration. The linear increase of the unit cell volume (V) is justified by quadratic 

increase of ‘a’. Again, linear variation of lattice constants ‘a’ and ‘c’ with increasing Fe- 

concentration confirms that the doping of Fe ions does not change the wurtzite structure 

(space group P63mc) of ZnO and Fe-ion has been substituted into the crystal lattice following 

Parameter Fe0 Fe0.5 
 

Fe1 Fe1.5 Fe2 Fe4 Fe6 

a (Å) 3.24564  3.24546  
 

3.24550  3.24579 3.24581 3.24586 3.24560 

c (Å) 5.19985  5.19982  
 

5.19982  5.19982 5.19985 5.2001 5.20010 

c/a 1.60210  1.60218 
 

1.60217 1.60202 1.60202 1.60207 1.60219 

U 0.37986 0.37985 
 

0.37985 0.37988 0.37988 0.37987 0.37985 

(Å) 1.97521 1.97515 
 

1.97518 1.97530 1.97532 1.97537 1.97526 

(Å) 1.97526 1.97517 
 

1.97519 1.97531 1.97532 1.97538 1.97527 

 108.43732 108.4396
0 
 

108.4393
9 

108.43356 108.43356 108.43556 108.43980 

 110.48503 110.4828
3 
 

110.4830
4 

110.48874 110.48864 110.48673 110.48271 
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the Vegard’s law [216]. Variations of inter planer spacing (d-value) of (100) plane with 

increasing Fe-concentration are plotted in the inset of Fig. 3.3(b) which shows that d-value of 

(100) plane decreases with increasing Fe-concentration. This observation can be explained 

with the change of the bond lengths. The variation of bond lengths develops the lattice strain 

[217]. Lattice strain is defined as the ratio of the incremental change of the lattice parameter 

to its initial value. Consequently, this lattice strain changes the spacing of crystallographic 

planes (d-spacing). According to Bragg’s Law, the Bragg angles should either decrease or 

increase when spacing of the crystallographic plane changes. Thus, the uniform tensile strain 

with increasing the d- spacing shifts a Bragg’s peak to lower 2θ angle, whereas uniform 

compressive strain with decreasing the d- spacing shifts a Bragg’s peak to higher 2θ angle in 

the spectrum. Since, for the (100) plane the d-spacing has decreased with Fe-concentration, 

[inset of Fig. 3.3(b)] we believe that a uniform compressive strain (hence stress) has been 

developed in the perpendicular direction of the plane (100). The crystallite size and lattice 

strain developed in different samples have been estimated from Williamson–Hall (W–H) plot 

[218] (see Table 3.2). A better estimation of the size and strain parameters can be obtained 

from ‘size-strain plot’ (SSP) [219] by using the following equation: 

       

                                                               (3.1) 

 

where the interplaner spacing and ɛ is is the average strain produced in the lattice. β, λ 

and D are described as earlier, k is the Scherrer constant (= 0.9). The plot of (dhklβCosθ/λ)2 vs.  

(dhkl
2βCosθ/ λ2) is shown in Fig. 3.4. The crystallite size (D) and average strain (ɛ) have been 

estimated from the slope and the intercept of the linear fit of the plot respectively (see Table 

3.2).   
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Figure 3.4:(dhklβCosθ/λ)2 vs. (dhkl

2βCosθ/λ2) plot of the ZnO: Fe samples to estimate 
crystallite size (D) and average strain (ε). 
 

Fig. 3.5 shows the variation of crystallite size (D) and average strain (ɛ) (inset of Fig. 3.5) 

with Fe-concentration (x) estimated from size-strain plot. It is observed that the average 

crystallite size decreases with the increase of Fe-concentration. This result is consistent with 

the observation of Mishra et al. [220]. However, it reported the qualitative decrement of the 

grain size where as we have observed an exponential decay which is consistent with our 

earlier report [212] calculated from Debye–Scherrer’s equation. This is may be because of 

decrease in growth rate due to higher ionic radius of Fe+2 (0.77A˚) cation compared to Zn+2 

(0.74 A˚). Thus, different trends in particle size and lattice constant may be attributed to the 

intra and inter nucleating forces forming the nanocrystals [221].  
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Table-3.2: Crystallite size and average strain estimated from Williamson–Hall and Size 
Strain   plot.  

 

 

 

 

 

 

 

 

 

 

Figure 3.5: Variation of average crystallite size with Fe-concentration (x) estimated from 
size-strain plot. The inset figure shows the variation of strain estimated from size-strain plot. 

 

 

Sample Particle Size (nm) Strain 

Scherrer 

formula 

Size-Strain 
Plot 

W-H Plot 

 

Size-Strain 
Plot 

W-H Plot 

 

ZnO 32.71 33.75 33.18 2.89 × 10-4 4.94 x 10-5 

Zn0.995Fe0.005O 24.99 29.19 30.45 3.52 × 10-3 3.96 x 10-4 

Zn0.99Fe0.01O 21.82 24.85 25.28 4.01 × 10-3 3.80 x 10-4 

Zn0.985Fe0.015O 21.24 24.37 26.21 4.71 × 10-3 6.39 x 10-4 

Zn0.98Fe0.02O 18.68 23.66 25.76 8.36 × 10-3 1.25 x 10-3 

Zn0.96Fe0.04O 15.68 17.71 20.36 6.01 × 10-3 1.22 x 10-3 

Zn0.94Fe0.06O 14.50 16.67 20.70 14.01 × 10-3 2.70 x 10-3 
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Transmission Electron Microscopy: 

The morphology and the microstructure of nanoparticles have been examined by 

transmission electron microscopy (TEM). A typical TEM, HRTEM and SEAD images of Fe0 

(pure ZnO) and Fe2 nanoparticles are presented in Fig. 3.6. Figures 3.6(a) and 6(d) represent 

the TEM images of Fe0 and Fe2 nanoparticles respectively which show that the nanoparticles 

tend to coalesce into aggregate which is very common in magnetic nanoparticles. Closer look 

of TEM images of different parts of the sample tells that most nanoparticles are more or less 

spherical in shape having smooth surfaces. These nanoparticles contain very developed grain 

boundaries and free surfaces which may affect the physical properties as observed by 

Straumal et. al. [222,223]. The average particle size obtained from TEM measurements matches 

well with the size estimated from the XRD study. High-resolution TEM (HRTEM) gives 

insight into the detailed atomic structure of the nanoparticles. Figs. 3.6(b) and 3.6(e) show the 

HRTEM image of a single particle of Fe0 and Fe2 nanoparticles respectively. The HRTEM 

micrograph (Figs. 3.6(b) and 3.6(e)) shows that the interplanar spacing (d-value) of fringes is 

0.280 nm and 0.274 nm for Fe0 and Fe2 respectively and it is in good agreement (slightly 

increased due to strain as discussed earlier) with the d-value of (100) plane (viz. 0.281 nm) of 

wurtzite ZnO.  Moreover, it should be pointed out here that the d-value of the Fe-doped 

sample (e.g. Fe2) determined from TEM measurements also has been decreased which 

supports the XRD analysis that the compressive strain has been induced due to Fe-doping in 

the system. The HRTEM pattern also indicates that all the nanoparticles are single crystalline 

in nature and are free from major lattice defects. The selected area electron diffraction 

(SAED) pattern (Figs. 3.6(c) and 3.6(f) for Fe0 and Fe2 respectively) also manifests the 

single crystalline nature of the samples. According to the results of XRD pattern and HRTEM 

images, we believe that the Fe-ions are well incorporated into the crystal lattice of ZnO.  
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Figure 3.6: Low magnification TEM (a), HRTEM (b), and SAED (c) images of ZnO 
nanocrystals and low magnification TEM (d), HRTEM (e), and SAED (f) images 
ofZn0.99Fe0.02Onanocrystals. 

 

EXAFS at Zn K-edge: 

The normalized EXAFS spectra of Fe doped ZnO NCs at Zn Kedge is shown in fig. 

3.7. The radial structure function or the (R) vs. R (or FOURIER TRANSFORMED EXAFS) 

spectra in terms of the real distances from the centre of the absorbing atom have been 

generated from the µ(E) versus E spectra following the procedure [150] described in Chapter 

2 is shown in fig. 3.8 along with the best fit. A set of EXAFS data analysis program 

(available within the IFEFFIT software package) have been used for reduction and fitting of 

the experimental EXAFS data. 
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Figure 3.7: Normalized experimental EXAFS (µ(E) vs E) for undoped and Fe doped ZnO 

nanocrystals at Zn K-edge. 

                Fig. 3.8 shows the Fourier transformed EXAFS (Fourier transformed EXAFS) )(R  

versus R  spectra of undoped and Fe doped ZnO samples at the Zn K-edge along with the 

best fit theoretical spectra. The theoretical Fourier transformed EXAFSspectra have been 

generated assuming the model described by Kisi et al. [224]  namely the first oxygen shell 

(Zn–O1) at 1.98 Å with coordination number (CN) of 3, second oxygen shell (Zn–O2) at 1.99 

Å having a CN of 1 and a Zn shell (Zn–Zn) at 3.21 Å with a CN of 12 in order to fit the first 

few peaks (in the k range of 3-10 Å-1 and upto 3.5 Å in R space) obtained in the )(R versus 

R spectra of the samples. The variation in average bond lengths of the first two Zn–O shells 

and the bond length of the Zn–Zn shell is shown in Fig. 3.9, while total coordination numbers 

of the two Zn–O shells and coordination number of the Zn–Zn shell is shown in Fig. 3.10 and 

the average Debye-Waller factors (σ2) of the first two Zn–O shells and Debye-Waller factor 

of the Zn–Zn shell is shown in Fig. 3.11 as a function of Fe doping concentration. 
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From Fig. 3.9 it is observed that up to 1% Fe doping, Zn–O bond lengths increase with 

increase in Fe doping concentration. This corroborates with the Fe K-edge XANES results 

(given below) which shows that Fe 3+ substitutes Zn 2+ in ZnO lattice and since ionic radius of 

Fe 3+ (0.49Å) is less than that of Zn 2+ (0.60Å), Fe atoms substituted in Zn sites attract ˚ 

oxygen atoms closer resulting in elongation of Zn–O bond lengths. Similar changes in bond 

lengths due to doping have been observed in many cases, for example in case Mn doped ZnO 

by Basu et. al. [225] and in Zr doped TiO2 samples observed by Lippens et. al. [226] which 

were explained on the basis of difference in ionic radii. Also substitution of Fe atoms in Fe3+ 

states increases oxygen coordination in the neighborhood of Fe atoms to establish charge 

        Figure 3.8:  Fourier transformed EXAFS((R) vs. R) for undoped and Fe doped ZnO 
nanocrystals at Zn K- 

        edge. 
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balance. This leads to reduction of oxygen coordination in the neighborhood of Zn atoms 

manifesting the presence of oxygen vacancies in the sample which increases with increase in 

Fe doping concentration as shown in Fig. 3.10. It is corroborated with our earlier result that 

for dopant with lower ionic radius, oxygen vacancies are created near the host site i.e., in the 

neighborhood of Zn. However, Zn–Zn bonds remain almost unaltered due to low values of 

doping. It should also be noted that for more than 1% Fe doping, Zn sites get distorted 

significantly as manifested by the steep increase in Debye–Waller factor at Zn sites as shown 

in Fig. 3.11. It also corroborates by the fact that for more than 1% Fe doping, Zn–Zn bond 

length decreases significantly.  

 

 Figure 3.9: Variation of bond lengths of 
Zn-O shells and Zn-Znshells with change in 
doping concentration 
 

Figure 3.10: Variation of total coordination 
number of Zn-O shellsand Zn-Zn shells 
with change in doping concentration. 
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3.1.4 XANES measurements at Fe K-edge: 

XANES at Fe K-edge: 

  Fig. 3.12 shows the X-ray Absorption Near Edge Structure (XANES) 

measurements have been carried out at the Fe edge on the samples along with on Fe metal 

foil and a standard sample of FeO and Fe2O3, where Fe is present in 0 and +2 and +3 

oxidation states respectively. The results of the XANES measurements have been shown in 

for a representative sample with relatively higher Fe doping (viz., 6%, where possibility of 

clustering is higher) along with that of the standards. It has been observed that for all the 

samples the absorption edge of Fe appears at significantly higher energy than that in the Fe 

metal and they are close to the absorption edge of Fe in Fe2O3. The XANES spectra of the 

samples also clearly resemble that of the Fe2O3 standard having characteristic white line. This 

clearly rules out the presence of metallic Fe clusters, FeO and Fe2O3 in the samples.   

 

Figure 3.11: Variation of Debye-Waller 
factor of Zn-O shells and Zn-Zn shells with 
change in doping concentration. 

Figure 3.12: XANES spectrum of 6% 
Fe doped ZnO nanocrystal along with 
that of Fe metal foil and standard Fe2O3 
and FeO samples.  
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Raman Spectroscopy 

Raman spectroscopy has been employed to confirm the crystalline quality of             

Zn1-xFexO nanoparticles [227].  Fig. 3.13 represents the room-temperature Raman spectra of 

Zn1-xFexO (0≤x ≤0.06) nanocrystals. The wurtzite ZnO nanoparticles have six Raman-active 

phonon modes at 101cm-1 (E2 low), 381 cm-1 (A1 TO), 407 cm-1 (E1 TO), 437 cm-1 (E2 high 

viz. E2H), 574 cm-1 (A1 LO), and 583 cm-1 (E1 LO) respectively [228,229].  

 

 

 

 

 

 

 

 

 

 

 

 
 
Figure 3.13 Room-temperature Raman spectra of Zn 1-xFexO (0 ≤ x ≤ 0.06) nanoparticles. 
Inset of figure shows the variation of the (E2H) peak with Fe-concentration (x) with respect 
to its pure ZnO value (curve-I) and the variation of the 2(E2H–E2L) peak value with x with 
Respect to its corresponding (E2H–E2L) peak value (curve-II). 
 

Though, due to the limitation of the set-up, the phonon mode at 101 cm-1 (E2 low) has 

not been observed, all other prominent peaks have been observed very clearly for ZnO and 

Fe-doped ZnO nanocrystals. The assignments of the Raman modes of Zn1−xFexO 

nanoparticles obtained for different Fe-concentration (x) are summarized in Table 3.3. The 
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sharpest and strongest peak at about 434 cm-1 can be assigned to the nonpolar high-frequency 

optical phonon branch of E2 mode (E2H), which involves the motion of oxygen and is the 

characteristic of wurtzite structure. With increasing Fe-concentration pronounced weakening 

in peak height of this nonpolar E2H mode for the Fe- doped ZnO samples as compared to 

undoped ZnO has been observed without any appreciable shifting and broadening in 

frequency of this mode. To estimate this variation with Fe-concentration, intensity ratio of 

(E2H)x/(E2H)0 [where (E2H)x and (E2H)0 are the intensity of E2H modes for Fe-concentration (x) 

and pure ZnO respectively] has been calculated and plotted  in the inset of fig. 3.13.  The 

intensity ratio of (E2H)x/(E2H)0 decreases linearly (see inset of Fig. 3.13) with increasing Fe-

concentration (x). This result can be attributed to the fact that Fe2+ substitution induces the 

microscopic structural disorder in the periodic zinc atomic sublattice and reduces the 

translational symmetry giving rise to local distortions in the lattice. This local distortion and 

disorder disrupt the long-range ordering in ZnO and weakens the electric field associated with 

the mode [229]. In other words, this observation reveals that the local symmetry in the 

nanocrystals is different from that of undoped sample (i.e. ZnO), but the crystal structure 

remains the same. Close observation shows two very weak peaks at 408 cm−1 [E1 (TO) mode] 

and 585 cm−1 [E1 (LO) mode] in pure ZnO only. The peak at about 329 cm−1 and a broad 

shoulder centered at about 658 cm−1 for ZnO (Figure 13) seemed to have originated from a 

two-phonon process [230]. The peak at about 329 cm-1 can be attributed to single crystalline 

nature of ZnO [228,231] and assigned as a difference mode between the E2 high and E2 low 

frequencies [232,233] viz. (E2H – E2L). The peak height and frequency of this peak remains 

unaffected with Fe-doping concentration (Fig. 3.13). This suggests that the single crystalline 

nature remains unchanged due to Fe-doping and it supports the TEM observations. The mode 

at 658 cm−1 in pure ZnO nanostructure can be ascribed to the 2nd order mode [viz. 2(E2H-E2L)] 

of (E2H-E2L) arise due to multi-phonon processes [234,235]. Yang et. al. [235] observed this 
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vibration mode at 660 cm−1 and proposed this mode to be related to intrinsic host-lattice 

defects. For Fe- doped ZnO samples, this peak (at 658 cm−1 in pure ZnO) remains constant 

till x=0.04 but shifted to 680 cm−1 for x=0.06 sample. Comparing Figure 13, it has also been 

observed that the shoulder centered at about 658 cm−1 gradually becomes a peak by 

increasing its intensity with increasing Fe-concentration.  The increment of this peak (2nd 

order mode) has been quantified by taking the ratio of the intensity of 2(E2H-E2L) peak to that 

of (E2H-E2L) and the behavior has been plotted in the inset of Figure 13. Other 2nd order mode 

at around 1142 cm-1[2A1(LO)] for ZnO remains unshifted with increasing Fe- concentration. 

It should be noted here that we assigned the modes as 2nd order whose frequency is nearly 

double of any 1st order mode. The weak mode A1 (TO) at 378 cm-1 for ZnO remains 

unchanged in Fe-doped samples up to x=0.04and the mode has been shifted to the lower 

frequency- 354 cm-1 and called as NM for the sample x=0.06(which does not appear in 

Raman spectrum for Fe0 to Fe4). Ye et. al. [236] considered two possible mechanisms to 

ascribe the origin of this anomalous mode: disorder-activated Raman scattering (DARS) and 

local vibrational modes (LVMs). The DARS was said to be induced by the breakdown of the 

translation symmetry of the lattice caused by defects or impurities due to the nature of the 

dopant or due to the growth conditions. Therefore, it can be presumed that NM in our 

samples could arise due to either or both of these two mechanisms. The mode at 547 cm-1 can 

be assigned to the quasi-longitudinal-optical (LO) phonon mode [237], due to the shallow 

donor defects, such as zinc interstitials and/or oxygen vacancies, bound on the tetrahedral Fe- 

sites. Hence, in Zn1−xFexO nanocrystals, host Zn ions are partially substituted by Fe-ions, 

which introduces lattice defects and disorder in host ZnO crystals disturbing the long range 

ionic ordering in the ZnO.  
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Table-3.3: Observed Raman peaks of Zn1-xFexO (0≤x≤0.06) nanoparticles and their 
symmetry assignments. 

 

Vibration frequency (cm−1) Assignments Process 

Fe0 Fe0.5 Fe1 Fe1.5 Fe2 Fe4 Fe6 

329 328 327 327 327 328 329 E2H-E2L Second 
order 

378 379 378 380 380 398 398 A1(TO) First order 

408 ---- ---- ---- ---- ---- ---- E1(TO) First order 

434 435 435 435 434 434 434 E2H First order 

575 576 579 577 575 574 574 A1(LO) First order 

585 ---- ---- ---- ---- ---- ---- E1(LO) First order 

658 658 659 659 659 680 680 2(E2H-E2L) Second 
order of 

(E2H-E2L) 

1142 1124 1150 1144 1147 1120 1120 2[A1(LO)] Second 
order of 
A1(LO) 

 

FT-IR spectroscopy.  

The study on Fourier transform infrared spectroscopy (FT-IR) of this system has 

reported earlier [212]. Here we have analyzed those data. The result reviles that the tetrahedral 

co-ordination (peak at around 480 cm-1) is much stronger than the octahedral co-ordination 

(peak at around 660 cm-1). Closer observation [212] shows that the (negligibly weak) band at 

around 660 cm-1 due to octahedral co-ordinations remains unaffected for Fe-doping. This result 

suggests that Fe-ions does not enter in the octahedron but enter in the tetrahedron only.  

 

Magnetic measurements: 

  We have conducted a detailed study on the RT magnetization of Zn1-xFexO.  M-H 

curve of some of the samples are plotted in Fig. 3.14.  The magnetization decreases with the 
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increase in the field for the samples Fe0 and Fe2 whereas it increases with the increase in the 

magnetic field for the samples Fe4 and Fe6.  The observed M-H behavior reveals that the 

samples Fe0 and Fe2 is a mixture of ferromagnetic (FM) and diamagnetic (DM) phases where 

DM dominates and the sample Fe4 is in weak ferromagnetic phase. As seen in Figure 15, the 

sample Fe4 has a well defined hysteresis loop even at room temperature with a coercive field of 

0.07 T and a remnant magnetization of 0.005 emu/g. The obtained hysteresis at room 

temperature supports the fact that the sample is weakly ferromagnetic [237-240, 241] and not 

superparamagnetic [242,243]. In other words, the magnetization increases with increasing Fe-

concentration and weak ferromagnetism arises gradually.  

 

 

 

 

 

 

 

 

 

 

 

 

To investigate the origin of RT-ferromagnetism (FM) in Fe-doped ZnO, several 

mechanisms proposed in the literature have been considered viz. (i) the possibility of spurious 

ferromagnetism due to magnetic impurities as the intrinsic property of the doped NPs, (ii) 

extended defects in the NPs, (iii) formation of some Fe-related nanoscale secondary phase, 

Figure 3.14:  Room temperature M-H curves of the Fe doped ZnO samples. 
Inset shows the enlarged view of Fe0(ZnO) and Fe2 sample  



95 

 

(iv) metallic iron precipitation, and (v) formation of FeO/Fe2O3. However, FeO/Fe2O3 phases 

can be easily ruled out because there is no trace of FeO/Fe2O3 in XRD, EXAFS, and TEM 

measurements. Secondly, metallic Fe and Fe-related secondary phase are also an unlikely 

source of this FM as XRD, EXAFS, and HRTEM results show. Undoped ZnO prepared 

under identical conditions as those of Fe-doped ZnO samples, does not exhibit any 

measurable ferromagnetism but shows diamagnetism. Hence, impurities cannot contribute to 

the observed magnetic moment in the Fe-doped ZnO NPs. Thus, TMs essentially plays the 

key role to the observed FM. Moreover, recently Straumal et al. showed that the grain 

boundary specific area (the ratio of the grain boundary area to the volume) SGB, is the 

controlling factor for the ferromagnetic behaviour of undoped and TM-doped ZnO [222,223]. 

For Fe-doped ZnO nanocrystals Straumal et. al. [244]. argued that the samples are FM only if 

SGB exceeds a certain threshold value Sth = 3x104 m2/m3. For our system SGB value vis well 

above the threshold value viz. SGB =41x106 m2/m3) giving the FM.  Hence, FM is expected to 

arise due to the joint effects of the intrinsic exchange interaction of magnetic moments of TM 

ions and effects of the grain boundary in doped NPs.  

        As we have discussed in Chapter-2 that RKKY interaction is based on free electrons 

and ZnO is not transformed into a metal with such a low doping, RKKY interaction is not 

valid here. Double-exchange or super exchange are not responsible for the FM because the 

magnetic cations are dilute (of low concentration) in the present samples. Again, according to 

donor impurity band exchange model the combination of magnetic cations, carriers, and 

defects can result in bound magnetic polarons (BMPs) which may also lead to the RTFM 

[245-248]. Therefore, we can suggest that the joint effects of the intrinsic exchange 

interactions arising from bound magnetic polarons (BMPs) and the (extrinsic) grain boundary 

are responsible for the room temperature FM in this system. 
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            Thus to summarise, we have presented the results of extensive study of sol–gel 

derived Fe-doped ZnO diluted magnetic semiconductors (DMSs) nanoparticles by using 

different experimental techniques. The XRD with Rietveld refinement, HRTEM, and micro-

Raman analysis shows that Fe- doped ZnO nanoparticles have wurtzite structure as that of 

pure ZnO which indicates that Fe- ions have substituted the Zn ions. The crystallite structure, 

morphology, and size estimation have been performed by XRD and HRTEM. Crystallite size 

and lattice strain has also been estimated by Williamson-Hall plot and size-strain plot. The 

estimated size of the crystallites decreases exponentially with the increase of Fe- 

concentration which is attributed to the difference of the ionic radii between Zn and Fe atoms. 

The EXAFS results show  that the reduction in oxygen coordination take place. The oxygen 

coordination remains lower and DW factor remains higher compared to their respective 

values in undoped ZnO suggests that doping takes place properly throughout the whole 

composition range. The DW factor for the next near Zn shell shows that Fe-doping affects the 

O site more than the Zn/Fe site. The substitution of Zn ions by Fe ions does not cause any 

significant change in the host lattice as manifested in the values of the bond distances. 

XANES study clearly rules out the presence of metallic Fe clusters, FeO and Fe2O3 in the 

samples. These observations corroborate to those of XRD study. Raman study reveals that the 

local symmetry in the Fe–doped nanocrystals gradually differ from that of undoped sample, 

but the crystal structure remains the same as that of the wurtzite structure of pure ZnO, which 

further supports the incorporation of Fe- ions in the ZnO lattice. The FTIR analysis suggests 

that Fe-ions does not enter in the octahedron but enter in the tetrahedral sites only. The room 

temperature PL measurements illustrate weak NBE emission and violet, violet-blue, blue 

emissions in visible region. The UV emission (NBE) peak originates from the radiative 

recombination of free excitons. Other emissions may be attributed to the Zn-vacancies for 

violet emission; interstitial Zni levels and radiative defects related to traps existing at grain 
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boundaries for violet-blue emission; defects related to positively charged Zn vacancies for 

blue emission. Room temperature (weak) ferromagnetism (RTFM) is observed from M-H 

measurements and magnetization increases with increasing Fe-concentration. The joint 

effects of the intrinsic exchange interactions arising from bound magnetic polarons (BMPs) 

and the extrinsic grain boundary are found to be responsible for the room temperature FM in 

this system.  

 

3.2  Cr doped ZnO NCs:  

Among the TMs, Cr is particularly attractive and has been chosen as the preferred TM 

dopant by several research groups because of (1) theoretical research by Sato et al. [55] on 

Cr-based ferromagnetic ordering; (2) Cr3+ and Zn2+ have close values of ionic radii, which 

means Cr3+ can be easily incorporated into the ZnO crystal lattice; (3) among the impurity 

phases in ZnO : Cr system, Cr metal, Cr2O3, Cr3O4 and ZnCr2O4 are anti-ferromagnetic, thus 

eliminating any role of Cr precipitates in getting spurious FM and (4) the only ferromagnetic 

oxide of Cr, CrO2 which has a Curie temperature (TC) of 386 K, is not a stable phase under 

normal conditions and is easy to be oxidized into Cr2O3 when heated at atmospheric pressure. 

However, compared to the widely studied Fe, Co and Mn-doped ZnO systems, both 

theoretical and experimental researches on Cr-doped ZnO are relatively less [249-257]. 

Moreover, quite contradictory experimental results on Cr doped ZnO are available in the 

literature which have created doubts regarding the origin of ferromagnetism in these 

materials. For example, Venkatesan et al. [252] and Ueda et al. [253] have not observed any 

signature of FM in Cr doped ZnO samples, whereas Liu et al. [254] showed that Cr doped 

ZnO films are ferromagnetic at room temperature. While nanoparticles prepared by sol–gel 

route are found to be ferromagnetic at room temperature with magnetic moment decreasing 

with increase in Cr doping concentration from 1–5% [255]. Cr doped ZnO nanoparticles 
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grown by chemical vapour synthesis technique, shows ferromagnetic ordering only at higher 

Cr doping concentration [256,257]. In this paper we concentrate on investigating the 

structural, local structural and optical properties of Cr-doped ZnO (i.e. Zn1-xCrxO) 

nanocrystals to get a clear understanding of the behaviour of the Cr dopants in ZnO 

nanoparticles. 

 

3.2.1     Experimental details: 

Zn1-xCrxO (0≤ x≤ 0.06) samples (named as Cr0, Cr0.5, Cr1, Cr2, Cr4, and Cr5 for Cr-

6 concentration x = 0, 0.005, 0.01, 0.02, 0.04, and 0.06 respectively) have been synthesized 

by the sol-gel method which has been discussed in Chapter 2. The crystallite structure, size, 

and lattice strain have been estimated by X-ray diffraction (XRD) with Rietveld refinement 

and high-resolution transmission electron microscopy (HRTEM). The XANES and EXAFS 

measurements have been carried out at the Energy-Scanning EXAFS beamline (BL-09) at the 

Indus-2 Synchrotron Source RRCAT, Indore, India. The details of the above beamlines have 

been described in Chapter-2. TEM and HRTEM measurements were done with Technai G2 S-

Twin (FEI, Netherlands). Fourier transmission infrared (FT-IR) spectra of the samples (as 

pellets in KBr) were recorded using FT-IR Spectrometer (Spectrum One, Perkin Elmer 

Instrument, USA) in the range of 4000–400 cm-1 with a resolution of 1 cm-1. Raman spectra 

were taken with a Reinshaw micro-Raman spectroscope using 514.5 nm Ar+ laser as 

excitation source in the range of 200–1250 cm-1. The powder samples are made into pellets 

for the Raman measurement. The optical absorption spectra were measured in the range of 

300–800 nm using UV-Vis spectrometer (Perkin Elmer Instrument, Lamda-25, USA). The 

photoluminescence (PL) spectra were taken by a Fluorescence Spectrometer (LS-45, Perkin 

Elmer, USA). Synchrotron based Extended X-ray Absorption Fine Structure (EXAFS) 

measurements of these samples have been carried out in transmission mode while 



99 

 

measurements at the dopant K-edges were carried out at the Scanning EXAFS Beamline (BL-

9) at the Indus-2 Synchrotron Source (2.5 GeV, 100 mA) at the Raja Ramanna Centre for 

Advanced Technology (RRCAT), Indore, India. The EXAFS spectra of the Cr doped ZnO 

NCs at Cr K-edge were recorded in the energy range of 5984-6635 eV.  

3.2.2 Results and discussions: 

X-ray Diffraction 

Fig. 3.15 shows the X-ray diffraction (XRD) patterns for Zn1-xCrxO (0≤x≤ 0.06) 

samples. The XRD patterns show that Cr-doping does not lead to the appearance of any extra 

peak or disappearance of any peak of the hexagonal wurtzite structure of pure ZnO, 

confirming that structure of the doped ZnO remains wurtzite and belongs to the space group 

P63mc. Rietveld analysis tells that the samples are single phase and no trace of other 

impurities has been found.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.15: Rietveld refinement profiles of X-ray diffraction data of the Zn1-xCrxO (0≤ x ≤ 
0.06) samples. The circle represents the observed data (Obs) while solid line through the 
circles is the calculated profile (Calc), vertical tics below curves represent allowed Bragg-
reflections for the wurtzite phase. The difference pattern of the observed data and calculated 
profile (Obs−Calc) is given below the vertical tics.  
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   Therefore, we believe that the maximum doping concentration (i.e. x = 0.06) is well 

below the maximum solid solubility of Cr ions in ZnO lattice. The secondary phase of 

ZnCr2O4 emerges at x = 0.08, which indicates that the doping limit of Cr in ZnO is below 

8%. The existence of secondary phase of ZnCr2O4 with 8% Cr doped ZnO has also reported 

in the literature [254]. 

        As we have discussed in the previous section here also we have studied the variation 

of lattice parameters, crystallite size and average strain present in samples by changing the Cr 

concentration in host ZnO nanocrystals, by the Rietveld refinement analysis of x-ray 

diffraction data. The lattice parameters (a and c) have been calculated from Rietveld 

refinement of the X-ray diffraction data and the volume of the unit cell for a hexagonal 

system has been calculated and is shown in fig. 3.16.  From fig. 3.16, it is seen that there is no 

appreciable change in the lattice parameters a,c and the volume of the unit cell (V) due to an 

increase in Cr-ion doping.  
The average crystallite size, D, of the samples is estimated using the Scherrer's 

equation [258,259]. The average crystallite size (D) decreases linearly with the increase of Cr 

doping concentration which can be attributed to the presence of Cr ion in ZnO lattice. The 

presence of Cr ion in ZnO lattice prevents the growth of the crystal grains and slows down the 

motion of grain boundaries. A better estimation of the crystallite size has been achieved from 

‘size-strain plot’ (SSP) [260] by using the following equation: 

                                                               (3) 

where  is the inter-planar spacing and  is the average strain produced in the lattice. ,  

and D are described as earlier, k is the Scherrer’s constant (= 0.9). 

 The plot of (dhklβCosθ/λ)2 vs. (dhkl
2βCosθ/ λ2) is shown in fig. 3.17. The crystallite 

size (D) has been estimated from the slope of the linear fit of the plot. Fig. 3.18 shows the 
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variation of crystallite size with the Cr-concentration (x) estimated from size-strain plot and 

from Scherrer’s equation. The average crystallite size decreases linearly with the increase in 

Cr-concentration. This may be due to the decrease in growth rate.  

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.16: Variation of lattice parameter (‘a’ and ‘c’) with Cr-concentration (x) calculated 
from Rietveld refinement. The inset plot shows the variation of the unit cell volume. 
 

         The value of lattice parameters (a and c), bond lengths and bond angles calculated 

from Rietveld refinement for different Cr-concentration are shown in Table 3.4. From fig. 

3.16, it is seen that there is no appreciable change in the lattice parameters a, c and volume of 

the unit cell (V) due to an increase in Cr-ion doping. However, a closer observation shows 

that the lattice parameter a decrease very slowly with Cr-concentration which can be 

explained on the basis of the difference in ionic radii of Zn and Cr. On the other hand, the 

lattice parameters c increases slowly with Cr-doping which can't be explained on the basis of 

the difference in ionic radii. Some other effect (for example lattice distortion) may be 

associated which will be studied further elsewhere. 
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Table-3.4: Values of lattice parameters, bond lengths and bond angles calculated following 
ref. 35 

Parameters Cr 0 Cr 0.5 Cr 1 Cr 1.5 Cr 2 Cr 4 Cr 6 
a (Å) 3.24564 3.24617 3.24618 3.24592 3.24610 3.24497 3.24617 
c (Å) 5.19985 5.2008 5.20127 5.20129 5.20127 5.19966 5.20178 
c/a 1.60210  1.60213 1.60227 1.60240 1.60231 1.60237 1.60243 

(Å) 1.97521 1.97558 1.97600 1.97554 1.97561 1.97494 1.97570 
(Å) 1.97526 1.97559 1.97565 1.97555 1.97562 1.97495 1.97571 
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Transmission Electron Microscopy: 

The morphology and the microstructure of the nanoparticles have been examined by 

transmission electron microscopy (TEM). A typical TEM image of several nanoparticles of 

the sample Cr1 (i.e. Zn0.99Cr0.01O) is presented in Fig. 3.19.  

Figure 3.17: dhklβCosθ/λ)2 vs. 
(dhkl2βCosθ/λ2) plot of the samples to 
estimate crystallite size(D) and average 
strain (ε). 

Figure 3.18: Variation of average 
crystallite size with Cr-concentration (x) 
estimated from size–strain plot and 
Scherrer's equation.  
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Figure 3.19: Low magnification TEM (a) SAED (b) and HRTEM (c,d), images of 
Zn0.99Cr0.01O nanocrystals. 

 

              As can be seen from fig. 3.19(a), nanoparticles tend to coalesce into aggregate which 

is a very common phenomenon in magnetic nanoparticles. Closer look of TEM images of 

different parts of the sample tells that most nanoparticles are more or less spherical in shape 

and smooth in surface. The TEM micrograph (fig. 3.19) shows that the obtained samples are 

indeed nano-grained and contain, therefore, very developed grain boundaries and free 

surfaces which should affect the physical properties as observed by Straumal et al.[222, 223]  

The average particle size obtained from TEM measurements matches well with the size 

estimated from the XRD study. High-resolution TEM (HRTEM) gives insight into the 

detailed atomic structure of the nanoparticles. Fig. 3.19(c and d) shows the HRTEM image of 

a single particle of the Cr1 sample. The HRTEM micrograph that the interplanar spacing (d-

value) of fringes is 0.264 nm which is in good agreement with the d-value of (002) plane (viz. 

0.259 nm) of wurtzite ZnO. Moreover, it should be pointed out here that the d-value of the 
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Cr-doped sample (e.g. Cr1) determined from TEM measurements also has been increased 

which corroborates the XRD analysis that the tensile strain has been induced due to Cr-

doping in the system. The pattern indicates that all the nanoparticles are single crystalline in 

nature and are free from major lattice defects. According to the results of XRD pattern and 

HRTEM images, we believe that the Cr-ions are well incorporated into the crystal lattice of 

ZnO. 

 

EXAFS measurements:  

 Fig. 3.20 represents the experimental EXAFS ( )(E versus E)  spectra of undoped 

and Cr doped ZnO samples measured at Zn K-edge. The Fourier transform EXAFS spectra or 

χ(R) versus R plots have been generated for all the samples from the µ(E) versus E spectra 

following the methodology described in Chapter-2. The theoretical Fourier transformed 

EXAFSspectra of ZnO has been generated assuming the model described by Kisi et. al. [224] 

and the data has been fitted upto 3.5 Å in R space. The best fit parameters have been shown 

in Table 3.5.  

The normalized experimental EXAFS (μ(E) versus E) spectra of undoped and Cr 

doped ZnO samples measured at Cr-K-edge which is shown in fig.  3.21. Fig. 3.22 represents 

the Fourier transformed EXAFSof Cr doped ZnO NCs at Zn-K-edge spectra along the best 

fit. The best fit results are given in Table 3.5. 
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Figure 3.22: The experimental χ (R) versus R plots and the theoretical fits of undoped and Cr 
-doped ZnO samples measured at Zn K-edge.   

 

 

Figure 3.20: Normalized 
experimental EXAFS (µ(E) vs E) for 
undoped and Cr doped 
ZnOnanocrystals at Zn K-edge. 

Figure 3.21: Normalized 
experimental EXAFS (µ(E) vs E) for 
undoped and Cr doped 
ZnOnanocrystals at Cr K-edge. 
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Table-3.5: Best fit results of the EXAFS measurements on Cr doped ZnO samples at Zn K 
dge: 

 

From Table 3.5 it has been observed that Zn-O bond length for the first coordination shell 

and Zn-Zn distance of the second coordination shell of the doped samples agree with that of 

the undoped ZnO. This indicates that Cr is replacing Zn+2 as Cr+3 since ionic radii of Zn+2 

(0.60 Å) and Cr+3 (0.61Å) are almost similar while that of Cr+2 is significantly higher [261]  

this will be subsequently supported by Cr K-edge EXAFS measurements as described below. 

It can also be seen from Table 3.5 that more and more oxygen vacancies are created in the 1st 

shell and Zn coordination of the 2nd shell is also found to decrease as Cr doping concentration 

in the samples increase. The decrease in oxygen coordination at Zn sites at higher Cr 

concentration might be due to the fact that Cr+3 preferably takes octahedral coordination 

instead of tetrahedral coordination of Zn+2 in ZnO, depleting the Zn sites of oxygen. This will 

be more evident from Cr K-edge XANES data discussed later.   

 Fig. 3.23(a)&(b) represents the Fourier transformed EXAFSspectra of Cr doped ZnO 

NCs at Cr K- edges along with the best fit.  To fit the experimental Fourier transformed 

EXAFSdata at the Cr K-edge two possibilities were explored (a) starting with basic wurtzite 

 
 

 Cr 0 Cr 0.5 Cr 1 Cr 1.5 Cr 2 Cr 4 Cr 6 

Zn-O CN 4.16 2.8 2.76 2.84 2.56 2.6 2.48 

 R(Å) 1.93 1.95 1.95 1.95 1.95 1.98 1.95 

 σ2  0.008 0.004 0.001 0.002 0.002 0.002 0.002 

Zn-Zn CN 11.8 11.04 10.86 11.52 11.76 11.05 10.82 

 R(Å) 3.22 3.23 3.22 3.23 3.22 3.21 3.23 

 σ2  0.008 0.008 0.009 0.008 0.009 0.009 0.009 

R-

factor 

 0.002 0.001 0.002 0.002 0.002 0.004 0.001 
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ZnO structure and replacing Zn by Cr as per the concentration and (b) by assuming Cr2O3 

structure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

           

 

                 

Similar approach has been followed earlier in case of  fitting of EXAFS data for Mn and Co 

doped ZnO nanocrystals [225, 262]. For the second case, structural parameters of Cr has been 

taken from ICSD database [263] and the data has been fitted assuming the first oxygen shell 

(Cr-O) at 1.97Å with coordination number (CN) of 5, second Cr shell (Cr-Cr) at 2.58Å 

having CN of 2 and third Cr shell (Cr-Cr) at 2.88 Å with coordination 2. The best fit 

parameters have been shown in Tables 3.6 and 3.7.  

Figure 3.23(a). The experimental χ(R) 
versus R plots and the theoretical fits of 
Cr doped ZnO samples measured at Cr K-
edge where the fitting is done assuming 
ZnO structure with Cr at Zn sites.  

Figure 3.23(b). The experimental χ(R) 
versus R plots and the theoretical fits of 
Cr doped ZnO samples measured at Cr K-
edge where fitting has been done 
assuming Cr2O3 structure. 
.  
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Table 3.6: Fit parameters by assuming wurtzite ZnO structure with Cr at Zn sites. 
(Typical uncertainity for CN ±10%; R  ±0.02Å ; σ2 ±0.001Å2). 

  Cr 1 Cr 2 Cr 4 Cr 6 

Cr-O CN 2.96 5.2 3.24 3.69 

 R(Å) 1.96 1.96 1.96 1.96 

 σ2  0.005 0.003 0.001 0.002 

Cr-Zn CN 1.54 8.1 6.7 5.04 

 R(Å) 2.94 2.96 2.9 2.95 

 σ2  0.001 0.005 0.005 0.005 

R-factor  0.003 0.002 0.003 0.003 

Table-3.7: Fit parameters by assuming Cr2O3 structure. 
(Typical uncertainity for CN ±10%; R  ±0.02Å ; σ2 ±0.001Å2). 

  Cr 1 Cr 2 Cr 4 Cr 6 

Cr-O CN 5.64 6.48  6.48 6.06 

 R(Å) 2.01 2.00 2.03 2.02 

 σ2  0.018 0.005 0.017 0.014 
Cr-Cr/Zn CN 1.81 1.99 1.96 1.90 

 R(Å) 2.51 2.46 2.51 2.52 
 σ2  0.008 0.004 0.001 0.005 

Cr-Cr/Zn CN 4.16 4.12 4.06 4.0 

 R(Å) 2.94 3.01 3.01 3.00 

 σ2  0.02 0.001 0.007 0.009 

R-factor  0.006 0.002 0.002 0.008 

 

          It can be seen from Table 3.6 that the Zn-Cr distance and coordination numbers 

obtained by fitting are much lower than that expected for ZnO structure. However, the 

parameters obtained by the later approach viz., assuming Cr2O3 structure yields more 

reasonable results as shown in Table 3.7 and it supports our earlier conclusion from Zn K 

edge EXAFS data that Cr is going to the lattice as Cr+3.  
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Fig.3.24 shows the XANES spectra of the samples measured at Cr K-edge which 

manifests that the Cr K-edge positions in the samples match with that of Cr2O3 standard 

showing presence of Cr+3 in the samples. This clearly rules out the presence of any metallic 

Cr phase in the samples ensuring proper doping of Cr in ZnO lattice. Furthermore, the Cr K-

edge XANES spectra are found to be characterized by the presence of a pre-edge peak at 

8041 eV, which is a characteristic of tetrahedral coordination of ZnO lattice. However, it is 

found that the intensity of the pre-edge peak decreases as Cr concentration in the samples 

increases. Since pre-edge peaks do not exist in case of pure octahedral coordination, the 

above observation suggests that Cr is preferentially having octahedral coordination over 

tetrahedral coordination as Cr concentration increases in the samples. This leads to creation 

of oxygen vacancies at Zn sites which has also been found from Zn K-edge EXAFS 

measurements. A similar observation on increase in tetrahedral coordination at Cr sites has 

also been made by FTIR measurement described later. 

 

 

 

 

 

 

 

 

 

 

Figure 3.24: XANES spectrum of Cr-doped ZnO nanocrystals measured at Cr K-edge. 
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Raman Spectroscopy 

As has been mentioned earlier, Raman spectroscopy is one of the very sensitive and 

important techniques to detect local structural changes due to incorporation of TM- ions into 

the ZnO host lattice [264]. Wurtzite ZnO (number of atoms per unit cell is 4) belongs to the 

C4
6v symmetry group having total number of 12 phonon modes namely, one longitudinal-

acoustic (LA), two transverse-acoustic (TA), three longitudinal-optical (LO), and four 

transverse-optical (TO) branches. At the Γ point of the Brillouin zone, optical phonons have 

the irreducible representation [265] as: Γopt =A1+2B1+E1+2E2, where both A1 and E1 modes 

are polar and can be split into transverse optical (TO) and longitudinal optical (LO) phonons, 

with all being the Raman and infrared active. Non-polar E2 modes are Raman active, while 

B1 modes are Raman inactive. For the lattice vibrations with A1 and E1 symmetries, the atoms 

move parallel and perpendicular to the c-axis, respectively. The vibration of heavy Zn 

sublattice gives rise to the low-frequency E2 mode while that of oxygen sublattice gives rise 

to high-frequency E2 mode [266]. Modes E1 (TO) and A1 (TO) reflect the strength of the polar 

lattice bonds [267]. According to the selection rule, generally E2 and A1 (LO) modes can only 

be observed in the unpolarized Raman spectra of bulk ZnO under backscattering geometry. 

However, when the crystal is reduced to nanometer size, the selection rule with k=0 for the 

first-order Raman scattering is relaxed and phonon scattering is not being limited to the center 

of Brillouin zone [265]. In these cases, the phonon dispersion around the zone center should 

also be considered. Therefore, not only the first-order vibration modes should appear with 

shift and broadening but also some vibration modes will exist in the symmetry-forbidden 

geometries. As a result, the wurtzite ZnO nanoparticles have six Raman-active phonon modes 

at 101cm-1 (E2 low), 381 cm-1 (A1 TO), 407 cm-1 (E1 TO), 437 cm-1 (E2 high viz. E2H), 574 

cm-1 (A1 LO), and 583 cm-1 (E1 LO) respectively [268,269]. Fig. 3.25 represents the room-

temperature Raman spectra of Zn1-xCrxO (0≤x ≤0.06) nanocrystals. It shows that all the 



111 

 

prominent peaks of ZnO are also observed in Cr-doped nanocrystals, but as Cr- content 

increases, some of the Raman modes become relatively less intense without appreciable shift 

in frequencies. These observations reveal that the local symmetry in the nanocrystals is 

different from that of undoped sample (i.e. ZnO), but the crystal structure remains the same. 

The sharpest and strongest peak at about 434 cm-1 can be attributed to the nonpolar high-

frequency optical phonon branch of E2 mode (E2H), which involves the motion of oxygen and 

is the characteristic of wurtzite structure. With increasing Cr-concentration pronounced 

weakening in peak height of this nonpolar E2H mode for the Cr-doped ZnO samples, as 

compared to undoped ZnO, has been observed without any appreciable shifting and 

broadening in frequency of this mode. This result can be attributed to the fact that Cr2+ 

substitution induces the microscopic structural disorder in the periodic zinc atomic sub-lattice 

and reduces the translational symmetry giving rise to local distortions in the lattice. This local 

distortion and disorder disrupt the long-range ordering in ZnO and weakens the electric field 

associated with a mode [270]. Close observation shows two very weak peaks at 408 cm−1 [E1 

(TO) mode] and 585 cm−1 [E1 (LO) mode] in pure ZnO only. The peak at about 329 cm−1 and 

a broad shoulder centered at about 658 cm−1 for ZnO seemed to have originated from a two-

phonon process [271].  The peak at about 329 cm-1 can be attributed to single crystalline 

nature of ZnO [267, 268] and assigned as a difference mode between the E2 high and E2 low 

frequencies [272, 273]. viz. (E2H–E2L). This mode is not affected much for doped samples. 

The peak height and frequency of this peak remains unaffected with Cr-doping concentration 

(Fig. 3.25). This suggests that the single crystalline nature of the nanoparticles remains 

unaffected due to Cr-doping and it corroborates with the TEM results. Comparing Fig. 3.25, 

it has also been observed that as Cr-concentration increases, the shoulder centered at about 

658 cm−1 (2nd order mode for ZnO) gradually becomes a peak at around 685 cm-1 due to 

increase in its intensity without any shift in the peak position. The mode at 658 cm−1 in pure 
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ZnO nanostructure can be ascribed to the multi-phonon processes [2(E2H-E2L)] [274, 275]. 

For Cr- doped ZnO samples, this peak (at 658 cm−1 in pure ZnO) is shifted to 682 cm−1 with 

increase in Cr- concentration. The other 2nd order mode at around 1142 cm-1 for ZnO remains 

unshifted with increasing Cr-concentration. It should be noted here that we have assigned the 

modes as 2nd order whose frequency is close to the double of any one 1st order mode. Further 

work should be carried to confirm the 2nd order modes. The weak mode A1 (TO) at 378 cm-1 

for ZnO remains unchanged in Cr-doped samples. Besides the first-order and second-order 

phonon modes of ZnO, two additional new modes mainly NM1 and NM2 centered at about 

475 cm1 and 525 cm-1 have been observed for samples x ≥ 2 (fig. 3.25) which do not appear 

in Raman spectrum of samples with lower Cr concentration. These modes do not have any 

appreciable shift in frequency with Cr-concentration. Ye et. al. [276] considered two possible 

mechanisms to ascribe the origin of this anomalous mode: disorder-activated Raman 

scattering (DARS) and local vibrational modes (LVMs). It was said that the DARS be 

induced by the breakdown of the translation symmetry of the lattice caused by defects or 

impurities due to the nature of the dopant or due to the growth conditions. Therefore, it can 

be presumed that NM1 and NM2 in our samples could arise due to either or both of these two 

mechanisms. The mode at 547 cm-1 can be assigned to the quasi-longitudinal-optical (LO) 

phonon mode [265], due to the shallow donor defects, such as zinc interstitials and/or oxygen 

vacancies, bound on the tetrahedral Cr- sites. Ahmed et al. [277] described this mode as 2B1 

low which contributes to local vibrations of Cr ions in ZnO lattice. In Zn1−xCrxO 

nanocrystals, host Zn ions are partially substituted by Cr ions, which introduces lattice 

defects and disorder in host ZnO crystals disturbing the long range ionic ordering in ZnO.   
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Figure 3.25: Room-temperature Raman spectra of Zn1-xCrxO (0≤x≤0.06) respectively.  

 
 

Fourier transforms infrared spectroscopy: 
 

Since Fourier transform infrared spectroscopy (FTIR) gives information about 

functional groups present in a compound, the molecular geometry and inter- or intra-

molecular interactions, we have employed FTIR to study the vibrational bands of the Zn1-

xCrxO samples at room temperature. Normally, the band frequencies within 1000 cm−1 could 

be attributed to the bonds between inorganic elements. Fig. 3.26 shows the FTIR spectra of 

Zn1−xCrxO samples. The most prominent band at around 480 cm−1 and the negligibly weak 

band at around 660 cm−1 are assigned to stretching vibration of Zn–O bonds [278], in the 

ochedral and tetrahedral co-ordinations respectively [279]. This observation suggests that the 

tetrahedral co-ordinations is much stronger than the octahedral co-ordinations in this system 

which also confirms wurtzite structure formation of the samples [280,281]. It should be 

pointed out here that the negligibly weak band at around 660 cm−1 (octahedral co-ordinations) 
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gradually becomes stronger due to Cr-doping (Cr > 2%) which suggests that Cr-ions enter 

also in the octahedron. The peak around ∼2345 cm−1 is due to CO2 molecules present in the 

acetate and in air. The peaks around 2925 cm−1 are due to C–H bond stretching. It should be 

pointed out here that presence of such band has not been considered as the contamination of 

the nanoparticles [281,282] rather it suggests the presence of absorbed species on the surface 

(surface modification) of nanocrystals. The broad absorption peak at ~3465 cm−1 is attributed 

to –OH group of H2O, indicating the existence of water absorbed on the surface of 

nanocrystalline powders. Due to the rich surface hydroxyl groups, these Cr-doped ZnO 

colloids can be easily dispersed into many polar and nonpolar solvents (e.g., water, alcohol, 

CHCl3, etc.), and the dispersions show good stability. In addition, the surface hydroxyl can 

provide functional groups to react with functional organic molecules with optical or electrical 

properties (e.g., dyes, cluster compounds), which may generate novel organic-inorganic 

hybrids [281, 282]. 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.26: FTIR spectra of Zn1-xCrxO (0≤ x ≤ 0.06) samples showing different modes. 
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UV-Visible spectroscopy: 

The UV–visible spectra of the samples, obtained by dispersing ZnO nanoparticles in 

distilled water and using distilled water as the reference are shown in Fig. 3.27. An 

absorption peak centered at around 374 nm is observed and the band bap is estimated from 

this peak (inset of Fig.3.27). UV-Vis measurements show a blue shift (increase) in the optical 

band gap up to Zn0.98Cr0.02O, while the band gap decreases with increasing Cr-ion 

concentration for the higher Cr-doping. Since the particle sizes of the present samples are 

much larger than the sizes for which quantum confinement effect is important, the observed 

shift cannot be assigned to the size effect. Increase of the band gap can be interpreted mainly 

with the 4s–3d and 2p–3d exchange interactions in which the decrease of Zn 3d electron 

density and the increase of Cr 3d electron density below the valence band leads to higher 

binding energy of the valence band-maximum giving rise to the larger band gap [282]. This 

blue shift behaviour or broadening in the band gap for Cr-doped samples may also be due to 

the Burstein-Moss band filling effect [283,284]. ZnO is an n-type material. When ZnO is 

doped with Cr-ions, the Fermi level will shift inside the conduction band (by ξn) [284]. Since 

the states below ξn in the conduction band are filled, due to Cr-doping the absorption edge 

shifts to the higher energy giving the blue shift or widening the band gap [285]. The red shift 

of the band gap observed for higher Cr doping can be interpreted to be due to the sp–d 

exchange interactions between the band electrons (in conduction and valence bands) of ZnO 

and the localized d electrons of the Cr-ions [286]. The s–d and p–d exchange interactions lead 

to a negative and a positive correction to the conduction-band and the valence-band edges 

respectively, resulting in a band gap narrowing [287]. 
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Figure 3.27: Absorption spectra of Zn1-xCrxO samples. Inset shows variation of the 
optical band gap (Eg) with the Cr-concentration (x). 

 

 
Photoluminescence spectroscopy:  

 
 The room temperature PL spectra of Cr-doped ZnO nanocrystalline samples measured 

by exciting at 320 nm are shown in Fig. 3.28. From the figure it is clear that the PL peaks are 

broad possibly because of the presence of several recombination sites and defects. The 

asymmetric nature of the PL spectra is ascribed to the presence of other inherent emission 

peaks due to distributed defect states on the surface and in the interior of a given 

nanostructured system. In these asymmetrically broadened PL spectra, the defect-related 

emissions dominate the band-edge emission of ZnO and hence the band-edge emission (~380 

nm) is only weakly resolved. The PL spectra (Fig. 3.28) show six peaks occurring around 380 

nm, 410 nm, 434 nm, 464 nm, 485 nm and 525nm. The first peak is in the ultraviolet (UV) 

region, while other five peaks correspond to violet, violet-blue, blue, blue-green, and green 
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respectively are in visible region. The peak in the UV region has been assigned to the near 

band edge excitonic emission (NBE) because the energy corresponding to this peak is almost 

equal to the band gap energy of ZnO [288] (estimated by UV-Vis measurements). This UV 

emission (NBE) peak (at 380 nm) originates from the radiative recombination of free 

excitons through an exciton–exciton collision process [289]. The energy interval between the 

bottom of the conduction band and the zinc vacancy (VZn) level (~3.06 eV) tells that the 

violet emission around 410 nm may be related to zinc vacancies. The energy interval between 

interstitial Zn level (Zni) and the valence band is consistent with the energy (~ 2.9 eV) of the 

violet-blue emission at 434 nm observed in our experiment. Shi et. al. have stated that the 

violet-blue (423nm) emission might be possibly due to radiative defects related to traps 

existing at grain boundaries. This emission comes from the radiative transition between this 

level and the valance band [290]. The weak blue emission around 464 nm may be attributed 

to the defect related positively charged Zn vacancies [291]. Two new emission bands viz. a 

blue-green band (~485 nm) and a green band (~525 nm) have been evolved due to Cr-doping 

which are absent in pure ZnO. The blue-green band emission (~485 nm) is possibly due to 

surface defects [292]. This green band (~525 nm) emission is attributed to the oxygen 

vacancies (Vo) which results from the recombination of electrons with photo-generated holes 

trapped in singly ionized oxygen vacancies [293]. Due to the enhancement in the density of 

singly ionized oxygen vacancies (Vo) with increasing Cr-doping, the density of surface 

dangling bonds increases. This increase of dangling bonds increases the probability of visible 

emission, whereas decreases the probability of UV emission. This seems to be the main cause 

behind the enhanced green emission with increasing Cr-doping. 
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Figure 3.28: Room temperature PL spectra of the Zn1-xCrxO (0≤ x ≤ 0.06) samples. 

 

Thus in summary XRD, HRTEM and Raman measurements show clear signature of changes 

in ZnO lattice upon Cr doping though the overall wurtzite structure remains unaffected. 

XANES measurements show that Cr is present in the samples in Cr3+ oxidation state while 

pre-edge peaks in XANES spectra and FTIR results show that local structure around Cr is 

increasingly becoming octahedral with increase in Cr doping concentration. EXAFS and PL 

measurements show that Cr incorporation in ZnO lattice is accompanied by creation of more 

and more oxygen vacancies. 
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Chapter 4 
 

(Co,Cu)  co-doped ZnO NCs 
 

4.1.  Introduction:  

     As we have discussed in Chapters 1 & 3 after theoretical prediction of room 

temperature ferromagnetism by Dietl et al. [53], extensive studies have been made on 

transition metal (TM) ion doped ZnO both in nanocrystalline and thin film form.  It has also 

been theoretically predicted that co-doping of group-I elements alongwith TM ions in ZnO 

stabilizes its ferromagnetic ordering and increases the Curie temperature due to an increase in 

carrier concentration [82,83]. The current study primarily deals with examining local 

structure around the host and dopant atoms in Co doped and (Co,Cu) co-doped ZnO 

nanocrystals (NC) by Synchrotron based Extended X-ray Absorption Fine Structure 

(EXAFS) technique to explain the observed difference in magnetic properties of the samples. 

The NCs have also been characterized by other complementary techniques viz., X-ray 

diffraction, FTIR, Raman and EPR spectroscopy and their behavior has been predicted by 

density functional theory (DFT) based electronic structure calculations. 

     

4.2. Experimental details: 

Pure, Co doped ZnO and (Co, Cu) co-doped ZnO nanocrystals capped with Poly vinyl 

pyrolidone (PVP) were synthesized by wet chemical route at room temperature [294, 295] as 

described in Chapter 2.  For synthesis of pure ZnO, pre-calculated amount of zinc acetate 

[Zn(CH3COO)2] was dissolved in distilled isopropyl alcohol (IPA) completely under 

vigorous stirring. Subsequently, to this solution, PVP dissolved in IPA was added and the 
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reaction solution was stirred till the mixture became clear. Finally to this solution, NaOH 

dissolved in distilled IPA was added drop wise to get neutral pH value and the reaction is 

allowed to proceed for one hour under vigorous stirring. The nanocrystals were obtained in 

powder form by rotavapourization at 100C followed by centrifugation and washing with 

distilled water 2 times and with IPA 1 time. In order to dope the nanocrystals with Co and/or 

Cu appropriate amount of cobalt (II) acetate tetrahydrate [Co(CH3COO)2.4H2O] and/or 

copper(II) acetate  [Cu(CH3COO)2] was added with zinc acetate. All other reaction 

parameters were kept same for the synthesis of doped and co-doped ZnO nanocrystals. 

The structural analysis was carried out using a Bruker AXS D8 advance powder X-

ray diffractometer with a Cu−Kα radiation source (λ=1.5402 Å). The samples were 

functionally characterized by Fourier transform infrared (FTIR) spectroscopy using 

NICOLET 6700 FT-IR spectrometer at room temperature in the range of 4000−400 cm−1. 

Optical absorption spectra have been recorded on Perkin Elmer (Lambda 950) UV-Vis 

spectrometer at room temperature for band gap measurements and other absorption studies. 

Electron paramagnetic resonance (EPR) measurements were carried out at 77 K (liquid 

nitrogen temperature) on JES - FA200 ESR Spectrometer of JEOL, Japan operating at X 

band (9.154 GHz). Magnetic measurements as a function of temperature and magnetic field 

were carried out using a commercial 7-Tesla SQUID-vibrating sample magnetometer 

(SVSM; Quantum Design Inc., USA).  

Extended X-ray Fine Structure (EXAFS) measurements on these samples have been 

carried out at the Scanning EXAFS Beamline (BL-9) at the Indus-2 Synchrotron Source (2.5 

GeV, 100 mA) at the Raja Ramanna Centre for Advanced Technology (RRCAT), Indore, 

India which has been described in Chapter-2. The EXAFS spectra of the samples at Cu K-

edge were recorded in the energy range of 5650-6170 eV and at Co K-edge the measurements 

have been carried out in the range of 7400-8600 eV. 
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4.3. Results and discussion: 

4.3.1 X-ray diffraction: 

Figures 4.1(a) and (b) show the X-ray diffraction patterns for pure ZnO, ZnO doped 

with Co and ZnO co-doped with Co and Cu. X-ray diffraction patterns of the NCs have been 

analyzed with the help of FullProf program using Rietveld refinement technique [296]. In the 

above figures, the experimental data are shown with open circle (red), and calculated 

intensities are shown as solid line (black) while the dotted line represents the difference 

between the measured and calculated intensities. The allowed Bragg positions for this crystal 

structure of space group P63mc are marked as vertical lines, these are expected peaks for 

wurtzite phase. The fitting quality of the experimental data is good, as Rietveld refinement R-

factor RP, RB, RF and χ2 has been reduced to minimum value in the range of 3.37-0.83, 2.60-

0.59, 1.71-0.36 and 1.28-0.23 respectively [297].  

 

 
 

 

 

 

 

 

 

 

 Figure 4.1: X-ray diffraction pattern with Rietveld refinement of (a) Co doped ZnO NCs (i) as-
prepared ZnO, (ii) doped with 1% Co, (iii) doped with 2% Co (iv) doped with 3% Co and (v) 
doped with 5% Co. (b) (Co,Cu) co-doped ZnO NCs (i) as-prepared ZnO, (ii) co-doped with 
(1%Co, 1%Cu), (iii) co-doped with (1.5% Co, 1.5% Cu) and (iv) co-doped with (2.5% Co, 2.5% 
Cu). 
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XRD profile refinement provides convincing proof that NCs are of single phase. The 

hexagonal a and c cell parameter and cell volume of undoped, doped and co-doped ZnO are 

given in Table 4.1. It can be seen that the change in cell parameters and cell volume are not 

significant due to Co and Co:Cu doping in ZnO NCs, except for the 5.0% Co doped in ZnO 

sample where the lattice is significantly distorted. This is possibly due to the fact that the 

differences in radii between Co2+ in tetrahedral co-ordination (0.58 Å) and Zn2+ in tetrahedral 

co-ordination (0.60 Å) are very small [298].  

The line broadening of the X-ray diffraction peaks may be due to the size and micro-

strain of NCs. The average particle size and average micro-strain determined from 

broadening of diffraction peaks using Scherrer’s formula, [299,300] have been shown in 

Table 4.2. The average crystallite size of pure ZnO NCs is calculated as 5.02 (±0.21) nm, and 

it in general is found to decrease with the increase in Co and/or Cu concentration. The 

reduction in size is due to the doping of foreign impurities (Co and/or Cu) in ZnO which 

affects nucleation and growth [301].  

It should be noted here that small portions of the XRD patterns around 2θ ∼34° in 

Figs. 4.1(a) and (b), could not be fitted properly, particularly for the as-prepared ZnO NCs. 

This is possibly due to the fact that structures of the nanocrystals are not exactly bulk-like. 

Similar observations have also been made by Ganguly et.al. [302] during Rietveld fitting of 

the XRD pattern of their ZnO nanoparticles synthesized by chemical route, which they have 

attributed to be due to irregular structures of the nanocrystals or variation in crystallite size. 

However, the overall fit for the as-deposited samples presented here are reasonably good with 

low χ2 values. It should also be noted here that these small disagreement in the fitting does 

not affect the overall conclusions derived from the XRD measurements. Moreover, we have 

excluded these particular peaks during estimated of average size and other parameters of the 

NCs. 
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   Table 4.1: Rietveld refined XRD cell parameters of NCs. 

 

 

 

 

 

 

 

 

Table 4.2: Particle size and micro-strains obtained from Rietveld refined XRD of the NCs.  

Sample Particle Size 
 

Micro-strain 

(*10-3) 
Co conc. in ZnO (%) (nm) (lines-2 /m4) 

0.0 5.02±0.21 6.917±0.35 
1.0 3.92±0.21 8.856±0.45 
2.0 3.69±0.53 9.611±1.35 
3.0 6.08±0.05 5.700±0.06 
5.0 3.44±0.13 10.078±0.32 

(Co, Cu) conc. in ZnO 
(%)   

1.0, 1.0 4.26±0.20 8.147±0.37 
1.5, 1.5 4.09±0.46 8.584±0.70 
2.5, 2.5 3.65±0.11 9.503±0.28 

 

 

4.3.2  Transmission Electron Microscopy:  

To determine the size, shape and crystal structure of NCs, transmission electron 

microscope (TEM) imaging and electron diffraction were carried out. Figures 4.2(a) and 

4.2(d) show the TEM images of 2.5% Co doped and (2.5% Co, 2.5% Cu) co-doped ZnO NCs 

respectively, which reveal the spherical shape of the NCs. The average size of NCs 

Sample Cell parameter Cell volume 

Co conc. in ZnO (%) a (Å) c (Å) V (Å3) 
0 3.2464 5.1961 47.4245 
1 3.2485 5.1962 47.4888 
2 3.2472 5.2015 47.4981 
3 3.2486 5.1974 47.5015 
5 3.2391 5.2068 47.3097 

(Co, Cu) conc. in ZnO (%)    
1.0,1.0 3.2438 5.1914 47.3069 
1.5,1.5 3.2460 5.2055 47.4983 
2.5,2.5 3.2439 5.1989 47.3796 
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(histograms shown in figures 4.2(b) and (e)) found to be 6.0 ± 0.2 nm for 2.5% Co doped and 

4.3 ± 0.03 nm for (Co,Co) co-doped ZnO NCs which are slightly more than that estimated 

from XRD measurements and shown in Table 4.2. This may be due to the fact that TEM also 

images organic capping layer at the surface of the NCs. The electron diffraction patterns 

(figure 4.2(c) and figure 4.2(f)) exhibit diffraction rings corresponding to (1 0 0), (0 0 2) and 

(1 0 1) lattice planes of wurtzite phase of ZnO. Values of inter-planar distance (d) deduced 

from electron diffraction and XRD measurements are almost the same and are within the 

experimental uncertainty. It has been observed that compared to bulk lattice spacing, the 

2.5% Co doped ZnO NCs lattice has contracted by ~ 0.58 % and 2.5% (Co:Cu) co-doped 

ZnO NCs by ~ 0.17 % for (0 0 2) plane. 

 

4.3.3 FTIR Spectroscopy: 

 FTIR spectra of undoped, Co doped and (Co,Cu) co-doped ZnO NCs are shown in 

Figs. 4.3(a) and (b). All the samples exhibit absorption bands at 3443, 2350, 2100, 1653, 

1507, 1395, 1043, 830, 688, 492 cm-1. The peak found at around ~ 3443 cm-1 is assigned to 

the –OH mode while the peak at 2350 cm-1 is due to the existence of CO2 molecules in air. 

The peak around ~ 1043 cm-1 is due to asymmetric stretching of resonance interaction 

between vibration modes of oxide ions in NCs [301]. Also, peaks at 525, 576 and 446 cm-1 

are attributed to ZnO stretching in ZnO lattice [301, 303]. Other peaks are also found in the 

FTIR spectrum of bare capping agent (PVP) (data is not shown here) and hence they can be  

attributed to modes related to capping agent. FTIR results thus only show the expected bands 

for characteristic of ZnO lattice with no extra peak found in the spectra of the doped samples, 

indicating that Co and Cu are occupying the Zn positions of the host lattice which is in 

agreement with the XRD results.  
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Figure 4.2: (a) TEM micrograph, (b) histograms and (c) diffraction pattern of 2.5% Co 
doped ZnO NCs, (d) TEM micrograph, (e) histograms and (f) diffraction pattern of (2.5% Co, 
2.5%  Cu) co-doped ZnO NCs.  
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Figure 4.3: FTIR spectra of (a) Co doped ZnO NCs and (b) (Co,Cu) co-doped ZnO NCs. 

 

4.3.4 Raman Spectroscopy: 

The room temperature Raman spectra of pure, Co doped and (Co,Cu) co-doped ZnO 

NCs in the range of 200−800 cm−1 are shown in figure 4.4. Usually, the zone centre Raman 

active optical phonons of ZnO are predicted by group theory analysis to be Г = A1 + E1 + 

2E2 (Raman active) [304]. Out of these, A1 and E1 modes are polar and split into transverse 

optical (TO) and longitudinal optical (LO) phonons [304] and so six active phonon modes 

can be seen in case of ZnO [248, 305]. Among the above, in the present case five distinct 

features respectively at ~330, ~413, ~437, ~530 and ~575 cm-1 are observed for undoped ZnO 

nanocrystals in the available range of wavelength. The peak at ~437 cm-1 is assigned 

[301,306-308] to high frequency branch of E2 (i.e., E2H: non-polar E2 optical phonon) mode 
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and is a characteristic peak for ZnO in wurtzite structure [309], which agrees with XRD 

results. However, due to the nanocrytstalline nature of the samples, the E2H mode is broad 

and weak, which is similar to the phenomena found in amorphous ZnO [304]. Peak at ~413 

cm-1 is attributed to E1(TO) mode [306] of ZnO and this peak is also weak and gets merged 

into the E2H peak. Peak around 330 cm-1 is assigned to E2M mode [310] (second-order Raman 

processes involving acoustic phonons) which is a signature of a good quality of crystal 

synthesized [311]. The peak at ~575 cm-1 is assigned to E1 (LO) peak[304]. 

Raman peak about ~530-540 cm-1 which is significant for only (Co,Cu) co-doped and 

5% Co doped NCs is attributed to quasi-longitudinal-optical (LO) phonon mode related to 

dopants bound with the donor defect[301,311-313]. These donor defects are doubly occupied 

oxygen vacancies, and zinc interstitials [301, 313]. For (Co,Cu) co-doped ZnO NCs, the peak 

is prominent as compared to others. So, it can be confirmed that, defect density increases for 

co-doped ZnO NCs. Raman peak around ~675 cm-1 which is also observed for only Co doped 

samples and becomes prominent with increase in Co concentration can be assigned to local 

vibration mode of Co that is bound with the donor defects [310] which confirms that, 

substitution of Co2+ ions creates new lattice defects or initiates the intrinsic host lattice 

defects ]. It should also be noted that the E2H band at 437 cm-1 in case of doped and co-doped 

ZnO NCs shifts towards lower wave number as Co and/or Cu concentration increases. This 

shift in position is also accompanied by lowering of intensity and broadening of the peaks 

which indicates localized distortion in ZnO lattice due to the incorporation of the dopants 

[310]. Further, no additional Raman modes due to either cobalt and/or copper oxides are 

observed for doped and/or co-doped ZnO nanocrystals revealing the absence of any impurity 

phase [301]. 
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Figure 4.4: Raman spectra of Co doped, Cu doped and (Co,Cu) co-doped ZnO NCs. 

 

4.3.5 Optical Absorption studies: 

Figs. 4.5 (a) and (b) show optical absorption spectra of synthesized undoped ZnO, Co 

doped and (Co,Cu) co-doped NCs. The excitonic feature for undoped ZnO NCs is observed at 

~350 nm (i.e. Eg = 3.54 eV) which is clearly blue-shifted compared to ZnO bulk band gap of 

~ 3.37 eV. The Co doped and (Co, Cu) co-doped ZnO NCs reveal a subtle but consistent blue 

shift of approximately 15 nm and 14 nm respectively.  

Optical absorption spectra show additional features at 568, 611, and 653 nm in both 

Co doped and (Co, Cu) co-doped ZnO nanocrystals with no discernible change in the two 

cases. The intensity of these features slightly increases with increase in dopant concentration. 

These sub-forbidden gap features are the ligand field d-d transitions of Co2+ in tetrahedral 

environment and are ascribed as 4A2 (F) → 2A1 (G), 4A2 (F) → 4T1 (P), and 4A2 (F) → 2E (G) 

ligand field transitions [303]. The appearance of these transitions also implies a high spin 
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state of Co2+ (d7). These ligand field transitions do not reveal appreciable change with an 

increase in doping level. The substitutional incorporation of Co2+ ions indicated by XRD and 

FTIR is corroborated by the optical absorption measurements also. Co d-d transition peaks at 

611 nm and 653 nm in Co doped ZnO NCs are found to be slightly shifted to 612 nm and 655 

nm respectively in (Co,Cu) co-doped ZnO NCs. 

 

4.3.6 EPR Spectroscopy: 

  Undoped ZnO NCs did not show any EPR signal indicating the absence of significant 

extent of oxygen vacancies or any transition metal impurity. Figs. 4.6 (a) and (b) show EPR 

spectra of ZnO NCs co-doped with (Co,Cu) ions with different concentrations which exhibit 

well-resolved hyperfine splitting, characteristic of isolated Co2+ and Cu2+ ions [314,315]. The 

g-values (Lande g-factor) of the various peaks are also indicated in the figures. It has also 

been observed that for (Co, Cu) co-doped NCs g-values do not change as concentrations of 

Co and Cu increase from 1% to 2.5%. This suggests that interactions among the dopant ions 

are rather weak manifesting the fact that they are randomly distributed in the ZnO matrix 

without clustering. The EPR result thus show that Co2+ and Cu2+ ions are in a tetrahedral 

coordination in the ZnO matrix [316] and no secondary or impurity phase is observed in 

(Cu,Co) co-doped ZnO NCs corroborating the results of XRD and FTIR measurements 

described above.  

  Thus the above complementary measurements show that the dopants are uniformly 

distributed in the ZnO lattice without formation of any secondary phase and thus the 

magnetic properties of the co-doped ZnO system should be governed by this fact.  
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Figure 4.5: Optical absorption spectra of (a) Co doped ZnO NCs and (b) (Co,Cu) co-doped 
NCs. 
 

 

ZnO NCs. 

 

 

 

 

 

 

 

 

                                 Figure 4.6: EPR spectra of (Co,Cu) co-doped ZnO NCs. 
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Figure 4.7: Plot of formation energy vs. the on-site Coulomb interaction (U) for both Co 
doped and (Co, Cu) co-doped ZnO systems  
 

4.3.7 Theoretical calculations: 

 In order to understand the above experimental observations of the (Co, Cu) co-doped 

ZnO sample, we have also carried out density functional theory (DFT) [198, 199] based 

electronic structure calculations for Co and Cu doped ZnO. For this purpose, we have used 

Vienna ab-initio simulation package (VASP) within the framework of the projector 

augmented wave (PAW) method [200, 201]. For exchange–correlation (XC) functional, we 

employ generalized gradient approximation (GGA) given by Perdew–Burke–Ernzerhof 

(PBE) [202] as mentioned in Chapter 2.   

        ln this case, we choose a (2x2x2) super cell of bulk ZnO containing 16 Zn and 16 O 

atoms and subsequently two Zn atoms in the super cell are substituted by Co and Cu atoms. 

Two distinctly different systems have been considered, namely (i) two Co atoms substituted 



132 

 

in the supercell of ZnO (Co2Zn14O16) and (ii) one Co and one Cu atom substituted in the 

supercell of ZnO (Cu1Co1Zn14O16). These correspond to 12.5 % of Co doping in (i) and 6.25 

% of Co and 6.25% of Cu dopings in (ii) respectively. In Fig. 4.7, we have probed two 

relative distances between the substituent atoms ((i) “Near” to and (ii) “Far” from each other 

and two different magnetic configurations (i) Ferromagnetic (FM) and (ii) Anti-ferromagnetic 

(AFM). The results of the calculation of formation energy show that both the Co-doped ZnO 

(Co2Zn14O16) and (Cu, Co) co-doped ZnO (Cu1Co1Zn14O16) are energetically stable systems. 

Furthermore, we observe that when two Zn atoms out of 16 Zn atoms in the ZnO supercell is 

substituted with two Co atoms, the system is energetically more favorable than the system of 

ZnO co-doped with Co and Cu atoms i.e., one Co and one Cu replacing the two Zn atoms of 

the supercell. Further, in each case, the energy differences between “Near” and “Far” 

locations of the substituent atoms (Co and/or Cu) and also between FM and AFM magnetic 

configurations are very small. Thus, it appears from the DFT calculations with standard GGA 

XC functional that co-doping with (Co,Cu)  should not significantly modify the magnetic 

properties of Co doped ZnO system.  

However, we wish to mention here that the above DFT calculations with standard 

GGA XC functional do not take care of any strong on-site electron correlations which may be 

present in system. In order to probe the effect of strong-correlation, we also perform the 

calculations using DFT + U method, where U is the on-site Coulomb interaction between the 

electrons of an atom. First, we perform the calculations with U = 1–5 eV for d-orbitals of Co 

atoms. We observe from Fig. 4.7 that the energetically most favorable configuration changes 

from “Co2Zn14O16” to “Cu1Co1Zn14O16” at around U = 2 eV for d-orbitals of Co atoms. 

Further, the energy difference between these two doped cases steadily increases with the U 

value. After U=5 eV for d-orbitals of Co atoms, we also introduce the on-site electron 

correlation (U) for the d-orbitals of both Cu and Zn atoms. However, the results of our 
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calculations indicate that the trend in most favorable configuration is reversed and 

“Co2Zn14O16” becomes more favorable configuration as a result of introduction of U in the d-

orbitals of both Cu and Zn atoms. Thus, our calculations indicate that, in the present system, 

if there is a relatively stronger on-site Coulomb-correlation for the electrons in d-orbitals of 

Co atoms in comparison to the on-site correlation for the electrons of the Cu and Zn atoms, 

there is a finite probability that the co-doped sample becomes energetically more favourable 

and enhanced magnetization may be realized in the sample due to an increase in carrier 

concentration by Cu doping.        

 

 4.3.8 Magnetic Measurements: 

Fig. 4.8(a) shows the magnetization (M) vs applied field (H) curves of 2.5% Co 

doped, 2.5% Cu doped and (2.5% Co, 2.5% Cu) doped ZnO samples measured at 300 K. It 

can be seen that though the Cu doped sample does not show any magnetic hysteresis 

behavior, the (Co,Cu) co-doped sample shows weak FM behavior, whereas 2.5% Co doped 

sample reveals magnetic hysteresis behavior with saturation magnetization (MS) close to 

0.095 emu/gm.  It is also found that the (Co,Cu) co-doped sample shows a non-saturation 

trend, with almost a linear increase in magnetization with magnetic field and its magnetic 

moment value is less than the Co doped sample. The decrease in magnetization in the (2.5% 

Co, 2.5% Cu) co-doped sample compared to the 2.5% Co doped sample is similar to that 

observed by Lin et al. for their (2% Co, 2% Co) co-doped sample [317].  
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Temperature dependent susceptibilities χ(T) of the samples have been recorded in the 

range 5K to 300 K at a constant magnetic field of 100 Oe and are shown in Fig. 4.8(b). The 

behavior of magnetic susceptibility follows the paramagnetic like trend for all the samples, 

interestingly even for Co doped ZnO sample. To understand this behavior better, we plot the 

inverse susceptibility χ-1(T) curves for all the samples as, as shown in the inset of Fig.  4.8(b), 

and attempt to fit the Curie-Weiss behavior as described in Chapter 2. It turns out that the 

inverse susceptibility behavior does not show linearity with temperature, suggesting that 

some short range correlation exists between magnetic moments in the studied temperature 

range. An attempt to fit the linearity at high temperature values point out towards a negative θ 

value, indicative of anti-ferromagnetic correlation, which could be the reason for a rather low 

Figure 4.8:(a) M vs. H curve for a 2.5% Codoped, 2.5%Cu doped and (2.5%Co;2.5%Cu) 
co-doped ZnO NCs. (b) Temperature dependence of magnetic susceptibilities χ and 
inverse susceptibilities χ-1 (inset) measured in a dc field H=100Oe for the above samples. 
 

(a) (b) 
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value of MS in Co doped sample, even though it reveals magnetic ordering at room 

temperature.   

 

4.3.9 EXAFS Spectroscopy: 

To investigate further the reason for reduction in magnetization in the (2.5% Co, 2.5% 

Cu) ZnO sample instead of enhancement as has been predicted, we have carried out local 

structure investigation by synchrotron based EXAFS study at Zn, Co and Cu K edges. 

 

4.3.9.1 Zn K-edge data: 

 Fig. 4.9(a) represents the experimental EXAFS ( )( E versus E) spectra of undoped, 

Co doped, Cu doped and (Co, Cu) co-doped ZnO NCs measured at Zn K-edge. In order to 

take care of the oscillations in the absorption spectra, the energy dependent absorption 

coefficient μ(E) has been converted to absorption function χ(E) which is described in Chapter 

2. A set of EXAFS data analysis codes available within the IFEFFIT software package have 

been used for EXAFS data analysis as described in details in Chapter-2. 
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Figure 4.9 (a) Normalized experimental EXAFS ( )( E versus E) for 2.5% Co doped, 5% Co 
doped, 2.5% Cu doped and (2.5% Co; 2.5% Cu) co-doped ZnO NCs measured at Zn K-edge 
(b) k -weighed )( k  function of the Zn K-edge for the undoped and doped samples and (c) 
the experimental )( R  versus R  spectra and the theoretical fits of undoped and  doped ZnO 
samples at Zn K-edge. 

(a) (b) 

(c) 
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Table 4.3:  Results of fitting of Fourier transformed EXAFSdata at Zn K-edge.   

 

 

         Fig. 4.9(b) shows the )( k versus k plots for the samples derived from the 

experimental EXAFS spectra. The structural parameters (atomic coordination and lattice 

parameters) of ZnO used for simulation of the theoretical Fourier transformed EXAFSspectra 

 Values in 
parenthesis 
are nominal 
values 
 

ZnO 
0% 

ZnO: 
2.5%Co 

ZnO: 
(2.5% Co, 
2.5% Cu) 
 

ZnO: 
2.5%Cu 

ZnO: 
5%Co 
 

Zn-O CN(4) 3.4+0.6 3.6+0.4 3.67+0.47 4+0.24 1.8±0.1 
 

 2  0.006+0.0
1 

0.003+0.002 0.005+0.004 0.007+0.00
4 

0.005±0.00
1 
 

 R (Å) 
 

2.00±0.06 1.96±0.03 1.96±0.03 1.98±0.02 1.84±0.005 
 

Zn-Zn CN(12) 12.0±0.06 11.1±1.0 11.4±1.0 11.4±1.2 5.3±1.2 
 

 2  0.0005+0.
001 

0.0006+0.00
09 

0.0004+0.00
09 

0.0007+0.0
01 
 

0.01±0.004 

 R (Å) 
 

3.25±0.00
8 
 

3.25±0.008 3.16±0.01 3.4±0.008 2.71±0.009 

Zn-O CN(1) 1.83+0.64 1 2.4+0.6 0.95+0.54 0 
 

 2  0.001+0.0
09 

0.003+0.004 0.004+0.003 0.001+0.00
6 
 

0 

 R (Å) 
 

3.36±0.04 3.05±0.04 3.06±0.03 3.06±0.07 
 

0 

Zn-Co CN(1)     1.88±0.18 
 

 2      0.011±0.00
4 
 

 R (Å) 
 

    2.89 
 

Rfactor
  0.03 0.028 0.03 0.017 0.017 
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of the samples have been obtained from reference and the best fit χ(R) versus R plots of the 

samples have also been shown in figure 4.9(c) along with the experimental data. The bond 

distances, co-ordination numbers (including scattering amplitudes) and disorder (Debye-

Waller) factors (σ2), which give the mean square fluctuations in the distances, have been used 

as fitting parameters. The best fit parameters have been shown in Table 4.3. From Table 4.3, 

it has been observed that no significant changes occur in the local environment of Zn on Cu 

and Co doping since these dopants have similar ionic radii as Zn in tetragonal coordination 

and they are most probably getting incorporated in the lattice in +2 oxidation state only. 

However, it is found that for the 5% Co doped ZnO sample, the oxygen coordination in the 

1st shell and the Zn-O bond length decreases drastically and in the Fourier transformed 

EXAFSdata for this sample, an extra peak also appears at 1.8Å.  This is possibly due to 

elemental Co clustering in the interstitial positions in this sample and an extra Zn-Co path 

with a bond length of 1.8Å and CN of 1 has to be added in its theoretical model to account 

for this contribution. The above result is in contrast with our earlier findings [318] on Co 

doped ZnO samples which shows no Co clustering upto 10% Co doping and the above 

difference possibly appears due to difference in preparation process of the two types of 

samples.   

 

4.3.9.2 Co K-edge data: 

 Fig. 4.10(a) represents the experimental EXAFS ( )( E versus E) spectra of Co 

doped and (Co, Cu) co-doped ZnO NCs measured at Co K-edge while Fig. 4.10(b) shows the 

k -weighed )( k versus k  plots of the samples derived from the experimental EXAFS 

spectra. At the Co K-edge we explored the two possibilities of theoretical modeling to fit the 

experimental data: (a) taking the initial model to be of cubic CoO and (b) starting with the 

basic wurtzite ZnO structure and replacing the central Zn atom with Co. This approach has 
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been taken earlier by our group and other workers also in analyzing the EXAFS data of 

similar systems [318].  Fig. 4.10(c) and 10(d) show the Fourier transformed EXAFS )( R  

versus R  spectra of 2.5% Co, 5%Co, (2.5% Co, 2.5% Cu) doped ZnO samples at the Co K-

edge, along with best fit theoretical spectra where the fittings have been carried out by using 

(i) cubic CoO structure and (ii) wurtzite ZnO structure (where Zn is replaced by Co) 

respectively and the best fit parameters have been given in Tables 4.4 and 4.5. The theoretical 

spectrum for CoO is generated assuming the model as described in [319] with the nearest 

oxygen shell at 2.13 Å and next nearest Co shell at 3.02 Å with CNs 6 and 12 respectively.  

 It was found from the 2 fitting of the data and the factorR ’s obtained in the two cases 

that both the above models fit the experimental data almost similarly. However, for the CoO 

structure model, as can be seen from Table 4.4, though we have started with the 6 oxygen 

coordination of the first Co-O shell at a distance of 2.13Å, the final best fit values resemble 

that of Zn-O bond length of 1.97 Å and coordination number of 4, which shows that Co 

goes into the tetrahedral lattice of ZnO. It should also be noted that in both the cases, the first 

Co-O bond length is significantly less for the 5% Co doped sample compared to the other two 

samples as has also been observed from the fitting of EXAFS data of the samples at Zn K-

edge.  
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Fig.4.10. (a) Normalized experimental EXAFS (μ(E) vs. E) for 2.5%Co, 5% Co doped and 
(2.5%Co;2.5%Cu) co-doped ZnO NCs measured at Co K-edge. (b) k-weighed χ (k) function of the 
Co K-edge for 2.5% Co, 5% Co doped and (2.5% Co; 2.5% Cu) co-doped ZnO NCs measured at 
Co K-edge. (c) The experimental χ(R) vs. R spectra and the theoretical fits for the Co doped and 
(Co, Cu) co-doped ZnO NCs at CoK-edge where the fitting has been carried out with CoO 
structure. (d) The experimental χ (R) vs. R spectra and the theoretical fits for the Co doped and (Co, 
Cu) co-doped ZnO NCs at Co K-edge where the fitting has been carried out with ZnO structure 
with Zn atoms replaced by Co atoms. 

(c) 

(b) 

(a) 

(d) 
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4.3.9.3   Cu K-edge data:  

Fig. 4.11(a) shows the experimental EXAFS spectra of Co doped and Cu doped ZnO 

NCs measured at Cu K-edge while Fig. 4.11(b) shows the k -weighed )( k versus versus k  

plots of the samples derived from the experimental EXAFS spectra.  

Similar to the Co K-edge analysis, in this case also we have explored the two 

possibilities of theoretical modelling to fit the experimental data: (a) starting with the basic 

wurtzite ZnO structure and replacing the central Zn atom with Cu and (b) taking the initial 

model to be of cubic CuO [320]. However, in this case it has been observed that reasonable 

fitting of the data could only be carried out using the later approach only.  Fig. 4.11(c) shows 

the Fourier Transformed EXAFS )( R  versus R  spectra of, (2.5% Co, 2.5% Cu) and 2.5% 

Cu doped ZnO samples at the Cu K-edge along with the best fit theoretical spectra where the 

fitting has been carried out by using CuO structure. The fits were performed in R -space 

within 1-3.8 Å range and the best fit parameters are shown in Table 4.6. Thus it shows that 

local structure of Cu ions resembles that of cubic CuO rather than ZnO tetrahedra, or in other 

words it proves the presence of CuO phase in the co-doped ZnO NCs. For comparison 

Fourier transformed EXAFS )( R  versus R  spectra of 2.5% Cu doped ZnO sample, fitted 

by assuming wurtzite ZnO structure and replacing the central Zn atom with Cu is shown in 

Fig. 4.11(d) which shows inferior quality of fitting.  

           Lin et al. [317] had also observed  that though very small amount of Cu doping (1%), 

creates additional charge carriers to enhance ferromagnetism in Co doped ZnO samples, a 

little more Cu doping (2%) gives rise to a drastic reduction in magnetization. They had also 

predicted it to be due to the presence of CuO phase but did not furnish any experimental 

support.  Thus the present study undoubtedly establishes the fact that Cu doping 2.5% 

indeed gives rise to CuO phase in the co-doped sample which does not allow us to achieve 
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any significant improvement in magnetization by additional Cu doping in Co doped ZnO 

NCs. This CuO phase however, is not detectable by any other technique as described above 

and could only be seen in the local structure probe of EXAFS. The presence of secondary 

phases in the doped ZnO system which were detected by EXAFS technique but could not 

detected by XRD has been reported earlier by us and other groups as well [321,322, 323]. It 

should also be mentioned here that Kataoka et al. [322] have also observed presence of Cu in 

a mixed Cu+2 and Cu+3 state in the bulk of Cu doped ZnO nanowires by Cu L-edge XANES 

studies, however they have not probed the EXAFS spectra to find out the exact nature of the 

Cu species in the ZnO matrix.    
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             Thus, the above study clearly shows that though characterization by XRD, FTIR,  

 

(c) (d) 

Fig.4.11. (a) Normalized experimental EXAFS (μ(E) vs. (E) for 2.5% Cu doped and 
(2.5%Co;2.5%Cu) co-doped ZnO NCs measured at Cu K-edge.(b) k-weighed χ (k) function of 
the Cu K-edge for the 2.5% Cu and (2.5% Co; 2.5% Cu) co-doped ZnO NCs. (c) The 
experimental χ(R)vs. R spectra for the 2.5%Cu and (2.5%Co;2.5%Cu) co-doped ZnO NCs at 
Cu K-edge where the fitting has been carried out with CuO structure and (d)The experimental χ 
(R) vs. R spectra for the 2.5%Cu doped ZnO NCs at Cu-K-edge where the fitting has been 
carried out with ZnO structure with Zn atoms replaced by Cu atoms. 

(a) (b) 
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Raman and EPR measurements do not manifest the presence of a secondary oxide phase in 

the sample other than wurtzite ZnO with Zn atoms substituted by Cu and Co, EXAFS study 

clearly establishes that Cu is present as CuO in the samples which is detrimental to its 

magnetic properties and hence Cu doping in the ZnO samples in addition to Co doping 

reduces its magnetization.  

 

Table 4.4: EXAFS fitted with CoO structure at Co K-edge. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  ZnO 
2.5% Co 

ZnO 
5% Co 

ZnO 
(2.5% Co, 2.5% Cu) 

Co-O CN(6) 2.76±0.24 2.7±0.12 2.82±0.10 

 2  0.006±0.002 0.006±0.001 0.008±0.001 

 R  
(2.13 Å) 

1.94±0.01 1.87±0.007 1.91±0.009 

Co-
Co/Cu/Z
n 

CN(12) 10.08±1.68 10.56±0.6 11.8±0.12 

 2  0.02±0.003 0.02±0.001 0.03±0.003 

 R  
(3.0 Å) 

2.93±0.02 2.91±0.02 2.88±0.02 

Co-O CN(8) 6.88±1.04 7.0±0.56 8.56±0.87 

 2  0.005±0.005 0.003±0.001 0.01 0.003 

 R  
(3.7 Å) 

3.56±0.02 3.58±0.009 3.57±0.02 

Rfactor  0.069 0.038 0.053 
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Table 4.5:  EXAFS data fitted with ZnO structure at Co K-edge. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  ZnO 

2.5%Co 

ZnO 

5%Co 

ZnO 

(2.5% Co, 2.5% Cu) 

Co-O CN(4) 2.2±0.12 2.68±0.16 2.28±0.20 

 2  0.0009±0.001 0.004±0.001 0.003±0.003 

 R  
(1.97 Å) 
 

1.96±0.01 1.89±0.01 1.94±0.016 

Co-
Co/Cu/Z
n 

CN(6) 7.5±0.42 5.94±0.36 6.0±0.66 

 2  0.003±0.003 0.001±0.002 0.008±0.005 

 R  
(3.20 Å) 
 

3.25±0.01 3.25±0.01 3.19±0.02 

Co-O CN(6) 6.8±0.54 5.76±0.47 6.0±1.8 

 2  0.004±0.005 0.003±0.003 0.018±0.009 

 R  
(3.25 Å) 
 

3.38±0.006 3.40±0.03 3.30±0.057 

Rfactor  0.02 0.03 0.06 
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Table 4.6:   XAFS fitted with CuO structure at Cu K-edge.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  ZnO 
2.5%Cu 

ZnO 
(2.5% Co, 2.5% Cu) 
 

Cu-O CN(4) 4  2.88±0.12 
 

 2  0.006±0.0006 0.004±0.0006 
 

 R (1.95Å) 1.91±0.009 1.92±0.003 
 

Cu-O CN(2) 2.46±0.64 2 
 

 2  0.001±0.002 0.03±0.007 
 

 R (2.76Å) 2.83±0.016 2.80±0.06 
 

Cu-
Cu/Co/Zn 

CN(8) 6.72±0.16 7.12±0.56 
 

 2  0.014±0.003 0.010±0.001 
 

 R (2.90Å) 2.82±0.02 2.94±0.02 
 

Cu-
Cu/Co/Zn 

CN(2) 1.46±0.32 2.64 
 

 2  0.001±0.002 0.005±0.002 
 

 R (3.17Å) 3.11±0.04 3.18±0.03 
 

Rfactor  0.013 0.008 
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Chapter- 5 

(Fe, Cu) co-doped ZnO NCs  

5.1 Introduction:  

In continuation with the work on TM and Cu co-doped ZnO nanocrystals in this 

chapter we present our work on (Fe,Cu) co-doped ZnO samples. Few studies have already 

been reported on (Fe, Cu) co-doped ZnO NCs based DMS systems. For example, Viswanatha 

et. al. [323] have observed an increase in FM ordering in (Fe,Cu) co-doped ZnO nanocrystals 

(upto 1% Cu doping concentration) and have attributed this to the enhancement in relative 

concentration of Fe+3 ions in the samples due to the presence of Cu+2, the presence of Fe+3 

and Cu+2 being ascertained from X-ray absorption spectroscopy (XAS) and electron 

paramagnetic resonance (EPR) measurements respectively. Wibowo et. al. [324] have also 

attributed the observed FM ordering in their chemically synthesized (Fe,Cu) co-doped 

Zn0.96Fe0.01Cu0.03O nanoparticles to the presence of small amount of Fe+3 and Cu+2 ions which 

are, however, not detectable by other techniques. Shim et. al. [325], on the other hand, have 

shown that the FM ordering in their Zn0.95−xFe.05Cux O polycrystalline bulk samples stems 

from the presence of the secondary phase of ZnFe2O4. However, none of the above studies 

have reported satisfactory increase of FM in ZnO due to Cu doping through enhancement of 

carrier mediated RKKY interaction, as had been predicted theoretically and hence this issue 

needs further investigations. In the present study (Fe,Cu) co-doped ZnO nanocrystals (NC) 

have been prepared through chemical synthesis route over a wider concentration range, where 

Fe doping concentration of 2.5%, 5% and 10% and at each Fe doping concentration three 

doping concentrations of Cu (viz., 2%, 3% and 5%) are chosen. The samples have been 

characterized to ascertain their phase purity by X-ray Diffraction (XRD) and Transmission 

Electron Microscopy (TEM) measurements and the dopant concentrations in the samples 
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have been verified by Total reflection X-ray fluorescence (TXRF) measurement. 

Subsequently, the samples have been characterized by Synchrotron based X-ray absorption 

spectroscopy (XAS) technique which comprises of both X-ray absorption near edge structure 

(XANES) and Extended X-ray Absorption Fine Structure (EXAFS) measurements and yield 

element-specific local structure information around the host and dopant cations separately. 

The magnetic properties of the samples have been investigated by magnetic hysteresis and 

temperature dependent susceptibility measurements and finally the above results have been 

corroborated by density functional theory (DFT) based electronic structure calculations on 

(Fe, Cu) co-doped ZnO nanocrystals using the Vienna ab-initio simulation package (VASP) 

code.  

 

5.2 Experimental details: 

5.2.1  Preparation of samples:  

Pure, Fe-doped and (Fe,Cu) co-doped ZnO nanocrystals were synthesized by wet 

chemical route at room temperature as described in Chapter 2. For synthesis of pure ZnO 

nanoparticles, zinc acetate dehydrate (Zn (CH3COO)2·2H2O) was dissolved in dimethyl 

sulfoxide (DMSO) solution in appropriate proportion. Subsequently, tetramethylammonium 

hydroxide (TMHA) dissolved in ethanol was added drop-wise to the solution of zinc acetate 

in DMSO and left under stirring for 1/2 h. ZnO nanoparticles were obtained in powder form 

by centrifugation with ethyl acetate and washing for 3 times with heptane. In order to obtain 

(Fe,Cu) co-doped ZnO nanocrystals, appropriate amounts of iron(II) acetate (Fe(CO2CH3)2) 

and copper(II) acetate (Cu(CO2CH3)2) were added with zinc acetate dehydrate. All other 

reaction parameters were kept same for the synthesis of doped and co-doped ZnO 

nanocrystals. 
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 5. 2.2 Characterisation of samples:  

Elemental compositions of the samples have been verified by Total reflection X-ray 

fluorescence (TXRF) measurement using an TX-2000 TXRF spectrometer while the 

structural analysis of the samples was carried out using a Bruker AXS D8 advance powder X-

ray diffractometer with a Cu−Kα radiation source (λ= 1.5402 Å). XANES and EXAFS 

measurements on these samples have been carried out at the Scanning EXAFS Beamline 

(BL-9) at the Indus-2 Synchrotron Source (2.5 GeV, 100 mA) at the Raja Ramanna Centre 

for Advanced Technology (RRCAT), Indore, India, the details of which have been described 

in Chapter-2 [12].  EXAFS spectra of the samples at Zn K-edge were recorded in the energy 

range of 9550-10350 eV, while that at Fe and Cu K-edges have been obtained in the energy 

ranges of 7000-7700 eV and 8900-9700 eV respectively.  

Magnetization measurements on the samples were carried out using a SQUID 

magnetometer (Quantum Design MPMS5). Temperature dependences of magnetization were 

recorded in both Zero-Field-Cooled (ZFC) and Field-Cooled (FC) conditions. Isothermal 

magnetization measurements were accomplished both at low temperature (5K) and room 

temperature (300K).  
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Figure 5.1: TXRF spectrum of a representative (Fe,Cu) co-doped ZnO sample. Inset shows 
relative concentration of the dopants in few samples 
 

5. 3 Results and discussion:  

The TXRF spectrum of a representative (5%Fe,5%Cu) co-doped ZnO sample is 

shown in Fig.5.1. The elemental intensities of Cu, Fe and Zn Kα lines were determined by 

profile fitting of the spectra using a computer program EDXRF 32 provided with the 

instrument [NLM SAB 2005]. These intensities were normalized with sensitivity values and 

the relative ratio of the elemental concentrations were determined with these normalized 

intensity values. The relative concentrations of Fe and Cu in the samples estimated as above 
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are shown for few samples in the inset of Fig.5.1, which clearly demonstrates the efficient 

inclusion of the dopants in ZnO as per the intended concentrations.   

 Phase purity of the (Fe,Cu) co-doped ZnO samples has been checked by XRD 

measurement (Fig.5.2) which shows that no secondary phase other than wurzite hexagonal 

ZnO phase is present in the samples even upto 10%Fe and 5%Cu doping concentrations.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2: X-ray diffraction pattern of 
few representatives (Fe, Cu) co-doped 
ZnO samples. 
 

Figure 5.3:(a) Dark field image (b) 
Diffraction pattern and (c) Particle size 
histogram of undoped ZnO 
nanoparticles. 
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To determine the size, shape and crystal structure of the NCs, transmission electron 

microscope (TEM) imaging and electron diffraction were carried out. Figs. 5.3(a), (b) and (c) 

respectively show the dark field image, diffraction pattern and histogram of undoped ZnO 

nanocrystals. The electron diffraction patterns shown in Fig. 5.3(b) exhibits diffraction rings 

Figure 5.4: (a) Bright field image and 
(b) Particle size histogram of 2.5% Fe 
doped ZnO nanoparticles. 

Figure 5.5: (a) Bright field image and (b) 
Particle size histogram of (2.5%Fe, 
3%Cu) co-doped ZnO nanoparticles. 
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corresponding to (1 0 0), (0 0 2) and (1 0 1) lattice planes of wurtzite phase of ZnO. Bright 

field image and histograms of 2.5% Fe doped and (2.5% Fe, 3% Cu) Fe-doped ZnO NCs are 

shown in Figs. 5.4 and 5.5 respectively, which reveal that the size of the nanocrystals vary in 

the range of 6-7 nm.  

XANES measurement has been performed to investigate the chemical environment of 

Fe and Cu in (Fe,Cu) co-doped ZnO NCs at Fe and Cu K-edges.  Fig. 5.6(a) represents the Fe 

K-edge XANES spectra of Fe doped and (Fe, Cu) co-doped ZnO nanoparticles along with 

that of commercial FeO and Fe2O3 standards and Fe foil. It is evident from the above figure 

that absorption edge energy of Fe of all the samples matches with the Fe absorption edge 

energy in Fe2O3.  Thus from the XANES result we can conclude that Fe is present in +3 

oxidation state in all the samples, though it should be noted that the Fe K-edge XANES 

features of the samples do not exactly match with that of Fe2O3 standard manifesting that Fe 

is not present in a separate Fe2O3 phase in the samples. Viswanatha et.al. have also observed 

enhancement of Fe+3 species of Fe with Cu doping in their (Fe, Cu) co-doped ZnO 

nanocrystals prepared by colloidal method [323]. This also agrees with our recent observation 

of presence of Fe ions in +3 oxidation state in nanocrystalline Fe doped ZnO samples [326], 

while in case of Fe doped ZnO thin film samples prepared by r.f. sputtering, Fe is found to be 

present in mixed oxidation states of +2 and +3 with higher probability of +3 state [327]. It 

can also be found from fig. 5.6(a) that the Fe XANES data of all the doped samples have pre-

edge peaks which is mainly due to electric dipole transition of the core shell (1s) electron to 

the 3d–2p hybridized orbital. The pre-edge transitions are generally allowed for tetrahedral 

coordination only while these are forbidden in case of pure octahedral geometry. Thus the 

presence of the pre-edge peaks in the present samples confirms the substitution of Fe atoms 

in tetrahedral Zn sites in ZnO lattice. Similar pre-edge peaks in the Fe K-edge data have been 

observed by us in case of Fe doped ZnO thin film samples also [327].  
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         Fig. 5.6(b) shows the XANES spectra of the samples measured at Cu K-edge along with 

that of a Cu foil and CuO standard. It has been observed that the Cu K-edge energy in the 

samples match with that of CuO standard showing the presence of Cu in Cu+2 oxidation state 

in the samples. Thus the above XANES results at Fe and Cu K edges show that the dopant 

atoms do not form separate metallic cluster phases in the samples.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.6: Normalized XANES spectra of few representative (Fe,Cu) co-doped ZnO 
samples measured at (a) Fe K-edge (inset shows the pre-edge portions in expanded scale) and 
(b) Cu K-edge along with standards.  
 

            Subsequently, magnetic properties of the samples have been investigated where  

temperature dependences of magnetization were recorded in both Zero-Field-Cooled (ZFC) 

and Field-Cooled (FC) conditions while isothermal magnetization vs. magnetic field (M-H) 
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measurements were accomplished both at low temperature (5K) and room temperature 

(300K).  Figs. 5.7(a) and (b) show the M-H plots for Fe doped and (Fe,Cu) co-doped samples 

with various doping concentrations.  From the M-H plot at 300K, it can be seen that the 

sample doped with only 5% Fe shows characteristic behavior of a soft ferromagnet. Weak 

ferromagnetism is also observed for the co-doped sample with 5% Fe and 2% Cu, however, 

the ferromagnetic signature changes to paramagnetic type for the samples with higher 

concentration of Cu i.e., 5% Fe and 5% Cu. From the M-H plot, at 5K, one can see similar 

behavior i.e., the weak ferromagnetism is retained only up to 2% addition of Cu. Thus one 

can summarise that addition of Cu beyond 2% quenches the magnetic moment associated 

with Fe site. This also agrees with the observations of Viswanatha et. al. [323] that an 

increase in Cu concentration from 1% to 2%, results in a decrease in the magnetic 

susceptibility of (Fe,Cu) co-doped ZnO samples.   

Fig.5.7(c) shows the FC temperature dependence of the susceptibility χ(T) for all the  

samples in the temperature range of 5K to 300 K at a magnetic field of 100 Oe. Here too one 

can see that the sample with 5% Fe is having the highest susceptibility. However, additional 

substitution of Cu seems to quench the magnetic moment, thereby reducing the susceptibility. 

To understand this behavior better, we plot the inverse susceptibility 1 (T) curves for all the 

samples as a function of temperature which is shown in the inset of Fig. 5.7(c). Though most 

of the samples show paramagnetic behavior at high temperature there is a clear deviation 

from the linear response in the 1/   vs., T towards the low temperature regime suggesting 

that some short-range correlation exists between magnetic moments in the studied 

temperature range. We have fitted the linear portion of the data to the Curie-Weiss behavior 

which is shortly described in Chapter-2, and is shown in figure 5.7(c). 

As can be seen from the inset of Fig. 5.7(c), the above fit yields negative   values, 

suggesting the presence of anti-ferromagnetic (AFM) correlation in the samples. It can also 
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be noted that   takes higher negative values upon addition of Cu, which indicates that 

addition of Cu in Fe doped ZnO samples increases anti-ferromagnetic (AFM) correlation. 

        Thus the above results show that magnetic susceptibility of Fe doped ZnO does not 

increase rather decreases on Cu co-doping. We have obtained similar result for (Co, Cu) co-

doped ZnO nanocrystalline sample also, as described in Chapter 4, [328] where it had been 

observed that that (2.5% Co, 2.5% Cu) co-doped ZnO sample shows weak FM behavior and 

its magnetisation is less than that of the only Co doped sample. Further investigations reveal 

that in the above sample while Co goes into the tetrahedral lattice of ZnO, local environment 

of Cu resembles that of cubic CuO than tetrahedral ZnO.  

           To further investigate the change in magnetic behaviour we have performed EXAFS 

measurement of (Fe,Cu) co-doped ZnO NCs at Zn, Fe and Cu K-edges. The EXAFS 

measurements have been carried out at Energy scanning EXAFS beamline, Indus-2, RRCAT 

Indore.  Fig. 5.8(a, b and c) represent the experimental EXAFS ( )( E versus E) spectra of 

undoped, Fe doped, Cu doped and (Fe, Cu) Fe-doped ZnO NCs measured at Zn K-edge. The 

analysis of the EXAFS data have been carried out following the standard procedure using the 

IFEFFIT software package and as described in detail in Chapter 2. Fig. 5.9 (a) represents the 

Fourier transformed EXAFS (FOURIER TRANSFORMED EXAFS) )(R  versus R  spectra 

of undoped, Fe doped and (Fe,Cu) co-doped ZnO samples at the Zn K-edge along with the 

best fit theoretical spectra. For undoped and (Fe,Cu) co-doped ZnO samples, in the radial 

distribution functions, first and  
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Figure 5.7: (a) M vs H curve for a 5% Fe doped, (5% Fe, 2% Cu) co-doped and (5% Fe; 5% 
Cu) co-doped ZnO NCs measured at 300 K, (b) measured at 5 K (c) Temperature dependence 
of magnetic susceptibilities χ and inverse susceptibilities χ−1 (inset) for few Fe doped and (Fe, 
Cu) co-doped samples measured at 100 Oe. 

(a) (b) 

(c) 
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second major peaks correspond to the nearest oxygen and the Zn/Fe/Cu shells respectively 

from the central Zn atom. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.8:  Normalized experimental EXAFS (μ(E)versus E) spectra of undoped, Fe 
doped and few (Fe,Cu) co-doped ZnO samples measured at (a) Zn K-edge, (b) Fe K-edge 
and (c) Cu K-edge. 

(c) 

(b) (a) 
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The theoretical Fourier transformed EXAFSspectra have been generated, by assuming the 

wurtzite ZnO structure which is described by Kisi et. al. [224].  The data has been fitted in 

the k  range of 2-11 Å-1 and in the R range of 1-3.25 Å. It has been found from the best fit 

data that no significant changes occur with doping of Fe and Cu in the local structure of the 

ZnO nanocrystals surrounding the Zn sites.  

Fig. 5.9(b) represents the )(R versus R plots of (Fe, Cu) co-doped ZnO samples 

obtained from Cu K-edge EXAFS data. The )(R versus R plots for the undoped ZnO 

sample obtained from Zn K-edge EXAFS data and that of a CuO standard sample obtained 

from Cu K-edge data are also shown in Fig. 5.9(b) for comparison. It can be seen from the 

figure that the peaks in the radial structure function of Cu K-edge data of the co-doped 

samples match quite well with that of ZnO and not with that of CuO phase and this clearly 

establishes the fact that the Cu atoms are going to the Zn sites of the ZnO lattice and do not 

precipitate in any other oxide or metallic phase. This also corroborates with the XANES 

results, as discussed above, that Cu is present in +2 oxidation state in the samples. To 

manifest efficient substitution of Fe at Zn sites we have included the Fe K-edge )(R versus 

R data of the (10%Fe, 3% Cu) co-doped sample in fig. 5.9(b) which also shows similar 

features as the rest of the plots. It should be noted that the 2nd shell peak ~ 2.8Å of the Fe K-

edge data is significantly reduced due to the large Debye-Waller (disorder) factor associated 

with this shell because of high Fe doping concentration in the sample.         
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Figure 5.9: (a) Experimental )(R  versus R  plots alongwith best fit theoretical plots for 
undoped, Fe doped and few representative (Fe,Cu) co-doped ZnO samples measured at Zn 
K-edge. (b) Experimental )(R  versus R  plots of few representative (Fe,Cu) co-doped ZnO 
samples measured at Cu K-edge alongwith that of CuO standard measured at Cu K-edge, 
undoped ZnO sample measured at Zn K edge and (10%Fe, 3%Cu) co-doped sample 
measured at Fe K-edge.      

 

(a) (b) 
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Figure 5.10: Plot of formation energy versus the on-site Coulomb interaction (U) for both Fe 
doped and (Fe, Cu) co-doped ZnO systems in various configurations. 

 

Thus the above results show that though (Fe,Cu) co-doped samples have been 

prepared successfully with Fe and Cu ions replacing Zn atoms in wurtzite ZnO lattice, 

however, magnetic susceptibility of Fe doped ZnO does not increase, rather decreases on Cu 

co-doping, showing that FM ordering in Fe doped ZnO is not due to carrier mediated 

interaction between TM ions.  To investigate the behaviour of the co-doped samples further, 

we have also carried out density functional theory (DFT) based electronic structure 

calculations [198, 199] for (Fe, Cu) co-doped ZnO samples using VASP code [200, 201]. For 

exchange-correlation functional, we employ generalized gradient approximation (GGA) 

given by Perdew-Burke-Ernzerhof (PBE) [202].  The plane waves are expanded with energy 
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cut of 400 eV.  We use Monkhorst-Pack scheme for k-point sampling of Brillouin zone 

integration with the k-spacing less than 0.1 Å-1.  

 We start with a (2×2×2) super cell of bulk ZnO containing 16 Zn and 16 O atoms and 

subsequently substitute two Zn atoms in the super cell by Fe and Cu atoms. Two distinctly 

different systems have been considered here, namely (i) two Fe atoms substituted in the 

supercell of ZnO (Fe2Zn14O16) and (ii) one Fe and one Cu substituted in the supercell of ZnO 

(Cu1Fe1Zn14O16). We have probed two relative distances between the substituent atoms (i) 

“Near” to and (ii) “Far” from each other and two different magnetic configurations (a) 

Ferromagnetic (FM) and (b) Anti-ferromagnetic (AFM). In order to probe the effect of strong 

correlation, we haveperformedthe calculations usingDFT + U method, where U is the on-site 

Coulomb interaction between he electrons of d-orbitals of Fe atoms and we have performed 

the calculations for U = 1-4 eV.  The results of the calculation of formation energy (Fig.5.10) 

show that for U=0, when two Zn atoms out of 16 Zn atoms in the ZnO supercell is substituted 

with two Fe atoms, the system is energetically more favorable than the system where one Fe 

and one Cu atom replace the two Zn atoms of the supercell. However, 

the energetically morefavourable configuration changes from “Fe2Zn14O16” (only Fe doped) 

to “Cu1Fe1Zn14O16” (Fe, Cu co-doped) at around U = 2 eV.  

 Furthermore, the above results show that though in case of the Fe doped system, 

energy of the system in “Fe2 Far” case (which is a more likely scenario in case of these 

dilutely doped samples), is decisively lower in FM configuration than the AFM configuration, 

upon addition of Cu i.e., in “Cu1 Fe1 Far” case, the energy of the system in both FM and 

AFM configurations are close to each other making the two configurations equally probable 

in the co-doped ZnO samples. Thus the reason for quenching of magnetic susceptibility in 

Fe-doped nanocrystalline ZnO samples upon Cu co-doping might be the enhancement of 

AFM interaction among the TM ions because of the presence of Cu+2 ions. This also 
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corroborates with our observations from the temperature dependence of magnetic 

susceptibility (Fig.5.7c) measurement that AFM correlation increases with addition of Cu 

doping in the samples.  

Thus to conclude, XANES measurements show the presence of Cu in the samples in 

Cu+2 and Fe in Fe+3 oxidation states. EXAFS measurements confirm that Cu atoms in the 

(Fe,Cu) co-doped ZnO samples go to Zn sites at ZnO lattice and do not form any other 

metallic or oxide phase. However, magnetic measurements reveal that 5% Fe-doped sample 

shows weak ferromagnetic (FM) behavior and its magnetization reduces upon 2% additional 

Cu doping. DFT calculations show that upon Cu doping in addition to Fe doping, ZnO 

systems with ferromagnetic (FM) and anti-ferromagnetic (AFM) interactions become 

energetically comparable compared to the only Fe doped system which is more stable in FM 

configuration. Thus we can conclude that the decrease in magnetic susceptibility of Fe doped 

ZnO nanocrystals upon Cu co-doping may be due to the enhancement of AFM interaction 

among the TM ions in the co-doped samples.     
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Chapter 6 

(Ni, Cu) co-doped ZnO NCs 

6.1       Introduction: 

 After (Co,Cu) and (Fe,Cu) co-doped ZnO samples, in this chapter we present the 

work on Ni doped and (Ni, Cu) co-doped ZnO nanocrystalline samples  prepared through wet 

chemical route. In this case also the samples have been characterized by X-ray Diffraction 

(XRD) and Transmission Electron Microscopy (TEM) measurements to look into the phase 

purity of the doped and co-doped samples. The magnetic properties of the samples have been 

investigated by magnetic hysteresis and temperature dependent susceptibility measurements. 

Subsequently, the samples have been characterized by Synchrotron based X-ray absorption 

spectroscopy (XAS) technique which comprises of both X-ray absorption near edge structure 

(XANES) and Extended X-ray Absorption Fine Structure (EXAFS) measurements and yields 

element-specific local structure information around the host and dopant cations separately. 

Finally the above results have been corroborated by density functional theory (DFT) based 

electronic structure calculations on (Ni, Cu) co-doped ZnO nanocrystals using the Vienna ab-

initio simulation package (VASP) code. 

6.2  Experimental Details: 

To synthesize (Ni, Cu) co-doped ZnO nanocrystals we follow the wet chemical route 

method which has been described in Chapter-2.  Structural characterization of (Ni,Cu) doped 

ZnO nanocrystals was performed by X-ray diffractometer (Model: Miniflex-II, Rigaku, 

Japan) with Cu Kα radiation (λ=1.54 Å).  XANES and EXAFS measurements on these 

samples have been carried out at the Scanning EXAFS Beamline (BL-9) at the Indus-2 

Synchrotron Source (2.5GeV,100 mA) at the Raja Ramanna Centre for Advanced 
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Technology (RRCAT), Indore, India, the details of which have been described in Chapter-2 

[148]. For the present set of samples measurements at Zn K-edge has been carried out in 

transmission mode, while measurements at the dopant (Ni and Cu) K-edges have been carried 

out in fluorescence mode. The EXAFS spectra of the samples at Zn K-edge were recorded in 

the energy range of 9550-10200 eV, while that at Ni and Cu K-edges have been obtained in 

the energy ranges of 8250-9020 eV and 8850-9650 eV respectively.  

Magnetization measurements on the samples were carried out using a SQUID 

magnetometer (Quantum Design MPMS5) described in Chapter-2. Temperature dependences 

of magnetization were recorded in both Zero-Field-Cooled (ZFC) condition. Isothermal 

magnetization measurements were accomplished both at low temperature (5K) and room 

temperature (300K). 

 

 

 

 

 

 

 

 

                           

 

 

                                 Figure 6.1: X-ray diffraction pattern of (Ni, Cu)  
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Table-6.1: Particle sizes of the (Ni, Cu) co-doped ZnO nanocrystals determined from XRD 
patterns.     

 

 

 

 

 

 

 

 

 

 

6.3 Results and discussions: 

 Fig. 6.1 shows the XRD patterns of undoped and (2%Ni, 1%Cu), (2% Ni, 2% Cu), 

(2% Ni, 3% Cu) and (2% Ni, 5% Cu) co-doped ZnO nanoparticles at room temperature co-

doped ZnO nanocrystals. We have kept Ni doping concentration at 2% since precipitation of 

secondary Ni phases is observed in the samples at higher doping concentration.  It is evident 

from fig.6.1 that for samples up to 2% Ni and 3% Cu, all the diffraction peaks occurring in 

the XRD pattern of the samples belong to the hexagonal lattice of wurtzite ZnO, which 

suggests that Cu and Ni have been incorporated in the substitution sites in ZnO lattice and no 

other secondary phases are present. With an increase of Cu concentration in Ni doped ZnO, a 

shift in diffraction peaks has been observed at higher angle side of XRD pattern, which may 

be because of difference in ionic radii of Cu+2 (0.57Å) and Zn+2 (0.6 Å) [329]. The average 

crystallite sizes of the nanoparticles are calculated from the Debye Scherer’s formula [330] 

and are given in Table 6.1. Since it can be seen that the full width half maxima (FWHM) of 

the diffraction peaks shown in the XRD pattern increases with Cu concentration, a decrease 

Samples  FWHM (degree) Average crystal size 
(nm) 

Zn 0.277 7.12 

2% Ni doped ZnO 0.234 7.78 

(2% Ni, 1% Cu) 
 co-doped ZnO 

0.273 6.66 

(2% Ni, 2% Cu) 
 co-doped ZnO 

0.311 5.70 

(2% Ni, 3% Cu) 
 co-doped ZnO 

0.333 5.79 

(2%  Ni, 3% Ni) 
 co-doped ZnO 

0.339 5.39 
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in average crystallite size has been observed with increase in Cu concentration. It can also be 

observed from fig.6.1 that with further increase of Cu concentration (≥3%) in Ni doped ZnO 

sample presence of a minor secondary phase of CuO is evident. This suggests that the doping 

limit of Cu in Ni doped ZnO is around 3%. Ashokkumar and Muthukumaran [330] have also 

reported similar solubility limit of Cu in their (Ni, Cu) co-doped ZnO nanoparticles prepared 

by co-precipitation method. Liu et.al. [331] have also observed a 5% upper limit of Cu doping 

in their sol-gel derived ZnO nanoparticles. They have also observed a decrease of particle 

size with increase in Cu doping concentration in the samples, though no shift in XRD peak 

positions was observed.     

  The size and morphological characteristic of the synthesised powders were 

investigated by transmission electron microscopy (TEM).  Fig. 6.2(a) and (b) show the TEM 

image and SEAD pattern of (2%Ni,1%Cu) co-doped ZnO nanocrystals. The electron 

diffraction patterns in Fig. 6.2(b) exhibit diffraction rings corresponding to (1 0 0), (0 0 2) 

and (1 0 1) lattice planes of wurtzite phase of ZnO. 

 

 

 

 

 

 

 

 

 

 

Figure 6.2: (a) TEM micrograph and (b) SAED pattern of (2% Ni, 1%Cu) co-doped 
ZnO nanocrystals. 



168 

 

Subsequently, magnetic properties of the samples have been investigated where 

isothermal magnetization vs. magnetic field (M-H) measurements were accomplished both at 

low temperature (5K) and room temperature (300K).  Fig. 6.3(a) shows the M-H plots for Ni 

doped and (Ni,Cu) co-doped samples with various doping concentrations measured at 5K. 

From the above plot, it can be seen that the sample doped with 2% Ni shows characteristic 

behavior of a weak ferromagnet. However, magnetization of the samples is found to be 

reduced when it is co-doped with Cu and the trend follows upto 3% Cu doping concentration.       

However, magnetization is found to improve again as the doping concentration increases to 

5%. This should be noted that the M-H measurements at room temperature has not shown any  

ferromagnetism in the samples, rather they are diamagnetic in nature, which is a 

characteristic of undoped ZnO, nanocrystals, possibly because of low concentration of Ni in 

the nanocrystals. 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure  6.3 (b): M-T plots for (Ni, 
Cu) co-doped ZnO nanocrystals. 

Figure 6.3(a): M-H plots for        
(Ni,Cu) co-doped ZnO 
nanocrystals. 
 



169 

 

       Fig.6.3(b) shows the ZFC temperature dependence of the susceptibility  for all 

the samples in the temperature range of 5K to 300 K at a magnetic field of 1000Oe.                          

Here too one can see that the sample with only 2% Ni is having the highest susceptibility. 

However, additional substitution of Cu with more than 1% concentration seems to quench the 

magnetic moment, thereby reducing the susceptibility. However, as has been observed in case 

of M-H plot, the susceptibility increases again as Cu doping concentration is increased to 5%.    

To understand this behavior better, we plot the inverse susceptibility   curves 

for the two samples (2%Ni, 1%Cu) and (2%Ni, 3%Cu) co-doped ZnO as a function of 

temperature which are shown in the inset of Fig. 6.3(b). Though most of the samples show 

paramagnetic behavior at high temperature there is a clear deviation from the linear response 

in the  vs.,   towards the low temperature regime suggesting that some short range 

correlation exists between magnetic moments in the studied temperature range. We have 

fitted the linear portion of the data to the Curie-Weiss behavior; it has been observed that with 

increase in Cu content in the samples from 1-3%, the intercept  in the temperature axis 

becomes more negative suggesting an increase of anti-ferromagnetic (AFM) correlation in 

the samples. 

Thus the above results show that magnetic susceptibility of Ni doped ZnO does not 

increase rather decreases on upto 3% Cu co-doping. Tang et. al. [332] have also observed 

similar decrease in saturation magnetization when Cu doping concentration is increased from 

3% to 5% for a constant Ni doping concentration of 2% in their (Ni, Cu) co-doped ZnO 

nanorods grown by hydrothermal method. We have obtained the similar results in our earlier 

study of (Co, Cu) [333]  co-doped ZnO NCs and (Fe,Cu) [334]  co-doped ZnO NCs as 

described in Chapters 4&5 in this thesis. The reason of decrease in magnetization with the 
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incorporation of Cu in ZnO NCs have been explained in detail by EXAFS analysis and DFT 

based electronic structure calculations in the earlier Chapters. 

Thus the magnetic behavior of the present (Ni, Cu) co-doped system has further been 

investigated by XAS measurement and DFT based electronic structure calculations. We have 

probed the system by synchrotron based XAS measurements (comprising of XANES and 

EXAFS) since XAS probes the local order instead of the long range order and thus can give 

more accurate information regarding such nanocrystalline systems with large amount of 

disorders, where single-phase domains are not sufficiently large [335-339].  X-ray diffraction, 

which acts on the principle of long range order, might not give the correct phase information 

for such systems.  

Figs.6.4, 6.5 &6.6 represent the experimental  versus  spectra of (Ni, Cu) co-

doped ZnO NCs measured at Zn K-edge. In order to take care of the oscillations in the 

absorption spectra, the energy dependent absorption coefficient  has been converted to 

absorption function  described in Chapter-2   and a set of EXAFS data analysis program 

available within the IFEFFIT software package have been used for reduction and fitting of 

the experimental EXAFS data. 

 Figure 6.7 shows the Fourier transformed EXAFS (FOURIER TRANSFORMED 

EXAFS) spectra or   versus R  plots of (Ni, Cu) co-doped ZnO samples at the Zn K-

edge along with the best fit theoretical plots. For undoped and co-doped ZnO samples, in the 

radial distribution functions, first and second major peaks correspond to the nearest oxygen 

and the Zn shells respectively from the central Zn atom. The theoretical Fourier transformed 

EXAFSspectra have been generated, assuming the model proposed by Kisi et. al. [224] and 

described in earlier Chapters, namely the first oxygen shell (Zn-O1) at 1.97Å with 
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coordination number (CN) of 4 and the second Zn shell (Zn-Zn) at 3.27Å having CN of 12. 

The data has been fitted in the range of 1-3.2 Å in R   

space, while a k  range of 2-9 Å-1 has been used for fourier transform. The best fit parameters 

have been shown in Table 6.2. From fig. 6.7 and Table 6.2, it is clear that no significant 

changes occur in the local environment of ZnO due to (Ni, Cu) doping. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 

Figures  6.4, 6.5 & 6.6: Normalized experimental EXAFS ( versus E) for (Ni, Cu) co-
doped ZnO nanocrystals measured at Zn, Ni and Cu K-edges.  
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Figure 6.7: Experimental  versus  data (scatter points) and best fit theoretical plots 
(solid line) of 2% Ni doped, (2% Ni, 1% Cu), (2% Ni, 2% Cu), (2% Ni, 3% Cu) &(2% Ni, 
5% Cu) co-doped ZnO nanocrystals at Zn K-edge. 
 

Table 6.2:  Best-fit parameters of Zn K-edge EXAFS data for (Ni, Cu) co-doped ZnO 
samples where fitting has been carried out assuming wurtzite ZnO structure. 
 

                

 

 

 

 

 

 

 

 

  ZnO: 
2%Ni 

(2% Ni, 
1%  Cu) 
co-doped ZnO 

(2% Ni,  
2% Cu) 
co-doped ZnO 

(2% Ni, 
3% Cu) 
co-doped  
ZnO 

(2% Ni, 
5% Cu) 
co-doped  
ZnO 
 

Zn-O CN(4) 4.43±0.28 4.48±0.54 4.48±0.42 4.72±0.52 4.72±0.52 
 R  

(1.97Å) 
1.91±0.005 1.99±0.014 1.91±0.009 1.96±0.01 2.02±0.014 

 2  0.002±0.001 0.003±0.002 0.002±0.001 0.002±0.001 0.006±0.002 

Zn-
Zn 

CN(12) 12.84±1.44 12.24±1.4 12.48±1.16 12.24±1.2 12.12±1.92 

 R  
(3.22Å) 

3.24 ±0.01 3.23±0.014 3.24±0.016 3.24±0.01 3.33±0.02 

 2  0.007±0.001 0.007±0.001 0.005±0.001 0.003±0.001 0.005±0.002 

factorR  0.0037 0.008 0.005 0.01 0.013 
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Figure 6.8 shows the Ni K-edge XANES spectra of the co-doped samples which shows that 

though the Ni K-edge positions in the samples match with that in NiO, the absorption peak 

position (marked by arrow in the figure) of NiO do not match with that of the samples. 

Moreover the pre-edge observed in case of NiO is also not observed in the samples 

manifesting that Ni is present in the samples in Ni+2 states, however not in NiO structure. 

 

 

 

 

 

 

 

 

 

 

Figure 6.8: XANES plots for Ni doped and (Ni, Cu) co-doped ZnO samples at Ni K-edge. 

Figure 6.9 shows the fourier transformed EXAFS  versus  plots of the 

(2%Ni,1%Cu), (2%Ni,2%Cu), (2%Ni,3%Cu) &(2%Ni,5%Cu)  co-doped ZnO NCs at the Ni 

K-edge, along with the best fit theoretical spectra, where the fittings have been carried out by 

using wurtzite ZnO structure (where Zn is replaced by Ni) and the best fit parameters have 

been given in Tables 6.3. 
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Figure 6.9:  Experimental  versus  data (scatter points) and best fit theoretical plots 
(solid line) of (2%Ni, 1%Cu), (2%Ni, 2%Cu) & (2%Ni, 3%Cu) and (2%Ni, 5%Cu) co-doped 
ZnO nanocrystals at Ni K-edge where fitting has been carried out  assuming wurtzite ZnO 
structure with Zn atoms appropriately replaced by Ni atoms. 
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Table 6.3:  Best-fit parameters of Ni K-edge EXAFS data for (Ni, Cu) co-doped ZnO 
samples where fitting has been carried out assuming wurtzite ZnO structure with Zn atoms 
appropriately replaced by Ni atoms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 (2% Ni, 1% Cu) 
 co-doped ZnO 

(2% Ni, 2% Cu) 
co-doped ZnO 

(2% Ni,3% 
Cu) co-doped 
ZnO 

(2% Ni,5% Cu) 
co-doped ZnO 

Ni-O CN(4) 3.96±0.78 4.46±0.64 4.52±0.72 4.6±0.64 

 R (Å) 2.01±0.017 2.01±0.016 2.02±0.018 2.00±0.012 

 2  0.005±0.003 0.004±0.002 0.003±0.002 0.003±0.002 

Ni-Ni/Zn CN(12) 12.6±1.38 12.64±1.38 13.8±1.92 13.53±1.16 

 R (Å) 2.9±0.01 2.9±0.006 2.9±0.005 2.9±0.003 

 2  0.008±0.001 0.009±0.001 0.008±0.001 0.008±0.001 

factorR  
 0.01 0.009 0.01 0.007 

Figure 6.10: Experimental Chi (R Versus R data and best fit theoretical plots of (2% 
Ni, 2% Cu) co-doped ZnO nanocrystals at Ni-K-edge where fitting has been carried 
out by assuming NiO structures at Ni-sites  
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Table-6.4:  Best-fit parameters of Ni K-edge EXAFS data for (Ni,Cu) co-doped ZnO samples 
where fitting has been carried out  assuming NiO structure around Ni sites. 
  

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.11 represents the Cu K-edge XANES spectra of (2%Ni, 1%Cu) and (2%Ni, 

5%Cu) co-doped ZnO NC samples along with that of Cu metal foil and CuO standard for 

comparison. It can be seen that the absorption edge positions of the co-doped samples match 

with that of CuO. However, the position of the absorption peak of the (1%Cu, 2%Ni) sample 

does not match with that of CuO, also the pre-edge hump at 8985 eV (shown by arrow in the 

figure) observed in case of CuO is also not present in this sample, manifesting that Cu is 

present in the samples in Cu+2 state though not in a separate CuO structure. However, for the 

(2% Ni, 5% Cu) sample, the position of the absorption peak shifts towards that of CuO and 

also the pre-edge hump is visible, showing that there is some CuO phase in the sample. The 

intensity of the hump also increases in 3% and 5% Cu doped samples. Thus from the Cu K-

edge XANES spectra we can conclude that at lower doping concentration Cu atoms replace 

 (2% Ni, 2% Cu) 
co-doped ZnO 
 

Ni-O CN(6) 4.2±0.65 

 R (2.08
Å) 

2.03±0.006 

 2  0.005±0.002 

Ni-Ni/Zn CN(12) 13.08±0.84 

 R (2.94
Å) 

2.94±0.001 

 2  0.011±0.006 

factorR  
   0.018 
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Zn atoms in ZnO lattice, however at higher doping concentration a separate CuO phase is 

also formed. In both the samples however, no signature of metallic Cu precipitation observed.  

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
Figure 6.11: XANES plots for (Ni, Cu) co-doped ZnO samples at Cu K-edge along with that 
of standard CuO and Cu metal foil.  

 

 We have further carried out density functional theory (DFT) based electronic structure  

[198, 199] calculations for Ni and Cu doped ZnO using VASP code [200-201]. For exchange-

correlation functional, we employ generalized gradient approximation (GGA) given by 

Perdew-Burke-Ernzerhof (PBE) [202].  The plane waves are expanded with energy cut off of 

400 eV. We use Monkhorst-Pack scheme for k-point sampling of Brillouin zone integration 

with the k-spacing less than 0.1 Å−1. In this case, we choose a (3x3x3) super cell of bulk ZnO 

containing 54 Zn and 54 O atoms. Subsequently we substitute two Zn atoms in the super cell 
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by Ni and Cu atoms. We consider three distinctly different systems, namely (i) two Ni atoms 

substituted in the supercell of ZnO (Ni2Zn52O54) corresponding to 3.7% Ni doping, (ii) one Ni 

and one Cu substituted in the supercell of ZnO (Cu1Ni1Zn52O54), corresponding to 1.85% Ni 

and 1.85% Cu doping and (iii) two Cu atoms substituted in the supercell of ZnO 

(Cu2Zn52O54), corresponding to 3.7% Cu doping. We have probed two relative distances 

between the substituted atoms ((i) “Near” to and (ii) “Far” from each other and two different 

magnetic configurations (i) Ferromagnetic (FM) and (ii) Anti-ferromagnetic (AFM).  

It should be noted that our spin-polarized electronic structure calculations reproduce 

the correct non-magnetic behaviour of bulk ZnO. We find from our calculations that all the 

doped structures with initial AFM configuration are converged to the structures with FM 

configurations. Thus, we present the results corresponding to only the FM configuration. The 

results of the formation energy calculations show that, among the six possible configurations, 

two structures namely (a) Ni2Zn52O54 with “Near” and (b) Cu1Ni1Zn52O54 with “Near” 

configurations, possess minimum energies. The energy difference between them is very small 

(~ 0.1 kJ/mol).  Our calculations also suggest that the dopant atoms, namely Ni and Cu, carry 

moments which are similar to that of their atomic magnetic moments. This suggests the 

magnetic moments are highly localized. We have observed that the magnetic moment (4.158 

μB) of Ni2Zn52O54 with “Near” configuration is higher than that (3.032μB) of Cu1Ni1Zn52O54 

with “Near” configuration. Thus, addition of Cu into the system effectively reduces the net 

magnetic moments of the system. However, we have also observed that if we consider two 

more configurations viz., Cu2Ni1Zn51O54 and Cu3Ni1Zn50O54 corresponding respectively to 

Cu doping concentrations of 3.7% and 5.5%, keeping the Ni concentration fixed at 1.85%, 

the magnetic moments come out to be 4.111 μB and 5.133 μB respectively. Thus increase in 

Cu doping concentration at a fixed Ni concentration eventually increases the magnetic 

moment of the system.     
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 In order to probe the effect of strong-correlation, if any present in the system, we also 

perform the calculations using DFT + U method, where U is the on-site Coulomb interaction 

between the electrons of an atom. First, we perform the calculations with U = 1 – 5 eV for d-

orbitals of Ni atoms. The variation of formation energy calculated with and without U is 

summarized in Fig. 6.12.  

 

 

 

 

 

 

 

 

 

 

Figure 6.12: Plot of formation energy versus the on-site Coulomb interaction (U) for Ni 

doped and (Ni, Cu) co-doped ZnO systems in various configurations.  

 
 
We observe from the figure that the energy difference between the “Near” and “Far” 

configurations of Cu1Ni1Zn52O54 decrease with U value of d-orbitals of Ni atoms. For U = 5 

eV, the most stable configuration switch from “Near” to “Far” of Cu1Ni1Zn52O54. Thus the 

above theoretical calculations show that both Ni doped and (Ni, Cu) co-doped configurations 

have equal possibilities of having FM interactions. After U = 5 eV for d-orbital of Ni atom, 

we also introduce the on-site electron correlation (U) for the d-orbitals of both Cu atoms. The 

results of our calculations indicate that the energetically most stable configuration becomes 
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Cu2Zn52O54 with “Near” due to inclusion of U for Cu atom, which suggests that the U term 

for Cu atoms may not be important.   

Thus we can summarise the above results as, though our theoretical calculations show 

that (Ni,Cu) co doped ZnO samples should show FM, magnetic measurements on our 

samples show reduction of FM in Ni doped ZnO upon inclusion of Cu upto 3% doping 

concentration. XRD and Ni K-edge XANES results show that at 2% doping concentration Ni 

goes to the substitutional sites in the ZnO lattice replacing Zn atoms, while Cu K-edge 

XANES results show that though at lower concentration (~1%) Cu goes to Zn sites, at higher 

concentration anti-ferromagnetic CuO phase is also formed which reduces the magnetisation 

in the samples significantly. However, it has also been observed that increasing Cu doping 

concentration further to 5% again improve magnetization of the samples. This corroborates 

with our theoretical result that as Cu concentration increases at fixed Ni doping 

concentration, the magnetic moment of the system increases.  

 

         
 

 

 

 

 

 

 

 

 

 

 



181 

 

 

Chapter-7 

(Dy, Mn) co-doped ZnO Nanocrystals (NCs) 

7.1. Introduction:  

As we have discussed in previous chapters that DMS materials are normally formed 

through the introduction of transition metal (TM) ions, such as Fe, Ni, Mn, Cr or into a host 

semiconductor like ZnO. In TM, the magnetization arises from partially filled 3d shells and 

most of the cases since total orbital magnetic moment is zero, the magnetic moment is only 

due to the spin component and hence total magnetic moment per atom is less. Thus the FM 

observed in TM doped ZnO samples so far has never been very significant. Rare earth 

elements doped ZnO nanocrystals are technologically important for industrial applications 

also in the field of optoelectronics, photo catalysis, fibre amplifier [340] etc. Compared with 

3d TMs, 4f rare earth (RE) elements have larger Magnetic moments and likely to enhance the 

ferromagnetism (FM) in doped semiconductors [339,].  Another advantage of doping with RE 

ions is that these go into ZnO lattice in +3 oxidation state leading to enhancement of carrier 

density [339]. Among various rare earth elements, (Er3+ & Tb3+) doped ZnO have been 

reported extensively [340- 344] and doping of ZnO with Dy3+ has also been reported [344, 

345]. Dy3+ ions are also well known for producing visible light by appropriately adjusting 

yellow and blue emissions [346] and these are also used in thermoelectric devices which 

directly convert waste heat from the surroundings into electricity [347].. Though there are 

many reports on the structural as well as magnetic characteristic of TM and RE co-doped 

ZnO, however the mechanism behind the origin of RTFM is still not clear. Moreover, the 

results of co-doping of (Mn,Dy) into ZnO have not been reported yet.  
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In this study we have prepared (Mn,Dy) co-doped ZnO nanocrystals through sol-gel 

route and characterised them thoroughly by several techniques with an emphasis on 

synchrotron based Extended X-ray Absorption Fine Structure (EXAFS), which is an element 

specific technique and can yield important information on local environments of dopants 

(Mn, Dy) and also host element (Zn) in ZnO nanocrystals.  

 

7.2 Experimenetal details: 

7.2.1 Preparation of samples: 

 To synthesize (Mn, Dy) doped ZnO nanocrystals with Mn-concentrations of 0 and 2% 

and Dy-concentrations of 0%, 0.5%, 1%, 2%, 4% and 6%, we follow the sol-gel route as has 

been mentioned in Chapter-2.  Appropriate proportions of powders of analytical grade metal 

nitrates Zn(NO3)2.6H2O from Sigma-Aldrich (99.99%), Dy(NO3)3.5H2O from Alfa Aesar 

(99.99%), and Mn(NO3)2.4H2O from Merck, Germany (99.98%) were thoroughly mixed and 

dissolved in equimolar solution of Ethylene glycol and Poly(vinyl alcohol) (PVA) (99+ 

purity), prepared in double distilled water, while stirring to obtain a homogeneous precursor 

solution. The obtained solution was slowly heated on a hot plate at 200°C until a highly 

viscous gel precursor was obtained. The highly viscous gel was kept at 200°C in the oven for 

12 hrs. for complete drying. After grinding the powder is calcined at 500°C for 10 hrs. 

 

7.2.2 Characterisation of samples: 

  Structural characterization of (Mn,Dy) doped ZnO nanocrystals was performed by X-

ray diffractometer (Model: Miniflex-II, Rigaku, Japan) with Cu Kα radiation (λ = 1.54 Å). 

TEM, HRTEM and Selected Area Electron diffraction (SAED) measurements were done 

with Technai G2 S-Twin (FEI, Netherlands). Fourier transmission infrared (FT-IR) spectra of 

the samples (as pellets with KBr) were obtained using FT-IR Spectrometer (Spectrum One, 
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Perkin Elmer Instrument, USA) in the range of 400–4000 cm-1 with a resolution of 1 cm-1. 

The photoluminescence (PL) spectra were taken in a Fluorescence Spectrometer (LS-45, 

Perkin Elmer, USA) and the magnetic (M-H) measurements were done using 

Superconducting Quantum Interference Device (SQUID) Magnetometer [Magnetic Property 

Measurement System (MPMS) XL-7, Quantum Design, Inc.)]. XAFS measurements on the 

samples were carried out at the Energy Scanning EXAFS beamline (BL-9) at the Indus-2 

Synchrotron Source (2.5 GeV, 120 mA) at the Raja Ramanna Centre for Advanced 

Technology (RRCAT), Indore, India described in Chapter-2. The EXAFS spectra of the 

samples at Mn K-edge were recorded in the energy range of 6470-7250eV and at Dy L3-edge 

the measurements have been carried out in the range of 7675-8490eV. 

 

7.3 Results and discussion: 

7.3.1  X-ray diffraction:  

 Phase purity of the (Mn,Dy) co-doped ZnO samples has been checked by XRD 

measurement (Fig.7.1) which shows that no secondary phase is present in the samples other 

than wurtzite hexagonal ZnO phase. Thus incorporation of Dy in ZnO:Mn does not change 

the structure of wurtzite ZnO. However, it can be seen from the Fig.7.1 that there is a shift in 

the peaks towards lower 2 values upon Dy doping. Since it has been observed from the 

XANES studies on the samples at Dy L3-edge, as discussed later, that Dy goes to ZnO lattice 

as Dy+3, the above shift may be because of expansion of ZnO lattice since the ionic radii of 

Dy+3 (0.91) is higher than the ionic radii of Zn+2(0.74), similar results being observed by 

Khataee et al. also for their Dy doped ZnO nanoparticles [348]. The parameters obtained 

from the analysis of XRD data of the co-doped samples are shown in Table 7.1.   
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Figure 7.1: X-ray diffraction pattern of (Mn, Dy) co-doped ZnO 

 
Table 7.1: Values of particle size, lattice parameters and interplanar spacing for different 
plans of the (Mn,Dy) co-doped samples: 
 

 

Parameters ZnO (2% Mn,  
0.5% Dy)  

co-doped ZnO 

(2% Mn,  
1% Dy)  

co-doped ZnO 

(2% Mn,  
2% Dy)  

co-doped ZnO 

(2% Mn,  
4% Dy)  

co-doped ZnO 

(2% Mn,  
6% Dy)  

co-doped ZnO 

Particle size 
(nm) 

16.5 9.8 9.6 8.9 7.7 7.4 

a (Å) 3.239 3.247 3.256 3.249 3.254 3.261 
 

c (Å) 5.191 5.201 5.219 5.226 5.208 5.221 
 

d(100) (Å) 2.805 2.811 2.820 2.813 2.818 2.824 
 

d(002) (Å) 2.595 2.600 2.609 2.613 2.604 2.610 
 

d(101) (Å) 2.469 2.473 2.480 2.483 2.480 2.485 
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7.3.2 Transmission Electron Microscopy: 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.2: Low magnification TEM (a), SAED (b), and HRTEM (c) images of ZnO 
nanocrystals and low magnification TEM (d), SAED (e), and HRTEM (f) images of (2% Mn, 
2% Dy) co-doped ZnO nanocrystals. 
 

 

The morphology and microstructure of nanoparticles have been examined by transmission 

electron microscopy (TEM). Figs. 7.2(a)-(b) and 2(d)-(e) represent the TEM images and 

SAED patterns of pure ZnO and (2%Mn, 2%Dy) co-doped ZnO nanoparticles which show 

that the sizes of nanocrystals are 22nm and 12 nm respectively. The HRTEM micrograph of 

a representative ZnO and (2%Mn,2%Dy) co-doped ZnO sample is shown in Figs. 7.2(c) and 

2(f) which show d-value of 0.272and 0.284 nm for (100) plane of wurtzite ZnO.  Moreover, it 

should be pointed out here that d-values of the (2%Mn, 2%Dy) co-doped ZnO determined 

from TEM measurements are found to be higher than that of pristine ZnO, which signifies the 
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presence of tensile strain in the (Mn, Dy) co-doped samples as observed from XRD 

measurements. The HRTEM pattern also indicates that all the nanoparticles are single 

crystalline in nature and are free from major lattice defects. Thus according to the results of 

XRD pattern and HRTEM images, we can say that the Mn and Dy have been well 

incorporated into the crystal lattice of ZnO.  

 

7.3.3 FTIR Spectroscopy:  

Fig. 7.3 represents FTIR spectra of undoped and (Mn, Dy) co-doped ZnO NCs capped 

by PVA. It can be seen from fig.7.3 that all the samples exhibited absorption bands at 3444, 

2928, 2856, 2360, 1626, 1534, 1387, 842, 440 cm-1. The peak appeared around 440 cm−1 can 

be attributed to the Zn–O stretching mode in the ZnO lattice [349]. The peak found at around 

~ 3444 cm-1 can be assigned to the –OH mode while two other peaks observed around 2928 

and 2856 cm-1 are due to CO2 molecule present in the air. The absorption peak observed 

around 1626, 1534 and 1387 cm-1 are due to stretching vibrations of C =H, C = C and C−O 

group in acetate species which may be present on the surfaces of the undoped and Co doped 

(Mn,Dy) ZnO nanoparticles. It is clear from the fig.7.3 that with an increase in Dy 

concentration, the intensity of the ZnO band decreases which manifests successful 

incorporation of Dy+3 ions in ZnO lattice and the disorder produced thereof. Similar results 

have also been obtained by Soni et al. for their Mn doped ZnO nanoparticles prepared by 

microwave irradiation [350]. However, it can be seen from Fig.7.3 that in our case there is no 

significant shift in the Zn-O stretching mode frequency due to Dy incorporation showing that 

Zn-O bond length does not distort significantly due to Dy incorporation, the result being 

corroborated from EXAFS measurements as discussed later. 
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                          Figure 7.3: FTIR spectra of (Mn,Dy) co-doped ZnO nanocrystals. 

 

7.3.4 Photo luminescence Measurement: 

Fig.7.4 shows the room temperature PL spectra of (Mn, Dy) co-doped ZnO samples 

along with the undoped one recorded between 400nm to 900nm range, at the excitation 

wavelength of 355 nm. It can be seen from the above figure that pure ZnO sample have four 

emission bands in the visible range centred at 472.1 nm, 481.6 nm, 588.4 nm and 635.6 nm. It 

can also be found that PL intensities at the above wavelengths increase with the doping of Dy 

in ZnO:Mn alongwith the appearance of a green band at 420 nm. Thankgeeswari et. al. have 

also observed quenching of UV emission and enhancement of green emission which they 

have attributed to the creation of oxygen vacancies on Dy doping [351] Wu et.al. have 

observed a PL peak at 575 nm which is due to 4F9/2-6H13/2 transition, characteristic of Dy+3 
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ions apart from the near band edge transition peak at 384 nm for Dy doped ZnO nanowires 

[344] Yan et.al. on the other hand observed an additional characteristic peak at 482 nm due to 

4F9/2-6H15/2 transition in their Dy complex doped ZnO/polyethelyne glycol hybrid phosphors 

[352].We have not observed any of these bands in our samples manifesting that Dy has been 

successfully incorporated in the ZnO lattice in the samples.   

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.4: Photoluminescence spectra of (Mn,Dy) co-doped ZnO nanocrystals. 

 

7.3.5 Magnetic Measurements:  

Fig.7.5 shows the magnetization (M) vs. applied field (H) curve of the M-H plots of 

2% Mn doped and (2%Mn,2%Dy), (2%Mn,4%Dy), (2%Mn,6%Dy) co-doped ZnO samples 

at room temperatures while that of pure ZnO exhibiting diamagnetic behaviour at room 

temperature is shown in the inset of the figure.  
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                        Figure 7.5: M-H plots for (Mn, Dy) co-doped ZnOnanocrystals.  

 

It can be seen that Mn doped and (Mn, Dy) co-doped samples with lower concentration of Dy 

(2%) exhibit super paramagnetic/weak ferromagnetic behaviour. However, as the 

concentration of Dy is increased, magnetic behaviour changes from weak 

ferromagnetic/super paramagnetic to ferromagnetic nature. Thangeeswari et al. [351]  

however, contrary to our result have observed a decrease in FM in their (Co,Dy) co-doped 

ZnO samples with an increase in Dy concentration and have attributed it to anti-

ferromagnetic (AFM) interaction among the Dy ions. Subramanian et al. [339] and 

Vijayaprasath et al. [352] have also observed decrease in magnetization with an increase in 

Gd doping concentration in case of Gd doped ZnO samples possibly due to AFM interaction 

among Gd atoms. 
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7.3.6 EXAFS measurement:  

To further investigate the origin of RTFM in the above samples XAS measurement 

have been carried out on Mn doped and (2%Mn, 2%Dy), (2%Mn, 4%Dy) and (2%Mn, 

6%Dy) co-doped samples. Fig. 7.6(a &b) represent the normalized EXAFS ( )(E versus E) 

spectra and (χ(k) versus k) spectra  (k range of 3–11 Å-1) of (Mn, Dy) doped ZnO NCs at Zn 

K-edges. The (R) versus R plots have been generated for all the samples from the µ(E) 

versus E spectra following the methodology described in Chapter-2 and are shown  in figure 

7. 6(c). 

 

 

 

 

(a) (b) 
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Figure 7.6 (a) Normalized experimental EXAFS (µ(E) versus E) for (Mn, Dy) co-doped 
ZnO nanocrystals measured at Zn K-edge. (b) k2-weighed (k) function of the Zn K-edge 
for the (Mn, Dy) co-doped ZnO nanocrystals measured at Zn K-edge. (c) Experimental 
(R) versus R data (scatter points) and best fit theoretical plots (solid line) of undoped, 
(2% Mn, 2% Dy), (2% Mn, 4% Dy) & (2% Mn, 6% Dy) co-doped ZnO nanocrystals at 
Zn Kedge. (d) Experimental (R) versus R data (scatter points) and best fit theoretical 
plots (solid line) of Mn doped ZnO samples at Zn K-edge. 

(c) (d) 
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Table 7.2:  Fit parameters at Zn K-edge by assuming wurtzite ZnO structure for (Mn,Dy) co-
doped ZnO samples:  
 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  ZnO (2% Mn, 2% 
Dy) co-doped 

ZnO 

(2% Mn, 4% 
Dy) co-doped 

ZnO 

(2% Mn, 6% 
Dy) co-doped 

ZnO 
Zn-O N (4) 3.86±0.84 3.86±0.84 3.86±0.84 3.86±0.84 

 R (Å) 1.94±0.02 1.93±0.03 1.95±0.02 1.94±0.01 

 σ2 0.005±0.002 0.004±0.002 0.003±0.001 0.004±0.002 

Zn-Zn N (12) 12.48±1.68 12.48±1.68 12.48±1.68 12.48±1.68 

 R (Å) 3.20±0.01 3.21±0.01 3.20±0.01 3.21±0.01 

 σ2 0.009±0.001 0.01±0.001 0.008±0.001 0.011±0.001 

FactorR   0.02 0.014 0.02 0.011 
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Table 7.3: Fit parameters at Zn K-edge by assuming wurtzite ZnO structure for Mn doped 
ZnO samples: 
 

 

 

In figure 7.6(c) the first and second major peaks correspond to the nearest oxygen and the 

Zn/Mn/Dy shells respectively from the central Zn atom. The theoretical Fourier transformed 

EXAFSspectra have been generated, assuming the model described by Kisi et. al. [224] as 

described in earlier chapters. A set of EXAFS data analysis codes  available within the 

IFEFFIT software package have been used for EXAFS data analysis as described in details in 

Chapter-2 . The data has been fitted between 1-3.5 Å in R  space. The best fit parameters 

  ZnO 1% Mn 
doped ZnO 

3% Mn 
doped ZnO 

4% Mn 
doped ZnO 

6% Mn  
doped ZnO 

Zn-O N  4.24±0.43 4.17±0.56 4.17±0.56 4.12±0.64 4.08±0.65 

 R   1.91±0.01 1.94±0.03 1.94±0.03 1.94±0.03 1.94±0.03 

 σ2 0.008±0.001 0.008±0.001 0.008±0.001 0.009±0.006 0.009±0.002 

Zn-Zn N  5.16±0.47 5.06±0.61 5.06±0.61 5.04±0.61 4.32±0.34 

 R  3.08±0.01 3.08±0.02 3.08±0.02 3.08±0.02 3.07±0.01 

 σ2 0.003±0.001 0.003±0.001 0.003±0.001 0.003±0.001 0.001±0.001 

Zn-O N  1 1 1 1 1 

 R  3.61±0.06 3.62±0.034 3.60±0.08 3.62±0.034 3.62±0.034 

 σ2 0.003±0.001 0.003±0.001 0.003±0.001 0.003±0.001 0.003±0.001 

Zn-Zn  (6) 7.8±0.24 7.62±0.64 7.62±0.64 7.62±0.64 7.62±0.64 

 R  3.25±0.003 3.26±0.004 3.26±0.005 3.26±0.004 3.27±0.004 

 σ2 0.003±0.001 0.001±0.001 0.002±0.001 0.002±0.001 0.002±0.001 

FactorR   0.0009 0.0002 0.0007 0.0004 0.0004 
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have been shown in Table 7.2. For comparison in Fig.7.6(d) we have also plotted the Fourier 

transformed EXAFS (FOURIER TRANSFORMED EXAFS) )(R  versus R  spectra along 

with the best fit theoretical spectra for only Mn doped ZnO samples and the best fit 

parameters have been shown in Table 7.3 from where it can be seen that the results are 

similar for both Mn doped and (Mn, Dy) co-doped samples. Thus it has been observed that 

Dy doping has not caused any additional changes around Zn sites. 

     Fig.7.7(a) shows the experimental EXAFS (µ(E) versus E) spectra of (Mn,Dy) co-

doped ZnO NCs at Mn K-edge while Fig. 7.7(b) shows the k2-weighed χ(k) versus k plots of 

the samples derived from the experimental EXAFS spectra. At the Mn K-edge we have 

explored two possibilities of theoretical modelling to fit the experimental data: (a) starting 

with the basic wurtzite ZnO structure and replacing the central Zn atom with Mn and (b) 

taking the initial model to be of cubic Mn2O3. Such an approach to modelling has been 

reported by other authors as well [223] For the second case, structural parameters of Mn2O3 

has been taken from ICSD database [353]  and data has been fitted by assuming the first 

nearest oxygen at 1.89Å  with N of 4 and second nearest oxygen shell at 2.24 Å  with N of 2. 
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Figure 7.7 (a): Normalized experimental EXAFS (µ(E) versus E) for (Mn, Dy) co-doped 
ZnO nanocrystals measured at Mn K-edge. (b) k2-weighed (k) function of the Mn K-
edge for the (Mn, Dy) co-doped ZnO nanocrystals. (c) Experimental (R) versus R data 
(scatter points) and best fit theoretical plots (solid line) of (2% Mn, 2% Dy), (2% Mn, 4% 
Dy) & (2% Mn, 6% Dy) co-doped ZnO samples at Mn K-edge (fitting have been carried 
out assuming Mn at Zn sites in wurtzite ZnO structure). (d) Experimental (R) versus R 
data (scatter points) and best fit theoretical plots (solid line) of (2% Mn, 2% Dy), (2% 
Mn, 4% Dy) & (2% Mn, 6% Dy) co-doped ZnO samples at Mn K-edge (fitting has been 
carried out by assuming Mn2O3 structure around Mn sites). 

(a) (b) 

(c) 

(d) 
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Table 7.4: Fit parameters at Mn K-edge by assuming Mn at Zn sites in wurtzite ZnO 
structure for (Mn,Dy) co-doped ZnO samples. 
 

 

Figs. 7.7(c) and (d) show the Fourier transformed EXAFSspectra or )(R  versus R plots  of 

(2%Mn, 2%Dy), (2%Mn, 4%Dy) and (2%Mn, 6%Dy) co-doped ZnO samples at the Mn K-

edge, along with the best fit theoretical spectra, where the fittings have been carried out  by 

using (i) wurtzite ZnO structure (where Zn atoms are replaced by Mn atoms according to the 

doping concetration) and (ii) cubic Mn2O3 structure respectively and the best fit parameters 

have been given in Tables 7.4 and 7.5.   

          It should be noted here that in the theoretical model, which is generated by assuming 

Mn2O3 structure, the first Mn-Mn path occurs at 3.1 Å, but in FT- spectra of Mn-K edge, no 

significant peak occurs corresponding to this Mn-Mn path. For comparison the )(R  versus 

R  plots of the 2% Mn doped and (2%Mn,2%Dy) doped ZnO nanocrystals measured at Mn 

K-edge have been plotted in the inset of Fig. 7.7(c), which shows very broad and reduced 

Mn-Mn peak in case of the later compared to the former sample, manefesting that Dy doping 

introduces some distortion in and around Mn sites in the lattice. Thus during fiiting of the 

data for (Mn, Dy) co-doped samples only the contribution of nearest oxyegen shells have 

been taken. It has been observed that the parameters obtained by the later approach viz., 

assuming Mn2O3 structure yields more reasonable results as shown in Table-7.5 and it is also 

  (2% Mn, 2% Dy) 
co-doped ZnO 

(2% Mn, 4% Dy)  
co-doped ZnO 

(2% Mn, 6% Dy) 
co-doped ZnO 

Mn-O1 N (4) 1.468±0.08 2.76±0.23 2.95±0.22 

 R (Å) 1.94±0.01 1.9±0.01 1.89±0.01 

 2  0.001±0.001 0.002±0.001 0.002±0.001 

FactorR   0.01 0.007 0.013 
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reflected in the better quality of fitting obtained in Fig. 7.7(d) compared to in Fig. 7.7(c). The 

above results indicate that Mn is going to ZnO lattice as Mn+3. 

 
 
Table 7.5: Fit parameters at Mn K-edge by assuming Mn2O3 structure at Mn site for (Mn, 
Dy) co-doped ZnO samples. 

 

 

 

 

 

 

 

 

 

 

 

For comparison, Fig.7.8(a) shows the experimental Fourier transformed EXAFSdata of the 

Mn doped samples at the Mn K-edge along with the best fit theoretical plot where the fitting 

has been carried out assuming Mn at Zn sites in tetrahedral ZnO structure and Fig.7.8(b) 

shows the corresponding plot for the 1% Mn doped sample where fitting has been carried out 

using Mn2O3 structure at the Mn sites. The best fit parameters of the above two cases have 

been shown in Tables 7.6  and 7.7. It is clear from the above figures and tables that the fitting 

quality of the data with the second theoretical model is poor and it yeilds unreasonable results 

of very low coordination in the oxygen and Mn shells. Hence we can conclude that in case of 

Mn doped ZnO samples the EXAFS data is best fitted with the model of Mn replacing Zn 

atoms in ZnO lattice.   

  (2% Mn, 2% Dy) 
co-doped ZnO 

(2% Mn, 4% Dy)  
co-doped ZnO 

(2% Mn, 6% 
Dy)co-doped 

ZnO 
Mn-O1 N  4.0±0.39 4.0±0.39 4±0.39 

 R (Å) 1.92±0.01 1.92±0.01 1.9±0.01 

 2  0.0086±0.001 0.005±0.003 0.005±0.001 

Mn-O2 N  1.57±0.38 1.57±0.38 1.57±0.38 

 R (Å) 2.26±0.03 2.29±0.01 2.26±0.04 

 2  0.01±0.01 0.005±0.003 0.007±0.006 

FactorR   0.0008 0.001 0.001 
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Figure 7.8: (a) Experimental )(R versus R  data (scatter points) and best fit 
theoretical plots (solid line) of Mn doped ZnO samples at Mn K-edge (fitting has 
been done assuming Mn at Zn sites in wurtzite ZnO structure). (b) Experimental 
c(R) versus R data (scatter points) and best fit theoretical plots (solid line) of Mn 
doped ZnO samples at Mn K-edge (fitting has been carried out by assuming Mn2O3 
structure around Mn sites). 

(a) 
(b) 
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Table 7.6:  Fit parameters at Mn sites assuming Mn at Zn sites in wurtzite ZnO structure for 
Mn doped ZnO sa 
 

 

 

 

 

 

 

 

 

 
Table 7.7: Fit parameters for Mn K-edge data assuming Mn2O3 structure at Mn site. 

 

Mn-O N (2) 0.24 ±0.26 
 R (Å) 2.29±0.10 
 2  0.03 ±0.10 

Mn-O N (2) 3.82 ±0.04 
 R (Å) 2.01 ±0.09 
 2  0.015 ±0.02 

Mn-O N (2) 0.024±0.001 
 R (Å) 2.47 ± 0.01 

 2  0.04 ±0.001 
Mn-Mn N (10) 1.6 ±0.47 

 R (Å) 3.28 ± 0.029 
 2  0.026 ±0.005 

FactorR   0.0002 

  1% Mn  
doped ZnO 

3% Mn doped 
ZnO 

4% Mn 
doped ZnO 

6% Mn  
doped ZnO 

Mn-O N (4) 3.12±0.76 2.53±0.44 2.59±2.82 2.56±0.52 

 R (1.97Å) 1.95±0.04 1.95±0.01 1.96±0.04 1.95±0.02 

 2  0.026±0.034 0.01±0.001 0.01±0.002 0.01±0.004 

Mn-Mn N (6) 5.2±1.08 5.1±0.22 4.98±0.33 4.95±0.30 

 R (3.20Å) 2.99±0.03 2.99±0.01 2.98±0.042 2.97±0.01 

 2  0.023±0.003 0.012±0.001 0.015±0.001 0.008±0.001 

Mn-Mn N (6) 5.98±1.24 5.95±0.38 5.4±0.81 5.52±0.21 

 R (3.25Å) 3.30±0.02 3.31±0.01 3.30±0.01 3.25±0.01 

 2  0.021±0.002 0.023±0.001 0.023±0.001 0.012±0.001 

FactorR   0.0046 0.0001 0.001 0.003 
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Thus the above EXAFS measurements on the Mn doped and (Mn,Dy) co-doped samples 

show two striking dsimillarities, viz, in case of Mn dopped samples, the Mn-Mn peak at 3.1 

Å is present in the Fourier transformed EXAFSspectra, while in (Mn,Dy) co-doped samples it 

is significantly reduced due to the disorder introduced by Dy atoms. Secondly, in Mn doped 

samples Mn is going to the ZnO lattice is Mn+2 oxidation state while in case of (Mn,Dy) co-

doped samples, Mn is going into the lattice in Mn+3 oxidation state. Fig.7.9 shows the 

XANES spectra of the (Mn, Dy) co-doped ZnO samples along with that of standard MnO2 

and Mn2O3 commercial powder and Mn metallic foil. It shows that the Mn absorption edge 

positions of the samples lie just above that of Mn2O3 showing that Mn goes into the samples 

as Mn+3. However, it is evident from the above figure that the post edge features (shown with 

arrows in the figure) of Mn2O3 do not exactly match with that of the samples. This manifests 

that though Mn goes into the ZnO lattice in the co-doped samples as Mn+3, however it does 

not exist as separate Mn2O3 phase in the sample manifesting proper Mn doping at Zn sites in 

the samples  
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Figure 7.9: XANES plots for (Mn,Dy) co-doped ZnO samples at Mn K-edge alongwith that 
of standard MnO2, Mn2O3 powders and Mn foil 
 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.10 (a) Normalized experimental EXAFS (µ(E) versus E) for (2% Mn, 2% Dy), 
(2% Mn, 4%Dy) & (2% Mn, 6% Dy) co-doped ZnO samples measured at Dy L3-edge. (b) 
k2-weighed (k) function of (2% Mn, 2% Dy), (2% Mn, 4% Dy) & (2% Mn, 6% Dy) co-
doped ZnO samples measured at the Dy L3-edge. (c) Experimental (R) versus R data 
(scatter points) and best fit theoretical plots (solid line) of (2% Mn, 4% Dy) co-doped ZnO 
samples measured at Dy L3-edge (fitting has been carried out by assuming Dy at Zn sites in 
wurtzite ZnO structure). (d) Experimental (R) versus R data (scatter points) and best fit 
theoretical plots (solid line) of (2% Mn, 2% Dy), (2% Mn, 4% Dy) & (2% Mn, 6% Dy) co-
doped ZnO samples measured at Dy L3-edge (fitting has been carried out by assuming 
Dy2O3 structure around Dy sites). 

(a) 

(d) 

(b) 

(c) 
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Table 7.8: Fit parameters for Dy L3-edge data by assuming Dy2O3 structure at Dy site for 
(Mn, Dy) co-doped ZnO samples 
 

 
 

             Fig.7.10(a) shows the experimental EXAFS ( )(E versus E)  spectra of (Mn, Dy) co-

doped ZnO nanocrystals while figure 7.10(b) shows )(k versus k  plots for the samples 

derived from the experimental EXAFS spectra. In this case also to fit the experimental 

Fourier transformed EXAFSdata at the Dy L3-edge two possibilities were examined viz., (a) 

Dy at Zn sites in tetrahedral ZnO structure and (b) Dy2O3 structure at the Dy sites.  

Fig.7.10(c) shows the Fourier transformed EXAFSor )(R  versus R  plots of (2%Mn, 

4%Dy) co-doped ZnO nanocrystals at the Dy L3-edge along with the best fit theoretical plots 

where the fitting has been carried out assuming wurtzite ZnO structure with Zn atoms 

replaced by Dy atoms according to doping concentration. The theoretical Fourier transformed 

EXAFSspectra have been generated assuming the wurtzite ZnO structure where Zn is 

replaced by Dy with the first oxygen shell (Dy-O) at 1.97Å with coordination number (CN) 

of 4. It has been observed that the fitting quality of the data with this theoretical model is 

poor and it yeilds unreasonable results of higher bond distance (2.31 Å) as comapred to its 

theoretical value. Fig.7.10(d) shows the Fourier transformed EXAFS )(R  versus R  plots of 

(Dy,Mn) co-doped ZnO nanocrystals at the Dy L3-edge along with the best fit theoretical plot 

  (2% Mn, 2% Dy)co-
doped ZnO 

(2% Mn, 4% Dy)  
co-doped ZnO 

(2% Mn, 6% Dy) 
co-doped ZnO 

Dy-O1 N (4) 4.92±0.24 4.92±0.34 4.72±0.018 

 R (Å) 2.24±0.005 2.28±0.007 2.30±0.003 

 2  0.006±0.001 0.006±0.001 0.006±0.007 

FactorR   0.009 0.015 0.003 
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where the fitting has been carried out by assuming the 2nd option viz., Dy2O3 structure at the 

Dy sites and the best fit parameters have been shown in Table 7.8. Initially fitting has been 

carried out assuming the two nearest oxygen shells (Dy-O1) at 2.24Å with coordination 

number of 2 & (Dy-O2) at 2.35 Å with coordination number of 4 respectively. From the 

fitting results it has been found that for all the co-doped ZnO samples both oxygens shells are 

almost at the same  distance of 2.25Å and 2.26Å from the central atom Dy. Hence during 

fitting we have combined the contributions of both oxyegen shells at 2.24Å with coordination 

number of 6 and fitting has been carried out by assuming this single shell of oxygen. It can be 

seen from Fig. 7.10(d) and Table 7.8 that fitting with this structure has yielded better results 

with reasonable values of the fitting parameters.  
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Figure 7.11: XANES plots for (Mn,Dy) co-doped ZnO samples at Dy L3 edge alongwith that 
of standard Dy2O3 powder.  

 

Fig. 7.11 shows the Dy L3 edge XANES spectra of the (Mn,Dy) co-doped ZnO samples along 

with that of standard Dy2O3 commercial powder. It shows that the Dy L3 absorption edge 

positions of the co-doped samples agree with that of Dy2O3 powder. However, the post edge 

features (like the peak at 7810 eV) of Dy2O3 is not exactly matching with that of the co-doped 

samples showing that though Dy goes as Dy+3 in the ZnO lattice, it is not present as a 

separate Dy2O3 phase manifesting successful doping Dy in the ZnO lattice.     

However, it can be seen from Table 7.8 that significant oxygen vacancies are present 

near Dy sites since oxygen coordination is less than that expected which is corroborated by 

PL measurements also discussed above. Creation of oxygen vacancy at Dy sites takes place 

possibly to compensate for the charge neutrality at Zn+2 sites occupied by Dy+3 ions. Thus the 

FM observed in the Dy doped samples can be attributed to the oxygen vacancy mediated 

exchange interaction between the Dy+3 ions or in other words due to the formation of bound 

magnetic polarons or BMP’s. Thangeeswari et.al. have also attributed the FM observed in 

their (Co,Dy) co-doped nanoparticles to bound magnetic polarons [351]. Oxygen vacancies 

have been considered to be responsible for FM observed in several RE doped CeO2 systems 

also [354]. Oxygen vacancy mediated FM has been observed by us in several other doped 

TM doped ZnO samples also viz., in Fe doped and Cr doped ZnO nanocrystals and Mn doped 

ZnO thin film samples [355-357]. 

      Thus from the above study we can conclude that the FM observed in the Dy doped 

samples can be attributed to the oxygen vacancy mediated exchange interaction between the 

Dy+3 ions or in other words due to formation of bound magnetic polarons or BMP’s. It has 

also been noted from the XANES measurements of the samples at Mn K-edge and Dy L3 
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edge alongwith that of standard oxide samples that though Mn and Dy go into ZnO lattice as 

Mn+3 and Dy+3, though no separate Mn2O3 or Dy2O3 phase exists in the samples. 
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 Chapter- 8  
 

GIXAFS measurement on thin film multilayer structures  

 

8.1. Introduction:  
       Specular and diffused Grazing incidence X-ray reflectivity is widely used to 

determine the interfaces of multilayers, however these techniques mostly give information on 

electron density variation across the depth and not much on atomic level structure. X-ray 

photo electron spectroscopy, on the other hand can give useful information on the oxidation 

states of the species, however it has to be employed along with a destructive ion etching 

process to yield any depth dependent information. X-ray absorption spectroscopy (XAS), 

which comprises of two techniques viz., X-ray near edge structure (XANES) and Extended 

X-ray absorption fine structure (EXAFS), is an important technique to investigate element 

specific local structure in the system. Though it is not really a surface sensitive technique, 

however, by careful preparation of the samples and careful selection of the grazing angle of 

incidence, we can probe depth selective XAS in a multilayer structure, by exciting X-ray 

standing waves with definite positions of nodes and antinodes inside the multilayer [363]. 

The details of formalism of creation of standing waves in a multilayer structure has been 

discussed in Chapter-1. In this paper standing-wave effects are used to perform depth 

selective XAS measurements in a Ni/Ti multilayer structure which is an important magnetic 

material.  
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8.2 Experimental details: 

      Ni/Ti multilayers have been deposited by sputtering technique on c-Si substrates in an 

indigenously developed d.c. magnetron sputtering unit, where Ti is at the top surface. 

Thickness of each Ni/Ti bilayer is 120Å with approximately equal layer thickness, the design 

of the multilayer being carried out using the IMD software code discussed later. The basic 

principle of dc magnetron sputtering has been discussed in Chapter-2. Grazing incidence 

XAS (GIEXAFS) measurements of the present sample was carried out at the Energy 

Scanning EXAFS beamline (BL-9) at the Indus-2 Synchrotron Source (2.5 GeV, 100 mA), 

Raja Ramanna Centre for Advanced Technology (RRCAT), Indore, India. The procedure of 

measurement has been described in Chapter-2.  

 

8.2.1 Sample preparation:  

             We have fabricated the Ni/Ti multilayers in the 9 m long indigenously developed in-

line magnetron sputtering system described elsewhere [364]. This system is equipped with 

three magnetrons on which three sputtering targets, each having dimensions of 125 mm × 200 

mm, are fixed. During the deposition process the substrate trolley is scanned below the 

targets with a stainless steel (SS) pulley rope mechanism, using a motor kept outside the 

vacuum system and the deposited film thickness is scaled with the inverse velocity of the 

trolley. During deposition, the online tracking of the exact position of the substrate trolley has 

been achieved by a laser beam reflection from the back of the trolley tray, the detail 

description of which has been given in our previous communication [364]. A highly accurate 

speed control ensured good reproducibility of the films. Just beside each target, one quartz 

crystal monitor is fixed in the shadow region for in-situ monitoring of the static rate of 

deposition. Prior to deposition, the system has been evacuated to a base pressure of 1×10−6 

mbar with the help of two turbo-molecular pumps. High-quality Ti (99.95%) and Ni targets 



208 

 

of specified dimensions are used for all of the depositions. All of the films have been 

deposited on 30 mm × 20 mm crystalline silicon (111) wafers. Initially single layer Ni and Ti 

films have been deposited and the thicknesses of the films have been measured by Grazing 

Incidence X-ray reflectivity (GIXR) technique for calibration of the quartz crystal monitor 

and using this calibration the multilayers of required thicknesses have finally been deposited 

with high accuracy of thickness.   

 

8.3 Results and discussion:  

To perform GIEXAFS measurement at different regions of multilayer structure, we 

have theoretically generated electric field distribution of X-ray standing wave inside a 10 bi-

layer Ni (60Å)/Ti (60Å) multilayer structure (with Ti as the top most layer) with different 

grazing angle of incidence at energy of 8.353eV for Ni-K-edge. The theoretical simulation 

has been carried out using the IMD computer program [365]. IMD is a computer code that 

can calculate specular and non-specular reflectivity of single layer and multilayer structure of 

any number of layers and for any material, whose optical constants are known, using Parratt 

formalism. This program works under XOP (X-ray Oriented Programming) platform and it 

can also fit the experimentally measured X-ray reflectivity spectrum of a sample and estimate 

the optical parameters and sample structure. Under the Parratt’s formalism the reflectivity of 

X-rays from a plane boundary between two media can be obtained using Fresnel’s boundary 

conditions of continuity of the tangential components of the electric field vector and its 

derivative at the interface. Figs. 8.1(a), (b) & (c) represent the electric field profile of 

standing wave generated in Ni/Ti multilayer structure at energy of 8.353eV. Depending on 

the positions of node and antinodes in electric distribution pattern of standing wave, we have 

selected three angles to probe Ni atoms in Ti bulk (region:1), Ti on Ni interface (region:2) 
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and Ni bulk region (region:3) in the multilayer. The grazing angles of incidences chosen to 

probe the different parts of the Ni/Ti multilayer structure is given in Table-8.1. 

 

  

 

 

 

 

 

 

Figure 8.1: Variation of electric field intensity inside multilayer structure with grazing angle 
of incidences. 
 
Table 8.1: Grazing angle of incidences used for probing different portions of the 10 bi-layer 

Ni (60Å)/Ti(60Å) multilayer.  

    

Sample name  Grazing angle (degree)  

Ti- Bulk 0.44º 

Ti on Ni  0.48 º 

Ni Bulk 0.57 º 

 

     Subsequently the multilayer has been deposited in the indigenously developed magnetron 

sputtering system described above. To probe various regions of multilayer we have recorded 

Grazing Incidence XAFS (GIXAFS) spectra of Ni/Ti multilayer samples at three different 

grazing angles of incidence which viz., 0.44, 0.46 and 0.57 at Ni-Kedge, along with a 

standard Ni metal foil for comparison. During the measurement using the GIEXAFS set up of 

Ti Ti on Ni Ni bulk 0.44◦ 0.48◦ 0.57◦ 
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the Energy Scanning EXAFS beamline (BL-09) at Indus-2 SRS, described in detail in 

Chapter-2, a reflectivity detector and a fluorescence detector have been used simultaneously 

in perpendicular geometry to ascertain the correct grazing angle of incidence of the SR beam 

on the sample and to measure the XAFS signal respectively. It should be noted that the XAFS 

measurement on Ni foil has been done in a conventional way in transmission mode.  It is 

clear from XANES spectra, shown in fig. 8.2(a), that the absorption edge of Ni in Ni/Ti Ml 

sample coincide with that of Ni metal foil in each cases manifesting that in all the three 

regions Ni is in metallic state, ruling out any other compound formation particularly at the 

interfaces.   

 

 

Figure 8.2. (a) Normalised XANES spectra of Ni-Ti multilayer at 0.44, 0.48 and 0.57 
grazing angles of incidence along with that of pure Ni foil measured at Ni K edge. (b) Fourier 
transformed GIEXAFS spectra (scatter points) of Ni/Ti multilayer at the three different 
grazing angles of incidence along with the Ni-foil at Ni-k-edge and corresponding theoretical 
fits (solid lines). 
 

Fig. 8.2(b) shows the (R) versus R plots for Ni/Ti multilayer at three different angles of 

incidence at Ni-K-edge, along with best fit theoretical curves.  The above figure shows the 

appearance of a major peak around 2Å in the phase uncorrected radial structure function of 

Ni/Ti multilayer sample in all three cases. Position of this peak is matching exactly with the 
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major peak present in bulk Ni foil which corresponds to the 1st coordination shell of Ni atoms 

surrounding the absorbing atom.  It is clear from the spectra that amplitude of the 1st major 

peak increases as we increase the angle of incidence. Taking into consideration the XANES 

results, all three EXAFS data of Ni/Ti multilayer sample were fitted by metallic Ni (face-

centered cubic (fcc)) structure. It should be mentioned here that a set of EXAFS data analysis 

program available within the IFEFFIT software package [217] have been used for reduction 

and fitting of the experimental EXAFS data, as discussed in details in earlier Chapters. The 

Ni-Ni distance ( R ), coordination number of the 1st coordination shell (CN) and the disorder 

parameter σ2have been used as fitting parameters in the above exercise and the best fit results 

are given in Table-8.2. Since σ2 and CN are correlated with each other, thus to have better 

idea about the variation in CN, value of σ2 is kept constant during the fitting. It should be 

noted here that the value of σ2 has been taken from the reference Ni metal foil. 

  

Table 8.2: Best fit parameters obtained by fitting the FT- EXAFS    

  Ni Foil Ni/Ti _0.57 Ni/Ti_0.48 Ni/Ti_0.44 

Ni-Ni CN(12) 11.72±0.36 7.44±0.72 7.08±0.19 3.36±0.33 

 ∆R(2.4) 2.45±0.01 2.44±0.01 2.45±0.11 2.53±0.02 

 σ2 0.007±0.001 0.007±0.001 0.007±0.001 0.007±0.001 

R-Factor  0.003 0.013 0.012 0.012 

 

It can be seen from the Table-8.2 that Ni-Ni coordination is very less compared to bulk Ni in 

case of the measurement at the lowest grazing angle of incidence of 0.44°, where we are 

probing Ni atoms inside the top surface of Ti. This is possibly due to the fact the full 

coordination shell of fcc Ni structure is not getting formed in this case since very few Ni 

atoms are able to diffuse inside the bulk of the Ti layers.  However as we are increasing the 

grazing angle of incidence and moving towards Ni bulk, Ni CN approaches that of bulk Ni, 



212 

 

though inside the bulk Ni layer also it is low compared to the bulk value possibly due to very 

small grain sizes of these amorphous-like layers.    

            Thus three regions, viz., Ni bulk layer, in the Ti-on-Ni interface and Ti bulk of a 10 

bi-layer Ni/Ti magnetic multilayer structure have been probed by Grazing incidence X-ray 

absorption spectroscopy measurement in a newly developed set-up at the Energy Scanning 

EXAFS beamline at Indus-2 SRS. By comparing the XANES results of the sample at the 

three grazing angles of incidence with that of a standard Ni metal foil, the metallic character 

of Ni atoms in all the three regions could be established. While the EXAFS measurements 

have shown the depth dependent variation of local environment of Ni inside the multilayer. 

Thus it has been demonstrated that depth dependent XAS studies of thin films and 

multilayers can be carried out successfully in the above set up. 
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 Chapter 9 

Summary & Conclusion 

 

The brief summery and conclusion for the individual chapters are given below. 

 

Fe and Cr doped ZnO:  

In Chapter 3 we have presented the results of the studies on sol–gel derived Fe- and Cr doped 

ZnO diluted magnetic semiconductors (DMSs) nanoparticles. The X-ray diffraction data with 

Rietveld refinement, HRTEM, and micro-Raman analysis show that Fe-doped ZnO 

nanoparticles have wurtzite structure as that of pure ZnO. Furthermore, these results indicate 

that Fe-ions have entered in Zn-sites by substituting the Zn ions. 

Crystallite structure, morphology, and size of the nanocrystals have been estimated by XRD 

and HRTEM. The estimated size of the crystallites decreases exponentially with the increase 

of Fe concentration which is due to the difference of the ionic radii between Zn and Fe atoms. 

The EXAFS results show that the reduction in oxygen coordination has taken place which 

manifests generation of oxygen vacancies in the samples due to Fe doping. The oxygen 

coordination remains lower and DW factor remains higher compared to their respective 

values in undoped ZnO suggests that doping takes place properly throughout the whole 

composition range. The DW factor for the next near Zn shell shows that Fe-doping affects the 

O site more than the Zn/Fe site. The substitution of Zn ions by Fe ions does not cause any 

significant change in the host lattice as manifested in the values of the bond distances. 

XANES study clearly rules out the presence of metallic Fe clusters, FeO and Fe2O3 phases in 

the samples. However, it indicates that Fe gets incorporated in the ZnO lattice as Fe3+ causing 

creation of oxygen vacancies. These observations corroborate to those of EXAFS study. 
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Raman spectroscopy study reveals that the local symmetry in the Fe-doped nanocrystals 

gradually differ from that of undoped sample, but the crystal structure remains the same as 

that of the wurtzite structure of pure ZnO; which further supports the incorporation of Fe-ions 

in the ZnO lattice. Room temperature (weak) ferromagnetism (RTFM) is observed from M–H 

measurements and magnetization increases with increasing Fe-concentration. The joint 

effects of the intrinsic exchange interactions arising from oxygen vacancy assisted bound 

magnetic polarons (BMPs) and the extrinsic grain boundary are responsible for the room 

temperature FM in this system.             

For Cr doped ZnO NCs XRD and HRTEM results show that estimated size of the 

crystallites decreases linearly with the increase of Cr doping concentration while there is an 

increase in tensile strain in the ZnO lattice due to Cr incorporation. The above results clearly 

indicate that Cr-ions have substituted Zn ions in the ZnO lattice of the nanocrystals. 

EXAFS results show that there is a reduction in oxygen coordination and increase in oxygen 

vacancies with increase in Cr doping concentration in the samples, however the substitution 

of Zn ions by Cr ions of almost similar size does not cause any significant change in the host 

lattice as manifested in the values of the bond distances. XANES study clearly rules out the 

presence of metallic Cr clusters in the samples. These observations corroborate to those of 

XRD study. Raman spectroscopy measurement reveals that the local symmetry in the Cr 

doped nanocrystals is different from that of undoped sample, though the crystal structure 

remains the same as that of the wurtzite structure of pure ZnO, which further supports the 

incorporation of Cr-ions in the ZnO lattice. Wurtzite structure has been confirmed by FTIR 

analysis which also indicates the increase in octahedral coordination around Cr site with 

increase in Cr doping concentration in the samples and thus corroborates the results obtained 

from pre-edge structures of XANES measurements at Cr K-edge. 
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     UV-Vis measurements show blue shift (increase) in the optical band gap occurs up to 

x = 0.02 (viz. Zn0.98Cr0.02O) after that for higher Cr-doping (x > 0.02) the band gap decreases 

with increasing Cr concentration. This increase (blue shift) of the band gap can be interpreted 

mainly with the 4s–3d and 2p–3d exchange interactions and the Moss–Burstein effect while 

the decrease (red shift) of the band gap can be interpreted to be due to the sp–d exchange 

interactions between the band electrons of ZnO and the localized d electrons of the Cr-ions. 

The room temperature PL measurements illustrate NBE emission and 

violet, violet-blue, blue, blue-green, and green emissions are in visible region. The UV 

emission (NBE) peak originates from the radiative recombination of carriers bound within 

excitons while the other emissions may be attributed to the Zn-vacancies, interstitial Zni 

levels, radiative defects related to traps existing at grain boundaries, defects related to 

positively charged Zn vacancies, surface defects and singly ionized oxygen vacancies 

(Vo) respectively. It has also been observed that increasing Cr doping increases the density of 

singly ionized oxygen vacancies (Vo) enhancing the green emission. Thus in summary XRD, 

HRTEM and Raman measurements show clear signature of changes in ZnO lattice upon Cr 

doping though the overall wurtzite structure remains unaffected. XANES measurements 

show that Cr is present in the samples in Cr3+ oxidation state while pre-edge peaks in XANES 

spectra and FTIR results show that local structure around Cr is increasingly 

becoming octahedral with increase in Cr doping concentration. EXAFS and PL 

measurements show that Cr incorporation in ZnO lattice is accompanied by creation of more 

and more oxygen vacancies.   

 

 (Co, Cu) co-doped ZnO NCs :  

            In Chapter-4 Pure, Co doped and (2.5%Co, 2.5%Cu) co-doped ZnO nanocrystals have 

been prepared by wet chemical route at room temperature to study the possible enhancement 
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in magnetization of Co doped ZnO system due to an increase in carrier concentration by Cu 

doping. X-ray diffraction analysis reveals the characteristic 

hexagonal wurtzite structure of ZnO NCs with no secondary phase 

appearing for Co doped and (Co,Cu) co-doped ZnO NCs. TEM 

measurements have also corroborated with XRD results. FTIR results also indicate that Co 

and Cu dopants are occupying the Zn positions in the ZnO matrix as there is no peak found in 

the spectra that corresponds to Co and Cu. Raman spectroscopy measurements however 

shows that in the co-doped samples the major optical phonon mode of ZnO shift to lower 

frequencies and there is a decrease in intensity and broadening of peaks manifesting 

distortion of long-range order of ZnO nanocrystals to some extent by doping. The peaks due 

to dopant atoms with defects become significant in doped samples and it increases 

significantly for the (2.5% Co, 2.5% Cu) co-doped sample. Optical absorption spectra show 

that the excitonic feature for undoped ZnO NCs is clearly blue-shifted compared to bulk 

ZnO. The Co doped and (Co,Cu) co-doped ZnO NCs show sub-forbidden gap features 

characteristics of ligand field d-d transitions of Co2þ in tetrahedral environment. EPR results 

also suggest that Co2þ and Cu2þ ions are in a tetrahedral coordination in the ZnO matrix with 

no secondary or impurity phase observed in (Co,Cu) co-doped ZnO NCs. DFT based 

electronic structure calculations show that if we consider a strong on-site Coulomb 

interaction among the electrons of Co atom, a ZnO supercell substituted with co-doped with 

one Co and one Cu atoms can be energetically more favorable than two Co 

atoms substituted in the ZnO supercell. However, magnetic measurements reveal that (2.5% 

Co, 2.5% Cu) co-doped sample shows weak FM behavior and its magnetisation is less than 

that of the Co doped sample. Further investigations by EXAFS measurements at Co and Cu K 

edges reveal that while Co goes into the tetrahedral lattice of ZnO, local environment of Cu 

resembles that of cubic CuO than tetrahedral ZnO. The presence of CuO phase is detrimental 
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to the magnetic properties of the sample which causes the reduction in the magnetization of 

the (Co,Cu) co-doped sample compared to the Co doped sample. Thus the above study 

clearly shows that though characterization by XRD, FTIR, Raman and EPR measurements do 

not manifest the presence of a secondary oxide phase in the sample other than wurtzite ZnO 

with Zn atoms substituted by Cu and Co, EXAFS study clearly establishes that Cu is present 

as CuO in the samples which is detrimental to its magnetic properties and hence Cu 

doping in the ZnO samples in addition to Co doping reduces iikts magnetization. 

 

(Fe, Cu) co-doped ZnO NCs: 

Undoped, Fe doped and (Fe,Cu) co-doped ZnO nanocrystals have been prepared by wet 

chemical route at room temperature to study the possible enhancement in magnetization of Fe 

doped ZnO system due to an increase in carrier concentration by Cu co-doping, which have 

been described in Chapter-5. TXRF measurements show satisfactory inclusion of the dopant 

ions in the ZnO matrix, while XRD measurement reveals the characteristic hexagonal 

wurtzite structure of ZnO NCs with no secondary phase appearing for Fe doped and (Fe,Cu) 

co-doped ZnO NCs. TEM measurements have also corroborated the XRD results and reveal 

6–7 nm sizes of the nanocrystals. XANES measurements show the presence of Cu in the 

samples in Cu+2 and Fe in Fe+3 oxidation states. EXAFS measurements show that the peaks in 

the Cu K-edge Fourier transformed EXAFSspectra match with that of Zn K-edge Fourier 

transformed EXAFSspectra of the samples and do not match with. that of any other oxide 

phases of copper. The above results manifest that Cu atoms in the (Fe,Cu) co-doped ZnO 

samples go to Zn sites at ZnO lattice and do not form any other metallic or oxide phase. 

However, magnetic measurements reveal that 5% Fe-doped sample shows weak 

ferromagnetic (FM) behavior and its magnetization reduces upon 2% additional Cu doping. 

DFT based electronic structure calculations show that upon Cu doping in addition to Fe 
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doping, ZnO systems with ferromagnetic (FM) and anti-ferromagnetic (AFM) interactions 

become energetically comparable compared to the only Fe doped system which is more 

stable in FM configuration. Thus we can conclude that the decrease in magnetic susceptibility 

of Fe doped ZnO nanocrystals upon Cu co-doping may be due to the enhancement of AFM 

interaction among the TM ions in the co-doped samples.  

 

 

(Ni, Cu) co-doped ZnO NCs: 

In Chapter-6 we have discussed the results of several complementary characterizations 

carried out on (Ni, Cu) co-doped ZnO nanocrystals prepared through wet chemical route. and 

have been subjected to. XRD measurements show that though phase purity of the ZnO 

samples is retained by Ni doping at 2%, Cu doping beyond 3% creates a separate CuO phase 

in the samples. It has also been observed that (Ni,Cu) co-doping does not introduce much 

deformation in the lattice though there is a shift in lower d values due to Cu inclusion 

followed by a decrease in crystallite size. EXAFS measurements at Zn K-edge also supports 

that the ZnO lattice is not too much deformed due to inclusion of Cu and Ni. Ni Kedge 

XANES measurements confirm that Ni is present in the ZnO lattice is Ni+2 oxidation state 

and it does not form any separate NiO phase. Cu K-edge XANES measurements however 

show that there is a shift in the XANES pattern from substitutional Cu phase to a separate 

CuO phase as Cu doping concentration is increased from 1% to 5%. This manifests in the 

decrease in magnetization in the samples due to increase in Cu doping upto 3% as have been 

observed from magnetic hysteresis measurements. Magnetic susceptibility measurement as a 

function of temperature also indicates an enhancement of AFM interaction in the samples 

with increase in Cu doping concentration upto 3%, possibly due to appearance of the CuO 

phase. However, it has been observed that magnetization in the sample again increases as the 
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Cu doping concentration increases upto 5%. Theoretical electronic structure calculations 

however predict that FM phase in phase pure (Ni, Cu) co-doped ZnO sample is equally 

probable as in Ni doped ZnO sampleand also that the magnetic moment of the system 

increases with increase in Cu doping concentration at a fixed Ni doping concentration. Thus 

magnetization of (Ni,Cu) co-doped ZnO system is found to be governed by two competing 

processes viz., decrease in magnetization due to presence of CuO phase and increase in 

magnetization due to interaction between the TM ions mediated by Cu doping induced free 

charge carriers. 

 

(Mn, Dy) Co-doped ZnO NCs: 

 Sol gel derived (Mn, Dy) doped ZnO nanocrystals with Mn concentrations of 0 and 2% and 

Dy-concentrations of 0.5%, 1%, 2%, 4% and 6% have been subjected to various 

complementary characterisation techniques which have been discussed in Chapter-7. XRD 

measurements show that incorporation of Dy in Mn doped ZnO does not change the structure 

of wurtzite ZnO though there is slight expansion of ZnO lattice to accommodate relatively 

larger Dy3+(0.91Å) ions which is also confirmed by HRTEM measurement. TEM 

measurements show (100) oriented wurtzite structure and 22 nm and 12 nm sizes respectively 

for the undoped and co-doped nanocrystals. FTIR study also corroborates the above results 

that upon rare earth doping ZnO lattice is not distorted significantly. PL measurements 

however indicate creation of oxygen vacancies on Dy doping. Magnetic measurement shows 

that as doping concentration of Dy is increased, magnetic behaviour changes from weak 

ferromagnetic/super paramagnetic to ferromagnetic nature. EXAFS data analysis at Zn Kedge 

shows that the results are similar for both Mn doped and (Mn,Dy) co-doped samples 

corroborating the above results that Dy doping has not caused any additional changes around 

Zn sites. However, EXAFS results at Mn K-edge on the Mn doped and (Mn, Dy) co-doped 
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samples show two striking dissimilarities, viz., in case of co-doped samples, the second shell 

Mn–Mn peak is significantly reduced due to the disorder introduced by doping of Dy atoms 

and in only Mn doped samples Mn is going to the ZnO lattice is Mn2+ oxidation state while in 

case of (Mn, Dy) co-doped samples, Mn is going into the lattice in Mn3+ oxidation state. Dy 

L3-edge results also show that Dy is going to the ZnO lattice as Dy3+ and significant oxygen 

vacancies are created near Dy sites to compensate for the charge neutrality at Zn2+ sites, a 

result also corroborated by PL measurements. Thus, the FM observed in the Dy doped 

samples can be attributed to the oxygen vacancy mediated exchange interaction between the 

Dy3+ ions or in other words due to formation of bound magnetic polarons or BMP's. It has 

also been noted from the XANES measurements of the samples at Mn K-edge and Dy L3 

edge along with that of standard oxide samples that though Mn and Dy go into ZnO lattice as 

Mn3+ and Dy3+, no separate Mn2O3 or Dy2O3 phase exists in the samples. 

 

GIEXAFS study of thin film and multilayers:  

In Chapter-8, we have described the setting up of facility for grazing incidence XAFS 

(GIXAFS) measurements at the Energy Scanning EXAFS beamline (BL-09) at Indus-2 SRS 

using simultaneous measurements of X-ray reflectivity and XAFS using two detectors. To 

test the above set-up a good quality 10 bi-layer Ni (60Å)/Ti (60Å) multilayer was deposited 

by magnetron sputtering technique in an indigenously developed d.c. sputtering system with 

Ti layer on top.  By studying the variation of nodes and antinodes in the electric field 

distribution pattern of standing wave generated inside the multilayer theoretically we have 

found three different grazing angles of incidence to probe Ni atoms in three regions of the 

sample, viz., Ni bulk layer, in the Ti-on-Ni interface and Ti bulk. The grazing incidence XAS 

(XANES and EXAFS) measurements of the sample at the above three grazing angles of 

incidence has been carried out at the Energy Scanning EXAFS beamline at Indus-2 SRS. By 
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comparing the XANES results of the sample at the three grazing angles of incidence with that 

of a standard Ni metal foil, the metallic character of Ni atoms in all the three regions could be 

established. EXAFS measurements show that Ni-Ni coordination is very less compared to 

bulk Ni in case of the measurement at the lowest grazing angle of incidence of 0.44°, where 

we are probing Ni atoms inside the top surface of Ti. However, as we are increasing the 

grazing angle of incidence and moving towards Ni bulk, Ni CN approaches that of bulk Ni, 

though inside the bulk Ni layer also it is low compared to the bulk value possibly due to very 

small grain sizes of these amorphous-like layers.    

Thus, from the above study it has been demonstrated that depth dependent XAS studies of 

thin films and multilayers can be carried out successfully in the above set up. 
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