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SYNOPSIS 

Colloidal systems are heterogeneous assemblies where small particles of one 

type of material (~10 nm-10 µm) are dispersed in a continuous matrix of another type 

of material. Specifically, when solid particles are dispersed in a liquid medium these 

are referred to as colloidal suspensions. There is a special class of colloidal systems 

known as stimuli-responsive microgel suspensions that exhibit an important property: 

they respond to external stimuli and exhibit a rich phase behavior. The system of 

interest in this thesis, poly N-isopropylacrylamide (PNIPAM) microgel particles are 

temperature sensitive: they change their size with respect to temperature and undergo 

a volume phase transition (VPT) from swollen to a de-swollen state characterized by a 

volume phase transition temperature (VPTT) [1]. This transition is reversible. 

PNIPAM when co-polymerized with acrylic acid group forms PNIPAM-co-Aac 

microgel particles which respond to pH in addition to temperature [2]. Dense 

suspensions of these microgels exhibit liquid-like, crystalline and glassy structures 

similar to those of atomic systems, thus serving as model condensed matter systems. 

Furthermore, since they are stimuli-responsive and change their volume in response to 

various stimuli, which results in a change in other physical parameters, both 

associated at single particle level, and at macroscopic level. This renders them as an 

ideal system to understand physical phenomena crucial to science and technology [3]. 

 To understand the macroscopic mechanics of microgel particles in suspension, 

it is an essential prerequisite to first understand the mechanics of individual single 

microgel particle [3]. For example, applications of microgels in site-specific drug 

delivery, optical sensors, bio-sensing, smart coatings, environmental remediation and 

many other applications [4–7] require a good understanding of the response to various 

stimuli at the single particle level. However, the measurement of properties of sub-
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micron sized mesoscopic particles is a challenging problem. The forces involved in 

these measurements are of the order of pico-Newtons (pN) for particles suspended in 

a liquid solvent. Even though there are a few reports of measurements to probe single 

particle physics using atomic force microscopy (AFM) on the microgels of PNIPAM, 

they are difficult to carry out for many other microgels systems [8,9]. This is where 

the technique of optical tweezers [10] stands unique, and the ease with which it can 

probe forces of ~ pN is remarkable. A detailed introduction to optical manipulation 

techniques and colloidal systems is discussed in Chapter 1 of the thesis. Using optical 

tweezers, one can not only measure the forces but can visually observe their real-time 

dynamics, since they can be easily integrated with the microscopy systems. With this 

motivation, an optical tweezers set-up capable of trapping sub-microscopic particles 

stably in three dimensions was developed. The details of building the optical tweezers 

set-up, the principles of its operation, the physics of trapping in various regimes and 

calibration of the optical trap are described in Chapter 2. Optical tweezers involve 

trapping of a single or multiple particles in a single, tightly focused laser beam. 

However, many applications require the study of interaction between multiple 

particles in which independent trapping and manipulation of multiple particles at 

different locations in two or three dimensions becomes essential. This is accomplished 

by the use of a spatial light modulator (SLM) in the optical manipulation system using 

the technique of digital holography known as holographic optical tweezers (HOTs). 

With this motivation to create an array of traps, manipulate multiple particles and to 

study the interaction between the different trapped particles, we have designed and 

developed a HOTs set-up. The details of its construction and operation are discussed 

in Chapter 3. The development of optical tweezers, its extension to a HOTs system 

and its optimization to generate highly efficient, uniform optical traps form the first 
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theme of this thesis. The developed optical manipulation system has been employed 

to study the VPT in PNIPAM-co-Aac microgels at the single particle level. The 

details of these investigations are presented in Chapter 4. In addition, the crystals of 

these microgels have been studied for their disorder (in particular second type 

disorder) under osmotic compression, and the results are discussed in Chapter 5. 

Since the practical use of these stimuli-responsive systems needs them to be in 

portable immobilized form, these microgels were immobilized in a hydrogel matrix 

and were studied for presence of entanglements. These immobilized crystals were also 

studied for their order and disorder. The details of these investigations are presented 

in Chapter 6. These studies on PNIPAM using the developed optical manipulation 

systems and other light scattering techniques forms the second theme of this thesis. 

This thesis is organized into seven chapters and contents of each chapter are 

summarized below. 

Chapter 1 – Introduction 

Chapter 1 is an introduction to the field of optical manipulation, with its 

history of different stages of development. A major leap through in optical 

manipulation occurred with the invention of single-beam gradient trap, the optical 

tweezers, and the field was further developed with HOTs for trapping multiple 

particles. The various applications of the optical manipulation technique have been 

described, starting from biology to physical sciences and in particular to colloidal 

systems. Subsequently, the chapter introduces colloidal systems and a particular class 

of PNIPAM based microgel systems that are of interest in this thesis.  We also discuss 

in this chapter the motivation behind the various developments and research work 

carried out, describing the major outcomes of the thesis.   
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Chapter 2 – Development of Optical Tweezers 

 The development of optical tweezers set-up along with its principle of 

operation is described. The principle of optical trapping in various trapping regimes: 

the Rayleigh regime, the ray-optics regime and intermediate regimes of trapping are 

discussed [11]. We also describe the various design considerations for building an 

optical tweezer set-up and its extension to create steerable traps in three dimensions. 

The various factors affecting the optical trap efficiency, viz., laser properties (laser 

power, polarization, and focal spot size) and the trapped object properties (size of the 

microsphere, relative refractive index) are discussed. Further, various calibration 

techniques [12,13] are discussed, and the optical traps were calibrated using the 

Boltzmann and equipartition methods. The trap stiffness for a trapped particle was 

measured as a function of laser power and found to be linear confirming the 

calibration to be correct. We also show the capability of the set-up to trap multiple 

particles in a consecutive ring pattern by focusing the laser on the top surface of the 

sample chamber.  

Chapter 3 – Development of Holographic Optical Tweezers  

 The design and development of a HOTs system using a phase-only reflective 

spatial light modulator (SLM) incorporated in the optical manipulation system is 

described. In general, the liquid crystal modulators suffer from non-linear phase 

response behavior, and it is challenging to optimize and calibrate the SLM for its 

phase modulation to generate efficient and uniform optical traps. In this thesis, we 

have presented a methodology to optimize the properties of graphics such as 

brightness, contrast, and gamma (the SLM used being driven by a DVI interface 

through graphics) by a method similar to that used for optimizing LCD televisions. A 

calibration function was generated for the SLM to correct for the non-linearity in the 
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phase response that resulted in an improvement of diffraction efficiency from the 

original 29% to 50% and enhanced the phase modulation depth from 1.4 π to 1.7 π. 

The SLMs, in general, may suffer from varying phase response over their spatial 

regions (SVPR), which can be due to non-uniform thickness of SLM or non-uniform 

(Gaussian) illumination. There are various methods reported to correct for SVPR [14], 

but these methods are time-consuming and frequent calibration with different power 

levels becomes tedious. We present a new technique based on diffraction to quickly 

calibrate the SLM for SVPR by optimizing its brightness, contrast, and gamma of 

different sub-sections and show traps with improved uniformity and diffraction 

efficiency. The diffraction efficiency improved to 55% after the incorporation of 

corrections for SVPR in the holograms. Uniformity in the intensity of the trap spots is 

found to improve from 76% to 97%, which resulted in an uniformity of 80% in the 

trap stiffness for the particles trapped in a circular array of eight spots. Further, the 

SVPR correction is found to improve the trap quality up to 6.5% as determined from 

spot sharpness metric calculation, resulting in a value of trap performance metric 

equal to 0.49. The generation of trap spots or any light distribution at the sample plane 

involves the creation of phase holograms, which are impressed upon the SLM to 

generate the desired pattern. Holograms are generated with various iterative 

algorithms [15], which require the input beam profile over SLM. In this thesis, we 

have reported a novel technique to determine the profile of the incident laser beam by 

using a diffraction-based set-up. We generate arrays of 4×4 and 5×5 optical traps, 

with trapped polystyrene spheres in them and provide a prescription for the trapping 

in arrays. 
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Chapter 4 – Temperature-driven volume phase transition of a single stimuli-

responsive microgel particle using optical tweezers 

 PNIPAM based microgels respond to temperature, exhibit a transition and 

VPT. Dynamic light scattering (DLS) is the most popular technique to identify the 

VPTT of these microgels, which requires concentrations of 107–108 particles/cm3 

[16,17]. Polydispersity in the size of microgels makes DLS data analysis difficult. In 

homogeneous macrogels, the nature of VPT is shown to be of discontinuous type, 

whereas inhomogeneous macrogels (i.e., inhomogeneity in polymer density due to 

varying cross-linker concentration) are shown to exhibit a swelling-deswelling 

transition in a continuous manner [18].  DLS measurements on PNIPAM microgels 

also shows a VPT of a continuous type [1]. However, volume phase transition is the 

property of the polymer itself, and inhomogeneities in different microgels may in 

principle be different. Hence, it is required to measure the VPT on a single microgel 

particle. In this thesis, for the first time, we report the characterization of VPT of 

PNIPAM-co-Aac microgels with temperature on a single particle using an optical 

tweezer set-up. We studied the VPT of a single microgel by measuring its trap 

stiffness as a function of temperature and show it to be of a continuous type and 

compare it with that measured using DLS technique. The continuous nature of VPT is 

attributed to the presence of inhomogeneity within the microgel particle. The similar 

nature of VPT and VPTT as measured using optical tweezer and DLS implies the 

negligible effect of low size polydispersity (2%) on the VPTT and its nature, and also 

that the inhomogeneities in crosslinking density are of similar type among different 

microgels. The experimental results are validated by numerical computation of trap 

stiffness as a function of particle size, refractive index separately and also together.  
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Chapter 5 – Disorder in Stimuli responsive Microgel Photonic Crystals  

Dense suspensions of monodisperse thermo-sensitive PNIPAM microgel 

particles are known to crystallize into ordered structures, which are responsive to 

stimuli, known as responsive photonic crystals (RPCs). In addition to thermo 

sensitivity, these microgel particles (bulk modulus ~kPa [19]) are known to undergo 

osmotic compression under osmotic pressure [19,20] and hence tunability in the 

photonic band gap and its optical properties. There are various reports of osmotic 

compression in dilute suspensions of PNIPAM microgels studied using DLS by the 

addition of a non-adsorbing polymer to the suspensions [19,20]. However, the effect 

of osmotic compression arising due to neighboring particles with an increase in 

concentration has not been investigated. Further, the colloidal suspensions of microgel 

systems possess various types of disorder due to shape and size polydispersity of the 

particles [1]. It has been demonstrated theoretically by Allard et al. [21] that the 

photonic band gap of these crystals is more sensitive to their particle size distribution 

than site randomness. The size and shape polydispersity in the particles forming the 

crystal plays an important role in determining the quality of photonic crystal [21–23]. 

In this thesis, we study the effect of osmotic compression of PNIPAM microgels due 

to increasing concentration of particles in suspension and also report for the first time 

that size polydispersity of microgel particles can be tuned by osmotic pressure [24]. 

We prepared suspensions of PNIPAM-co-Aac microgel particles with varying particle 

concentration by subjecting them to different osmotic pressures and characterized 

them for various types of disorder using confocal laser scanning microscopy (CLSM). 

We show that osmotic compression significantly reduced the size polydispersity 

(SPD) leading to the appearance of crystalline order in a highly polydisperse 

suspension (33% as prepared) and thereby a decrease in second type disorder. We 
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found that SPD of colloidal particles destroys long-range positional order, but 

preserves orientational order in the crystal. Experimental details and results of these 

experiments are presented in Chapter 5 of the thesis. 

Chapter 6 – Effect of Entanglements on Temperature Response of Gel 

Immobilized Microgel Photonic Crystal  

As prepared crystals of microgel particles are in general fragile, they lose their 

crystalline order even under small disturbances (shear ~ a few dynes/cm2), limiting 

their practical use [25] that require them to be immobilized in a hydrogel matrix. The 

process of immobilization of these PNIPAM microgel crystals involves the 

preparation of microgel crystal in a pregel solution followed by polymerization to 

form a hydrogel. Since PNIPAM microgel particles have a porous core-shell structure 

[26–28], the polymerization is expected to happen both outside and inside the 

microgel particles. This may lead to the formation of an interpenetrating network of 

polymer chains between the microgel and the hydrogel [29] as shown by Song et al. 

[30] in swelling/ deswelling of PAAm hydrogel incorporated with PNIPAM-co Aac 

microgel particles. There are no studies of the effect of these entanglements on the 

dynamics of microgel particles in a hydrogel matrix and also the effect of temperature 

on the dynamics and photonic properties of these thermo-sensitive PNIPAM microgel 

crystals.  In this thesis, we discuss the effect of entanglements on the dynamics of gel-

immobilized PNIPAM co-Aac microgels in PAAm hydrogel with temperature using 

3D DLS technique. We confirm the presence of entanglements between polymer 

chains of microgel and hydrogel through the study of their dynamics as a function of 

temperature. Further, we show the retention of crystalline order in the gel-

immobilized crystals of these microgels at all temperatures across VPT using UV-

visible spectroscopy.  This is attributed to the entanglements between the microgel 
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hydrogel composite, restricting the degree of thermal vibrations and hence the 

crystalline order. However, there is an increase in the structural disorder with 

temperature induced by the collapse of microgel particle in an entangled state, causing 

local lattice strain. A detailed study of the effect of entanglements between the 

polymer chains of microgel-hydrogel composite and their effect on structure and 

disorder are presented in Chapter 6.   

Chapter 7 – Summary and Future Outlook 

 This chapter presents a summary of the design and development of the optical 

manipulation system and HOTs and the conclusions of various investigations carried 

out on the stimuli-responsive microgel (PNIPAM) system both at the single particle 

level and in its dense and immobilized suspensions for order and disorder. The 

significant findings from these studies are as follows: 

 We have indigenously designed and developed an optical tweezer set-up 

capable of trapping microscopic particles stably in three dimensions. The 

optical traps are calibrated by measuring their stiffness by using optical 

potential analysis method and equipartition method and confirmed by 

measuring the stiffness as a function of laser power. We have trapped multiple 

particles using optical tweezer in a concentric ring geometry by moving the 

focal spot to the upper surface of the sample box. 

 We have designed and developed a HOTs set-up capable of trapping multiple 

particles at desired locations, demonstrated its performance by trapping 

polystyrene particles in an array of traps, and presented a prescription for 

them. 

 We have presented a methodology to calibrate SLMs driven by DVI interface 

graphics. We optimized the graphics card for parameters like brightness, 
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contrast and gamma for uniform resolution in addressing the gray levels 

throughout the available phase levels and improved efficiency. We have 

developed a look-up table resulting in a linear phase response of the liquid 

crystals of SLM. 

 We have presented a simple technique for quick calibration of SLMs suffering 

from spatial varying phase response and showed an overall diffraction 

efficiency improvement from 29% to 55% and improved uniformity from 76% 

to 97% after optimization of SLM. The SVPR correction also improved the 

trap quality up to 6.5% as determined from spot sharpness metric calculation, 

resulting into a trap performance metric value of 0.49. 

 A novel technique is presented for the determination of the laser beam profile 

incident over SLM as required by iterative algorithms generating the 

holographic optical traps. 

 We present optical tweezers as a technique to characterize the VPT of stimuli-

responsive microgel particles at the single particle level, enabling study of 

various other phenomena at single particle level.  

 We have shown here for the first time that osmotic compression not only 

reduces the particle size but also the size polydispersity in the stimuli-

responsive microgel photonic crystals of PNIPAM-co-Aac microgel particles. 

 We have characterized the second type disorder and showed that with osmotic 

compression the disorder in these systems reduces leading to highly diffracting 

photonic crystals. We also showed the presence of first type disorder in these 

colloidal systems. 
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 We have provided evidence of entanglements between polymer chains of 

microgel particles and polymer chains of hydrogel medium in the immobilized 

hydrogels through the study of their dynamics as a function of temperature. 

 The immobilized microgel hydrogel composites are shown to retain crystalline 

order above VPT and this is attributed to entanglements between the polymer 

chains of microgel and hydrogels, restricting the extent of thermal vibrations 

 We show an increase in structural disorder with increasing temperature along 

with the retention of crystalline order and explain it in terms of local lattice 

strain induced due to the collapse of microgel particles in the entangled state. 
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CHAPTER 1 

INTRODUCTION 

 Light can exert force, a consequence of which is its ability to hold and 

manipulate microscopic objects has triggered the rise of a new era in the scientific 

world. The phenomenon, that light exerts force, immediately makes us think of it 

carrying momentum. Light consists of photons, the quantum of light and each photon 

carries momentum as stated by quantum mechanics. Light can transfer momentum to 

illuminated objects, the result of which is radiation pressure, was predicted by James 

Clerk Maxwell in his famous theory of electromagnetism, even prior to the existence 

of quantum mechanics [1]. The existence of such pressure in the context of 

thermodynamics was also predicted by Bartoli, known as Maxwell-Bartoli force [2]. 

However, the ability of light to exert force was recognized much before as 

hypothesized by Kepler (1619), while explaining the deflection of comet tails by the 

sunlight, and subsequently studied by Euler (1746). There were even two independent 

attempts by P.N. Lebedev (1901) [3] and by E. F. Nichols and G. F. Hull (1903) [4,5], 

who performed experiments and demonstrated the existence of radiation pressure, 

much before the discovery of laser. However, their measurements were hindered by 

thermal effects, but qualitatively proved the effect of light’s momentum, the radiation 

pressure.  Furthermore, light can exert torque too, as was demonstrated in 1936 by 

Beth in his experiment of the interaction of circularly polarized light with a 

birefringent quartz plate [6]. 

 Light is one of the most important tools for researchers. Through the 

development of microscopy techniques, the full potential of light has been exploited. 

With the use of light applied to various microscopic techniques, it has been possible 
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to explore the miniature world of objects and living organisms from nanometers to 

microns level. The evolved techniques such as bright field microscopy, dark field, 

phase contrast and fluorescence microscopy have enabled great insight into the 

various phenomena at microscopic and sub-microscopic level. Furthermore, with the 

advent of laser- a coherent source of light, there took place a major leap-through in 

the light technologies and remarkable experimental capability providing deep insights 

into various physical phenomena. The discovery of laser has not only allowed us to 

see the objects, but now we can hold, manipulate, reposition, cut, ablate and 

selectively stimulate them, through the rise of a new technology known as optical 

manipulation. Optical manipulation has led to the discovery of many new phenomena, 

deep understanding of processes at a length scale, which was not possible by the use 

of other existing technologies. There is a continuous push to further advance this 

technique and the various areas in which it can be exploited. 

 In this thesis, development of the state of the art technique of optical 

manipulation tool and its extension to a more advanced set-up are discussed.  

Applications to a class of colloidal systems to understand certain phenomena at single 

particle level have been exploited along with their study of various structural and 

dynamical properties with other light based techniques. This forms the major theme of 

this thesis. 

In the forthcoming section, we discuss the tool, which has extended the 

capability of light to a different level, i.e., to hold and manipulate microscopic objects, 

the optical tweezers. 
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1.1 Optical Tweezers 

The pioneering work for the development of the technique of optical tweezers 

was carried out by Arthur Ashkin. In recent years, this technique has become an 

indispensable tool for innumerable studies across various disciplines of science. 

Ashkin first demonstrated the acceleration and trapping of micron-sized particles 

using radiation pressure and by the use of multiple laser beams. The technique took an 

upswing after he established the trapping of microscopic particles using a single laser 

beam, by the use of its gradient force achieved by tight focusing of the laser, known 

as “single beam gradient force optical trap” named as optical tweezers.   The ability of 

optical tweezers to stably hold and manipulate microscopic objects with nanometer 

precision with temporal resolution down to microseconds, measuring forces of the 

order of pN, makes it an impressive tool for scientists to probe microscopic 

phenomena taking place at time, length and force scales inaccessible by conventional 

techniques. In addition to the sensitivity, the non-destructive nature of this probe 

makes it an ideal tool for biologists to study living cells like bacterial cells, human red 

blood cells, other living biological cells, and molecules. In the next section, we 

discuss the historical development and evolution of the optical manipulation, which is 

essential for a clear understanding of the subject and forms the starting point of the 

thesis. 

1.1.1 Optical Tweezers: The Early Experiments 

In 1969, Arthur Ashkin contrived a new era of research in the field of science, 

i.e., optical manipulation with a “back of the envelope” calculation of the acceleration 

produced by the radiation pressure of light [7]. He calculated the force experienced by 

a 100% reflecting mirror of mass 1 kg by the radiation pressure of a continuous wave 
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CW argon laser light of wavelength 514.5 nm, power 1 W and compared it with that 

incident on a lossless microscopic particle of mass of the order of picograms and 

density as that of water. According to the wave-particle duality concept of quantum 

mechanics [8], light can be considered both either as waves or as particles. The 

fundamental particles of which light is composed of are known as photons, and each 

photon carries a linear momentum determined by the wavelength  of light as  

,


h
p                                                               (1.1) 

where p is the linear momentum of each photon pointing in the direction of 

propagation of light and h is the Planck’s constant, h= 6.626×10-34Js. Suppose a laser 

of power P strikes a 100% reflecting mirror of mass m. Then, the number of photons 

striking the mirror per sec is, 

,
pc

P

dt

dN
                                                     (1.2) 

where E = pc, is the energy per photon. The total change in momentum per second 

suffered by the light upon reflection from the mirror is given by 
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This change in momentum of light, in turn, accelerates the mirror with acceleration, 
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For a laser of power 1 W incident on a mirror of mass 1 kg, the acceleration produced 

is of the order of 10-9 g, g being the acceleration due to gravity. Thus the radiation 

pressure due to laser has a negligible effect on the mirror, and hence it can be 
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neglected while dealing with the macroscopic objects. If the same laser of power 1 W 

is incident upon a microscopic particle of mass of the order of picograms (assumed to 

be a 100% reflecting and having density similar to that of water), then the acceleration 

produced due to the radiation pressure is of the order of 106 g, which is enough to 

accelerate the particle, leading to observable effects. 

 

Figure 1.1  Schematics of a Gaussian laser beam of power 1W incident upon a 100% reflecting 

mirror of mass 1 kg and a microscopic particle of mass 1picogram, showing the orders of 

acceleration produced in them due to radiation pressure as per the back of the envelope 

calculation done by Arthur Ashkin in late 1969 [7]. The radiation pressure has a 

negligible effect on the macroscopic object mirror (a =10-9g), whereas the effects on the 

microscopic particle are observable, producing an acceleration of the order of (a =10+6g) 

due to radiation pressure. 

This enormous effect of radiation pressure on microscopic particles, the 

outcome of his “back of the envelope calculation,” [7] motivated Ashkin to perform 

the first-ever experiment with radiation to study its effect on the microscopic world. 

He showed the acceleration and trapping of transparent latex spheres suspended in 

water using a weakly focused Gaussian laser beam of few milliwatts power. He 

observed, as anticipated, the particle motion in the direction of laser beam 

propagation, the force responsible for it termed as the scattering force. Also, to his 

surprise, he discovered another type of force, which pulled the particles from the low 
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intense region of the beam to the high intense region on the beam axis, named as the 

gradient force. Once these particles were drawn to the beam axis, they were 

accelerated forward in the direction of light and got collected on the front chamber of 

the wall and remained trapped in the laser beam. The particles performed random 

Brownian motion when the laser was turned off and drawn back to the beam axis once 

the laser was turned on again. Particles were being guided by the laser light. This 

force was found to pull the particles with higher refractive index (compared to the 

surrounding medium) into the high intense region, whereas it pushed out particles 

having a relatively low refractive index (such as air bubbles) away from the beam 

axis, as they were accelerated along the direction of beam propagation.  

 

Figure 1.2  Schematics of the geometry of the apparatus as used by Arthur Ashkin in his first 

experiment in 1969 [7], which demonstrated the acceleration and trapping of micron-

sized particles using the radiation pressure from a CW laser. A TEM00 mode laser is 

weakly focused using a lens into the volume of a glass chamber of thickness t. The latex 

spheres either of sizes (0.59, 1.31 and 2.68 µm diameter) suspended in water are pulled 

into the beam and pushed forward until they are stuck to the front wall. Particles are 

being guided by light and observed through a microscope M. 

Fig. 1.2 shows a schematic of a typical apparatus used by Ashkin [7] when he 

observed for the first time the acceleration and trapping of microscopic particles using 

radiation pressure. The particles used were transparent latex spheres of the size of the 

order of microns suspended in water in a glass chamber. A TEM00 mode CW argon 

laser focused nearly to the size of the order of the size of latex spheres was propagated 
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horizontally to accelerate and trap the particles. As shown in Fig. 1.2, the particle near 

to the focus gets pulled into the high intense region of the beam and is accelerated 

forward until it reached the front wall of the chamber.   

After the discovery of the acceleration of microscopic particles by radiation 

pressure, Ashkin performed another experiment [7] using two counter-propagating 

TEM00 Gaussian laser beams, with their respective beam waists at a position shown in 

Fig. 1.3. This configuration created a stable optical trap in which the particles were 

confined through a combination of scattering force and the gradient force. The 

particles drifting near either of the beam focus were pulled in and accelerated to a 

stable equilibrium point, equidistant from either of the beam waist (Fig. 1.3). Any 

displacement of the particle from this symmetry point induces a restoring force, and 

the particle is pulled back to its equilibrium position, the “optical potential well.” 

 

Figure 1.3  Schematics of the geometry of the apparatus used by Arthur Ashkin to create the first 

stable optical potential well using two counter-propagating Gaussian laser beams [7]. 

Note the position of the stable equilibrium point and the beam waists of the two laser 

beams symmetric to the equilibrium point. Any deflection of the particle from the 

equilibrium point induces a restoring force to bring back the particle into the optical 

potential well, by the scattering forces of the counter-propagating laser beams along the 

beam axis and by the gradient force transverse to the beam axis. Observation is done with 

a microscope M situated down to the transverse direction. 
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In 1971, a subsequent advancement in the field of optical trapping was made 

by the demonstration of optical levitation in air by the use of radiation pressure and 

the effect of gravity [9]. Arthur Ashkin used a vertically directed focused laser beam 

to levitate glass spheres from the surface of a glass plate and hold it stably at a point 

much above the beam waist. The glass sphere is held at equilibrium by the balance 

between the scattering force and the glass sphere’s weight as shown in Fig. 1.4(a). 

Once levitated, the object can be easily manipulated by simply moving the beam in a 

horizontal plane and by moving the lens in the z-direction and can also be positioned 

on the top surface of the chamber. In the period 1971 to 1980, Ashkin published a 

series of papers on his work based on optical levitation of particles. The levitation of 

another class of particles, in particular, hollow glass spheres was demonstrated by the 

use of a TEM01 mode (doughnut mode) of the laser beam [10]. The use of TEM01 

mode of the laser beam having a central hollow region allows for stable trapping since 

these hollow spheres behave like air bubbles which are being pushed form the high 

intense region of the light to the low intense central region leading to a stable trap 

configuration. The optical levitation technique was also used for levitation and optical 

sorting of liquid drops [11]. The levitated drops arrange themselves in order of their 

increasing size, the bigger ones remain close to the beam focus, and the lighter ones 

remain at a farther distance (Fig. 1.4(b)), the farther drops being arranged in a position 

of the optical field modified by the drops located below them, i.e., near the focus. The 

optical levitation of particles was also demonstrated in high-vacuum regime [12] and 

was feedback-stabilized to damp oscillations of levitated particles due to random 

fluctuations of the beam [13].  
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Figure 1.4  (a) Schematics of the levitation apparatus used by Arthur Ashkin [9,12]. Particle is 

shaken loose by setting up an acoustic vibration with the piezoelectric ceramic cylinder 

(PC) to break the van der Walls attraction between the particle and the plate supporting it. 

A focused laser beam directed vertically upwards levitates the particle from the surface of 

the glass plate to a position above beam focus in air/vacuum balanced by gravity. (b) 

Schematic of the optically levitated liquid drops arranged in order of size, the largest 

closest to the beam focus and the smallest at a farther distance [11].    

With the aid of the optical levitation technique, one can combine two or more 

levitated particles to form non-spherical compound particles such as spheroids, 

spherical doublets, triplets, quadruplets, etc. and carry out light scattering experiments 

on them as test particles [14–18]. The principle of optical trapping and manipulation 

was even demonstrated for the case of neutral atoms by the use of resonance radiation 

pressure forces [19,20]. This led to the beginning of a new field called atom optics, 

atoms being guided by light in a way similar to the manipulation of microscopic 

particles by the gradient force of laser [21–26]. This discovery led to the extension of 

optical trapping regime from microscopic world to a dimension of few angstroms, the 
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atomic world and this earned Steven Chu, jointly with Claude Cohen-Tannoudji and 

William D. Philips, the Nobel prize in physics in the year 1997. 

All of the above experiments starting from the first by Ashkin, i.e., 

acceleration and trapping of microscopic particles [7], used a balancing force acting in 

the opposite direction, such as (i) holding the particle against the chamber wall, or (ii) 

by the use of a counter-propagating beam for balancing the scattering force [7], or (iii) 

by the use of gravity against the scattering force as in case of optical levitation to 

stably hold the particle in three dimensions [9,11,12].  Further, the applications 

requiring manipulations required one or more laser beams making the system 

somewhat complicated [11–13,16,17,27]. It was when Ashkin realized that the 

gradient force alone could be utilized for stable trapping the microscopic particles. In 

the year 1986, Arthur Ashkin along with his co-workers [28], showed the use of a 

single laser beam to stably trap and manipulate microscopic particles in three 

dimensions without the aid of any other extra balancing forces,  known as the single 

beam gradient optical trap or optical tweezers. The optical tweezers posses the 

capability of holding microscopic particles in three dimensions stable by the use of a 

tightly focused laser beam achieved by a high numerical aperture (N.A.) objective. 

The tight focusing enables trapping of the particle both in the plane transverse to 

beam propagation and in the axial direction, leading to a stable trap in three-

dimensions. 

Fig. 1.5 shows the apparatus used by Ashkin et al. [28], using which he 

demonstrated the first optical trapping using a single laser beam without the aid of any 

other balancing forces. A Gaussian laser beam TEM00 mode (=514.5nm) directed 

vertically downwards tightly focused using a high N.A. water immersion objective 
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traps nearby particles by the use of gradient force of the laser. The tight focusing 

maximizes the gradient force, responsible for pulling the particles into the beam focus 

compared to the scattering force, which pushes the particles away from the beam 

focus, and hence a stable optical trap using a single laser beam.   

 

Figure 1.5  Schematics of the first ‘Optical tweezers’- the single-beam gradient optical trap 

apparatus used by Arthur Ashkin [28]. A tightly focused Gaussian laser beam (=514.5 

nm) by the use of a high numerical aperture water immersion objective directed vertically 

downwards to trap various Mie and Rayleigh particles suspended in water medium, by 

the use of gradient force of the single laser beam. The trapped particles are viewed from 

the side by the microscope M.   

 

1.2 Multiple Optical Traps and Holographic Optical Tweezers (HOTs) 

Optical tweezers involve the creation of a single beam trap. The lateral and 

axial displacements of the trap are controlled by the use of multiple steering mirrors 

and lenses [29,30]. However, many applications like probing of higher-dimensional 

structures in more than one direction, the study of certain complex mesoscopic 

systems, required simultaneous control over a multitude of particles, positioning them 

in three-dimensional spaces at desired locations. In the context of optical trapping and 
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manipulation, to create multiple beams out of a single beam is accomplished by the 

use of beam shaping techniques, which can be roughly grouped into three categories, 

viz., (i) complex modulation, (ii) amplitude-only modulation and (iii) phase-only 

modulation. Out of these, the devices based on complex modulation modulate both 

phase and amplitude but are complicated in case of requirement of time-varying beam 

shaping. Amplitude modulation devices are of low efficiency; they work by physical 

removal of sections of the beam [31]. The devices working by phase modulation only 

are more efficient compared to the other two and are readily available in the market 

[32]. Focusing on the beam shaping by phase-only modulation techniques, they can be 

classified into two categories; (i) static methods and (ii) dynamic methods. 

1.2.1 Static Beam Shaping 

Static methods of light modulation use optical components like prisms, lenses, 

mirrors, gratings, etc. that alter the beam shape in a way they are static; they cannot be 

changed in real time and hence are limited to specific kind of applications. Static 

methods also include the diffractive optical elements (DOEs), which are either 

amplitude or phase mask objects, which can produce an array of spots or any pattern 

of light in the far field depending upon the complexity of the optical elements. The 

first use of diffractive optical elements to produce multiple trapping spots was first 

demonstrated by Fournier et al. by the use of a two-dimensional crystal of 

monodisperse polystyrene spheres as a diffractive element [33]. One early use of 

diffractive optical elements to generate multiple beams was by Dufrense and Grier, 

termed as the hexadeca tweezer [34]. Apart from multi-beam generation, DOEs also 

found active applications in the microfluidic optical sorting of particles [35], in 

creating a different configuration of colloidal arrangements like linear chains, crystal 
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lattices, etc. [36]. Another approach to creating a static array of traps was by using an 

array of semiconductor lasers, like the generation of multiple beams by a vertical-

cavity surface-emitting laser (VCSELs) array [37]. The individual trapping sites can 

be switched on or off by turning on-off the lasers, and even the possibility of 

modulating the individual trapping beam shape was demonstrated by the use of 

VCSELs emitting Laguerre-Gaussian laser mode [38].  

1.2.2 Dynamic Beam Shaping 

Dynamic beam shaping methods are versatile; they have the advantage of 

changing the beam shapes in real time. This allows the experimenter to manipulate the 

trapped structures quickly in real time and allows to study the various physical 

phenomena. Dynamic beam shaping is employed in two ways, either a single beam is 

scanned continuously and shared between the desired locations, or a single beam is 

split in different directions simultaneously. The first method includes optical devices 

like rapid scanning mirrors, deformable mirrors and acousto-optic deflectors (AODs) 

or electro-optic deflectors (EODs).   

The rapid scanning beam method for creating multiple beams from a single 

beam involves the scanning of the single laser beam with a refresh rate much higher 

than the resonant frequency of the particle under the optical trap. The single laser 

beam is time-shared between different trapping sites and allows simultaneous trapping 

of particles at the desired locations [39–44]. In general, a particle under an optical trap 

behaves like a damped harmonic oscillator being acted upon by the restoring force 

created by the tightly focused laser beam and damped by the frictional forces 

experienced in the suspending medium. The resonance frequency of a typical trapped 

particle in a liquid medium range from 100 Hz to 1 kHz, overdamped by an order of 
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magnitude due to fluid friction. The scanning mirrors used for producing multiple 

beams are generally galvanometer or piezo-electric driven mirrors, which scan at 

quite high speeds of frequency ~ 2 to 10 kHz. The speed with which a single laser 

beam can be switched between different spots limits the number of traps that can be 

created, i.e., approximately nearly ten numbers and they do suffer from wobble and 

jitter stability problems [45]. However, they offer an advantage of negligible power 

loss and large beam deflection angles compared to other techniques. The scanning 

laser optical trapping technique allows even for the trapping of particles having a 

refractive index less than the medium in which it is suspended [46,47].  

Another method of creating multiple trapping sites using a single laser beam is 

by diffracting the laser using acousto-optic modulators. The modulators create 

acoustic waves along the length of a suitable crystal by the use of a piezoelectric 

element, which upon reflection from other surface form standing waves, resulting in 

the formation of Bragg gratings of a certain period, which diffracts the incident laser 

beam into different directions. The angular deflection of the beam is controlled by 

changing the frequency of the piezo-electric element, which in turn alters the 

periodicity of the Bragg grating causing different angular deflection. These 

modulators allow for time-sharing of the diffracted beam with speeds of ~20 kHz, 

enabling the creation of more number of traps compared to those by techniques based 

on scanning mirrors. However, one of the disadvantages of these modulators is that 

their diffraction efficiency varies with angles over its acoustic bandwidth, resulting in 

power variation between traps at different angles. Electro-optic deflectors (EODs) 

operate at frequencies of 100MHz, which facilitates the switching of the diffracted 

laser beam between different positions with MHz frequency, approximately three 

orders of magnitude faster than that of scanning mirrors [45]. This allows for the 
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creation of hundreds of trapping sites, which can be positioned independently [48]. 

EODs also have higher optical transmission of ~80% and diffraction efficiency at 

higher angles with better precision as compared to that of acousto-optic deflectors 

(AODs) having a transmission of ~65% and a slightly less diffraction efficiency 

[45,49]. 

The scanning mirrors and modulators can introduce angular deflection of the 

beam, which results in the lateral displacement of the spots in the focal plane of the 

lens, but they lack the capability to displace traps in the axial direction. The 

deformable mirrors consist of small segments of mirrors each controlled by an 

actuator, which modulates the phase of the incoming wavefront [50]. The deformable 

mirrors can change the divergence of the laser beam, resulting in axial displacement 

of the trap spots [51]. The ranges of axial displacement of traps are limited to few 

microns due to their limited dynamic range but have the high mechanical bandwidth, 

which enables fast modulation of the trap. Even these deformable mirrors can change 

the simple Gaussian laser beam into many complex beam shapes, such as Laguerre-

Gaussian, Bessel, or Matthieu, etc. [50], and are also useful in beam aberration 

correction in optical tweezers [52]. 

1.2.2.1 Holographic Optical Tweezers (HOTs) 

The second class of dynamic beam shaping involves the splitting of a single 

beam into multiple beams in different directions simultaneously, instead of scanning a 

single beam into multiple spots as discussed above. The splitting of a single beam into 

multiple beams makes use of a dynamic diffraction device; liquid crystal-based spatial 

light modulator (LCOS SLM) in combination with the technique of digital 

holography. SLMs offer an advantage of diffracting beams in many directions 
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simultaneously along with the possibility of axial displacement of the optical trap 

without the aid of any other optical element. The very first successful use of SLMs in 

creating multiple traps was demonstrated by Hayasaki et al. [53] and Reicherter et al. 

[54]. The extension of the use of SLMs in displacing traps in axial direction along 

with lateral displacements was demonstrated by Liesener et al. [55]. SLMs work at a 

relatively low speed of around 60 to 120 Hz compared to other methods of dynamic 

beam shaping. SLMs based on ferroelectric liquid crystals operate at high speeds of 

~kHz, but have only a binary phase response, and hence have a poor diffraction 

efficiency [56]. 

Commercially available phase-only SLMs possess diffraction efficiency 

around 50% compared to previously used miniature liquid crystal displays. Although 

having a diffraction efficiency and refresh rate much lower compared the other 

methods of dynamically shaping the beam, HOTs have become more versatile devices 

due to two reasons. Along with the capability of displacing traps laterally and axially, 

the beam shapes of the individual trap types can be modified. For example, they can 

convert a Gaussian beam into a Laguerre- Gaussian, as demonstrated first by Curtis et 

al. [57]. This established holographic optical tweezers as an important tool across the 

various fields of sciences. In addition to generating trap spots in three dimensions and 

controlling their shape, SLMs can be used to correct for aberrations in an optical 

manipulation system [52,58–61]. SLMs itself may introduce aberrations such as 

astigmatism and spherical aberration in the system, but they can be corrected by 

modifying the phase holograms displayed on the SLM [62]. With the use of SLMs in 

HOTs, typically working with video resolution, the trap spots can be manipulated to 

several tens of microns in lateral dimension as well as along axial direction [63], and 

the traps can be placed with nanometer precision [64,65]. 
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The key to the generation of multiple traps using the diffractive characteristics 

of SLM is the generation of phase-only holograms, which needs to be displayed over 

the SLM. The holograms displayed over SLM modulate the refractive indices of the 

liquid crystals over its spatial regions, which in turn modulate the incident wave’s 

phase, amplitude or both. In holographic optical tweezers, SLMs are used in phase-

only modulation configuration, which gives rise to maximum diffraction efficiency. 

Simple phase-only holograms or the so-called kinoforms to displace the trap spots in 

the lateral direction and axial direction are blazed gratings and Fresnel lenses [55]. In 

general, to generate multiple trap spots in different configurations and beam shapes in 

three dimensions, various optimized iterative algorithms such as Gerchberg-Saxton 

algorithm (GS) [66–68], Generalized Adaptive Additive (GAA) [69], direct binary 

search (DBS) [68,70], random mask encoding [71], Quadrant kinoform approach [72] 

and their various modified versions are used. To improve the diffraction efficiency 

and uniformity among the generated trap spots, various optimizations and 

modifications in the algorithms have been developed [69,73–79]. Further, with the 

advent of multi-core processing technologies and improvement in computation fast 

generation and control of holographic optical traps in real time have been 

demonstrated [80,81], new interactive interfaces for controlling the traps like 

joystick/hand-driven interfaces, haptic feedback control have been explored [82–85]. 

The optimized algorithms for the generation of phase holograms to create 

holographic optical traps, as described above, ideally produces traps with 99% 

uniformity and high diffraction efficiency, but practically the quality of traps in the 

experiment depends on the phase levels realized by the SLM. The SLMs consisting of 

liquid crystal molecules (parallel nematic or twisted nematic) suffer from the non-

linear phase response behavior, and the surfaces of SLMs could also be non-flat. Such 
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non-ideal conditions cause degradation of the quality of traps in terms of their 

uniformity and diffraction efficiency. There are various calibration methods based on 

interferometric approach and diffraction-based methods reported in the literature to 

correct for the phase response behavior of these liquid crystals based SLMs [86–94]. 

SLMs can also suffer from varying phase response across its spatial regions [95,96], 

either due to surface non-flatness or non-uniform illumination due to use of Gaussian 

beams, which leads to non-uniformity and low diffraction efficiency in the generated 

trap spots. There are few reports in which methods to compensate for spatially 

varying phase response have been described [95,96]. They involve characterizing the 

SLM for each of its small sub-sections for phase modulation and fitting them to a 

higher order polynomial. Such methods are strenuous when the SLMs have to be 

calibrated for various incident power levels as required for certain experiments.  

We discuss in Chapter 2 the development of optical tweezers and its extension 

to a holographic optical tweezer system by using a SLM to generate multiple optical 

traps in Chapter 3. Design strategies are discussed in Chapter 3, where we also discuss 

a unique calibration procedure of the SLM driven by digital video interface (DVI) 

through a graphics card to compensate for the linear phase response behavior. A novel 

technique to quickly calibrate the SLM for spatially varying phase response, along 

with a method to determine the actual beam profile required as an input to algorithms, 

generating traps will be discussed. This development of optical tweezer system along 

with its extension to a HOTs system with various optimization work for SLM to 

generate uniform optical traps with improved diffraction efficiency forms the first 

theme of this thesis. Having discussed the design and development strategies, we will 

now discuss the applications of the optical manipulation systems to various 

disciplines of science, especially to colloidal systems which are of our main interest. 



Introduction 

19 

1.3 Applications of State-of-the-Art Optical Manipulation  

The invention of the optical tweezers “the single-beam gradient optical trap” 

in 1986, has opened up a new era in the field of science. Biologists were the first to 

exploit the usefulness of the technique. In 1987, Ashkin showed the trapping of 

viruses and bacterial cells using a green laser [97] and subsequently by an infrared 

(IR) laser [98,99] in order to avoid cell damage caused by the high flux of laser light 

(107 W/cm2) [100]. This opened up a new area of research in biological experiments 

for the use of optical tweezers with the advent of IR laser for optical trapping. They 

could not only trap and manipulate single cells [101,102] but also they could 

manipulate cell organelles within the cell and measure the force of cell organelle 

transport within the cell by the use of IR laser beam [103]. Optical tweezers along 

with a counter-propagating trap in microfluidic systems act as optical stretcher [104–

106], being able to cause mechanical extension of cells, characterizing the bulk 

stiffness of the cells [106]. Optical tweezers have enabled measurements of 

mechanical properties of biological cells such as red blood cells [107,108], study the 

mechanics of cell membranes [109–111].  Mechanical properties of protein 

molecules, DNA, lipid membranes have been studied, and individual biomolecules 

rotated (optical spanners) and manipulated [112–117]. The capability of HOTs to 

create a multitude of optical spots along with ease of having beam shapes other than 

Gaussian have been used for separation of living cells and study of the interaction 

between individual cells, arranging them in desired 3D structures [118–120]. The 

technique of optical manipulation has revolutionized the field of biological science by 

its capability of probing at single molecule level and it remains as one of the most 

important single molecule techniques. 
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 Apart from applications in biology, optical trapping and manipulation 

technique finds applications in the field of physical sciences and other 

interdisciplinary fields. Even Ashkin, in his first optical tweezer paper [28], 

demonstrated optical trapping and manipulation of dielectric particles. Later, trapping 

of metallic particles by Svoboda and Block [121], nano rods by Pelton et al.  [122] 

were also demonstrated, opening up its application in the area of plasmonics and nano 

photonics [123,124]. The use of scanning beam technique to create templates of two-

dimensional arrays of particles in a polymerization matrix for seeding of three-

dimensional structures was also demonstrated [43,125,126]. Holographic optical 

tweezers enable trapping two particles at the same lateral coordinates displaced by a 

certain distance in the axial direction and hence offer the ability to create flexible 

optical patterns [127]. This enabled creation of complex three dimensional crystalline 

[68] and quasi-crystalline structures [128],  hydrodynamic interactions measurement  

between colloidal spheres [129], study of particle interactions in complicated 

geometries [130], optical binding [131,132], colloidal transport [133–136], optical 

sorting [118] and anomalous effects in colloidal systems [137]. The capability of 

HOTs in creating different beam shapes allowed the study of translation-rotation 

coupling between particles arising from hydrodynamic interactions [138–140]. The 

capability of tweezers to hold and measure the forces of the order of pico-newtons has 

allowed  investigations in many areas of soft matter such as micro-rheology using 

OTs [141–145], mechanical properties of polymers [146], accumulation of molecules 

[147], colloidal and liquid crystal interactions [148–150]. One of the most important 

applications of tweezers to colloidal systems is its ability to measure Casimir forces, 

arising due to concentration fluctuations between two nearby surfaces separated by a 

binary liquid [151]. The advantage of the optical manipulation system is that it can be 
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combined with many other characterization techniques to probe trapped particles. 

Optical trapping and manipulation find applications in the field of colloidal 

physics as discussed above. In particular, there is a class of colloidal systems that are 

stimuli-responsive [152], i.e., respond to various stimuli like temperature, pressure, 

ionic strength and pH.  They are known as responsive colloidal systems. The power of 

optical manipulation to exploit this class of systems has not been effectively utilized. 

The study of these systems at single particle level using optical manipulation 

technique and their structures for order and disorder using other light scattering 

techniques forms the second theme of this thesis. Having discussed the capabilities 

and applications of optical tweezers especially to the class of colloidal systems, we 

shall briefly introduce colloidal systems in the next section and discuss the importance 

of studying them. 

1.4 Colloidal Systems 

Colloidal systems are heterogeneous systems where small particles of one type 

of material ranging in dimensions 10 nm to 10 µm are dispersed in a continuous 

matrix of another material. They can be solid particles dispersed in a liquid medium, 

referred to as colloidal suspensions, liquid in liquid, known as colloidal emulsions or 

gas in liquid, aerosols. The systems of interest in this thesis are colloidal suspensions 

of some mesoscopic particles dispersed in a medium, i.e., water. The mesoscopic 

particles sizes are large enough that the medium in which they are dispersed can be 

regarded as continuous and homogeneous, and they are small enough to perform 

Brownian motion due to scattering by thermal fluctuations of the solvent molecules. 

Colloidal suspensions are technologically important. They find many applications 

such as in inks, paints, coatings and many more. The dispersed particles in the 
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colloidal suspensions flow like a fluid, and the particles can be prepared with perfect 

precisions of polydispersity down to 3% or less [153]. The inter-particle interactions 

in colloids can be tuned precisely from strongly repulsive to strongly attractive or 

different magnitudes of attractive and repulsive forces could be designed to be present 

in the colloid. The range of interaction can be varied from a few nanometres to 

distances larger than the particle’s size. In general, the colloidal particles dispersed in 

a solvent possess only intrinsic kinetic stability; they tend to aggregate when they 

come closer than a distance of the order of a nanometer or less, due to van der Waals 

attraction.  This process is called flocculation. This aggregation can be prevented 

either by coating particles with a thin layer of polymer, called steric stabilization or by 

adding charges on the surface of these particles, called the electrostatic stabilization. 

By tuning the surface charge on these particles, their diameter, and the concentration, 

the inter-particle interactions in these systems can be tuned. The ability to precisely 

control of the particle sizes and the inter-particle interactions makes them an ideal 

system to study different types of phase behaviors.  

Colloidal particles themselves possess rich phase behavior, which makes the 

study of colloidal suspensions interesting. Under suitable conditions, monodisperse 

suspensions of colloidal particles exhibit structural ordering similar to that observed 

in atomic systems, particularly liquid-like, crystalline, gas-like and glassy structures, 

of course with larger inter-particle separations [154–156]. The time scales of 

dynamics in these systems range from micro-seconds to several seconds, giving easy 

access to study the structure and dynamics in various phases. Due to the difference of 

~three orders of magnitude of sizes between the colloidal particles and atomic 

systems, the typical number densities of these systems are ~1013 particles/cm3 and 

~1023 particles/cm3, respectively for colloidal systems and atomic systems. This 
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striking difference in the number densities is reflected in the elastic constants of these 

systems: typical values of elastic constant in colloidal systems ~10 dynes/cm2 

compared to that of atomic systems ~1012 dynes/cm2 [155,157]. Colloidal systems are 

soft and fragile. The molar latent heat of melting and molar elastic constants of 

colloidal crystals matches closely to that of atomic systems [157]. The scaling of 

magnitudes of different physical properties with particle concentrations implies that 

the interaction energy in colloidal systems is of the same order as in atomic systems. 

Hence, the phase behavior of colloidal systems is similar to that of atomic systems. 

Further, due to scaled up sizes of colloidal particles, even if they are not visible to the 

naked eye, they can be easily imaged with microscopy techniques, which gives a clear 

advantage to study the dynamics of these systems in both space and time. This allows 

probing dynamics and phase behavior of the system at the single particle level, which 

is not possible, in general, in atomic systems. All these combinations of properties 

makes colloidal systems as model condensed matter systems to understand 

fundamental phenomena in condensed matter like crystal nucleation and growth [158–

161], glass transitions [162,163], various types of disorder [164,165], and dynamics 

[159]. In addition, ordered structures of these colloidal suspensions known as 

colloidal crystals find high tech applications in Bragg filters [166], sensors [167–169], 

optical switches [170], template for the development of novel materials, display 

devices, photonic crystals [171], etc. 

1.4.1 Hard Sphere Colloidal Systems 

Hard sphere colloidal suspensions are the simplest of all colloidal systems, 

studied for its phase behavior. The only parameter which controls the phase behavior 

of hard sphere colloidal suspensions is their volume fraction, φ = 6/3dnp , where d is 
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the diameter of the hard sphere, np is the particle number density. The interparticle 

interaction potential for hard sphere systems is expressed as, 
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Hard sphere suspensions experience a steep repulsion when they come in 

physical contact with each other. Otherwise, they do not interact. Sterically stabilized 

suspensions of polymethyl-methacrylate (PMMA) particles used to study the fluid to 

solid and the glass transitions forms the best example of hard sphere colloidal 

suspensions [154,162]. Fig. 1.6 shows the phase diagram of hard sphere suspension of 

monodisperse colloidal particles [154].  

 

Figure 1.6  Phase diagram of monodisperse hard sphere colloidal suspensions. 

Under extreme dilute conditions, hard sphere suspensions exist in a disordered 

gaseous phase, and as φ is increased, suspensions exhibit a liquid-like order. Upon 

increasing φ to 0.49, they start to organize spontaneously into a crystalline order, with 

the co-existence of liquid and crystalline phases and form a complete crystalline phase 

upon reaching φ=0.54. The hard sphere suspensions, in general, crystallize into a face-

centered cubic (FCC) structure, which is the entropically driven minimum energy 

configuration, equilibrium structure [172–174]. However, hard sphere suspensions 
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also exhibit hexagonal close-packed (HCP) structure and coexist in FCC and HCP 

structures due to a small free energy difference (less than 10-3 kBT per particle, kB is 

the Boltzmann constant and T is the temperature) between these two structures [172–

174]. Further increase in φ causes the particle dynamics to become slower, and the 

system transforms into a kinetically arrested disordered glassy phase, characterized by 

the hard sphere glass transition volume fraction at φ=0.58. This glassy phase of these 

suspensions remains up to φ=0.64, where the particles touch each other to form 

random closed packed (RCP) structures. The phase diagram shown in Fig. 1.6 is for a 

monodisperse hard sphere colloidal suspension. With increase in polydispersity, the 

volume fraction at which these particles crystallize shifts to a higher value of φ. Hard 

sphere suspensions with polydispersity below 11% are found to exhibit crystalline 

order above which they have been found to freeze into a disordered glassy phase 

[163]. 

1.4.2 Charge-Stabilized Colloidal Systems 

Charged sphere colloidal suspensions are stabilized using electrostatic forces 

arising due to the addition of charges on the surface of the particles. They tend to 

crystallize into ordered structures due to the electrostatic interactions between the 

particles and are well described by Derjaguin-Landau-Verwvey-Overbeek (DLVO) 

theory [155,175]. According to DLVO theory, the interaction potential between 

charged colloidal particles is the sum of the screened Coulomb repulsion, Uer(r) and 

van der Walls attraction Uva(r), written as 

)()()( rUrUrU vaer                                            (1.7) 
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The screened coulomb repulsion term arises due to the screening of Coulomb 

repulsion between similarly charged particles by counter-ions and salt ions present in 

the suspension [176] and is expressed as 
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where, Ze is the effective charge (Z is the charge number, and e is the electronic 

charge) on the colloidal particle of radius a, and  is the inverse Debye-screening 

length given by 
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Here kB is the Boltzmann constant, T the temperature, npZ the number of counter ions 

and Cs is the salt concentration. The van der Waals attractive term is given as 
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where AH is the Hamaker constant, which sets the scale of attraction. Thus in charged 

colloids, parameters such as particle charge number Z, ionic strength Cs, along with 

volume fraction φ, control the phase behavior. Deionized suspensions of charged 

colloids exhibit crystalline order at φ as low as 0.005 due to long-range screened 

Coulomb repulsive interactions. Charged colloids show liquid-like order at low φ and 

high Cs, as the addition of salt decreases the strength and range of screened 

Coulombic interaction resulting in crystal melting. Upon reducing the Cs, low volume 

fraction (φ < 0.2) suspensions crystallize into body-centered cubic (BCC) structure. 

With the increase in φ, the structure of charged colloids changes to face-centered 
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cubic (FCC) with BCC-FCC coexisting at intermediate φ and Cs. At higher φ, 

suspensions freeze into a glassy state, that has also been observed at low φ upon 

pressure quenching [163]. 

1.4.3 Stimuli-Responsive Microgel Systems 

The hard sphere and the charged sphere colloids as discussed in the previous 

two sub-sections consists of particles whose size and their distribution cannot be 

altered after their synthesis. In contrast to these suspensions, there exists a class of 

colloidal systems known as stimuli-responsive microgels, which are ‘soft’ and can 

change their shape and size in response to external stimuli such as temperature, 

pressure, pH, ionic strength or chemical environment. Microgels are polymer 

networks of cross-linked polymer chains dispersed in a liquid medium. These 

microgels reversibly swell and deswell in response to changes in external stimuli, and 

hence the phase behavior and mechanical responses of these microgels are much 

richer than those observed for hard sphere and charged sphere suspensions [177]. 

Microgels which respond to temperature and change their size, are known as thermo-

responsive microgels. Among the many stimuli-responsive microgels [178], the one 

based on poly N-isopropyl acrylamide (PNIPAM) has received the most attention 

because they are thermo-responsive and undergoes swelling/deswelling with changes 

in temperature [179,180]. PNIPAM microgels can also be made responsive to pH by 

functionalizing them with acrylic acid groups (Aac), referred to as PNIPAM-co-Aac 

microgels [181]. PNIPAM based microgels find applications in various fields such as 

biological and chemical sensors, and optically active components [182–184]. The 

ordered structures of these PNIPAM based microgels offer tunable photonic 

properties and hence find applications in optical switches [170]. They are 
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biocompatible, and hence, are also useful in controlled drug delivery [185]. 

1.4.3.1 Thermo-responsive behavior of PNIPAM based Microgels 

PNIPAM microgel particles dispersed in water show a decrease in their size 

with increase in temperature and undergo a transition from a swollen state to a 

collapsed state at around T ~ 34 °C, which is known as volume phase transition 

temperature (VPTT) and the phenomenon is termed as volume phase transition (VPT) 

[186–188] (Fig. 1.7(a)).  

 

Figure 1.7  (a)Variation of hydrodynamic radius, Rh of PNIPAM-co-Aac microgel particles with 

temperature T, (b) Schematics diagram of the chemical structure changes occurring 

across the volume phase transition for PNIPAM-co-Aac microgel, (c) Photograph of 

PNIPAM-co-Aac microgel suspension before and after VPT and schematic of individual 

PNIPAM-co-Aac microgel showing the transition from swollen (hydrophilic) to de-

swollen (hydrophobic) state and vice-versa. 
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 The transition is reversible in nature. A schematic diagram of the change in 

the chemical structure before and after VPT is shown in Fig. 1.7 (b). Below VPT, the 

microgel particles are in hydrophilic state, the water molecules surrounding the 

polymer chains of the microgel forms hydrogen bond with the amide groups of the 

polymer chains. With the increase in temperature, these hydrogen bonds start 

breaking, and water molecules are expelled from the polymer chains, resulting in the 

deswelling of microgels [189,190]. In swollen state, PNIPAM microgels contain ~2 to 

3% polymer and the rest is water, whereas, in the de-swollen state, these particles 

contain about 60% of the polymer and 40% of water [191]. The suspensions of 

PNIPAM microgels appear transparent (rich content of water) due to index matching 

with the surrounding solvent, i.e., water, and appears turbid (see Fig. 1.7(c)) upon 

VPT due to increase in polymer content, and hence, an increase in its refractive index.  

1.4.3.2 Internal Structure of PNIPAM Microgels 

PNIPAM microgel particles consist of about 2-3% cross-linked polymer 

chains, and the rest water [188]. The microgel particle polymer chains are cross-

linked with each other either via self-cross-linking or by an external cross-linker 

[189], [190], to form a polymeric network type structure, which makes them soft, 

porous and permeable to external solvent molecules. The internal structure of a 

PNIPAM microgel particle was investigated using small angle neutron scattering 

(SANS) measurements [188], [191]. As studied by SANS, the radial polymer density 

profiles of the microgel particle at temperatures below VPT revealed a core-shell 

structure with a dense core and fuzzy shell of thickness ~20-30 nm (Fig. 1.8(a)) [192]. 

The polymer volume fraction at the central part of the particle is almost constant and 

decreases rapidly towards the periphery (Fig. 1.8(b)) [192]. The size of the microgel 
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as measured from SANS is less than that measured using dynamic light scattering 

(DLS), the hydrodynamic radius [191,192]. This is explained by the fact that the 

dangling polymer chains of the thin outer shell do not contribute to the scattered 

intensity in SANS measurement, but they do affect the microgel particle dynamics in 

the solvent, resulting in a higher value of radius as measured using DLS than in SANS 

measurements.  The polymer density of the central core increases with increase in 

temperature, whereas the thickness of the outer shell remains unaltered [191]. The 

size of the core and the shell is decided by the cross-linker concentration during 

synthesis [193]. With the increase in cross-linker concentration, the total size of the 

particle decreases, but the size of the core relative to the size of the outer shell 

increases [193]. 

 

Figure 1.8  (a) Schematic of the core-shell structure of PNIPAM microgel particle in the swollen 

state, with a core of radius Rc and shell of thickness ρ, Rh is the hydrodynamic radius. (b) 

Radial polymer density profiles of PNIPAM microgel at various temperatures as 

measured using SANS, showing the increase of core thickness with increase in 

temperature, R indicating the distance where the core density is half of its value. 

(Adapted from Stieger et al. [193])   
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1.4.3.3 Phase Behavior of Neutral and Ionic Microgels 

Poly N-isopropylacrylamide (PNIPAM) microgels colloidal dispersions 

possess a rich phase behavior compared to that of hard sphere colloidal dispersions, 

due to the tunability of their softness and temperature sensitiveness of the microgel 

size [194]. In such systems the interparticle interaction, U(r) among the microgel 

particles can be tuned by varying the temperature. At low temperatures (i.e., 

T<<VPT), these microgel particles contain 97% water by weight [189]. Hence, the 

van der Waals force of attraction between the microgel particles is negligible due to 

close matching of the refractive index of microgels with the solvent (water), making 

the neutral microgel spheres stable in their swollen state [189]. As the temperature 

increases, the microgels shrink which leads to an increase in the polymer density in 

the individual microgels. This results in a significant increase in the van der Waals 

attraction between the neutral microgels, resembling that of strongly attractive 

colloids at higher temperatures beyond VPT. 

Further, the neutral microgel suspensions of PNIPAM possess a core shell-like 

structure having a dense core and an external layer of polymer chains. The thickness 

of the external layer of polymer chains in these core-shell microgel is high enough to 

ensure negligible van der Waals force of attraction, making the suspension 

thermodynamically stable. Although an analytical form of the interparticle interaction 

potential is yet to be developed across the range of swelling to deswelling transition 

temperatures, there are several propositions predicting the interaction potential of 

these neutral microgels [195–197].  

Wu et al. [196] proposed the effective interaction potential between the 

PNIPAM represented by a Sutherland-like function [196] and calculated the phase 
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diagram of neutral PNIPAM microgel suspension from turbidity measurements 

combined with thermodynamic perturbation theory as shown in Fig. 1.9 [196]. The 

phase diagram shows that the PNIPAM microgels exhibit phase transitions both 

above and below VPT. At low temperatures below the VPT, it exists as a liquid at low 

polymer concentration and transforms to a crystalline solid at high polymer 

concentration, resembling phase behavior of hard sphere colloids. At temperatures 

above VPT, it shows a phase separation, i.e., a metastable fluid-fluid equilibrium 

within a fluid-solid coexistence. The phase separation is driven by van der Waals 

attraction arising due to microgel de-swelling at high temperatures. However, Brijitta 

et al. [186] have shown experimentally that the PNIPAM microgel suspension 

exhibits crystallization at a much higher volume fraction compared to that of hard 

sphere colloids, which crystallize at volume fractions ~ 0.5 to 0.74. This suggests 

PNIPAM particle behave as soft spheres (i.e., the interparticle interaction is soft-

sphere repulsive type) below VPT, as per the molecular dynamics simulations using 

the soft-sphere repulsive potential (U(r) ~ 1/rn) [198,199], which shows an increase of 

volume fraction at which crystallization occurs with an increase in softness. Further, 

Brijitta et al. [186] have also shown the existence of a fluid (liquid) to fluid (gas) 

transition below VPT of these microgels [186], without any change in the particle 

number density. However, there was no evidence of phase separation above VPT as 

predicted by Wu et al. [189].   

The incorporation of charged groups into the neutral PNIPAM microgels leads 

to the formation of charged or ionic microgels with multi-responsive properties, 

which further respond to stimuli like pH, ionic strength in addition to temperature. 

Hence, they show further rich phase behavior compared to that of the neutral 

microgels and usual charged colloidal systems. In charged microgels, the interparticle 
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interaction can be tuned over a wide range by changing the Debye screening length, 

by changing particle concentration, charges, and the salt concentration. There are 

various reports predicting the phase behavior of charged microgels theoretically [200–

202].  

 

Figure 1.9  Phase diagram of aqueous PNIPAM microgel dispersion determined from turbidity 

measurements (symbols) and thermodynamic perturbation theory with empirical 

temperature correction (lines), adapted from [189]. Inset shows the phase diagram 

predicted without any empirical temperature correction.   

Gottwald et al. [200,201] predicted the phase diagram (charge vs. 

concentration) for ionic microgels by combining a genetic algorithm with accurate 

free energy calculations, as shown in Fig. 1.10. They proposed an effective interaction 

potential between spherical polyelectrolyte microgels to investigate the structure, 

thermodynamics, and the phase behavior of ionic microgel solutions. The phase 

diagram shows a fluid-FCC-BCC crystalline state at lower concentrations and a re-
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entrant melting behavior at higher concentrations. At high concentrations and charges 

of microgels, hexagonal, body-centered orthogonal and trigonal crystalline structures 

are predicted to be stable in the phase diagram (Fig. 1.10). Experimental verification 

of these predictions of  Gottwald et al. [200] for the phase behavior of ionic microgels 

is provided by Mohanty et al. [156] by studying the phase behavior of charged 

PNIPAM co-Aac microgels over a wide range of concentrations by using static and 

dynamic light scattering methods. They show that these microgel dispersions exhibit a 

short-range liquid order a low concentration, an FCC crystalline order at intermediate 

concentration and BCC-FCC coexistence at higher concentrations. However, at very 

high concentration, they observed a disordered state and confirmed it to be a glass, but 

could not prove whether the re-entrant disordered state is a liquid or glass as predicted 

by the theoretical simulations [200]. 

 

Figure 1.10 Phase diagram of ionic microgels with diameter σ = 100 nm, adapted from [200]. The 

crosses denote the calculated phase boundaries; lines connecting them are guide to the 

eye. The inset shows a high-density, high-charge region of the phase diagram in detail.   
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1.4.3.4 Structure of PNIPAM and PNIPAM-based Microgel Crystals 

The true inter-particle interaction potentials for PNIPAM microgel systems are 

still unknown, owing to the inhomogeneous structure and soft nature of PNIPAM 

microgels. Wu et al. [196] and Senff et al. [198] have shown that dense suspensions 

of monodisperse microgel particles exhibit crystalline ordering, by considering 

temperature-dependent interactions and soft interactions, respectively. The structure 

of PNIPAM microgel particle crystals investigated using scattering techniques [203] 

as well as confocal laser scanning microscopy CLSM [204] is found to be FCC. The 

crystal structure was determined by calculating the pair correlation function g(r) using 

the real space coordinates of the microgel particles obtained using CLSM.  

 

Figure 1.11 (a) Micrograph showing an ABC type stacking obtained by overlaying three consecutive 

layers of PNIPAM microgel crystal obtained using CLSM. The micrograph shows an 

FCC structure (layer A-red, layer B-green, layer C-blue), (b) g(r) calculated for the 

structure in (a) shown as dark solid circle being compared with g(r) calculated for an 

ideal FCC structure, shown as lines. The experimental g(r) and the simulated one match 

very closely confirming the crystal structure to be FCC. (Adapted from Brijitta et al. 

[204])  

The stacking sequence and stacking fault probability has been determined by 

overlaying three successive crystal layers in <111> direction, which is assigned a 
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value 1 for ABC, BCA, and CAB stacking and zero for any other sequence. Fig. 

1.11(a) shows the three successive layers overlayed showing ABC stacking in an FCC 

PNIPAM microgel crystal. The stacking probability of the annealed and cooled 

crystal was estimated to be 0.95, and the experimental g(r) was found to match with 

the simulated one, confirming the crystal structure to be FCC. SANS measurements 

also showed the crystallization of PNIPAM microgel crystals prepared with a wide 

range of cross-linker density, into an FCC structure. 

1.5 Motivation for the Thesis 

Stimuli-responsive microgel suspensions feature an important phenomenon: in 

contrast to hard sphere suspensions, they respond to external stimuli and undergo 

swelling-deswelling transition and exhibit a rich phase behavior. PNIPAM microgel 

particles are temperature sensitive; they change their size with respect to temperature 

and undergo a volume phase transition (VPT) from swollen to a de-swollen state 

characterized by the transition temperature called VPTT [156]. The transition is 

reversible. PNIPAM-co-Aac microgel particles (co-polymerized with the acrylic acid 

group) also respond to pH in addition to temperature [177]. These microgels possess 

an inhomogeneous core-shell structure with a dense core and an outer loosely cross-

linked thin shell (~ 20-30 nm) along with dangling polymer chains [192]. These 

microgels contain 2-3% polymer in their swollen state and rest water [191] and hence 

are closely index matched with water, making them an ideal probe for scattering 

techniques. Across VPT, these microgels collapse and suspensions of these microgels 

turn turbid. Dense suspensions of these microgel suspensions exhibit structural 

ordering (liquid-like, crystalline and glassy structure) similar to that of atomic 

systems. These microgels serve as model condensed matter system. Since, they are 
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stimuli-responsive and change their volume in response to various stimuli, which 

results in a change in the other physical parameters both associated at single particle 

level, and macroscopic level makes them an ideal system to understand phenomena 

crucial to science and technology [205]. 

To understand the macroscopic mechanics of microgel particles in suspension, 

it is essential prerequisite to first understand the mechanics of individual single 

microgel particle [205]. Successful interpretation of the measurements of the 

macroscopic behavior of the stimuli-responsive microgel systems in a meaningful 

way is possible only if the behavior of single microgel particle constituting the system 

can be experimentally accessed [205]. For example, applications of microgels, such as 

site-specific drug delivery, optical sensors, bio-sensing, smart coatings, environmental 

remediation and many other applications [178,182,206,207], require the exact 

understanding of the stimuli responsiveness due to various stimuli at the single 

particle level. The measurement of properties of sub-micron sized mesoscopic 

particles is a challenging problem. The forces involved in these measurements are of 

the order of pN (pico Newtons) for particles suspended in a liquid solvent. However, 

there are a few reports of measurements undertaken to probe the single particle 

physics using atomic force microscopy (AFM) on the microgels of PNIPAM, but they 

are difficult to carry out for many microgel systems [208,209]. This is where the 

technique of optical tweezers [28] stands out, and the ease with which it can probe the 

force of the order of pN is remarkable. Using optical tweezers, we can not only 

measure the forces but can visually observe their real-time dynamics, since they can 

be easily integrated with the microscopy systems. Optical tweezers is a tool that has 

been successfully used in various fields of research starting from biological sciences 

to interdisciplinary sciences [210], because of its unique ability to hold and 
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manipulate sub-microscopic particles in a non-invasive way and it can also be used in 

conjunction with various characterization tools. 

With this motivation, we developed an optical tweezers set-up capable of 

trapping sub-microscopic particles stably in three dimensions. Chapter 2 describes 

the building of basic optical tweezer set-up and the principle of its operation. The 

design considerations for building an optical tweezer and its extension to generate 

steerable optical traps are described. We have described trapping in various regimes 

and quantified the optical trap efficiency. The optical trap is calibrated by measuring 

the trap stiffness using optical potential analysis method and equipartition method. 

We showed the variation of trap stiffness with laser power to be linear confirming the 

calibration of the trap.   

Optical tweezers use a tightly focused laser beam to trap and manipulate 

microscopic particles. In the tightly focused spot, either one or multiple particles can 

be trapped. However, many applications require trapping of multiple particles at 

different locations in two or three dimensions. To study the interaction between 

multiple particles, independent trapping and manipulation are needed. This is 

accomplished by the aid of a liquid crystal modulator called Spatial Light Modulator 

(SLM) along with the technique of digital holography in the optical manipulation 

system, called holographic optical tweezers (HOTs) [55]. With this motivation to 

create an array of traps and manipulate multiple particles and to study the interaction 

between the trapped particles and or biological cells, we have designed and developed 

a HOTs set-up. The details of the construction of the system and its operation are 

discussed in Chapter 3 of this thesis. The success of HOTs depends on the efficient 

and uniform distribution of light among all the desired trapping sites. In general, these 
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liquid crystal modulators show a non-linear phase response [93,211], and it is a 

challenging task to optimize and calibrate the SLM for its phase modulation to 

generate efficient and uniform optical traps. There are several reports of calibration of 

SLM, but most of them describe SLM driven by peripheral component interconnect 

express (PCIe) interface [90,93,211,212]. In this thesis, we report the calibration of 

SLM driven by a digital video interface (DVI) through graphics for its non-linearity in 

the phase response behavior. We optimize the various parameters of graphics like 

brightness, contrast, and gamma to improve the diffraction efficiency and correct for 

the non-uniformity in the resolution with which the gray levels are addressed 

throughout the available phase levels. Further, the performance of SLM is degraded 

due to the varying phase response over its spatial regions (SVPR), which can be due 

to non-uniform thickness of SLM or can happen due to the non-uniform (Gaussian) 

illumination. There are various methods reported in the literature which correct for the 

SVPR, which are based on characterizing the SLM for its varying phase response by 

dividing the SLM into many subsections [95,96]. These methods are time-consuming, 

and frequent calibration with different power levels becomes difficult. We have 

demonstrated a simple technique to quickly calibrate the SLM for its SVPR by 

optimizing its brightness, contrast, and gamma of different subsections and show traps 

with improved uniformity, diffraction efficiency and trap quality. The generation of 

trap spots or any light distribution at the sample plane involves the creation of phase 

holograms, which are impressed upon the SLM to generate the desired pattern. The 

generation of holograms are done with various iterative algorithms [57], which 

require the input beam profile over SLM. In general, the input beam profile is taken as 

Gaussian centered at the center of SLM, which may not be true. In this thesis, we 

have reported a novel technique for determining the actual beam profile of the 
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incident laser beam by using a diffraction-based set-up [211]. Detailed methodology 

has been described in Chapter 3 of this thesis.      

As discussed previously, stimuli-responsive microgels change their size in 

response to stimuli such as temperature, pH, ionic strength, etc. In particular, 

PNIPAM microgels deswell with an increase in temperature leading to a collapse of 

size, characterized as VPTT and the process being termed as volume phase transition 

(VPT) [180]. In general, dynamic light scattering is the most popular technique to 

characterize the volume phase transition in response to various stimuli such as 

temperature, pH, and ionic strength [156,213]. Using DLS, one measures the variation 

of the microgel hydrodynamic diameter as a function of different stimuli, which 

requires particles of concentration ~ 107- 108 particles/cm3 to satisfy the Gaussian 

distribution of the number of particles scattering light [214,215]. Size polydispersity 

of microgels makes DLS data analysis complex [216]. In homogeneous macrogels, 

the nature of VPT is shown to be of the discontinuous type, whereas inhomogeneous 

macrogels (i.e., inhomogeneity in polymer density due to varying cross-linker 

concentration) are shown to exhibit a swelling-deswelling transition in a continuous 

manner [217].  DLS measurements on PNIPAM microgels also shows a VPT of a 

continuous type [156]. Volume phase transition is the property of the polymer itself, 

and inhomogeneities in different microgels may in principle be different. Hence, it is 

required to measure the VPT on a single microgel particle. Applications like 

microgels in site-specific drug delivery [185] also require a clear understanding of the 

VPT and VPTT of individual microgel particles. In this thesis, for the first time, we 

report the characterization of VPT of PNIPAM-co-Aac microgels with temperature on 

a single particle using a home built optical tweezer set-up. We characterized the VPT 

of a single microgel by characterizing its trap stiffness under an optical trap as a 
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function of temperature and show it to be of a continuous type and compared with that 

measured using DLS technique [218]. The continuous nature of VPT is attributed to 

the presence of inhomogeneity within the microgel particle. The experimental results 

have been validated by numerical computation of trap stiffness as a function of 

particle size, and refractive index separately, and also together. The details of the 

experiment and the results obtained are discussed in Chapter 4 of this thesis. 

Dense suspensions of monodisperse thermo-sensitive PNIPAM microgel 

particles are known to crystallize into ordered structures, which are responsive to 

stimuli, known as responsive photonic crystals (RPCs). In addition to thermo 

sensitivity, these microgel particles (bulk modulus ~kPa [219]) are known to undergo 

osmotic compression upon application of osmotic pressure [194,219] and hence a 

tunability in the photonic band gap and its optical properties. There are various reports 

of osmotic compression in dilute suspensions of PNIPAM microgels as studied using 

DLS by the addition of non-adsorbing polymer to the suspensions [194,219]. 

However, the effect of osmotic compression arising due to neighboring particles with 

an increase in concentration has not been investigated. Further, the colloidal 

suspensions of microgel systems possess various types of disorder due to shape and 

size polydispersity of the particles [156]. It has been demonstrated theoretically by 

Allard et al. [220] that the photonic band gap of these crystals is more sensitive to 

their particle size distribution than site randomness. The size and shape polydispersity 

in the particle forming the crystal plays an important role in determining the quality of 

photonic crystal [220–222]. In this thesis, we show the osmotic compression of the 

PNIPAM microgels due to increasing concentration of particles in suspension and 

also report for the first time that size polydispersity of microgel particles can be tuned 

by osmotic pressure [165]. We prepared suspensions of PNIPAM-co-Aac microgel 
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particles with varying particle concentration by subjecting them to different osmotic 

pressures and characterized them for various types of disorder using CLSM. We 

showed that osmotic compression significantly reduced the size polydispersity (SPD) 

leading to the appearance of crystalline order in a highly polydisperse suspension 

(33% as prepared), and thereby, a decrease in second type disorder. We found that 

SPD of colloidal particles destroys long-range positional order, but preserves 

orientational order in the crystal. Experimental details and results of the effect of 

osmotic compression on size and size distribution of microgels and hence disorder in 

the photonic crystals of the microgels are presented in Chapter 5 of the thesis. 

As prepared crystals of microgel particles are in general fragile, they lose their 

crystalline order even under small disturbances (shear ~a few dynes/cm2), limiting 

their practical use [223]. Practical applications of these microgel crystals require them 

to be immobilized in a hydrogel matrix [167,224]. The gel-immobilized crystals of the 

microgel particles find a number of applications as optical filters [167], sensors 

[169,225], optical switches [226], etc. The process of immobilization of these 

PNIPAM microgel crystals involves the preparation of microgel crystal in a pregel 

solution followed by polymerization to form a hydrogel [224]. Since PNIPAM 

microgel particles have a porous core-shell structure [191,192,227], the 

polymerization is expected to happen both outside and inside the microgel particles. 

This may lead to the formation of an interpenetrating/entangled network of polymer 

chains between the microgel and the hydrogel [228] as shown by Song et al. [224] in 

swelling/ deswelling of PAAm hydrogel incorporated with PNIPAM-co Aac microgel 

particles. There are no studies of the effect of these entanglements on the dynamics of 

microgel particles in a hydrogel matrix and also the effect of temperature on the 

dynamics and photonic properties of these thermo-sensitive PNIPAM microgel 
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crystals.  In this thesis, we discuss the effect of entanglements on the dynamics of gel-

immobilized PNIPAM co-Aac microgels in PAAm hydrogel with temperature using 

3D dynamic light scattering technique. We confirm the presence of entanglements 

between polymer chains of microgel and hydrogel through the study of their dynamics 

as a function of temperature. Further, we show the retention of crystalline order in the 

gel-immobilized crystals of these microgels at all temperatures across VPT using UV-

visible spectroscopy. This is attributed to the entanglements between the microgel 

hydrogel composite, restricting the degree of thermal vibrations and hence the 

crystalline order. However, there is an increase in the structural disorder with 

temperature induced by the collapse of microgel particle in an entangled state, causing 

local lattice strain. A detailed study of the effect of entanglements between the 

polymer chains of microgel and hydrogel composite and their effect on structure and 

disorder are presented in Chapter 6 of this thesis.  

Finally, Chapter 7 summarizes the work reported in this thesis and scope for 

future work. 

1.6 Key Findings of the Thesis 

 We have indigenously designed and developed an optical tweezer set-up 

capable of trapping microscopic particles stably in three dimensions. The 

optical traps are calibrated by measuring the trap stiffness by using two 

methods, (i) optical potential analysis and (ii) equipartition method. 

Confirmation of proper functioning of this set up is done by measuring the 

trap stiffness as a function of laser power and showing it to be linear. We have 

trapped multiple particles in ring geometry in a single optical trap. 
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 We have designed and developed a HOTs set-up capable of trapping multiple 

particles at desired locations. 

 We have presented a methodology to calibrate SLMs driven by DVI interface 

graphics. We have developed a look up table that enabled us to obtain a linear 

phase response of the liquid crystals of SLM. 

 We have presented a simple technique for quick calibration of SLMs suffering 

from spatially varying phase response (SVPR) and showed an overall 

diffraction efficiency improvement from 29% to 55% and improved 

uniformity from 76% to 97% after optimization of SLM. The SVPR correction 

also improved the trap quality up to 6.5%, as determined from spot sharpness 

metric calculation, resulting in an improved trap performance. 

 A novel technique is presented for the determination of the laser beam profile 

incident over SLM as required by iterative algorithms generating holographic 

optical traps. 

 We trapped polystyrene particles in an array of traps and presented a 

prescription for the same. 

 Moreover, we have presented optical tweezers as a technique to characterize 

the VPT of stimuli-responsive microgel particles at the single particle level. 

The VPT characterized using optical tweezers are free from the effect of size 

polydispersity as compared to that of DLS where the analysis is affected by 

the size distributions. We characterized the presence of inhomogeneities at the 

single particle level. 

 We have shown for the first time that osmotic compression not only reduces 

particle sizes but also the size polydispersities in the stimuli-responsive 

microgel photonic crystals of PNIPAM-co-Aac microgel particles. 
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 Thereafter, we have characterized the second type disorder and showed with 

osmotic compression, the disorder in these systems reduces, leading to highly 

diffracting photonic crystals. We also showed the presence of first-type 

disorder in these colloidal systems. 

 Next, we have provided, the evidence of entanglements between polymer 

chains of microgel particles with the polymer chains of hydrogel medium in 

the immobilized hydrogels through a study of dynamics as a function of 

temperature. 

 The immobilized microgel hydrogel composite are shown to retain  crystalline 

order above VPT, and this is attributed to entanglements between the polymer 

chains of microgel and hydrogels, restricting the extent of thermal vibrations 

 At last, we show that there is an increase in structural disorder with increasing 

temperature along with the retention of crystalline order.  This is explained in 

terms of local lattice strain induced due to the collapse of microgel particles in 

an entangled state. 
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CHAPTER 2 

DEVELOPMENT OF OPTICAL TWEEZERS 

 This chapter presents the physics of optical trapping and the details of an 

indigenously developed optical tweezers set-up, along with various calibration 

procedures adopted such as equipartition method, Boltzmann statistics method, etc. to 

calibrate the optical trap and also discusses the various factors affecting optical trap 

efficiency. It further demonstrates the use of a single beam spot to trap a multitude of 

particles in a ring pattern. 

2.1 Introduction 

Optical tweezer, a tightly focused laser beam capable of holding and 

manipulating microscopic objects has become an indispensable non-destructive tool 

since 1986 [229,230]. Due to its ability of non-invasive probing at the mesoscopic 

scale and manipulation capability with nanometer accuracy, it finds applications in 

various fields of research such as colloidal transport, organelle transport within the 

cells, mechanical properties of biological cells, mechanics of cell membranes, as 

optical spanner for rotating individual biomolecules and various studies at single 

particle level [117,136,145,218,231–239]. In 1970 Arthur Ashkin discovered the 

process of optical trapping using lasers. He demonstrated that optical forces are 

capable of displacing and levitating microscopic dielectric particles of masses ~ pico-

grams in either water or air, which led to the development of the first counter-

propagating optical trap [240]. Eventually, this led to the development of single-beam 

gradient trap, known as an optical tweezer.  
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2.2 Physics of Optical Trapping 

A laser beam tightly focused using a high numerical aperture (N.A.) objective 

capable of holding a microscopic particle stably in three-dimensions is referred to as 

an optical trap. A dielectric particle near the focused beam experiences a force due to 

the momentum transfer of scattering photons. The forces can be split into two 

components: (i) a scattering force (Fscatt) acting in the direction of the incident laser, 

which pushes the particle away from the focus of the laser (Fig. 2.1) and (ii) a 

gradient force (Fgrad) that arises due to the gradient in laser intensity and pulls the 

particle from a region of low intensity to a region of high intensity, i.e., towards the 

focus of the laser. 

 

Figure 2.1  Schematics of a Gaussian laser beam focused using a high numerical aperture (N.A) 

objective to create a diffraction-limited spot at the trapping plane capable of trapping 

microscopic particles stably in three dimensions. Fscatt pushes the particle away from the 

focus in the direction of the incident laser beam, and Fgrad pulls the particle towards the 

region of high intensity, i.e., towards the focal spot. 
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For stable trapping in all three dimensions, the axial gradient component of the 

force pulling the particle towards the focus must be greater than the scattering force 

pushing the particle away from the focus. This requires a tight focusing of the laser to 

a diffraction limited spot, which is achieved by the use of high N.A. objectives. The 

balance between the scattering force and the axial component of gradient force is 

obtained slightly below the focal point, and for small displacements, the gradient 

force is proportional to the displacement from the equilibrium position, i.e., the force 

is Hookean in nature. 

The theory of optical trapping can be treated in three different regimes, 

depending upon the size of the microsphere to be trapped, relative to the wavelength 

of the light used to trap it, which is discussed in the following three sections. 

2.2.1 Rayleigh regime ( d << ) 

When particle sizes are smaller than the wavelength of light, the particles are 

treated as induced point dipoles immersed in the optical field that interacts with the 

applied field. Optical forces arise due to dipole-field interactions and can be 

calculated in the limit of Rayleigh approximation. There are two kinds of forces 

which come into play and can be readily separated into two components  in this 

approximation: (i) a scattering force which arises due to the absorption and re-

radiation of light by the induced dipole [241,242], which is given by   
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where I0 is the incident intensity of the laser and R is the radius of the particle trapped, 

c is the speed of light, nm is the refractive index of the medium in which the particle is 
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suspended, and m is the relative refractive index defined as the ratio of the refractive 

index of particle to the refractive index of the medium, i.e., m=np/nm.  (ii) a force 

arising due to intensity gradients known as the gradient force, Fgrad, is directed 

towards the beam focus and is given by [243] 
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where α is the particle’s polarizability, and E is the incident electric field. These two 

forces act in opposite directions. In order to achieve a stable optical trap, the ratio of 

the gradient force to the scattering force must be greater than unity. Increasing the 

laser power increases the scattering force, whereas a gradient in intensity is achieved 

by using high N.A. objectives, which focuses the light into a tight focal spot, and 

hence leads to an increase in the gradient force required for stable optical trapping. It 

may also be noted that, in the Rayleigh regime, the scattering force, Fscatt is 

proportional to R6, whereas the gradient force Fgrad , is proportional to R3, implying 

that Fscatt decreases faster than Fgrad as the size of the microsphere to be trapped 

decreases.  

2.2.2 Ray (Geometrical) optics regime ( d >> ) 

When the diameter of the scattering object to be trapped is much larger than 

the wavelength of the light used for trapping, the scattering becomes independent of 

the wavelength, and hence in this regime, the diffraction effects can be neglected 

[244]. In this case, light propagation can be considered as a bunch of individual rays, 

each having characteristics of a plane wave with their respective intensities, direction, 

and polarization, propagating in a given medium. 
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A qualitative description of optical trapping in geometrical optics limit is 

illustrated in Fig. 2.2 and Fig. 2.3 below. Consider a dielectric particle of refractive 

index n2 suspended in a medium of a lower refractive index n1 than the particle, near a 

tightly focused Gaussian laser beam, created a by a high N.A. lens (Fig. 2.2). Let the 

particle be laterally shifted by a certain distance from the axis of the beam 

propagation direction. In the ray optics limit, let us assume the incident Gaussian laser 

beam as a bunch of rays with their intensity maximum at the central optic axis, and 

 

Figure 2.2  Illustration showing the trapping mechanism for a spherical particle laterally shifted away 

from the focus of the Gaussian beam in the ray optics regime by considering the incident 

focused beam as a bunch of rays. The mechanism of trapping explained by considering 

two of the rays one high intense and the other low intense ray suffering the change in 

momentum per second due to refraction and a net force pulling the particle towards the 

focus of the laser beam. 
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decreasing in a Gaussian fashion away from the optic axis. Out of all these rays, 

consider two rays 1 and 2 passing through the sphere, with their corresponding 

momenta per second P1 and P2 (Fig. 2.2), one ray from near the axis, shown as bold 

thicker ray, and the other slightly away from the axis, shown as a thinner ray, 

representing their corresponding intensities . As these rays pass through the sphere of 

high refractive index, they get refracted inside and exit from the sphere by bending 

away from the normal to the sphere at the medium interface and suffer a change in 

momentum; the spherical particle, in turn, experiences a recoil, i.e., a change in 

momentum in the opposite direction of that suffered by the rays of light. The resultant 

change in momentum per second of the sphere due to refraction of these two rays is 

found to have a component towards the beam focus as shown in Fig. 2.2 by a red 

arrow pointing towards the focus of the beam on the optic axis from the center of the 

sphere, i.e., the particle feels a pull from a less intense region to a high intense region 

of the laser.  This is known as the gradient force responsible for the trapping of the 

microscopic particles. The total force is calculated by summing the contribution due 

to all rays passing through the sphere. We neglect the surface reflections of the 

incident rays since only the refracted rays contribute to the gradient force and in the 

present case, we are only concerned about a qualitative picture of the optical trapping 

phenomenon. Similarly, Fig. 2.3 shows the case of a spherical particle with particle 

center displaced below and above the focus. A similar treatment shows that for a 

particle with its center below the beam focus (Fig. 2.3 (a)) the net force acts upwards, 

whereas the net force acts downwards for a particle whose center is above the beam 

focus (Fig. 2.3 (b)). The particle does not experience any force when its center 

coincides with the focus of the laser beam, which is the position of stable equilibrium 

and a slight arbitrary displacement of the particle induces restoring forces acting on it 
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to bring it back to the focal centre of the beam. The same qualitative principle of 

refraction of light applies for the case of trapping of arbitrary shaped objects of size 

much larger than the wavelength of the trapping laser [245,246]. 

 

Figure 2.3  Illustration showing the trapping mechanism for a spherical particle (a)   with particle 

centers below the focus and (b) with particle center above the focus of the tightly focused 

Gaussian beam in the ray optics regime. The mechanism of trapping explained by 

considering two of the refracting rays suffering the change in momentum per second due 

to refraction and a net force pulling the particle towards the focus of the laser beam. 
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2.2.2.1 Scattering and Gradient Forces 

The first quantitative description of the scattering and gradient forces in a 

single-beam gradient trap was given by Wright et al. [234] using the Gaussian mode 

beam propagation formula to describe a focused trapping beam. But the applicability 

of the model was limited to focused beams with small convergent angles of maximum 

30º. The model fails to provide an accurate description for traps created using high 

N.A. objectives as pointed out by Ashkin et al. since the wave description of focused 

beams thus generated using high numerical aperture (N.A.) objectives are much more 

complex compared to the ones described by the Gaussian beam formula. A 

quantitative approach for high angle convergent beams used in the case of optical 

trapping experiments was applied to the single beam gradient trap by Ashkin [247] 

based on the works of Roosen [16,27] to quantify the forces responsible for optical 

levitation in the ray optics regime. 

 

Figure 2.4  Geometry of the scattering of a single incident ray of power P on a dielectric sphere 

visualized in the plane of incidence with reflected ray and an infinite set of refracted rays, 

considered while calculating the forces in ray optics regime. Here i is the angle of 

incidence and r is the angle of refraction. 
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The geometry used to calculate trapping forces on a spherical particle of 

diameter d>> is illustrated in Fig. 2.4. Consider a single ray of power P entering the 

dielectric sphere at an incidence angle i with an incident momentum per second n1P/c, 

n1 being the refractive index of the surrounding medium. A part of the incident ray 

gets reflected with power Pr = PR, while most of the power is transmitted with infinite 

number of refracted emergent rays of successively decreasing power Pt1 = PT2, Pt2 = 

PT2R, Pt3 = PT2R2 and so on, until all light has escaped from the dielectric sphere. The 

quantities R and T are the Fresnel reflection and transmission coefficients, 

respectively, at the surface of angle of incidence i. The total force acting on the 

dielectric sphere due to this single ray is given as 
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where mtri rrr ,
ˆ,ˆ,ˆ  are the unit vectors in the direction of the incident ray, the 

reflected ray and mth emergent rays, respectively. 

Eq. (2.3) expressing the total force can be split into two components, one 

component in the direction of the incident ray )ˆ( ir called the scattering force Fs that 

pushes the particle away from the focal spot, i.e., in the direction of )ˆ( ir and the other 

in a direction perpendicular to the incoming ray )ˆ( r as, 

 rFrFF gistot
ˆˆ                                                (2.4) 

Dividing the scattering force )( sF  and )( gF by the quantity
c

Pn1 , the incident 

momentum per second, a dimensionless parameter known as the trapping efficiency 

can be defined as, 
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where 
sQ , gQ and 

totQ are the trapping efficiencies associated with the scattering force, 

gradient force and the total force respectively. 

The scattered rays as in Fig. 2.4 make angles π+2i, 𝛼, 𝛼 + 𝛽, ……., 𝛼 +

𝑛𝛽,….. respectively, with the incident ray direction. The total force in the z-direction, 

i.e., in the direction of incident ray  acting on the sphere due to scattered rays is given 

as [247] 
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Similarly, in Y-direction, the force is given as, 
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Eq. (2.6) and (2.7) can be rewritten as [16,247], 
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Eqs. (2.8) and (2.9) give the exact expression for the scattering and gradient 

force component for a single incident ray. To calculate the total force, the contribution 
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due to each of the rays depending upon the shape of the trapping beam used for 

generating single beam gradient trap has to be added vectorially. Further, the forces 

are polarization dependent through R and T for rays polarized parallel and 

perpendicular to the plane of incidence. The gradient force is conservative in nature 

since it can be expressed solely as a function of the radial distance from the ray to the 

particle.  It also implies that the gradient force for an arbitrary collection of rays 

corresponding to different beam profile is also conservative. On the other hand, the 

scattering force is not conservative. 

The magnitude of the total force Ft is given by, 
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The dimensionless parameter trapping efficiency Q gives an idea of the 

maximum radiation pressure which can be derived from a ray of momentum per 

second
c

Pn1 , with a maximum value of 2 in the case of a ray reflected off a mirror. It 

is found that the Q corresponding to gradient force gQ grows much faster than the Q 

associated with the scattering force, sQ with an increase of the angle of incidence, 

implying maximum trapping efficiencies for rays incident at higher angles. Hence, 

highly convergent laser beams produced using high N.A. objectives produce large 

number of rays incident at higher angles and hence increase the trap stability. It is also 

interesting to note that these sQ  are independent of the particle size in the ray optics 

regime. 
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2.2.3 Intermediate regime ( d ~ ) 

When the particle size is comparable to the wavelength of light used for 

trapping, optical forces are calculated using the Mie theory [248]. Using a simplified 

Mie theory [249,250], the gradient force in the plane z=0 is given by [250] 
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where 1
m

p




 , p is the dielectric constant of the particle and m  is the dielectric 

constant of the medium in which particle is dispersed. 
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where the Gaussian laser beam is approximated as  
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where  is the radius of the beam waist, r and z are cylindrical coordinates and  is 

the eccentricity of the focal volume in the axial direction. 

2.3 Factors affecting the optical trap efficiency 

The different factors affecting the trap stiffness are as follows: 

(i) Numerical Aperture  

High numerical aperture objectives tightly focus the laser beam into a 

diffraction-limited spot. Trapping efficiency is a measure of the amount of radiation 
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pressure, which can be extracted from a ray of momentum per second
c

Pn1 . With the 

increase in N.A., higher angle rays are brought to the trap focus, which in turn 

increase the gradient force and hence, the trapping efficiency associated with the 

gradient force leading to a stable trap. 

(ii) Size of the microsphere   

From Eq. (2.1) and (2.2), it is clear that with increase of particle size the 

scattering force and the gradient force increases, and hence the associated optical trap 

efficiency also increases up to the Rayleigh limit, after which Q becomes a constant 

independent of the particle size, as discussed in the ray optics regime of trapping 

[251].  

(iii) Depth of trapping position 

The trap efficiencies decrease steadily as a function of depth, and eventually, 

after a certain distance, the particle can no longer be trapped. The decrease in Q is due 

to the increase in the spherical aberration as we move into the sample, due the use of 

high N.A. objectives. This is overcome by the using immersion oil of a different 

refractive index to reduce the mismatch between the objective and the coverslip [252]. 

(iv) Laser beam Polarization 

Polarization of the laser beam plays an important role in determining the Q in 

the direction of polarization and perpendicular to it. It is found that moving the 

particle in the direction perpendicular to the laser beam polarization results in a force 

of up to 20% lower compared to that of motion parallel to the polarization direction 

[232]. The difference in the lateral trap stiffness in the two orthogonal directions, one 
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along the polarization and the other perpendicular to it, depends on the size of the 

microsphere trapped [253]. This problem is avoided by converting the beam into a 

circularly polarized beam. 

(v) Ratio of Beam radius to the Aperture radius 

The optical trapping force is directly dependent on the laser power used. The 

power of the laser beam at the trapping plane decreases as the radius of the beam 

entering the objective back aperture increases, leading to a low stiffness. However, at 

the same time, beam radius of very small size increases the scattering force more 

compared to the gradient force, leading to a decrease in Q. Hence the laser beam 

should slightly overfill the objective back aperture, i.e., by 1.2 times the diameter of 

the objective back aperture.  

2.4 Optical Tweezers Set-up  

We have designed and developed an optical tweezers set-up for trapping experiments, 

by coupling an Nd-YAG fiber coupled laser (wavelength 1064 nm, TEM00) to an 

 

Figure 2.5  Photograph of the home-built optical tweezers set-up, built around a commercial inverted 

microscope OLYMPUS IX 81. M, M0,M1, M2 are (>99%) reflecting mirrors, LE and 

LC are the beam expander lenses. 
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inverted microscope (OLYMPUS IX81) through a set of optical components as 

shown in Fig. 2.5. 

2.4.1 Design Considerations 

(a) Trapping Laser 

The trapping laser is an Nd-YAG fiber coupled laser from Manlight (France) 

with an output power of 10 W, delivering a linearly polarized, single mode output 

(typically TEM00 Gaussian mode) at 1064 nm.  

Typically, the power required at the trapping plane for stably trapping sub-

microscopic objects are of the order of a few milliwatts, hence a laser with an output 

power of about 10 to 100 mW is sufficient to generate an optical trap, considering the 

losses caused during propagation through various optical components and the 

microscope objective. The choice of the high power is made keeping in mind the 

extension of the optical manipulation system into a holographic optical tweezer 

system, which employs a spatial light modulator and other optical components 

causing more losses compared to the optical tweezers.  

The fiber coupled delivery of the laser helps in isolating the laser and the 

immediate region of the optical trap from the noise and the heat produced by the laser 

power supply. The choice of 1064 nm laser wavelength is made in order to avoid 

potential photo damage to biological cells to be used in trapping experiments and to 

minimize the absorption by the typically aqueous medium in which the samples are 

dispersed to prevent local heating [254,255].  
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The mirrors used in this set-up to reflect the laser beam are all dielectric 

mirrors with an appropriate coating to reflect > 99% of the incident light. All lenses 

are achromatic doublets with antireflection coating for 1064nm. 

(b) Microscope and Objective 

The microscope used in this set-up is an inverted bright field optical 

microscope from OLYMPUS (IX 81). A high N.A. oil immersion objective 100X 

(N.A. 1.4) is used to focus the input laser light to a diffraction-limited spot. The 

transmittance of the objective for 1064 nm is ~ 40 to 45%. The high numerical 

aperture of this lens entails bending of wide-angle rays to improve the trap efficiency. 

The input laser is directed towards the objective by an 850 short-pass dichroic mirror 

inside the turret of the microscope, which reflects the trapping beam towards the 

microscope objective and allows simultaneous imaging by allowing the white light 

used for imaging towards the CCD detector. The CCD camera (Basler Scout, scA 

640-120fm) used for imaging of the trapped particles is mounted on the trinocular 

port of the microscope, capable of imaging at a frame speed of 100fps. The 

microscope is equipped with a motorized sample stage (ASI Imaging) to mount 

samples for trapping experiments. The motorized stage allows movement of the 

sample in steps of 100 nm. This allows in bringing the required object to be trapped 

near the focused trapping spot and relative movement of the trapped object with 

respect to its surroundings as if required.  

(c) Laser Beam Coupling to Objective Back Aperture 

Fig. 2.6 shows the schematics of the optical layout of our optical tweezers set-

up. The design considerations in obtaining a stable optical trap at the trapping plane 

are as follows. First, the laser beam is expanded by a pair of lenses LE and LC in 4f 
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configuration to slightly overfill the back aperture of a high N.A. (~1.4) 100X 

objective to produce a tightly focused beam at the focal plane capable of trapping 

submicron- to micron-sized colloidal particles in three dimensions.  The laser beam is 

first aligned with the center of the mirror M0. Then LE is placed on the optical path 

and aligned in the XY plane perpendicular to the direction of propagation to ensure 

the laser beam is still centered with the center of the mirror M0. In the next step LC is 

kept at a distance equal to sum of the focal lengths of LE and LC and aligned in a 

similar way in the transverse plane so as to ensure we have a beam expanded by a 

factor equal to the ratio of the focal lengths of LC and LE, and aligned with the center 

of the M0. The expanded laser beam is reflected off two mirrors M1 and M2 and then 

coupled to the back port of the microscope. M1, and M2 are steering mirrors required 

for centering and tweezing of focused light in the trapping plane. These mirrors allow 

for aligning the laser beam at the back port of the microscope objective by shifting 

them laterally in XY plane (Objective back aperture plane), without adding any angle 

of incidence at the input of the back aperture. This enables the creation of an 

aberration-free diffraction limited spot, which can be translated in the sample plane 

(required for beam tweezing) by maintaining the beam profile throughout the sample 

plane. The working of the steering mirrors is explained in Fig. 2.7. Figs. 2.7 (a) and 

2.7 (b) describe the procedure of aligning the beam to center in a given direction. Two 

pinholes P1 and P2 are used for this purpose. First M1 is rotated to align the laser pass 

through P1 placed close to M2, then M2 is rotated in order to center the beam that 

passes through P2 kept at a larger distance from P1. This procedure allows for 

aligning the beam center in a given direction in line with P1 and P2.  

As shown in Fig. 2.7 (c) the two mirrors M1 and M2 rotated by the same angle 

θ in a clockwise direction shift the laser beam laterally parallel to the original 
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direction of the laser beam. Similarly, the rotation of these mirrors anticlockwise by 

the same angle will shift the laser beam parallely downward.  

 

Figure 2.6  Schematics of the optical layout of the optical manipulation system. The lenses LE and 

LC expand the laser beam to a diameter equal to the ratio of their focal lengths. The 

expanded laser beam is reflected off two steering mirrors (M1) and (M2) and coupled to 

the microscope objective (O) through a dichroic mirror (DM) to produce tightly focused 

diffraction limited spot at the sample plane (SP). The trapped particles are imaged by a 

CCD detector placed at the trinocular port of the microscope. 

The steering procedure is shown in a plane, but since the mirrors used are 

kinematic mirrors the steering can be done in any direction parallel to the original 

direction. These kinematic mirrors are equipped with micrometer screws to rotate 

them. The precision with which the focused laser beam can be shifted depends on the 

least count of these micrometer screws and the distance between the steering mirrors. 

However, a higher resolution can be obtained in a holographic optical tweezers 

(HOTs) set-up, which will be discussed in the next chapter. Using the above two 

methodologies (Fig. 2.7) of centering the beam in a given direction and shifting the 

M0 
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beam laterally in a plane perpendicular to the laser beam propagation, we have 

aligned and centred the laser beam (the Gaussian profile) at the back focal plane of 

the microscope objective to ensure an aberration-free diffraction limited focused spot 

at the focal plane. 

 

Figure 2.7  Schematics of the steering mirrors M1 and M2 steering the laser beam. (a) and (b) 

describing the procedure of beam alignment, (a) Mirror M1 rotated to centre the beam 

and pass through pinhole P1, (b) Mirror M2 rotated to centre the beam and pass through 

pinhole P2, giving a laser beam propagating in a given direction, (c) Mirrors M1 and M2 

rotated by same angle in either clockwise or anticlockwise direction shift the laser beam 

laterally. The schematic shows the steering in a plane, the mirrors being kinematic, the 

laser beam can be steered all over the perpendicular plane of beam propagation. Dashed 

blue ray shows the original direction, and the dark blue solid ray shows the shifted laser 

beam direction parallel to the original direction by rotation of the steering mirrors 

clockwise by the same angle. 
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The coupled laser beam is reflected off the 850 short-pass dichroic mirror and 

slightly overfills the back focal plane of the high numerical aperture objective. This 

produces a diffraction-limited spot at the focal plane capable of trapping microscopic 

particles stably in three dimensions.  

(d) Steerable optical traps 

The spot produced by the above procedure is a fixed spot at the focal plane. To 

trap particles in the given spot, the stage on which the sample is mounted needs to be 

moved to bring the particle under consideration to be trapped near the focal spot. The 

trapped particle can be moved with respect to surroundings only by moving the 

sample stage. However, in order to move the trap spot over the field of view, with the 

same optical power and profile, we have developed a steerable optical tweezers set-up 

(Fig. 2.8 (a)). 

 

Figure 2.8  (a) Schematic of the steerable optical tweezer set-up with two lenses L1 and L2 in the 

fixed trap set-up shown in Fig. 2.6, (b) Photograph of the sample prepared between the 

glass slide and the coverslip using a spacer and (c) an image of a 1.2 µm diameter 

polystyrene sphere trapped. 
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Two lenses L1 and L2 are incorporated, one between M0 and M1 and the 

other between M1 and M2.  They are separated by a distance equal to the sum of their 

focal lengths. M0 is kept at a distance equal to one focal length distance from L1 and 

L2 is separated by a distance equal to its focal length from the objective aperture. This 

arrangement images M0 to the back focal plane of the objective. Hence M0 becomes 

a conjugate plane to the back aperture of the objective, and thereby any tilting of M0 

allows for the steering of beam in the focal plane without altering the beam profile 

and the power behind the objective back aperture. Hence, the beam can be steered in 

the trapping plane by tilting M0 and hence the XY motion of the trapped object. 

Translation in the z-direction is carried out by shifting any one of the lens L1 and L2 

along the optical path, leading to either a converging or diverging beam, which allows 

for the motion of the trapped particle in the z-direction. 

2.4.2 Sample Preparation and optical trapping 

Fig. 2.8 (b) shows a photograph of the sample prepared for the optical trapping 

experiment. This sample containing the particles in a suspension is placed between a 

standard glass slide and an imaging coverslip of 100 µm thickness, separated by an 

imaging spacer (SS1X9: 9mm dia. × 0.12mm depth) from SIGMA-ALDRICH. The 

imaging spacer sandwiched between the coverslip and glass slide creates a cylindrical 

volume of ~8 µl with a circular cross-section of 9 mm diameter available for trapping 

and imaging experiments. The suspension is placed inside this volume and mounted 

on the motorized stage. The microscope objective produces a tightly focused 

diffraction-limited spot at the focal plane. The trap is created at a distance of 20 µm 

above the top surface of the coverslip by moving the objective. All trapping 

experiments are done at this height in order to avoid any coverslip effect. Fig. 2.8 (c) 
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shows a polystyrene particle of diameter 1.2 µm trapped using this set-up. The 

minimum power required to stably trap the polystyrene sphere was found to be 1.2 

mW at the trapping plane. The power at the trapping plane was estimated by 

considering 40% transmission of the objective at 1064 nm, by measuring the power at 

the back focal plane of the 100X objective using a laser power meter (Maestro, 

Gentec-EO, Germany). 

2.4.3 Environmental isolation 

The different factors affecting the sensitivity, stability, and signal to noise 

ratio in the optical trapping experiments are temperature fluctuation, acoustic noise, 

mechanical vibrations, and air convection. To isolate optical trapping experiments 

from these factors, the optical tweezers set-up is built on active vibration isolation 

table from Thorlabs, which pneumatically isolates the set-up from external vibrations. 

Experiments are performed at a constant temperature in a closed environment to avoid 

any air drift, etc. 

2.5 Data acquisition and calibration of optical tweezers 

2.5.1 Digital video microscopy 

To measure the forces exerted by the optical tweezers which range from tens 

of femto-newtons to hundreds of pico-newtons, it is necessary to track the motion of 

the trapped particle and measure the corresponding potential well. The motion of the 

trapped object is imaged using a Basler Scout (scA-640-120fm) monochrome CCD 

camera at a speed of 100fps. The field of view of the camera is 649×494 pixels. The 

CCD camera is calibrated by imaging a standard TEM grid (M/s. PELCO, US, 500 

mesh grids) and one pixel corresponds to a distance of 0.12282 µm in the trapping 
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plane. The exposure time of the camera is chosen to be 16 µs for acquisition.  This is 

two orders of magnitude less than the characteristic time scale of the relaxation of the 

trapped particle, which ensures an unbiased measurement of the position distribution 

of the trapped particle as a function of time [256]. The acquired video is cropped to a 

smaller size containing only a small region around the trapped particle, typically an 

area of 100×100 pixels. The videos were processed using image processing software 

(image J and Leica Qwin). The coordinates of the particles were extracted by an 

advanced particle detection technique using intensity profiles of the particle image as 

Gaussian to a first approximation.  

2.5.2 Calibration of the optical trap 

The main objective of calibration of an optical trap is to determine the trap 

stiffness. By measuring particle position distributions, it is possible to determine the 

optical potential in which the particle is trapped. There are various techniques to 

calibrate an optical trap using the particle trajectories within an optical trap [241,257]  

such as equipartition method, optical potential analysis, mean square displacement 

analysis, autocorrelation analysis, and power spectrum analysis. We employ two of 

the techniques in our work, the equipartition method and the optical potential method. 

Further, we check for the calibration by measuring the trap stiffness using a trapped 

polystyrene sphere of diameter 1.2 µm at different laser powers: the trap stiffness 

varies linearly with laser power. 

2.5.2.1 Optical potential analysis 

The motion of an optically trapped particle in one dimension is described by 

the overdamped Langevin equation as [258], 
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where )(xU is the trap potential,   is the particle friction coefficient and )(tW
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is the 

white noise. 

When the particle is in thermal equilibrium with the heat bath constituted by 

the solvent molecules, the probability density of the 1D particle positions is given by 

the Maxwell-Boltzmann distribution 
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where 
0 is the normalization constant, 

Bk is the Boltzmann constant.
xU can be 

obtained from a normalized histogram of the trapped particle positions (Fig. 2.9) and 

given by the expression 

  0)(ln UxTkU Bx                                              (2.16) 

where 
0U determines the potential offset that can be neglected. 

 

Figure 2.9  Schematic of the position distribution of a trapped particle and the potential obtained 

using Eq. (2.16). 

Since the trapping laser intensity has a Gaussian profile, to a first 

approximation the potential associated with an optical trap can be assumed to be 
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harmonic near the potential minima [259]. Hence, the Ux from Eq. (2.16) can be fitted 

to a parabola baxy  2  to the data in the central region, and the trap stiffness is 

given by the formula 

ak x 2                                                          (2.17) 

The advantage of this method is that it gives a more accurate result compared 

to the equipartition method to be discussed in the next section, and it also gives an 

idea about the shape of the potential, where it is not harmonic. 

2.5.2.2 Equipartition method 

Since the trapping laser has a Gaussian profile, the trap potential is harmonic. 

Then equipartition theorem can be applied to the optical trap: in equilibrium, each 

degree of freedom contributes
 

TkB
2

1
to the average energy. Trap stiffness is 

calculated from the mean square displacement of the particle from the trap center as 
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       This method is applicable only to harmonic potentials and breaks down if the 

particle positions are far from the trap center where anharmonicity comes into the 

picture. To validate the trap calibration we trapped with different laser powers 

polystyrene particles of diameter 1.2 µm suspended in water and calculated the trap 

stiffness. Fig. 2.10 (a), (b) and (c) show the images of trapped polystyrene spheres at 

1.4 mW, 5.4 mW, and 44 mW, respectively.  
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 Figure 2.10   (a), (b) and(c) Images of the trapped polystyrene sphere of diameter 1.2 µm trapped with 

laser powers 1.4mW, 5.4mW, and 44mW respectively. (d), (e) and (f) shows the 

scattering plot of the positions of the trapped spheres recorded up to 10000 frames for the 

particles trapped with different laser powers as in (a), (b) and (c). (g),(h) and (i) shows 

the respective histogram of position distributions of the particle under the optical trap and 

(j),(k) and (l) shows the optical potential landscape calculated using Eq. (2.16) and fitted 

with a 5th order polynomial. 

The corresponding position distributions of the trapped particle as a scatter 

plot and histogram of particle positions are shown in Fig. 2.10 (c), (d), (e) and (f), (g), 

(h) respectively. From the histogram of particle positions and the scatter plot it is clear 

that with an increase in laser power, the particle gets more confined near the trap 

center, i.e., the maximum displacement from the trap center decreases with increase in 
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laser power. Fig. 2.10 (j), (k) and (l) show the calculated optical potential landscape 

using Eq. (2.16) for the particles trapped in the order of increasing laser power fitted 

to a 5th order polynomial. 

Table 2.1 Lateral trap stiffness as a function of laser power for a trapped polystyrene particle of 

diameter 1.2µm as measured using optical potential analysis method and equipartition 

method. 

Laser Power @ 

trapping plane 

(mW) 

Trap stiffness (µN/m) 

Equipartition Method Optical potential analysis 

Method 

1.9 2.01±0.1 1.98±0.13 

3.4 3.23±0.18 3.38±0.19 

6.3 5.26±0.29 5.59±0.24 

7.3 6.68±0.47 6.86±0.34 

8.9 7.44±0.17 8.02±0.32 

9.8 8.01±0.34 8.30±0.67 

 

The value of trap stiffness measured as a function of laser power by two 

different methods, the equipartition method, and the optical potential method, are 

shown in table 2.1, which shows the increase in trap stiffness with increase in laser 

power. 

Fig. 2.11 (a) below shows the optical trapping potential landscape for the 

polystyrene sphere trapped at various laser powers showing the increase in the depth 

along with simultaneous shrinking of the potential well. A plot of the variation of the 

trap stiffness as a function of laser power is shown in Fig. 2.11 (b). The measured 

values of the trap stiffness with various laser powers could be fitted to a straight line, 
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i.e., the trap stiffness varies linearly with laser power, as expected.  This indicates that 

the quality of experimental data acquired by the optical manipulation set-up is good 

and the trap is calibrated to its proper functioning. 

 

 

Figure 2.11 (a) Optical trapping potential for a trapped polystyrene sphere of diameter 1.2 µm at 

various laser powers showing the increase in the depth and the shrinking of the potential 

well towards the trap center, and (b) variation the trap stiffness as a function of laser 

power fitted to a straight line. 
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2.6 Generation of ring pattern of trapped particles with optical tweezer 

We have trapped multiple polystyrene spheres in a single optical trap to 

demonstrate the multiple trapping capabilities of optical tweezers. To trap multitude 

of particles in a single optical trap spot, the focal spot is moved upwards towards the 

lower surface of the upper glass slide. Fig. 2.12(a) below shows an image of the 

optical trap spot at the lower surface of the glass slide, showing a ring pattern of light 

focused onto the glass slide. 

        

Figure 2.12 (a) Image of the focused optical spot being moved upwards at the lower surface of the 

upper glass slide, showing a ring pattern at the interface, and (b) Polystyrene spheres of 

diameter 600nm trapped in the concentric ring pattern created using a single laser focus. 

The assembly of micro-particles in ring structures is shown to be due to the 

smaller thickness of the chamber [260]. The polystyrene spheres get trapped in the 

concentric airy ring-like light fields Fig. 2.12 (b) shows a number of polystyrene 

spheres of diameter 600 nm trapped in a ring fashion with concentric rings around the 

central sphere. This shows the capability of the optical tweezer to trap a multitude of 

particles, which can find applications in the study of optical binding phenomena 

between different structures. 
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2.7 Conclusion 

We have designed and developed an optical tweezers set-up capable of 

trapping microscopic particles stably in three dimensions. Design considerations to 

build the optical tweezer and its extension to generate steerable optical traps are 

described. We have described the trapping in various regimes and quantified the 

optical trap efficiency. The optical trap is calibrated for its stiffness using optical 

potential analysis method and equipartition method. Further, trap stiffness as a 

function of laser power is measured to check the quality of the experimentally 

acquired data. Finally, we describe a methodology to trap a multitude of particles in a 

concentric ring geometry in a single beam focal spot by moving the spot towards the 

lower surface of the upper glass slide covering the sample. 
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CHAPTER 3 

DEVELOPMENT OF HOLOGRAPHIC OPTICAL 

TWEEZERS 

 This chapter presents the details of design and development of holographic 

optical tweezers, optimization of the spatial light modulator (SLM) (having a phase 

modulation depth less than 2π) and different algorithms and strategies to generate 

uniform holographic optical traps with high diffraction efficiency. 

3.1 Introduction 

An optical tweezer is a tightly focused laser beam capable of holding and 

moving microscopic objects.  It has become an indispensable, non-destructive tool for 

manipulation of different microscopic objects since 1986 [229,230]. Because of the 

ability of non-invasive probing at the mesoscopic scale and manipulation capability 

with nanometer accuracy, optical tweezers find applications in various fields of 

research, such as the study of particle interactions in complicated geometries, 

hydrodynamic interactions between colloidal spheres, optical binding, colloidal 

transport, optical sorting, etc. [117,130,131,134,135,218,233,235,261]. However 

many applications require control of a multitude of particles, like manipulating them 

in real time and placing them in definite positions with desired symmetry. This is 

where Holographic Optical Tweezers (HOTs) play an important role, allowing for the 

creation of multiple optical spots in real time. HOTs [34,262–264] uses the technique 

of beam shaping combined with digital holography accomplished by a phase-only 

Liquid Crystal on Silicon (LCOS) spatial light modulator (SLM). We have designed 

and developed a HOTs set-up around an optical tweezer set-up described in [218] by 
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incorporating an SLM procured from Boulder Nonlinear Systems (BNS). The HOTs 

setup is developed with an aim to create an array of trap spots to trap multitude sets of 

particles in their desired positions. The technique of HOTs requires efficient and 

uniform distribution of light among the desired spots, free from aberrations, to 

efficiently trap the particles in them.  In addition, SLMs find wide application in the 

field of adaptive optics [265], real-time hologram display [266], wave aberration 

correction [61,267–269], shaping of femtosecond pulses [270], wavefront sensing 

[271], differential interference contrast (DIC) imaging [272], optical metrology 

[273,274].  

Some of the above-mentioned applications require accurate control of the 

phase, linearity, and uniformity in the phase modulation response in the range of 0 to 

at least 2π. In general, liquid-crystal-based SLMs show their inherent non-linear phase 

response as a function of addressed gray values, which limits their performance in 

some of their applications. Further, the non-uniformities in the back plane [275] or 

fringing field effects [276] also degrade the performance of the SLM. Suppliers of 

SLMs usually provide lookup tables (LUTs) for correctly addressing the phase levels. 

However, the phase modulation property slowly drifts with time, and, hence, these 

SLMs need periodic calibration for precision control of the phase, linearity, and 

uniformity in the phase response over the desired phase range. There exists several 

calibration methods, which broadly can be classified into two categories: (1) 

interferometric methods, such as Michelson interferometers [86], Mach-Zhender 

interferometers [275], Young’s double slit interferometers [91], lateral shear 

interferometers [89], Twyman-Green interferometers [277], and (2) diffraction-based 

phase retrieval methods [87,90,94,211,278]. Interferometric methods, though they 

give accurate results, are limited by complicated alignment procedures and extreme 
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sensitivity to mechanical vibrations and air turbulence. Further, interferometric setups 

require additional optical components, making the system less cost-effective. Another 

difficulty with interferometric methods is that they require removal of the SLM from 

its working position, as it needs to be placed in one of the arms of the interferometric 

arrangement. The characterization method based on Young’s double slit 

interferometry is simple compared to other interferometric techniques, but it involves 

illumination of the two halves of SLM with two circular beams created by two 

pinholes before the SLM and interfering them using a microscope objective, leading 

to a fringe pattern being used for characterization. The drawback of this method is 

that the contrast of the fringes are affected by the size and the distance between the 

pinholes used for making the two circular beams [93], and it allows for 

characterization of only that region of the SLM that is exposed to the interfering 

beams, not the full aperture of the SLM. On the other hand, the diffraction based-

methods involve analysis of the diffracted field in the Fourier plane of SLM, SLMs 

encoded with certain multi-phase diffractive optical elements are relatively easy to 

implement in the optical manipulation system without much changes in the optical 

arrangement.  This method of characterization based on diffraction is also insensitive 

to mechanical vibrations and other environmental disturbance. Furthermore, it enables 

characterization of the phase modulation of the SLM at the same incidence angle of 

the laser beam used for the experiment, the phase modulation being sensitive to angle 

of incidence of the laser on the SLM due to multiple reflection and interference [279].  

We employed a diffraction-based technique to characterize and calibrate the 

SLM that is driven by a digital video interface (DVI) graphics card. In general, the 

SLMs are controlled either by PCIe interface or by a DVI controller interface that 

uses a graphics card. SLMs are normally supplied along with its calibration LUT from 
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the supplier to correctly address the grey levels to the desired phase value. However, 

SLMs driven by DVI graphics controller interface show different phase response 

behavior with different graphics card, and, hence, the SLM needs to be calibrated with 

respect to the graphics card used to drive the SLM. We present a methodology to 

optimize the graphics card properties and calibrate the SLM, correcting its nonlinear 

phase response behavior. We generate a LUT and optimize the SLM for its maximum 

attainable phase modulation depth and maximum diffraction efficiency. 

In addition to the non-linearity in the phase response, these liquid-crystal-

based modulators show different phase responses in the different spatial regions of the 

SLM. Xun and Cohn [86] compensated for the spatially varying phase response 

(SVPR) of non-flat SLMs by measuring the spatial phase for a single gray scale 

address voltage using phase shift interferometry technique. Oton et al. [88] described 

a multipoint phase calibration technique for phase compensation by generating a 

multi-LUT for precise control of the phase response, but the applicability of this 

method is limited to SLMs that show phase response of similar shape over different 

spatial regions, i.e., if the spatial non-uniformity is only due to the thickness 

variations across the active area of SLM. However, there are many other factors that 

can affect the phase response across the spatial area of an SLM, as pointed out by 

Zhang et al. [94] and Reichelt [275]. They calculated the phase compensation profile 

while considering the effects of spatial non-uniformity and nonlinear dynamic phase 

response due to the presence of imperfections in the liquid crystal layer. Apart from 

these factors, the performance of SLMs is affected quite extensively by factors such 

as non-uniform electric drive scheme, liquid crystal heating due to variation of  power 

of the incident laser beam, and the spatial profile of the incident laser, i.e., a 

commonly used Gaussian beam can also lead to different phase response due to 
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differential heating over the spatial region of an SLM, as discussed in Ref. [95]. 

Engstrom et al. [95,96] compensated for the SVPR by characterizing the phase 

response of the SLM over its many subsections using diffraction-based methods 

[211,278] and fitting the data with a 3D polynomial to convert the desired phase to the 

corresponding pixel value for each SLM pixel. 

The method presented by Engstrom et al. [95] requires a tedious 

characterization procedure for each subsection to generate the phase modulation curve 

and fitting all the measured data with a 3D polynomial. Since the phase response of 

these liquid crystal modulators also depends on the amount of optical power incident, 

causing differential liquid crystal heating over the spatial region of an SLM, it 

becomes complicated to generate the spatial LUT for different laser powers required 

by different experimental conditions. In addition, the gray level resolution for which 

the power can be measured at the Fourier plane of SLM is limited by the resolution of 

the detector. Hence for smaller subsections for which the maximum first-order 

diffracted power is much less compared to the full area of the SLM, the resolution of 

measurement drastically diminishes, resulting in an inaccurate phase modulation 

curve. Further, the measurement becomes relatively more inaccurate for the 

subsections belonging to the edges of SLM, being illuminated by the wings of the 

Gaussian beam. The resolution problem can be overcome by shining more power onto 

the SLM, but this is limited by the destruction threshold of the SLM. 

All methods described above give the procedures for calibrating SLMs that are 

driven by a PCIe interface. There are no reports on the calibration of SLMs driven by 

DVI graphics cards, to the best of our knowledge. We report the calibration of an 

SLM driven with a DVI graphics card that is sensitive to the settings of the graphics. 



Development of HOTs 

82 

Further, our method allows for addressing the gray levels with uniform resolution. In 

this work, we present a simple and robust method to calibrate an SLM suffering from 

a SVPR. This method does not require tedious characterization procedures for each 

subsection [95]. It is based on diffraction technique [211] and uses a blazed grating 

instead of a binary grating with 50% duty cycle, as described in section 5.  It applies 

to all kind of SLMs and is particularly suitable for SLMs suffering from low first-

order diffraction efficiency and having a phase modulation depth less than 2π. The 

method used in this work gives more accurate results for the subsections belonging to 

the edges of an SLM, where the other methods are inadequate because of the limited 

resolution with which the diffracted power can be measured. Also, our method allows 

easy calibration of an SLM for different power levels. 

This chapter is organized as follows. Section 3.2 describes the design and 

development of the HOTs set-up employing the phase-only SLM. Section 3.3 

describes the calibration procedure of an SLM driven by DVI graphics. A method to 

calibrate the phase response due to the SVPR of the SLM is presented in section 3.3. 

Section 3.4 describes the methodology for uniformity correction and its 

implementation in the trap generating algorithm along with a prescription to trap 

polystyrene particles in an array of uniform optical traps.  Section 3.7 summarizes the 

main conclusions of the work. 

3.2 HOTs set-up  

We have designed and developed a HOTs set-up which employs a phase-only 

reflective SLM from Boulder Nonlinear Systems as the programmable diffraction 

device. The SLM consists of parallel aligned nematic liquid crystal molecules 

sandwiched between a pixelated back electrode and a transparent front electrode. 
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Each pixel can be independently controlled, allowing simultaneous and independent 

change in the optical properties of the LC layer corresponding to each pixel. The 

parallel aligned nematic liquid crystal molecules possess dielectric anisotropy. They 

show effective birefringence under an applied electric field and thereby retard the 

phase of the extraordinary component of the incident light. Our SLM consists of a set 

of independently controlled 512×512 pixels allowing the phase control of the incident 

laser beam over all these pixels of the spatial region of SLM (Fig. 3.1).  

 

Figure 3.1   (a) Photograph of SLM with the active area zoomed showing pixelated nature of SLM, 

(b) Schematic of the side view of SLM showing the parallel aligned nematic liquid 

crystals sandwiched between the pixelated back electrode and the front transparent glass 

plate, (c) Schematic of the orientation of liquid crystal molecules within the cylindrical 

volume of single pixel without any applied field, and (d) with applied field showing 

effective birefringence.  

The effective birefringence n , in these liquid crystals, is given as 

0)( nnn eff                                                       (3.1) 
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)(en is the extraordinary refractive index that varies with the orientation angle  of 

with the director axis of these liquid crystal molecules with the applied field, and 
0n is 

the ordinary refractive index. The phase modulation experienced by the incident light 

in a pixel area of SLM is given by  

 dnne 0)(
2

 



                                           (3.3) 

where d is the thickness of the liquid crystal layer across each pixelated region of 

SLM. 

Applied voltage across the electrodes of a pixel changes the orientation angle 

of the liquid crystal molecules in the region with respect to director, leading to a phase 

retardation of the incident light in that region. Hence by controlling the voltages 

across each of the pixels, the phase of the light can be modulated independently. The 

SLM employed in our HOTs setup is driven through a DVI interface providing a 16-

bit pixel data to the SLM, the 16-bit operation being supported by 24-bit 512×512 

images transferred through an NVIDIA graphics card (Nvidia Quadro FX 580). The 

graphics card setting plays a critical role in the operation of SLM as will be discussed 

in section 3.3.   

The HOTs set-up is designed around an inverted microscope (Olympus IX81). 

A Nd:YAG fiber-coupled, continuous-wave TEM00 laser (=1064 nm) beam is 

coupled to the microscope through a series of optical components. The schematic of 

the setup is shown in Fig. 3.2. The laser beam is first passed through a set of 
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polarizing optics consisting of a polarizer to produce a linearly polarized beam, and 

then through a half-wave plate to rotate the polarization to align it parallel to the 

director of the SLM for maximum phase modulation. The beam is reflected off 

mirrors M1 and M2 and passed through beam expansion optics to fill the active area 

of the SLM after reflection from mirror M3. The beam expander consists of two 

achromatic doublet lenses in Keplerian arrangement with a pinhole at the back focal 

plane of the expander lens to spatially filter the light to ensure clean, Gaussian 

illumination on the SLM. 

 

Figure 3.2  Schematics of the HOTs setup. Polarization optics consisting of a polarizer and a half-

wave plate controls the polarization and its orientation. M1, M2, M3, M4, M5, and M6 

are (>99%) reflecting mirrors for the laser ( = 1064 nm). Beam expansion optics expand 

the laser beam to fill the active area of the SLM. Lenses L1 and L2 in 4f configuration 

image the SLM at the back focal plane of the microscope objective (MO). SF is the 

spatial filter (a pinhole) for filtering the various orders of the diffracted beam. 
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The angle between the incident beam and the beam reflected off the SLM is kept 

around ~6º to 7º to avoid pixel cross-talk that could be caused by the beam 

corresponding to a pixel traveling through multiple pixels. Of course, the lower the 

angle, the larger the minimum distance (dmin) required for separating the incident and 

reflected beams: dmin = φSLM /2tanθ (φSLM, angular size of the SLM; θ, angle between 

the incident and the reflected beams) [280]. In our design, we have not placed optical 

elements between M3 and the SLM to facilitate easy centering of the expanded beam 

to the active area of the SLM by steering mirror M3. There are designs reported in the 

literature to center the expanded beam on the active area, employing the beam 

expander lenses kept in the same arm, in the path of the beam incident on the SLM, 

i.e., between M3 and SLM. This makes aligning the expanded beam onto the center of 

the SLM quite cumbersome. In our design, we keep the arm containing beam 

expansion optics and the arm containing the incident beam on the SLM separate to 

eliminate this problem.  

 

Figure 3.3  Photograph of the HOTs set-up. 
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Positioning lenses L1 and L2 between the SLM and the microscope objective 

in a 4f configuration and the SLM at a distance equal to the front focal length of the 

lens L1 results in a simple Fourier transform relationship between the SLM plane and 

the back focal plane of lens L1. Lens L2 is kept at a distance equal to its back focal 

length from the back aperture of the objective lens (100x, 1.4 N.A.). The objective 

lens in this configuration tightly focuses the laser beam into a diffraction-limited spot 

capable of trapping submicroscopic particles dispersed in a solvent placed at the 

sample plane. This optical arrangement acts like two interconnected 4f imaging 

systems. Lenses L1 and L2 image the SLM onto the back aperture of the microscope 

objective (MO), and L2 and the microscope objective image the Fourier plane of the 

SLM onto the sample plane. In addition, this arrangement allows for the conversion of 

angular displacement of the diffracted beam by the SLM to lateral displacement at the 

sample plane, with simultaneous demagnification of the beam reflected off SLM to 

slightly overfill the objective back aperture by appropriate choices of focal lengths for 

lenses L1 and L2. Mirrors M4 and M5 steer the beam in the sample plane, and a 

pinhole placed at the Fourier plane of L1 enables selection of the various orders of the 

beam to be allowed to pass as required. The diffracted beam reflected off mirror M6 is 

reflected by an 850 short-pass dichroic placed inside the microscope body towards the 

high NA objective lens, which produces a tightly focused laser spot capable of 

trapping a multitude of submicroscopic particles in three dimensions. A photograph of 

the developed HOTs setup is shown in Fig. 3.3. 

To generate multiple optical traps, there are various algorithms reported in the 

literature. We have used a modified version of weighted Gerchberg˗Saxton (WGS) 

algorithm to generate an array of optical spots and random superposition (RS) 
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algorithm to generate the optical spots required in moving the trap spots during the 

course of experiment, as will be discussed in subsequent section. 

3.3 Calibration of the SLM 

3.3.1 Optimization of Graphics Card settings 

The SLM used in the HOTs set-up is driven by a DVI interface. The holograms 

(512×512 images) computed to produce the desired pattern at the sample plane are 

transferred through a graphics card to the SLM. The setting of the graphics card plays 

an important role in the first-order diffraction efficiency of the SLM and also in 

achieving uniformity in intensity among the trap spots. The parameters available with 

an NVIDIA graphics to be set are brightness, contrast, gamma, digital vibrance, and 

hue. Out of these, the important parameters that are to be optimized for good 

performance of SLM are brightness (B), contrast (C) and gamma (G). The effects of 

the other two parameters also will be discussed towards the end of this section. To 

optimize the graphics card settings, we employed a method similar to the one used for 

computer monitors given by Poynton [281]. This is implemented in our experiments 

by a diffraction-based method as described in Fig. 3.4(a). A sequence of holograms 

with two phase levels, i.e., a linear binary diffraction grating with 50% duty cycle, 

were imposed on the SLM, keeping one of the phase levels constant at 0 and the other 

stepped through a range of gray values starting from 0 to 65,535 [Fig. 3.4(a)]. A 

power meter was placed on the Fourier plane of the SLM after the pinhole (SF) to 

measure the power of various orders diffracted off the SLM when different diffractive 

elements are imposed over it. When brightness is set too low, it causes a large initial 

range of gray levels not to diffract power into the first-order, leading to loss of 

resolution with which the SLM can be addressed, whereas brightness set too high 
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causes no gray levels to display the true black level, leading to reduced first-order 

diffraction efficiency. To achieve a good contrast ratio in the holograms sent to the 

SLM through the graphics card, it is important to set the black level accurately.  To 

optimize the brightness or black level, the contrast in the graphics card settings is set 

to its minimum value. Then a hologram representing a true black (i.e., a 16-bit depth 

image) having [0,0,0] gray values all over its 512×512 pixels is displayed on the 

SLM, which is shown in Fig. 3.4(a). When both gray levels from the sequence of 

holograms (a binary diffraction grating with 50% duty cycle) are zero, the hologram 

ideally becomes a blank hologram, but it can still diffract some of the laser power at 

the first-order spot. Although the hologram imposed over the SLM is ideally black, 

the hologram as realized by the SLM is not a perfect black (if the black levels are not 

set properly), in which case the SLM does not act lie a perfect mirror and diffracts a 

fraction of the power to locations other than zeroth order. Hence, a change in the 

brightness of the graphics leads to a change in the power levels at the first-order 

diffraction location and the minimum in the power level is chosen to be true black. 

The power of the first-order diffracted beam was measured as a function of the 

different brightness levels of the graphics. The plot of the measured normalized first-

order diffracted power versus the brightness level (%) is shown in Fig. 3.4(b). The 

minimum observed at a brightness level of 97%, represents the true black. Then, the 

contrast was set to its highest value of 100% to achieve maximum diffraction 

efficiency for the first-order diffracted beam. 

To select a suitable gamma, experiments have been carried out using the same 

diffraction-based method. A sequence of holograms with two phase levels, i.e., a 

linear binary diffraction grating with 50% duty cycle, was displayed on the SLM, 

keeping one of the phase levels constant at 0 and the other being stepped through a 
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range of gray values starting from 0 to 65535, as shown in Fig. 3.4(a). For each 

displayed hologram, the power of either of the +1st or 1st-order diffracted beam was 

measured at the Fourier plane of the SLM. From the measured data, the location of 

the maxima corresponding to the phase modulation depth of π was identified. It was 

found that there was a shift in the position of the addressed gray level at which the 

maximum power is obtained in either of the +1st or 1st-order diffracted beam when 

the measurements were done at different values of gamma of the graphics card. The 

position of the first-order maximum (which corresponds to a phase change of π) with 

respect to the addressed gray level plays an important role in determining the 

resolution at which different gray levels are addressed, corresponding to the phase 

values in the range 0 to π and in the range of π to 2π, irrespective of the different 

nonlinearities in the phase behavior over these two regions. 

To achieve uniformity in the resolution at which the gray levels are addressed 

over the range of 0 to 2π, it is required to match the position of the first-order 

maximum with the center of the range of allowed gray values. In our case, the DVI 

interface driving the SLM through the graphics allows the SLM to be addressed with 

16-bit holograms, allowing a range of gray values from 0 to 65,535. To shift the first-

order maximum to the center (0.5 × 65,535 = 32,768) of these allowed gray level 

values, the hologram corresponding to phase level 32,768 for one of its phase levels 

from the sequence of holograms (linear binary diffraction gratings with 50% duty 

cycle) was displayed over the SLM. The hologram representing a binary diffraction 

grating with 50% duty cycle with one of the phase levels having a gray value 32,768 

and the other having at 0 is shown as an inset in Fig. 3.4(c). 
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Figure 3.4  (a) Schematic of the Experimental setup based on diffraction to measure the first-order 

diffracted power at the Fourier plane of the SLM using a power meter with binary 

holograms (with 50% duty cycle): (i) a zero gray level imposed on SLM required for 

brightness optimization, and (ii) a series of binary diffraction gratings ( 50% duty cycle) 

with varying gray levels from 0 to 65,535 imposed on SLM for gamma optimization of 

the graphics card respectively. (b) Plot of normalized first-order diffracted power versus 

the brightness levels set in the graphics card, showing a minimum at 97% of brightness 

level. (c) Plot of normalized first-order diffracted power measured at the Fourier plane of 

SLM as a function of gamma of graphics card, with a hologram (shown as inset) 

representing a linear binary diffraction grating with one of the phase levels having a gray 

value 32,768 and other 0. 

 The power of the first-order diffracted beam was measured for different values 

of the gamma of the graphics, and the plot is shown in Fig. 3.4(c). The value of 

gamma for which maximum power is obtained in the first-order diffracted beam is 

(b) 

(a) 

(c) 
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identified to be 0.66. This value of gamma places the first-order maximum 

(corresponding to the phase value of π) at the center of the available gray values, i.e., 

at 32,768, leading to uniformity in the resolution with which the gray levels are 

addressed in the range of 0 to π and π to 2π.,i.e., a symmetric phase modulation depth 

on either side of gray value 32,768. All measurements were done with reference to a 

linear LUT. 

  Two other parameters that affect the performance of an SLM, but not of much 

importance to the present context, are digital vibrance (DV) and hue (H). The values 

of these parameters were set to 50% and 0º, respectively. The digital vibrance if set 

below and above 50% lead to the oscillation of the power levels with respect to the 

addressed gray values, leading to a loss of first-order diffraction efficiency. Similarly, 

the hue set at any angle above 0º also led to decrease in first-order diffraction 

efficiency. The optimized graphics settings for the SLM with the NVIDIA graphics 

card used in our HOTs setup are B = 97%, C = 100%, G = 0.66, DV = 50%, and H = 

0º. 

3.3.2 Phase characterization and compensation of phase nonlinearity 

3.3.2.1 Characterization of Phase modulation 

The optimization of graphics card parameters as described in the above section 

3.3.1 allows improved first-order diffraction efficiency, by setting the black level 

properly, and uniformity in the resolution with which the gray levels are addressed in 

the full range of phase modulation, i.e., 0 to 2π (by suitable adjustment of gamma). 

However, there exists nonlinearity in the phase response of nematic liquid crystal 

molecules, and its characterization helps in compensating for the nonlinear response. 

The same diffraction based setup shown in Fig. 3.4(a) was used for characterizing the 
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nonlinear phase response of the SLM. A sequence of holograms with two phase 

levels, one fixed at 0 and the other stepped through the range of gray levels to be 

characterized, i.e., 0 to 65,535, realized as linear binary diffraction gratings with 50% 

duty cycle with a grating period of 16 pixels are displayed over the SLM.  

 

                      

Figure 3.5  (a) Plot of normalized power measured at the first-order diffracted beam versus gray 

level: (i) using a linear-lut, shown as magenta circles fitted piece-wise with a ninth-order 

polynomial (fit is shown as blue lines), and (ii) using a system-lut provided by the 

supplier. (b) Plot of extracted phase modulation curve from the normalized power 

measured using linear-lut as a function of addressed gray values. The right-hand-side axis 

shows the equivalent phase levels in units of the converted gray level.  
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The power of the first-order diffracted beam (either of the first order) is 

measured using a power meter for each of the displayed holograms in the sequence. 

The measurements were done with a linear LUT (named “linear-lut,” which provides 

a linear relationship between the input and output gray levels) in place, to characterize 

the true phase response of the SLM. Fig. 3.5(a) shows the plot of the normalized 

power of the first-order diffracted beam versus the gray levels with linear-lut, and the 

LUT of the supplier (henceforth called “system-lut”). The measurements with linear-

lut have been carried out with the optimized graphics parameters mentioned above 

and compared with those measured using system-lut with default settings of the DVI. 

Note the outcome of the optimization, which clearly brings out the first-order 

maximum position to the center of the allowed gray levels, bringing uniformity in the 

resolution of addressed phase levels before and after the maxima corresponding to a 

phase of π. The power levels  [Fig. 3.5(a)] were measured at 256 equally spaced gray 

levels for the range 0 to 65,535, and were fitted piecewise in different regions with a 

ninth-order polynomial to extract the power levels corresponding to each of the gray 

levels, as the fit is shown in Fig. 3.5(a), corresponding to linear-lut. The power levels 

shown in Fig. 3.5(a) are normalized power levels, such that the maxima 

corresponding to a phase level π correspond to a value of unity. The phase levels were 

extracted from the normalized power levels using the following formula  
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where Pnorm(gl) is the normalized power in either of the first orders (±1) 

corresponding to the addressed gray level (gl).  
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Fig. 3.5(b) shows the extracted phase levels corresponding to different gray 

levels. It is clear from the phase modulation curve that the SLM used in the 

experiment has phase modulation capability less than 2π and phase response is 

nonlinear. 

3.3.2.2 Phase Compensation 

Correction to the nonlinear phase response of the SLM requires development 

of a LUT that can transform the input gray level to an appropriate output gray level 

such that the SLM, when addressed with the transformed gray levels, results in a 

linear phase response of the SLM over the addressed gray levels. Towards this the 

following methodology has been adopted. First, the calculated phase (φ) as a function 

of addressed gray values as shown in Fig. 3.5(b) are converted to equivalent gray 

levels using Eq. (3.5a) and are shown in Fig. 3.5(b) (the right side axis): 


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 

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(max))(
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
                                 (3.5a) 

 )(glfgl equivalent                                                (3.5b) 

where φequivalent(gl) is the equivalent gray level corresponding to the calculated phase 

in units of π, i.e., φ(π), gl is the gray level, and gl(max) is the maximum gray level 

with which the SLM can be addressed, i.e., 65,535 in our case. 

To generate the phase compensation profile, the plotted phase modulation in 

units of gray level, i.e., φequivalent(gl) [shown on the right-hand side axis of Fig. 3.5(b)] 

as a function of addressed gray levels is reversed. The addressed gray levels are 

plotted as a function of calculated equivalent gray levels as in Eq. (3.5b). This data is 

fitted piecewise in different regions with a ninth-order polynomial to extract the 
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equivalent gray levels corresponding to each of the addressed gray levels (i.e., for 

each integer values ranging from 0 to 65,535).  

 

 

Figure 3.6  (a) Plot of the phase compensation profile (termed dkg2-lut), showing the gray level out 

used for addressing of the SLM for each of the input gray values, required for having a 

linear phase response. (b) Plot of measured phase modulation curve as a function of gray 

level (i) using system-lut (shown in red circles) and (ii) using the generated phase 

compensation profile, i.e. dkg2-lut (blue circles) and a linear fit to the measured data 

(shown as a black line as a fit to the measured data) showing the corrected phase 

response behavior.  
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Since the SLM used has a limited phase modulation depth up to 1.67π (the maximum 

attainable phase modulation depth for the present SLM), the gray level after which the 

attainable phase remains constant is assigned the same constant gray level out values. 

Fig. 3.6(a) shows the developed phase compensation profile (named dkg2-lut), 

showing a gray level out value corresponding to each of the gray level in values (i.e., 

input gray levels through hologram) ranging from 0 to 65,535. To test for the 

generated phase compensation profile, the SLM is characterized using the same 

diffraction-based method for both the supplier provided LUT file and the LUT 

generated by us. Fig. 3.6(b) shows the phase modulation curve measured for our SLM 

(i) using the system-lut and (ii) using the generated LUT (dkg2-lut). It is clear from 

Fig. 3.6(b) that the phase modulation characterized using the system-lut shows a 

nonlinear phase response, whereas the one using dkg2-lut shows a linear phase 

response; a linear fit to the phase response curve is also shown. Note that the 

maximum phase modulation depth also increased from 1.4π (using system-lut) to 

1.67π (using dkg2-lut), the maximum attainable by any means for our SLM. Fig. 3.7 

below shows the images of first-order diffraction spots along with the central zeroth 

order generated by displaying a blazed diffraction grating over the SLM (a) by using 

the system-lut and (b) using the phase compensation profile generated using the 

above-discussed methodology. It is found that the first-order diffraction efficiency 

(Diff. Eff.), defined by the formula, 

,
,

1

)1(..

SLMoverdisplayed

isnothingwhenplaneFouriertheatmeasuredPower

SLMovergratingblazedadisplayingbyplane

FouriertheatbeamdiffractedordersttheatmeasuredPower

orderstEffDiff 

     (3.6)

 

is improved to 50% by using our generated phase compensation profile, dkg2-lut, as 

compared to the one measured using the system-lut, where the measured first-order 



Development of HOTs 

98 

diffraction efficiency was only 29%. After the correction, one can note a significant 

decrease in intensity at the zeroth-order beam, as shown in Fig. 3.7(b). The remaining 

intensity in the zeroth order undiffracted beam is attributed to the limited phase 

modulation depth of our SLM. 

 

Figure 3.7  Diffraction spots recorded by a camera by displaying a blazed grating over the SLM (a) 

by using system-lut and (b) by using the generated phase compensation profile, i.e., 

dkg2-lut showing the improvement in first-order diffraction efficiency.  

3.3.3 Calibration of the SLM for SVPR 

The above-discussed phase compensation method compensates for the 

nonlinearity in phase response behavior of the SLM globally. The liquid crystal SLMs 

are known to differ in their phase response over different spatial regions of the SLM. 

This may be (i) due to the varying thickness of the liquid crystal layer over the spatial 

region [86], and/or (ii) due to non-uniform illumination over the spatial region arising 

from the Gaussian profile of the incident laser, leading to differential heating in the 

LC layer [95]. Furthermore, experiments that require different power levels of 

incident laser over the SLM require frequent calibration for the SVPR. We present 

here a simple and robust technique for calibrating the varying phase response 

behavior over the spatial region of the SLM. 
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Figure 3.8  (a) Typical hologram divided into 64 subsections with the ith subsection with a blazed 

grating and the other subsections being kept blank. (b) Set of holograms with varying 

brightness level to be displayed in the ith subsection, and the hologram, marked with the 

red boundary, with given brightness/contrast level producing maximum intensity at the 

first-order diffracted beam as an example. (c) Set of holograms with varying gamma 

levels for the hologram with optimized brightness/contrast marked with a red boundary in 

(b) to be displayed in the ith subsection, and the hologram with the red boundary showing 

a typical hologram with given gamma level producing maximum intensity at the first-

order diffracted beam. 

To characterize the local phase responses over the spatial region of the SLM, the SLM 

is divided into 8×8 subsections, each consisting of 64×64 pixels per subsection. A 

blazed grating is displayed on a subsection, while the rest of the sub-sections are kept 

blank, and the resulting power at first-order diffraction spot at the Fourier plane of 

SLM is measured using the diffraction set-up shown in Fig. 3.4(a). Fig. 3.8(a) shows a 

typical hologram with a blazed grating displayed at the ith subsection and the other 

subsections kept blank. The holograms for each of the subsections are generated with 

varying brightness/contrast levels, and the power of the first-order diffracted beam is 

measured for a range of brightness/contrast levels. The hologram with 

brightness/contrast level giving a maximum in the first-order diffracted spot is 

selected. Fig. 3.8(b) shows holograms (blazed gratings) with different brightness 

(a) 

(b) 

(c) 
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levels imposed on the SLM to determine the brightness level that produces a 

diffracted beam with high intensity, and the hologram highlighted with a red 

boundary is a typical one that gives a  maximum at the first-order diffracted spot. 

Then, holograms with different gamma values are generated, corresponding to the 

optimized brightness level and imposed on the SLM sequentially [Fig. 3.8(c)]; the 

corresponding power levels were measured at the first-order diffracted spot. Finally, 

the brightness/contrast level and the gamma value that give the maximum power at 

the first-order diffracted beam are identified as the optimized brightness, contrast, and 

gamma levels for a particular ith subsection. The procedure is repeated for each of the 

subsections (64 subsections in our case). Fig. 3.9(b) shows a table of optimized 

brightness/contrast and gamma levels for each of the 64 subsections, with each 

subsections divided into three compartments. The parameters in the two top 

compartments correspond to the optimized brightness/contrast level, and the bottom 

one represents the gamma level optimized for a particular subsection producing 

maximum intensity at the first-order diffracted spot and, hence, an improved 

diffraction efficiency. The two parameters characterizing brightness/contrast are in the 

range [0.0-0.9, 0.1-1.0], and are (i) the lower limit and (ii) upper limit of the intensity 

values, the interval to which the image is rescaled linearly from the input limits (i.e., 

lower and upper-intensity values in the input image). The intensity value [0,1] refers 

to a gray level value of [0,255] for an 8 bit image. The gamma level ranges from 0.1 

onward, and so on. These optimized brightness/contrast and gamma levels 

corresponding to each subsection are incorporated in the calculation of the hologram 

in the WGS algorithm to generate desired patterns in the sample plane, to correct for 

the varying phase response over the spatial region of the SLM. Fig. 3.9(a) shows a 

typical hologram corresponding to a blazed grating, which produces a first-order 
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diffracted spot before correction for SVPR and after incorporating correction for the 

SVPR [Fig. 3.9(c)]. It is found that with the above correction the first-order 

diffraction efficiency improved from 50% to 55%. 

 

Figure 3.9  (a) Typical blazed hologram displayed on the SLM to produce a first-order diffracted 

spot at the Fourier plane of the SLM. (b) A table with 64 subsections, each subsection 

being divided into three compartments. The two top parameters represent the optimized 

brightness/contrast level, with parameters in the range [0.0-0.9, 0.1-1.0], and the bottom 

one represents the optimized gamma level, ranging 0.1 onward, for each of the 

subsections. These parameters are the corrections for the SVPR. (c) Typical blazed 

hologram calculated by WGS algorithm, while taking into account the correction for the 

SVPR. 
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3.4 Generation of holographic optical traps 

Holographic optical tweezers involve the creation of tightly focused multiple 

foci, i.e., a set of diffraction-limited spots of a laser beam at the sample plane of a 

microscope objective, to trap and manipulate a multitude of submicroscopic particles 

in three dimensions. In addition to creating a set of discrete points of light, one may 

require a continuous pattern of light at the sample plane as per the experimental 

needs. This calls for finding an optical field at the SLM plane, which on propagation 

to the sample plane yields the desired intensities at the intended trapping sites. This 

optical field on the SLM, resulting into a desired field at the trapping plane is referred 

as a hologram. In general, these holograms may be complex, which modulate both 

amplitude and phase of the incident light over the SLM. Amplitude modulation 

involves the physical removal of light, leading to a reduction in the efficiency of the 

system. Hence, we restrict ourselves to algorithms which produce phase-only 

modulation holograms for a desired light distribution in the trapping plane.  Our SLM 

supports phase modulation only. The propagation of the field from the SLM plane to 

the trapping plane is mathematically described by scalar diffraction theory as in the 

following section. 

3.4.1 Propagation of Field from SLM plane to the trapping plane 

       The complex field at a point r(x,y,z) diffracted from an arbitrary aperture is 

given by Rayleigh-Somerfield diffraction integral, using scalar diffraction theory: 

                                          ,)cos()0,,(
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ikr
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where   is the area of the aperture at z=0, )0,,( u  is the field at the aperture, r  is 
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the magnitude of the vector connecting the point (x,y,z) to an arbitrary point on the 

aperture  )0,,(  and   is the angle vector r makes with the normal to the aperture. 

The value of r  is given by 

 2
1

222 )()( zyxr                                      (3.8) 

In the paraxial approximation, when the distance of observation is much larger 

compared to the aperture dimension, i.e., for small , r  can be approximated by the 

following expression 
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Using this approximation for  r  in Eq. (3.7) for the exponential term and keeping the 

terms only up to the first-order for other factors, we get the Fresnel diffraction integral 
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The calculation of field at the trapping plane requires the field in the plane of 

SLM to be numerically propagated through all the optical components of the 

holographic optical terrain, which may seem to be cumbersome. However, the 

geometry of the HOTs system as designed makes the problem of calculation of field 

at the trapping plane straightforward. Fig. 3.10 below shows a simplified schematic of 

the optical terrain between the SLM and the focal plane (Imaging plane) of the 

microscope objective of the HOTs set-up in Fig. 3.2.  
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Figure 3.10 (a) Simplified schematic of the HOTs set up of Fig. 3.2 describing the propagation of 

field from the SLM plane to the trapping plane. SLM being imaged by L1 and L2 at the 

back aperture of the microscope objective and the Fourier plane of SLM being imaged by 

L2 and microscope objective at the imaging plane making a simple Fourier transform 

relationship between the SLM plane and the focal plane (Imaging plane) of the 

microscope objective.  

The SLM being separated from lens L1 by its focal length distance, lens L2 

being separated by a distance of its focal length from the back aperture of microscope 

objective MO, and L1 and L2 separated by the sum of their focal lengths constitute 

two interconnected 4f-configurations. This arrangement images the SLM on to the 

back aperture of MO and the Fourier plane of SLM to the focal plane (imaging plane) 

of MO, with a magnification factor dependent on focal lengths of the lenses. The 

problem now reduces to the propagation of field from the SLM plane to the rear of L1 

through free space, then through L2 and finally to the location where the trap is 

desired shown as the intermediate trapping plane (Fig. 3.10).  

The field at the rear surface (left) of L1 is given by using the Fresnel diffraction 

formula, (Eq. (3.10)) as  
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where ( ), yx   are the transverse coordinates on the plane of the lens L1, ),(  the 

transverse coordinates on the SLM plane with ),( SLMu  the field at the SLM plane, 

and d is the distance between the SLM and L1. 

The field at the right surface of L1, assuming the lens to be thin, is  
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Since the SLM is kept at a distance d=f, the focal length of L1, the quadratic 

phase factor in the intermediate coordinates ( ), yx   in Eq. (3.12) dies out and the 

above equation reduces to 
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Applying the diffraction integral in Eq. (3.10) to propagate the field from the right 

surface of the lens L1 to a plane at a distance, ( f +zm ) and evaluating the integral over 

the intermediate coordinate gives an expression for the entire propagation as  
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where z= 2f + zm. The apertures of the lenses are assumed to be of sufficient extension 

to transmit the light diffracted off the SLM. 
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3.4.2 Hologram Construction 

The numerical propagation of the field from the SLM plane to the trapping 

plane needs discretization of the expression in Eq. (3.14) with sample spacing 

corresponding to the pixel size of the SLM. Assuming uniform illumination on SLM 

and restricting to Gaussian point traps for optical trapping applications, the complex 

field at the mth trapping site in the sample plane by summing up the contributions 

from all the SLM pixels (N=512×512) (Fig. 3.11) is given as [69]   

 

Figure 3.11 Schematics representation of the geometry of the effective Fourier field propagation from 

the SLM plane to the trapping site (xm, ym, zm) relative to the center of the Fourier plane.  
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),,( mmm zyx are the coordinates of the mth trapping site relative to the Fourier plane, 

),( jj yx are the jth pixel coordinates of the SLM, )(exp jj iuu  the complex 

amplitude of the field reflected off the jth pixel of SLM and a2 is the pixel surface 

area of SLM (Fig. 3.11). The first term in m

j is the lens term that is responsible for the 

axial displacement of the trap spot and the second term is the grating term that gives 

rise to the lateral displacement of trap spots. This term can also be generalized to add 

orbital angular momentum to the trapping beams [282]. Eq. (3.15) can be written in a 

more compact way by the introduction of a dimensionless variable Vm as [69] 

)(

,1

1 m
jji

Nj

m e
N

V







                                             (3.17) 

The physical significance of Vm is that the quantity 
2

mm VI  is a measure of 

the energy flux (in units of total energy flux through SLM, 2/22

00 auNcW  ) 

through an area   Naf /
2

 (area of the diffraction-limited spot). Also for zm=0, Vm is 

the discrete Fourier transform of )(exp ji at frequencies  fyfx mm  /,/ . 

The aim of different algorithms to be discussed here is to find a best choice of 

j s to maximize the mV on all traps for a given set of m

j . The performance of various 

algorithms are quantified by three parameters, (i) efficiency (e), (ii) uniformity (u) and 

(iii) standard deviation (σ) given as 
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where ... is the average over all the trap indices m. In addition to these parameters, 

one major effect that affects the uniformity in the holographic optical traps is the 
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production of ghost tweezers, which arise due to the constructive interference of 

higher orders of diffraction [283]. The section below describes the various types of 

algorithms to generate holographic optical traps. 

3.4.3 Algorithm to generate holographic optical traps 

(i) Random Mask Encoding (RM) 

In this method, the phase shift for each of the pixels of SLM is defined to be 

the phase shift for any one of the traps randomly chosen from the number of traps M, 

and it is found through 

jm

jj                                                   (3.19) 

where mj is a number between 1 and M randomly chosen for each j, such that each 

trap is assigned an equal number of pixels on an average. This method of generating 

hologram is simple and fast. The efficiency decreases with the increase in the number 

of traps. 

(ii) Superposition of Prisms and Lenses (S) 

This algorithm maximizes the sum of the projections of all the Vm on a fixed 

axis in the complex plane. The maximization of the real part ofm mV , i.e., 

maximization along the real axis with respect to φj gives the phase shift as 
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In this algorithm, the phase of each pixel is chosen as the argument of the complex 

sum of separate, single trap holograms. The S algorithm is slower and has poor 
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uniformity than the traps produced by RM algorithm, but have higher efficiencies of 

an order in comparison. One of the major drawbacks of this algorithm is the 

production of ghost traps in case of symmetrical trap geometries. 

(iii) Random Superposition (SR) 

In this case, the sum of the projections of all the Vm is maximized on randomly 

chosen directions in the complex plane. We seek a maximum of the real part of 

mi

m m eV


 with respect to φj where 
m are random numbers uniformly distributed in 

[0,2π]. Phase shift is the superposition of single trap holograms with coefficients of 

unit modulus and a random phase, given as 
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The RS algorithm results in a better performance compared to S algorithm in terms of 

the diffraction efficiency, though has poor uniformity. However, it produces traps 

with good uniformity with low symmetry geometries [69]. For symmetric trap 

patterns, uniformity is improved by the addition of a certain amount of spatial 

disorder in the trap locations [283]. 

 All these algorithms as described above result in poor uniformities among the 

created trap spots. These algorithms are based on the maximization of the sum of the 

amplitudes of Vm with no bias towards uniformity. There are various optimization 

algorithms based on iterative methods which start with a guess for φj, either a random 

phase or the one obtained from SR, and the algorithm proceeds iteratively to obtain 

optimized phase shifts, to be discussed in the following sections. 
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(iv) Direct Search (DS) 

This algorithm works on the basis of maximization of a gain function by a 

direct search. It starts with a guess for 
j such as one from SR algorithm and a pixel 

is chosen at random and cycled through available gray levels in order to achieve a 

maximum in the gain function: 

I                                              (3.22) 

with  parameter set to 0.5, the algorithm achieves a uniformity of u = 1.00 in 1.3×N 

steps of computational cost, scaling as M×number of available gray levels and with e 

= 0.68 [74].  

(v) Gerchberg-Saxton (GS) Algorithm 

The GS algorithm was developed by crystallographers R. W. Gerchberg and 

W. O. Saxton, to determine the phase of a wave with known intensity distributions in 

the diffraction and imaging planes [67]. In this case, to determine the optimized 

phase, the complex amplitude is propagated back and forth between the SLM plane 

and the trapping plane. In each iteration of GS algorithm, the intensity in the trapping 

plane is replaced with the target intensity and with the beam intensity profile of the 

incident laser at the SLM plane in each iteration of GS algorithm. The forward and 

backward propagation are performed with Fast Fourier transforms (FFT). GS 

algorithm can be applied to generate hologram for a continuous pattern or any discrete 

pattern of light in the target plane. However, in case of requirement of an array of 

point traps in the target plane, it becomes unnecessary to calculate the complex 

amplitude at points whose amplitude will be replaced to zero at the target plane before 

the back propagation. Further, FFT has a drawback of discretization of the trap 
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transverse coordinates [284]. Hence, instead of calculating the complex field at all the 

points using FFT, the method can be applied to calculate the field only at the desired 

trapping sites, a faster and more versatile implementation of GS for generation of 

holographic optical traps [69]. In this case the GS converges to a phase hologram by 

maximizing the sum of the amplitudes of Vm without projecting them onto any 

directions in the complex plane. The phase shift is given as 
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φj is the argument of the linear superposition of single trap holograms with 

coefficients of unit modulus and a phase given by the phase of Vm itself. The 

algorithm starts with a guess of φj that is either a random phase or a phase computed 

by the use of SR algorithm and then uses Eq. (3.23) in the subsequent (~10) iterations 

to produce an optimized phase. It acquires an efficiency and uniformity of e = 0.94 

and u = 0.60 with around 30 iterations as described in [69]. 

(vi) Generalized Adaptive Additive (GAA) Algorithm 

In this algorithm, a bias towards uniformity is introduced by seeking a 

maximum in the quantity like m mV or equivalent quantitym mVlog . The phase 

shift, in this case, is given as  
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 is a parameter whose value determines the percentage of bias towards efficiency 

and uniformity. With  =0.5, an equal bias towards efficiency and uniformity, this 



Development of HOTs 

112 

algorithm produces a uniformity u = 0.79 with efficiency e = 0.93 after 30 iterations 

[69]. It produces traps with almost the same efficiency as GS with an improved 

uniformity. 

(vii) Weighted Gerchberg Saxton (WGS) Algorithm 

In this case, uniformity in the produced trap spots is obtained by modifying the 

target intensity distribution of the trapping sites at each iteration. This method 

introduces M extra degrees of freedom called weights 
mw and maximizes the weighted 

summ mm Vw , with a constraint that all mV  are equal. The phase shift is given as 
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The iteration starts with a choice of 
j either from RS or a random phase and 

with the starting weight, and proceeds as follows: 
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In each iteration of WGS, the weight mw is adjusted to reduce the deviations of mV for 

all traps from the average mV . This algorithm produces traps with u = 0.99 with 

efficiency e = 0.93 after 30 iterations [69]. The WGS algorithm produces traps with 

the highest uniformity and efficiency compared to other optimization algorithms.  
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Figure 3.12 Flow chart describing the modified (WGS) algorithm. An estimate of kinoform is taken 

from a random superposition (SR) algorithm with the amplitude as the profile of laser 

over the SLM as an initial field. The field is propagated from the SLM plane to the 

trapping plane. A new field is constructed using the obtained phase and amplitude with 

the weighted combination of target amplitude and obtained amplitude (taking into 

account weighting of diffraction effects due to SLM pixelation). The field is propagated 

back to the SLM plane, and the amplitude is replaced with the amplitude of the laser 

while keeping the phase the same. The field is again propagated to the trapping plane. 

The iteration is repeated until an optimized phase is obtained. Finally, the hologram is 

corrected for the SVPR.  

In our work, we use the WGS algorithm to generate an array of holographic 

optical traps and SR algorithm to generate optical traps needed to manipulate 

microscopic objects during the experiment. Fig. 3.12 shows the flow chart of the 

WGS algorithm as implemented in our work to generate optical traps. To generate a 

phase modulating hologram for production of an array of focal spots in the sample 

plane, constraints are imposed on the amplitude of the field on either of the SLM 

plane and the trapping plane. The amplitude at the SLM plane is dictated by the 

amplitude profile of the incident laser beam over the SLM, i.e., a Gaussian profile, 
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and the amplitude at the trapping plane by the target amplitudes as desired by the 

pattern of traps. The steps to generate a hologram using the WGS algorithm as 

implemented in our work are as follows: 

a) An initial field ),( jjk yxu is created by choosing a phase from SR algorithm 

),( jjk yx  and amplitude ),( jjL yxA  as the incident laser beam profile over 

SLM. 

b) The field is propagated from the SLM plane to the trapping plane to obtain  

),,(
),,(),,( mmmk zyxi

mmmkmmmk ezyxAzyxv


 . 

c) At the trapping plane, the phase is kept as obtained, and the amplitude is 

replaced by an amplitude dictated by a combination of the obtained amplitude 

with the target amplitude with proper weighting as in Eq. (3.25) and weighting 

due to diffraction effects caused by pixelation of SLM [264]. 

d) The calculated field ),,(
),,(),,( mmmk zyxi

mmmkmmmk ezyxAzyxv
 is propagated 

back to the SLM plane to obtain 

),(
),(),( jjk yxi

jjkjjk eyxAyxu


 . 

e) At the SLM plane, the amplitude ),( jjk yxA is replaced with the amplitude 

),( jjL yxA of the laser beam to obtain 

),(
),(),( jjk yxi

jjLjjk eyxAyxu


 . 

f) The steps from (b) to (e) are repeated for the number of iterations required to get 

the optimized phase. 

g) The optimized phase is corrected for SVPR by dividing it to many subsections 

to get the final hologram to generate the optical traps. 
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3.4.4 Numerical Propagation 

To generate a discrete set of point traps, in general, the field is propagated by 

numerically calculating the field only at the trap locations. To generate a continuous 

pattern of light in the sample plane, the numerical propagations from the SLM plane 

to the trapping plane back and forth are done by the use of fast Fourier transforms 

(FFTs). The choice of method of numerical propagation depends upon the desired 

pattern at the sample plane. With the use of FFT, the field can be calculated on a 

single plane only. By the use of the method of calculating the field at the trap 

locations only, traps can be generated in a 3D space near the Fourier plane, provided 

the Fresnel approximation is valid. If the trap spots are required in a single plane, then 

FFT is the most efficient method for field propagation. Further, in FFT the 

computation time is independent of the number of traps at the trapping plane, and 

hence when a large number of traps is to be generated, FFT is efficient.  

In the numerical propagation of field from SLM plane to its Fourier plane, the 

sample spacing in the sample plane is chosen to coincide with the pixel size of SLM. 

The maximum displacement (xmax, ymax) up to which the traps can be placed is dictated 

by the sampling period in either direction by Nyquist criterion as 

spy

f
y

spx

f
x







2
,

2
maxmax


                                   (3.27) 

 is the wavelength of the laser used for trapping, f is the distance between the SLM 

plane as imaged at the back aperture of the objective and its Fourier plane (trapping 

plane) and (spx, spy) are the sampling periods in x and y directions. The resolution 

with which the traps can be placed in the trapping plane depends on the total sampling 

length in the SLM plane (sampling period × number of pixels in a given direction). In 
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order to place the traps with improved resolution (as required by interaction studies 

requiring the traps to be moved with resolution down to few nanometers such as 

interaction studies between bacterial cells), additional pixels were zero padded in 

order to increase the total sampling length in the SLM plane, which in turn causes 

resolution improvement as  spyypadNfspxxpadMf  )(,)(  in x and y 

directions respectively. M and N are number of SLM pixels, and xpad and ypad are 

the number of pixels with zero transmittance values in x and y directions respectively 

(Fig. 3.13). 

Furthermore, the fields numerically computed at the SLM’s Fourier plane are 

modulated by the Fourier transform of the field of a single pixel of SLM (SLM being 

pixelated in nature). Hence, the intensity in the trapping field is given by the field 

calculated at the trapping sites modulated by a squared sinc function, the Fourier 

transform of a rectangular aperture, whose minima coincides with double the 

maximum displacement at which a trap can be placed.   

 

Figure 3.13 Schematic of numerical propagation to improve resolution at the trapping plane by zero 

padding pixels around SLM pixels.  
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Fig. 3.14(a) shows a 4×4 square array of trap spots in 2D. As we move away 

from the zeroth order of the diffraction spot, it has been found that the intensity of the 

spots decreases continuously. This is attributed to the pixelated nature of SLM. The 

target intensities are hence weighted by an inverse of the two-dimensional squared 

sinc function (diffraction pattern due to a single pixel of SLM) before propagation to 

the SLM plane. The resulting effect after correcting for the non-uniformity due to 

diffraction effects due to pixelation of SLM is shown in the array of 4×4 spots in Fig. 

3.14(b). The trap spots are nearly uniform in intensity except for the variation due to 

the interference of ghost order with the trap spots that is generated by higher order 

interferences. The effects of ghost order becomes more prominent in generating 

symmetric arrays, and are removed by introducing spatial disorder of one or two 

pixels in the coordinates of the trap spots.   

 

Figure 3.14 (a) 4×4 array of spots without uniformity correction showing a decrease in intensity as 

we move away from the zeroth order, (b) 4×4 array of spots with uniformity correction 

showing equal intensity at the trap spots (except for the effects of ghost order on the 

uniformity).  

3.5 Array of traps 

To generate an array of traps, we use the WGS algorithm with 20 iterations 

(i.e., only one cycle) to generate the hologram to produce traps with theoretical 

uniformity (>99%). The generated hologram is displayed over SLM to produce the 
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desired spots at the focal plane.  An array of eight focal spots (Fig. 3.15) in a circle 

was generated by displaying a suitable hologram on the SLM using the WGS 

algorithm. Fig. 3.15(a) shows the trap spots in a circle generated using system-lut. 

Non-uniformity in the intensities of the traps generated along with a strong zeroth-

order beam are seen. Fig. 3.15(b) shows the same array of traps in a circle generated 

using the optimized LUT, dkg2-lut (corrected for SVPR). It is seen that the intensities 

of the trap spots are fairly uniform, with a less intense zeroth order, showing 

improved first-order diffraction efficiency. Uniformity (u) in the intensities of the 

created trap spots is determined by using Eq. (3.18), with Im representing the peak 

intensity of the trap spots measured from reflection measurements. Uniformity is 

found to be improved from 76% to 97% with the optimized LUT with correction for 

SVPR compared to that generated using system-lut. 

Moreover, all spots in the array in the circle as shown in Fig. 3.15(a) were not 

able to trap the particles stably. Only a few spots were observed to trap the particles 

(Polystyrene, diameter 1.2 µm) along with a strong trapping in the zeroth-order spot, 

whereas all the trap spots created using the optimized hologram (Fig. 3.15(b)) were 

capable of trapping particles, with no trapping at the zeroth-order spot. The particles 

approaching the traps first get trapped at the outer boundary and do not allow the 

other particles to diffuse inside the circle to get trapped in the zeroth-order spot. Fig. 

3.15(c) shows polystyrene spheres of diameter 1.2 µm, suspended in water trapped in 

the array of eight focal spots in a circle at a distance of 10 µm away from the 

coverslip. The above eight focal spots were generated using the optimized hologram 

with dkg2-lut and SVPR correction, shifted by a distance of ~1 µm from the focal 

plane (to avoid disturbance due to the undiffracted spot). 
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Figure 3.15 (a) Circular array of eight trap spots around the strong central zeroth order with a radius 

of 100 pixels corresponding to 12.8 µm, generated using WGS algorithm with the 

system-lut, showing non-uniform intensities among the trap spots. (b) Circular array of 

eight traps around a weak zeroth order with a radius of 100 pixels generated using same 

WGS algorithm with the developed LUT, dkg2-lut, in place, showing fairly uniform 

intensities among the trap spots with higher diffraction efficiency. (c) Polystyrene 

spheres of diameter 1.2 µm trapped in the array shifted 1 µm above the focal plane, 

generated using an optimized hologram with SVPR correction and using dkg2-lut. (d) 

Variation of uniformity with number of traps. 

The trap stiffness in all these trapping sites has been determined by recording 

the videos at a frame speed of 165 fps and using optical potential analysis method 

[218]. The average trap stiffness at all eight trapping sites is 1.26±0.16 µN/m. The 

incident laser ( = 1064nm) power on the SLM was 970 mW. The uniformity in the 

trap stiffness is calculated by Eq. (31.8), where the peak intensities Im were replaced 

by the trap stiffness  . The uniformity in trap stiffness is found to be 80%, limited by 
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the phase modulation depth of 1.67 π for our SLM. Further, the uniformity of the trap 

spots on the circle with increasing number of trap spots is calculated. It was found that 

the uniformity decreases [Fig. 3.15(c)] as the numbers of traps are increased. 

To understand the effect of SVPR correction on trap quality, we calculated the 

spot sharpness metric, defined as [285] 

 









n

n

n

n IIM 2

2

                                   (3.28) 

where In is the intensity of the nth pixel and n is the total number of pixels in a given 

area. Low value of M implies a more tightly focused spot and, hence, a better trap 

quality.  

 

Figure 3.16 (a) Intensity plot of a typical trap spot (a) before SVPR correction and (b) after SVPR 

correction. 

A circle of 9 pixel diameter was chosen around each of the focal spots, with 

spot center coinciding with the center of the circle. The spot sharpness metric is 

calculated for the circular region surrounding each trap using Eq. (3.28). It is observed 

that the correction of SVPR leads to an improvement in trap quality up to 6.5%. Fig. 
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3.16 shows the intensity plot of a trap spot before and after SVPR correction, showing 

an improved trap quality.  

 

Figure 3.17 (a) Scatter plot of particle positions in a given trap spot (a) without SVPR correction and 

(b) with SVPR correction. 

Further, we calculated the trap performance metric (Mp) [285], defined as the 

ratio of the trap stiffness before aberration correction to that after correction. A value 

of Mp=1 corresponds to no improvement after correction, Mp >1, signifies 

deterioration of trap performance and Mp<1 implies improved trap performance.  The 

lower the value of Mp, better the trap performance.  In our case, we found Mp=0.49 for 

a trapped particle (diameter of 1.2 µm) in a given trap spot, indicating improved trap 

performance after SVPR correction. Fig. 3.17 shows the scatter plots of positions of a 

trapped particle in a given trap spot in the circular array without [Fig. 3.17(a)] and 

with [Fig. 3.17(b)] SVPR correction. 

We also generated a square array of 4×4 traps by using a hologram generated 

by using the WGS algorithm [Fig. 3.18(a)]. Polystyrene spheres of diameter 1.2 µm, 

suspended in aqueous medium, were trapped in the focal spots created by imposing 

this hologram on the SLM [Fig. 3.18(b)]. This was implemented in two stages. First, 

the trap spots were generated for the central 2×2 array by imposing a hologram, and 
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polystyrene particles were trapped in them. Then, a hologram to generate the 4×4 

array was imposed on the SLM to create the outer boundary of the trap spots, and then 

the particles were trapped between them.  

       

Figure 3.18 (a) Typical hologram generated by the WGS algorithm incorporated with correction for 

SVPR to generate 4×4 optical traps. (b) Polystyrene spheres of diameter 1.2µm 

suspended in water trapped in a 4×4 array. 

To increase the size of the array, a corresponding hologram to generate the 

outer layer of spots needs to be created. This is required since the generation of 

desired size of the array of traps at the first instance allows for trapping of particles 

only on the outer boundary. The particles cannot move to the inside of the trapping 

sites with particles trapped in the outer boundary. Similarly, to trap a 5×5 array, we 

should generate one central spot, then a 3×3 array surrounding it, and finally, a 5×5 

array with particles trapped sequentially in the generated sites. 

3.6 Determination of Laser Beam Profile over SLM 

The above-discussed optimization algorithms use the beam profile of the laser 

as input amplitude at the SLM plane for propagation to the trapping plane. The 

amplitude of the field is normally a Gaussian profile for a TEM00 incident laser, 

(a) (b) 
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assumed to be centered on the SLM. The SLMs, in general, are pixelated with pixel 

pitch varying from 10 to 20 µm. It modulates the phase of the beam at each of the 

pixels independently. Hence matching the center of the beam, i.e., maximum of the 

Gaussian profile of laser to a precision of a few microns is a complex task with the 

physical alignment procedure of centering the maximum intensity to the central pixel 

of SLM. Even the non-uniform profile of the beam causes differential heating over 

different spatial regions of SLM, leading to a spatially varying phase response [95], 

affecting the efficiency and uniformity of the traps generated at the sample plane. 

Hence it is important to know the actual intensity profile of the laser incident on the 

SLM, to be given as an input to the iterative algorithms generating the holographic 

optical traps. We present here a novel and robust methodology to determine the actual 

beam profile and beam center of the incident laser beam over the SLM measured 

using the diffraction-based set-up [Fig. 3.4(a)]. 

 

Figure 3.19 (a) Table showing the maximum power (mW) diffracted off each of the sub-sections (8×8 

pixels) of SLM, with each sub-section displayed by a blazed grating, (b) Calculated Laser 

profile of the beam over SLM fitted to a Gaussian function centered at (210, 253)th pixel. 

A power meter is placed at the Fourier plane of SLM after the SF, to measure 

the diffracted power reflected off the SLM. We divide the SLM into 8×8 sub-sections, 
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and a blazed grating is displayed over one sub-section at a time, and the other regions 

are kept blank as in case of SVPR correction. The maximum diffracted power with 

the SLM is measured at its Fourier plane for each of the sub-sections. The maximum 

power which can be diffracted over a region of SLM is attained after calibrating the 

SLM for spatially varying phase response. Fig. 3.19(a) shows an 8×8 matrix of 

measured power from each of the sub-sections of SLM and Fig. 3.19(b) shows the 

profile of the laser beam fitted to a Gaussian function. The maximum of the Gaussian 

beam is found to be at the (210, 253)th pixel of SLM instead of the center 

corresponding to (256,256)th pixel. Hence the actual beam profile can be used as an 

input to the optimization algorithms to generate the holographic optical traps. 

3.7 Conclusion 

We have designed and developed a holographic optical tweezers (HOTs) set-up 

using a phase-only reflective spatial light modulator (SLM) driven by a digital video 

interface (DVI) graphics. We presented a methodology to optimize the properties of 

graphics, (SLM being driven by a DVI interface through graphics) using a method 

similar to that used for optimizing LCD televisions. The graphics card was optimized 

for maximum diffraction efficiency and for addressing the gray values with uniform 

resolution through the range of available phase levels. A calibration function was 

generated for the SLM correcting for the non-linearity in the phase response that 

resulted in an improvement of diffraction efficiency to 50% from 29% with the 

calibration function from the supplier.  It also enhanced the phase modulation depth 

from 1.4 π to 1.7 π, the maximum attainable by any means for our SLM. Further, a 

new technique based on diffraction has been presented to quickly calibrate the SLM 

for spatially varying phase response. We divided the SLM into 8×8 sub-sections, and 
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each of these subsections were optimized for brightness, contrast, and gamma by 

measuring the power in the first order beam as a function of brightness, contrast, and 

gamma of the hologram. The optimized values were incorporated into the algorithm 

to generate holograms, and an improvement in diffraction efficiency of 55% from 

50% was observed. Uniformity in the intensity of the traps is found to improve from 

76% to 97% as observed from reflective measurements. This results in uniformity in 

the trap stiffness and is found to be of 80% from the particles trapped in a circular 

array of 8 spots.  The SVPR correction is found to improve the trap quality up to 6.5% 

as determined by the spot sharpness metric calculation and the value of trap 

performance metric was found to be 0.49, showing an improved trap performance. 

This method presented here allows for quick calibration for spatially varying phase 

response (SVPR) as required for experiments performed at different laser power 

levels and non-uniform illumination, the phase response of the SLM being dependent 

on the incident power levels. We also presented a prescription to trap different 

particles in a square array of traps. We also reported a novel technique for 

determining the laser beam profile over SLM used as input for optimization 

algorithms to generate holographic optical traps. 
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CHAPTER 4 

TEMPERATURE DRIVEN VOLUME PHASE 

TRANSITION OF A SINGLE STIMULI RESPONSIVE 

MICROGEL PARTICLE USING OPTICAL TWEEZERS 

 Poly (N-isopropyl acrylamide) (PNIPAM) based microgels respond to 

temperature and exhibits a transition from swollen to deswollen state upon variation 

of temperature, which is known as volume phase transition (VPT). Dynamic light 

scattering (DLS) is a popular technique to identify the volume phase transition 

temperature (VPTT) of microgel particles, which measures variation of particle size 

with temperature in a suspension having microgel particle concentration of 107-108 

particles/cm3. Here, we employ optical tweezers to trap a single microgel particle and 

identify its VPTT by measuring the lateral trap stiffness, κ, as a function of 

temperature. It is shown that near the VPTT, κ increases gradually upon increasing 

temperature, which is due to a gradual decrease in particle size with simultaneous 

increase in its refractive index. 

4.1 Introduction 

Stimuli-responsive microgels are micron/submicron sized polymeric gel 

particles, which respond to external stimuli like temperature, pressure, pH, ionic 

strength [156,213,286,287]. The response of microgel particles to external stimuli 

occurs through swelling/deswelling of microgels upon variation of the stimuli.  The 

transition of microgel particles from swollen state to de-swollen state and vice-versa 

is known as volume phase transition (VPT) [156,213,286,287]. Poly N-
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isopropylacrylamide (PNIPAM) microgels are one of the stimuli-responsive 

microgels which undergo swelling/deswelling upon variation of temperature [213], 

and pressure [286]. PNIPAM microgels can be made responsive to pH and ionic 

strength by co-polymerizing with acrylic acid [187]. Stimuli-responsive nature of 

microgels makes them potential candidates for many applications like site-selective 

and controlled drug delivery [288], solvent extraction processes [183,289]. Dense 

suspensions of monodisperse PNIPAM microgels are known to exhibit crystalline 

order making them suitable candidates for applications in optical switching, color 

displays, biological and chemical sensors, optically active components, responsive 

photonic crystals (RPCs) etc. [290–295]. In the RPCs, the external stimulus induces a 

change in either relative refractive indices of the constituting particles with respect to 

the surrounding medium or causes a change in the spatial symmetry and/or the lattice 

constants of the ordered crystalline arrays, leading to changes in the photonic band 

gap and optical properties. The stimuli-responsive property also allows to tune 

interparticle interactions and hence phase behavior of microgel suspensions, making 

them an ideal model condensed matter system [213,214]. All of the above 

applications depend on the property of microgel particle to swell or shrink upon 

change in stimuli. Hence, it is important to investigate the VPTT and its nature for 

PNIPAM based microgel particles with respect to various parameters like 

temperature, pH, ionic strength, etc. [215]. 

 Dynamic light scattering is the most popular technique used conventionally to 

investigate the VPTT of microgels [156,213]. In DLS, one determines the size of the 

particle by carrying out experiment on sample with a particle concentration of ~ 107 – 

108 particles/cm3 [186,214]. Such a large number of particles are required in order to 

satisfy the Gaussian distribution of the number of particles scattering the light [296], 
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which is essential to extract the electric field autocorrelation from measured intensity 

autocorrelation using Siegert's relation [296]. In order to identify the VPTT using 

DLS, one measures the microgel particle size as a function of stimulus and the 

collapse in the size is identified as VPTT [180]. In the case of homogeneous 

macrogels, the nature of VPT is shown to be discontinuous type [217], i.e., the 

swollen gel suddenly shrinks at the transition point. On the other hand, 

inhomogeneous macrogels (where inhomogeneity in polymer density arises due to 

inhomogeneous distribution of cross-linker) are shown to exhibit swelling/deswelling 

transition in a continuous manner [217]. The DLS measurements on PNIPAM 

microgels also show a continuous variation of microgel particle size near the VPTT 

[213]. But predicting the exact VPTT point and nature of VPT from DLS experiment 

becomes difficult due to following reasons. One is the difficulty in the analysis of 

DLS data due to polydispersity in size of microgels. Another is that inhomogeneities 

in different microgel particles may, in principle, be different. DLS measurement gives 

the average effect of 107– 108 particles. Thus, identification of true VPTT and its 

nature in PNIPAM microgels needs the measurements to be carried out on a single 

microgel particle. Optical tweezers is one of the tools which allow trapping of a single 

microscopic particle and investigation of its properties. As described in detail in 

chapter 2, an optical tweezers instrument consists of a tightly focused laser beam that 

is capable of optically trapping a microscopic particle in three-dimensions in a liquid 

medium [230,243]. This has become a widely used tool in physics, chemistry, and 

biology [233,297], because of its ability to manipulate single molecules with 

nanometer precision and to measure forces on these molecules with picoNewton 

accuracy. 
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Optical tweezers are now routinely employed to study molecular motors at 

single molecule level [236,298], mechanical properties of polymers and biopolymers 

[238,299] and to investigate the physics of colloids and mesoscopic systems 

[136,235,237,300]. It is a unique non-destructive technique for exploiting single 

particle properties, such as measurement of refractive index [239], measurement of 

electrophoretic forces [145], micro-rheology using optical tweezers, etc. [301]. Here, 

we use an indigenously developed optical tweezers, generated using IR laser with the 

wavelength of 1064 nm, to trap a single PNIPAM microgel particle. The trap stiffness 

is measured as a function of temperature and has been used to identify the VPTT and 

the nature of VPT. 

4.2 Experimental Details 

4.2.1 Synthesis and Characterization of PNIPAM-co-Aac Microgel Particles 

N-isopropylacrylamide (NIPAM) was purchased from Acros (Belgium), N, 

N’-methylene- bisacrylamide (BIS) from Fluka (Germany), acrylic acid (Aac) from 

LobaChem (India) and potassium persulfate (KPS) from Rankem (India) and mixed 

bed of ion-exchange resins (Ag501 –X8) Bio-Rad laboratories, Hercules (CA). All 

chemicals used for the synthesis were analytical grade reagents and were used as 

supplied.  Dust free 0.2 µm filtered Milli Q water was used throughout the synthesis 

and sample preparation. An aqueous suspension of PNIPAM microgel particles was 

synthesized by free radical precipitation polymerization [176]. 

The pregel solution was prepared by dissolving (1.4 g) NIPAM, (0.03 g) BIS, 

Aac (0.08 g dissolved in 10 ml of water) in 100 mL of Milli Q water taken in a three-

necked flask. The acrylic acid has been chosen for copolymerization with NIPAM as 

it allows synthesis of large-sized microgel particles, suitable for optical microscopy 
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before and after VPTT under the optical trap. This reaction mixture was stirred at 400 

rpm, de-aerated using argon gas to remove dissolved oxygen for 1 hour. After this, the 

temperature of the pregel solution was raised to 70ºC and after equilibration 0.05g of 

KPS pre-dissolved in 10ml of water was added to the reaction flask to initiate 

polymerization. Polymerization was carried out at 70ºC for 6 hours maintaining the 

argon purge. After polymerization, the suspension is cooled to room temperature and 

purified by dialysis against Milli Q water for two weeks to remove the unreacted 

monomer and other ionic impurities. The purified suspension was prepared in a pH 

3.4 buffer with a concentration of 3×106 particles/cm3. The particle size 

(hydrodynamic radius) and size polydispersity (SPD) of dilute purified PNIPAM-co-

Aac suspension has been determined using dynamic light scattering (DLS) (LS 

Instruments, UK) technique equipped with a multi-tau correlator and a He-Ne laser 

(wavelength 632.8 nm) and is found to be 382.5 nm with 2% SPD at 26 ºC. For the 

present study, PNIPAM-co-Aac microgel particles are chosen. 

4.2.2 Characterization of Size and Size Polydispersity 

The particle size and SPD of dilute purified PNIPAM-co-Aac suspension has 

been determined using dynamic light scattering (DLS) technique. In a DLS 

experiment the intensity-intensity autocorrelation function g(2)(q,t), measured at a 

given scattering wave vector, q  is given by 

2

)2(

)0,(

),()0,(
),(

qI

tqIqI
tqg                                                   (4.1) 

and               









2
sin

4 



mq                                            (4.2) 



VPT of single microgel using OTs 

 

132 

where 
m is the refractive index of the solvent,  is the scattering angle and  is the 

wavelength of the incident laser light. 

The normalized electric field autocorrelation function ),( tqf   is related to ),()2( tqg

by the Siegert-relation [302], 

2)2( ),(1),( tqftqg                                          (4.3) 

where  is the coherence factor.  

For a monodisperse non-interacting dilute system, ),( tqf can be written as, 
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where )(2 tr is the mean square displacement (MSD) and is related to the free 

diffusion coefficient, 
0D by  

tDtr 0

2 6)(                                                  (4.5) 

Knowing the free diffusion coefficient,
0

D , the diameter, d of the particles can be 

obtained from Stokes-Einstein relation [302], 
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Here, 
Bk , and T are the Boltzmann constant, the solvent viscosity and the absolute 

temperature, respectively. 
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For a dilute polydisperse suspension the decay constant 2qD ,( D = 

diffusion constant) is not unique but has distribution )(G and ),( tqf is related to 

)(G by, 

 


 deGtqf t

0

)(),(                                        (4.7) 

)(G  can be calculated from the Laplace inversion of ),( tqf . The mean 

diameter and the size polydispersity (standard deviation in diameter, mean diameter) 

are obtained by cumulant analysis of ),( tqf [302,303]. When the distribution is 

narrow and ),( tqf  is close to a single exponential decay, this method of cumulant 

expansion is more useful. In this method, ),(ln tqf  is approximated by a polynomial 

of t  , typically of the second order. The first two coefficients represent the mean and 

the variance of : 

................
3

1

2

1
),(ln 3322  ttttqf                 (4.8) 

Where  and the averages are weighted with )(G : 

  ..............,)(,)( 22 dttGdttG                 (4.9) 

In the absence of distribution, the second and higher-order terms disappear and 

),(ln tqf  is a straight line. The curve fitting of the measured ),(ln tqf  by a 

polynomial gives an estimate of  and
2 , and hence the mean size and size 

polydispersity. 
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4.2.3 Heating Stage suitable for Microscopy and Sample Preparation 

To study the volume phase transition (VPT) of PNIPAM microgel particles 

with temperature, a heating stage compatible to the microscopy study has been 

developed.  

 

Figure 4.1  (a) Photograph of sample cell containing the sample with the heating element showing 

the manganin wire coil and PT100 sensor on the surface of coverslip mounted on the 

universal stage of microscope. (b) Schematic of the sample cell containing the sample in 

a well between the standard glass slide and cover slip separated by a thin spacer with the 

heating element made on teflon sheet having hole for illumination and a PT100 sensor at 

bottom for measurement of temperature. 
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A Teflon sheet was cut in the shape of a standard glass slide (75mm×25mm) 

with a clear hole made at the center to allow the illumination light to pass for imaging 

of the optically trapped microgel particles. Thin concentric circular grooves were 

made surrounding the clear hole, and manganin wire (heating element) was fitted in 

the circular grooves. The resistance of the wire in the groove was measured to be 7.6 

Ω. The heating element was connected to a variable power supply and was calibrated 

for heating from room temperature up to 50 ºC. The dilute suspension of PNIPAM-

co-Aac microgel particles prepared for trapping experiment was placed in the well of 

a thin sample cell made up of a standard glass slide and a coverslip separated by a thin 

imaging spacer having a circular well of 9 mm diameter and 0.12 mm depth giving a 

volume space of ~ 7.63 µl for the sample. The heating element made was placed over 

the sample cell on the side of glass slide for heating the sample and a PT100 sensor 

was glued using a conducting paste on the coverslip near the sample to measure the 

resistance developed due to heating of the sample (Fig. 4.1 (a)). Fig. 4.1 (b) shows the 

schematic of the heating arrangement on the sample cell and the measurement of 

resistance using PT100 sensor connected to a multimeter. 

The PT100 sensor was calibrated for accurate temperature measurement using 

a standard heater equipped with an ETS-D5 sensor (PT1000 sensor), (IKA, Germany), 

which has the ability to control and measure temperature with an accuracy of ±0.1 ºC. 

The PT100 sensor to be calibrated was dipped in a container containing water being 

heated in a controlled manner by the IKA heater having an ETS-D5 sensor already 

dipped in to measure the temperature of the water as shown in Fig. 4.2 (a). The 

resistance developed at the ends of PT100 sensor was being measured as a function of 

temperature controlled and read by the ETS-D5 sensor of IKA heater. The 

temperature versus resistance curve was plotted and fitted to a straight line for 
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determining the slope and intercept of the curve as shown in Fig. 4.2 (b) and the 

PT100 sensor was calibrated. The temperature T corresponding to a measured value 

of resistance R is calculated as: 

InterceptSlopeRMeasuredT  )(                       (4.10) 

 

 

Figure 4.2  (a) Calibration set-up for calibrating the PT100 sensor using a standard heater and ETS-

D5 sensor. (b) Plot of temperature versus resistance curve showing the temperature 

corresponding to the resistance measured using a PT100 sensor and being fitted to a 

straight line.  

4.2.4 Optical Trapping Experiment 

We performed the optical trapping experiment with the home-built optical 

tweezers set-up (as described in chapter 2). The PNIPAM-co-Aac microgel particles 

in pH 3.4 buffer placed in the thin sample cell with the heating arrangement as shown 

Fig. 4.1 were trapped using this optical tweezers set-up, and the videos of these 

trapped particles were recorded as a function of temperature. The laser power used for 

the trapping experiment was kept constant for all measurements and was measured to 

be 169 mW at the back aperture of the objective, and for all measurements, the depth 
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at which the particle was trapped was kept constant at 20 µm from the upper surface 

of the coverslip. The videos of the trapped particles were recorded at a frame speed of 

299 fps. The recorded videos were processed using Image J software and analyzed to 

extract the position coordinates of the trapped particle as a function of time. 

4.2.5 Determination of Optical Trap Stiffness 

There are various methods such as equipartition method, Boltzmann statistics 

method and power spectrum method for the characterization of optical potential well 

and determinations of optical trap stiffness, κ [304]. We employ here a direct method 

based on calculating trap stiffness from the position fluctuations using a statistical 

approach. The method involves optical potential reconstruction using Boltzmann 

statistics, which can be used to determine any continuous trapping landscape by 

thermal agitation. The extracted coordinates of the trapped particle have been used to 

generate a histogram of the trapped particle positions. The normalized probability 

distribution function, P(x), of the displacement of the trapped particle from the trap 

center is given by the expression in Eq. (4.2). The shape of the optical trapping 

potential has been obtained from the normalized histogram of the trapped particle 

positions assuming Boltzmann statistics (Eq. (4.3)). The beam used to trap the particle 

is a TEM00 Gaussian beam which results in a harmonic trapping potential: - the 

optical trap potential generated has been fitted to a parabola in the central region of 

the potential to extract trap stiffness.   
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4.3 Results and Discussion 

4.3.1 Identification of VPTT using DLS 

First, the VPT of PNIPAM-co-Aac microgel particles have been identified using 

the conventional technique of DLS. The hydrodynamic radius, Rh of PNIPAM-co-Aac 

particles measured as a function of temperature by taking a non-interacting dilute 

suspension of these particles in pH 3.4 buffer (particle concentration ~ 107 

particles/cm3) is shown in Fig. 4.3(a). At pH 3.4, PNIPAM-co-Aac microgel remains 

in the protonated state, and hence a slight change in the pH of the buffer with respect 

to temperature does not affect the size of the microgel particles. The observed change 

in size is due to the change in temperature only. When the temperature is raised, the 

polymer chains undergo a hydrophilic to hydrophobic transition which leads to de-

swelling of these particles [1]. It is observed that at 34 ºC, the particles undergo 

complete collapse which is identified as VPTT of PNIPAM-co-Aac. After 34 ºC, the 

particle size remains constant. Variation of the microgel particle size across the VPTT 

is found to be continuous.  

4.3.2 Identification of VPTT of single microgel particle using optical tweezers 

After identification of VPTT using DLS on 107 particles, we move on to the 

characterization of VPTT of single PNIPAM-co-Aac microgel particle. Towards this, 

a single PNIAPM-co-Aac microgel particle is trapped using optical tweezers and 

lateral trap stiffness, κ is measured as a function of temperature using the method 

described in above section. Figure 4.3 (b) shows κ as a function of temperature. The 

value of κ increases with increase in temperature and reaches to a saturation value at 

34 ºC, which is identified as VPTT. After the VPTT, κ remains constant. The 

variation of κ in the neighborhood of VPTT is found to be continuous suggesting the 
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nature of VPT in microgel particle is of the continuous type, similar to that reported 

for macrogels synthesized at higher temperature [217]. The continuous nature of VPT 

in macrogels has been attributed to an inhomogeneous cross-linking density within 

macrogel [217].  

 

Figure 4.3  (a) Hydrodynamic radius, Rh, of PNIPAM-co-Aac microgel particles versus temperature 

measured using DLS. Inset shows the schematics of a microgel particle in swollen and 

deswollen state, i.e., before and after VPTT (34ºC). (b) Plot of lateral trap stiffness, κ 

measured on a single microgel particle as a function of temperature using optical 

tweezers showing VPTT at 34ºC. Inset shows the image of trapped microgel particle 

before and after VPTT showing an increase in contrast after VPTT. Continuous lines are 

guide to the eye.  

The continuous variation of trap stiffness near VPTT implies the presence of 

inhomogeneous cross-linking density within PNIPAM-co-Aac microgel particle. This 

is expected as PNIPAM-co-Aac microgel particles are synthesized at 70 ºC, which is 

much above the VPTT. It can be noticed from Fig. 4.3 (a) and (b) that the VPTT 

measured on a single particle using optical tweezers and on 107 particles using DLS is 
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same, i.e., 34 ºC.  Also, the continuous nature of VPT observed on a single microgel 

particle (i.e., continuous rise in trap stiffness with increase in temperature) and from 

average on 107 microgel particles (i.e., continuous decrease in Rh with increase in 

temperature) is similar. These observations imply that the low size polydispersity 

(2%) has a negligible effect on the VPTT and its nature when measured using DLS, 

and also that the inhomogeneities in crosslinking density are of similar type among 

different microgels. Thus, use of optical tweezers enables us to measure the VPTT on 

a single microgel particle unambiguously as compared to the DLS technique, which 

requires ~ 107-108 particles/cm3 along with the requirement of narrow size 

distribution. The inset in Fig. 4.3 (b) shows the image of the trapped microgel particle 

before and after VPTT, showing an increase in contrast of the particle after VPTT. 

The lateral trap stiffness depends on the size and refractive index of the particle [305]. 

With the increase in temperature, size of PNIPAM of microgel particle decreases, 

whereas refractive index increases.   

In order to understand the dependence of the lateral trap stiffness, κ, on 

temperature (hence, on size and refractive index of microgel particle), we have 

numerically computed κ using the “Optical Tweezers Computational Tool box” 

software developed by Nieminen et.al. [305] for computing the optical forces and 

torques for both spherical and non-spherical particles. The basic inputs to the tool box 

are refractive index of the sphere (np), refractive index of the surrounding medium 

(nm), the particle size (dh), wavelength of the trapping beam (λ) and the convergence 

angle of the trapping beam. Using above variables, the tool box computes the beam 

shape coefficients, T-matrix for the sphere (which relates the incident and scattered 

fields and depends on the properties of the particle and the wavelength of the 

radiation) and hence, the optical forces acting on the spherical particles. The tool box 
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computes the optical trapping efficiency Q which when multiplied with nmP/c gives 

the optical trap stiffness in units of N/m [239,306], where P is the power measured at 

the trapping plane. The power at the trapping plane was estimated to be 58 mW from 

the power measured at the back aperture of objective (i.e., 169 mW) by considering 

35% transmission of the objective at 1064 nm. The diameter (dh= 2Rh) measured 

using DLS as a function of temperature was used as an input for the size of the 

particle. The refractive index, np of the microgel particles has been determined using 

the following equation, 

  





1ms
p

nn
n                                         (4.13) 

where (
6

3

hd
  ,   is particle concentration) is the volume fraction of the 

suspension, ns and nm are the refractive indices of the suspension and the medium, 

respectively. ns and nm at different values of temperatures are measured using an 

Abbe’s refractometer.  

To understand the effect of the particle size and refractive index individually on 

lateral trap stiffness, we have computed the κ for the trapped microgel particle as a 

function of refractive index by fixing the microgel particle size to 640 nm (measured 

at 25 ºC) and as a function of particle size by fixing the refractive index of the particle 

to 1.36813 (measured at 25 ºC). Fig. 4.4 (a) and (b) shows the variation of lateral trap 

stiffness with only the particle size as a variable and with only the particle refractive 

index as a variable, respectively. From Fig. 4 (a), it is observed that κ increases with 

increase in temperature and reaches saturation at ~ 34 ºC, which results from 

deswelling of the microgel particle leading to an increase in the value of refractive 

index. After 34 ºC, κ remains constant, as the particle size (hence, the value of 
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refractive index) reaches a constant value. 

 

Figure 4.4  (a) Computed lateral trap stiffness as a function of temperature considering only the 

effect of variation of refractive index with temperature keeping size of the particle 

fixed.(b) Computed lateral traps stiffness as a function of temperature considering only 

the effect of variation of size of the particle with temperature keeping refractive index 

fixed.(c) computed lateral trap stiffness as a function of temperature taking into account 

variation of both parameters, the refractive index and the size of microgel particle. 

Continuous lines are guide to the eye.  

The computed lateral trap stiffness as a function of temperature, considering 

the particle size only as a variable parameter and refractive index fixed [Fig. 4.4 (b)] 

shows that κ decreases with a decrease in size and reaches saturation at 34 ºC, after 

which it remains constant. 

The comparison of the two computed results (Fig. 4.4 (a) and 4.4 (b)) shows 

that the change in refractive index at VPTT is the dominant parameter (which leads to 
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an increase in trap stiffness ~5 times the value in swollen state of microgel) compared 

to the change in particle size (which in turn, opposes the increase in stiffness value 

leading to a decrease in the trap stiffness ~ 3 times the value in swollen state of 

microgel). The deswelling of PNIPAM-co-Aac particles leads to decrease in the 

particle size along with a simultaneous increase in refractive index. We have 

computed the κ of the trapped microgel particle by taking into account the 

simultaneous variation in both the size and the refractive index of the microgel 

particle, which is shown in Fig. 4.4 (c). As seen from Fig. 4.4 (c), κ increases with 

increase in temperature and reaches saturation at ~ 34 ºC. The computed temperature 

dependence of trap stiffness of microgels is in qualitative agreement with 

experimentally measured one. The quantitative difference between the experimentally 

measured and computed κ could be due to use of approximate laser power at the focal 

plane, aberrations induced by the glass water interface and the use of oil immersion 

objective for optical trapping [307–309]. Thus, optical tweezers unambiguously 

characterize the VPTT of a single PNIPAM-co-Aac microgel particle. 

4.4 Conclusions 

We have successfully trapped single PNIPAM-co-AAc microgel particle using 

the home-built optical tweezers set-up. We have shown here that the VPTT of single 

PNIPAM-co-AAc microgels can be identified unambiguously using optical tweezers 

(by measuring the trap stiffness as a function temperature) as compared to the 

conventional DLS technique which gives an average of 107 to 108 particles. At ~ 34 

ºC the trap stiffness reaches to a saturation value, which is identified as VPTT of a 

PNIPAM-co-AAc microgel particle. Variation of trap stiffness in the vicinity of 

VPTT is found to be continuous type indicating the continuous nature of VPT, which 
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is attributed to inhomogeneities present within the microgel particle. The VPTT and 

the nature of VPT measured on single particle using optical tweezers are found to be 

similar to that determined from DLS on 107 particles, suggesting a negligible effect of 

low (2%) size polydispersity on VPT of microgel and similar nature of 

inhomogeneities among the different microgels. We have also numerically computed 

the lateral trap stiffness as a function of temperature by keeping either the particles 

size or particle refractive index to be fixed. The change in refractive index is found to 

be a more dominant parameter which leads to a net increase in trap stiffness across the 

VPTT upon raising the temperature. From the calculations, taking into account both 

these factors (refractive index and particle size), we conclude that rise in the lateral 

trap stiffness upon the VPTT is due to the sudden de-swelling of these microgel 

particles, which leads to an increase in refractive index and decrease in particle size. 

We believe that the present work will motivate utilization of optical tweezers for 

exploring the various properties and phenomena in stimuli-responsive microgels at the 

single particle level.  
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CHAPTER 5 

DISORDER IN STIMULI RESPONSIVE MICROGEL 

PHOTONIC CRYSTALS 

 Size polydispersity induces second type disorder [310,311] in colloidal 

crystals of hard-spheres as well as in charged colloidal suspensions and cannot be 

tailored through external conditions [312,313]. We demonstrate that osmotic pressure 

not only reduces the particle size but also significantly reduces the size polydispersity 

of soft-spheres of stimuli-responsive microgels and hence second type disorder can be 

tailored in crystals of these soft-spheres. We employed a confocal laser scanning 

microscope to study the disorder in colloidal crystals formed by thermo-responsive 

poly (N-isopropyl acrylamide-co-acrylic acid) microgel suspensions of varying 

particle concentrations subjected to different magnitudes of osmotic pressure.  

5.1 Introduction 

Photonic crystals (PCs) are a periodic arrangement of dielectric or metal-

dielectric synthetic structures with lattice constants in the visible range designed to 

influence the propagation of electromagnetic waves in the same way as the periodic 

electronic potential in a semiconductor crystal influences electron motion by defining 

allowed and forbidden energy bands [314]. Photonic crystals are attractive optical 

materials for controlling and manipulating the flow of light: they can be used as 

waveguides for directing light along a specific path, highly reflective mirrors in laser 

cavities, reflective coatings on lenses, color pigments in inks and paints and many 

other optical applications [315–323]. Synthesis of photonic crystals can be either (i) 

through top-down approach which involves techniques like laser chemical vapor 
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deposition (LCVD) [324], layer-by-layer stacking using microelectronics fabrication 

technology [325,326], electrochemical etching [327], holographic lithography [328–

332] or, (ii) by bottom-up approach such as self-assembly of monodisperse colloidal 

particles like silica (SiO2) or polystyrene (PS) microspheres into ordered arrays, 

which can be performed at ambient conditions [333–335]. The resulting photonic 

properties are determined by the symmetry, lattice constant of the crystal and the 

refractive index contrast between the colloids and the surrounding medium. 

Compared to photonic crystals fabricated using holographic or lithographic 

techniques, self-assembled photonic crystals, in particular, colloidal crystals, can be 

produced at much lower costs and with higher efficiencies owing to the parallel nature 

of the self-assembly process. There is a class of photonic materials whose properties 

can be tuned in response to external stimuli like temperature, pressure, and pH, known 

as responsive photonic crystals (RPCs). They have important applications in areas 

such as optical switching, color displays, biological and chemical sensors, paints and 

many optically active components [293,336–340]. The external stimulus effectively 

induces a change in the relative refractive indices of the building blocks and the 

surrounding medium, causing a change in the spatial symmetry and/or the lattice 

constants of the ordered crystalline arrays and hence the tunability of the photonic 

band gap and its optical properties. It is also possible to modify the building blocks of 

these crystalline arrays before or after the formation of crystal structures to enable 

responsiveness to a particular stimulus [337]. A successful example of RPCs are the 

crystals formed by thermosensitive poly (N-isopropyl acrylamide) (PNIPAM) 

microgel particles. These particles undergo a reversible volume phase transition 

(VPT) between a hydrated state and a dehydrated state around its lower critical 

solution temperature (LCST) of 32º C in water [341]. It is also found that these 
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particles undergo an osmotic compression under the application of osmotic pressure, 

the compression leading to a change in the lattice constant, and hence, tunability of 

the photonic band gap [342].  

Colloidal systems mimic almost all phases of condensed matter. They show a 

rich phase behavior and exhibit structural ordering similar to that of crystalline atomic 

solids, liquids, gases and even glasses. Therefore, colloidal systems are analogous to 

atomic systems [312] and have lattice constants of the order of the wavelength of 

visible light [312]. Colloidal systems have an advantage over atomic systems in that 

they can be easily characterized in real space by simple optical microscopy techniques 

and their long-range order can be easily accessed by diffraction of light [312].  

A perfect crystal is defined as one whose atoms are situated at perfectly 

positioned lattice sites [311]. However, at ambient conditions, there are no perfect 

crystals due to the presence of imperfections of various types [311]. Crystal 

imperfections often play an important role in determining the physical properties of 

solids like mechanical [343] and photonic properties [344] and hence characterizing 

the crystals for their disorder/lattice imperfections is of considerable interest and 

practical importance. Diffraction patterns of real crystals collected from the most 

refined techniques cannot be explained by the Bragg-Laue theory [311]. Hence, a 

method to arrive at the correct structure of a crystal by analyzing the diffraction 

patterns is needed. X-rays exaggerate the perfection of crystals.  Imperfections are in 

general difficult to detect and even more difficult to measure, as these imperfections 

have only secondary effects in the diffraction phenomena. 

Crystal imperfections are categorized into three types [311]: (i) First type 

disorder, arising due to thermal fluctuations of particles about the mean position, (ii) 
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Second type disorder, arising due to strain induced lattice deformations, where the 

amplitude of fluctuations increases with distance and (iii) finite size effects, arising 

due to abrupt loss of positional order at the boundary. The imperfections of the first 

type introduces fluctuations in the distances between corresponding atoms. These 

fluctuations in short-range order does not affect the long-range order in the crystal 

[311], and hence it does not have any broadening effect on the diffraction lines. 

However, this leads to a reduction in the intensities of the higher-order peaks in the 

diffraction pattern via the Debye-Waller factor [311]. The imperfections of the second 

type, as well as finite size effect, both have the effect of broadening the diffraction 

lines. They are distinguished by the fact that, in case of second type disorder, peak 

width of diffraction pattern increases with increasing length of the diffraction wave 

vector q (since it does not preserve the long-range order). On the other hand, in case 

of finite size, effect peak broadening is independent of the length of q [311]. 

Furthermore, colloidal systems possess various types of disorder due to their 

specific particle properties like size or shape polydispersity [345]. Theoretically, it has 

been demonstrated that the band gap of photonic crystals calculated from the density 

of states is more sensitive to size distribution in the colloidal particles than site 

randomness [220]. Hence polydispersity of the colloidal particles plays an important 

role in determining the quality of the photonic crystal [220–222]. In the case of 

conventionally investigated sterically stabilized (e.g., poly methylmethacrylate) or 

charge stabilized (e.g., silica or polystyrene) suspensions, the size of the particles and 

the size polydispersity (SPD) are fixed and hence disorder in the crystals of these 

systems cannot be tuned. However, in the case of stimuli-responsive poly N-

isopropylacrylamide (PNIPAM) based nano/microgel particles, the size, as well as 

interparticle interactions U(r), can be tuned as a function of various stimuli such as 
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temperature, pH, and ionic strength. [302]. In this chapter, we characterize disorder in 

self-organized stimuli-responsive microgel crystals of poly N-isopropylacrylamide-

co-acrylic acid (PNIPAM-co-Aac) of varying particle concentrations subjected to 

different amounts of osmotic pressure by computing the diffraction pattern of these 

crystals using the coordinates obtained from imaging single crystalline domains of the 

crystal using a confocal laser scanning microscope (CLSM). Our studies show that 

with an increase in osmotic compression, the second type disorder decreases. We also 

found that SPD of the colloidal particles destroy the long-range positional order in the 

crystal, but preserves the orientation order. 

5.2 Experimental Details 

5.2.1 Synthesis of PNIPAM-co-Aac microgel particles 

An aqueous suspension of PNIPAM microgel particles was synthesized by 

free radical precipitation polymerization [303,346]. All the chemicals used are as 

described in Sec 4.2.1 of chapter 4. The pregel solution is prepared by dissolving 124 

mM NIPAM, 1.95 mM BIS, 200 µL Aac and 1.4 mM SDS in 250 mL of Milli Q 

water taken in a three-necked flask. This reaction mixture is de-aerated using argon 

gas to remove dissolved oxygen for 1 hour. Then the temperature of the pregel 

solution is raised to 70º C and equilibrated for 1 hour, after which 1 mL of a pre-

dissolved solution of 2.22 mM Potassium persulfate (KPS) in water is added to the 

reaction flask with vigorous stirring for initiation of polymerization. The 

polymerization is carried out at 70ºC for 6 hours while maintaining the argon purge. 

This suspension is cooled to room temperature and purified by dialysis against Milli 

Q water for seven days to remove the unreacted monomer and other impurities. Later 

it is subjected to ultra-filtration. The purified suspensions are then kept in contact with 
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a mixed bed of ion exchange resins for further removal of ionic impurities. After 

reaching deionization equilibrium the particle size and SPD of the PNIPAM-co-Aac 

microgel particles were determined using dynamic light scattering (DLS) technique as 

described in Sec. 4.2.2 of chapter 4.  

5.2.2 Sample Preparation 

Different samples with varying particle concentration (np: 1.2 - 5.7×1013cm-3) 

were prepared by subjecting the purified suspension to different amounts of osmotic 

pressure using Millipore stirred cells equipped with ultra-filtration membrane as 

shown in Fig.5.1. Samples with np < 2.7×1013 cm-3 did not show iridescence for 

visible light and remained in the un-crystalline state even after repeated annealing; 

whereas upon repeated annealing of samples with np > 2.7×1013 cm-3 showed 

crystallization by exhibiting iridescence for visible light.   

 

Figure 5.1  Schematic of the ultra-filtration set-up (Millipore stirred cells equipped with 

ultrafiltration membrane) for osmotically compressing the microgels to different 

concentration. 
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Fig. 5.2(a) and (b) shows the photographs of un-crystallized and crystallized 

samples respectively. The samples were annealed by heating the samples above the 

volume phase transition temperature (VPTT ~ 34ºC) of PNIPAM-co-Aac particles 

followed by slow cooling at a cooling rate of 0.15ºC/min.  

                  

Figure 5.2  Photographs of (a) un-crystallized (np: 1.2×1013 cm-3) and (b) crystallized (np: 5.7×1013 

cm-3) samples at room temperature (25º C). 

5.2.3 Confocal Laser Scanning Microscopy 

Real space information of particle distribution in the dispersion can be 

obtained by direct observation under a microscope. A confocal laser scanning 

microscope (CLSM) has an improved resolving power compared to a conventional 

light microscope. Further, it rejects the light which does not come from the focal 

plane, thus enabling optical slicing of the sample. By capturing a series of optical 

sections at various depths in the sample, information regarding the stacking of the 

crystal in three dimensions can be obtained. Fig. 5.3 shows the schematics of a 

confocal laser scanning microscope, showing its capability of sectioning in the z-

direction by removing the out of focus lights from the detector by the use of a pinhole 

in front of the detector.  

Micrographs of PNIPAM-co-Aac microgel crystals are captured using a Leica 

(Germany) TCS-SP2-RS confocal microscope having a scan speed of 7.4 frames/s 

(a) (b) 
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equipped with a 488 nm Ar ion laser. All images are captured in the reflection 

geometry using a 100, 1.3 N.A. oil-immersion objective lens and the corresponding 

optical slice thickness is ~ 440 nm. 

 

Figure 5.3  Schematics of a confocal laser scanning microscope, showing its capability of optical 

slicing and hence z-sectioning for imaging in depth by the use of a variable pinhole along 

with XY scanning. 

Crystalline samples having particle number densities np = 2.75×1013 cm-3 

(sample S1) and 4.75×1013 cm-3 (sample S2) have been investigated to characterize 

disorder using  CLSM. Micrographs of the crystalline layers of samples S1 with np = 

2.75×1013 cm-3, volume fraction φ = 1.81 and sample S2 with np = 4.75×1013 cm-3, φ = 

3.13 are captured in reflection geometry using a 100, 1.3 N.A. oil-immersion 

objective lens and the corresponding optical slice thickness is ~ 425 nm. The values 

of osmotic pressures P for samples S1 and S2 are 2.8 kPa and 4.8 kPa respectively 

and are calculated using the equation of state of hard sphere suspensions [346]. The 



Disorder in stimuli responsive microgel photonic crystals 

153 

(111) planes of single crystalline domains of samples S1 and S2 have been captured at 

a distance of 3.15 µm and 2.47 µm from the coverslip using CLSM, (Fig. 5.4(a) and 

(b)) and the corresponding (x,y) particle coordinates, as well as the SPD, are 

determined by image analysis using Leica Qwin software. 

5.3 Results and Discussion 

5.3.1 Calculation of Pair Correlation 

The particle size and SPD of dilute PNIPAM-co-Aac suspension determined 

from DLS are found to be 501 nm and 37%, respectively, at 25ºC. Figure 5.4(a) and 

(b) shows CLSM images of (111) planes of crystallites in samples S1 and S2 

respectively. To study the 2-dimensional real space structure of the PNIPAM crystal, 

the 2D pair correlation function g(r) is calculated using the (x, y) particle coordinates 

and compared with that of an ideal hexagonal lattice. g(r) is the probability of finding 

a pair of particles separated by a distance r.  

iij

ji rrrrg ∑
≠

)(
1

)(  


                                       (5.1) 

where   is the average number density and the indices i and j run over all the 

particles. The calculated two-dimensional g(r) patterns for the crystalline layers of 

samples S1 and S2 showing hexagonal order is shown in Fig. 5.4 (c). The peaks in the 

g(r) are consistent with that of a hexagonal arrangement of particles in the layer.  In 

g(r) the first peak corresponds to the nearest neighbor distance dnn. In the case of 

sample S1, dnn occurs at 372 nm; whereas for sample S2, dnn = 292 nm. Since the 

particles are known to form an FCC structure [347], observation of  dnn <d  implies 

that particle have shrunk from 501 nm to 372 nm and 292 nm respectively in samples 
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S1 and S2 under osmotic compression. The peaks in the experimental g(r) are 

broadened and their sharpness decays with increase in ‘r’ suggesting the presence of 

disorder. The schematic of the influence of osmotic pressure on PNIPAM-co-Aac 

microgel particles is shown in Fig. 5.5. 

 

Figure 5.4  CLSM images of single crystalline domains in sample S1 (a) and sample S2 (b). 

Corresponding g(r)’s are shown in (c) and (d) respectively. g(r)’s for respective ideal 

lattices are shown in bottom panels. 

 

Figure 5.5  Schematic of the influence of osmotic pressure on PNIPAM-co-Aac microgel particles 

showing the shrinking of microgels to smaller sizes with osmotic compression. 

Pressure 
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5.3.2 Calculation of Structure Factor 

For characterizing the type of disorder present in samples S1 and S2 which is 

hidden in the details of the higher order peaks of g(r), we calculated the 2D structure 

factor S(q) on a 2D grid of q values with a sampling rate of L/ , where L is the 

image size obtained from confocal imaging [310]: 

 
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.exp
1

)( 



N

n

i
N

S nrqq                                  (5.2) 

where 
nr  are the position vectors of particles and N is the total number of particles.  

 

Figure 5.6  Structure factor S(q) for the single crystalline domain in sample S1 (a) and sample S2 (b). 

Radial profiles of S(q) averaged over three different directions as marked in Fig.(a) and 

(b) for sample S1 (c) and sample S2 (d). 

)(qS calculated using Fig. 5.4(a) and (b) are shown in Fig. 5.6(a) and (b). In 

order to compare the difference in long-range order in the crystals of S1 and S2, we 
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calculated the radial profiles, which are determined by averaging )(qS  over short arcs 

with an opening angle δφ = 2º and radius q . Figure 5.6(c) and (d) show the profiles 

averaged along three directions marked by thin lines in Fig. 5.6(a) and (b). 

 

Figure 5.7  Exponential fit of area under the S(q) peaks of Fig. 5 as a function of diffraction order 

q/q10 for single crystalline domains of sample S1, S2. The relative full width at half 

maximum peak widths δq/q10 of the S(q) peaks as a function of the diffraction order q/q10 

for the single crystalline domains of  sample S1, S2 and the reference lattice. 

The area under the diffraction peaks is found to decrease as a function of 

diffraction order as shown in Fig. 5.7 (open squares and open circles), indicating the 

presence of first type disorder (Debye-Waller factor) as they are at the same 

temperature. For characterizing the presence of second type of disorder, we analyzed 

the radial widths of the diffraction peaks with increasing q vector. The peaks are fitted 

to a Lorentzian line-shape and the peak width δq (full-width-at-half-maximum) of the 

fit is analyzed for all the peaks with increasing diffraction orders. It is found that the 

peak width increases with increase in the diffraction order in both the samples and is 

shown in Fig. 5.7 (solid squares and solid circles). However, the peak width rapidly 



Disorder in stimuli responsive microgel photonic crystals 

157 

increases with diffraction order in the case of sample S1 as compared to that of 

sample S2. For comparison, the width of the diffraction peaks as function of 

diffraction order for ideal hexagonal lattice of monodisperse particles is shown in Fig. 

(5.7) (triangles). For an ideal lattice, the peak width is independent of diffraction 

order, whereas samples S1 and S2 show monotonic increase with diffraction order. 

This implies the presence of second type disorder in samples S1 and S2 and arises due 

to SPD.  

5.3.3 Influence of Osmotic Pressure on SPD 

Upon osmotic compression the size of the PNIPAM microgel particles have 

dramatically shrunk from 501 nm to 372 nm and 292 nm. These diameters are on the 

verge of detection limit in CLSM; hence extracting the SPD by image analysis is 

cumbersome. Towards addressing this issue of extracting SPD by image analysis we 

synthesized PNIPAM particles of large size (sample S3) by varying the monomer, 

crosslinker and initiator concentration. The same methodology of purification and 

osmotic compression has been adopted for sample S3. A very dilute suspension of 

sample S3 is imaged (Fig. 5.8(a)) using CLSM and image analyzed; particle size 

obtained is d=825 nm. Upon osmotic compression the particle size significantly 

decreased to 488 nm. The compressed sample exhibited crystallization and the 

crystalline layers are imaged (Fig. 5.8(b)) using CLSM. On these images, image 

analysis has been carried out to obtain the SPD. Fig. 5.9 shows the particle size 

distribution for the dilute and the crystallized samples of S3 fitted to Gaussian. The 

measured value of SPD from the fit, for the dilute and the crystallized samples of S3 

are 13% and 5% respectively. From this observation of decrease in SPD from 13% to 

5%, we conclude that osmotic pressure not only reduces the particle size but also 
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significantly reduces the SPD. 

        

Figure 5.8  Images of the PNIPAM particles recorded using CLSM: (a) before osmotic compression 

and (b) after osmotic compression. 

 

Figure 5.9  Particle size distribution for the dilute (uncompressed) and the crystallized (compressed) 

samples of S3 fitted to Gaussian. 

5.4 Conclusion 

We have characterized the disorder in microgel crystals of osmotically 

compressed samples S1 and S2 using a confocal laser scanning microscope. These 

crystals are found to have first type and second type disorder. The first type disorder 
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is characterized by observing the exponential decay of area under the peaks of S(q) 

with increasing diffraction order. The second type disorder is characterized by 

analyzing the full width at half maximum of the peaks of S(q) as a function of 

diffraction order. Our analysis shows the presence of second type disorder in both 

crystals (Sample S1 and S2). Second type disorder is found to be more in the crystals 

of S1 which has a SPD of 13%. Upon compression, the second type disorder is found 

to decrease, due to the reduction of SPD to 7%. As synthesized PNIPAM-co-Aac 

particles are found to have 37% SPD. Upon osmotically compressing the suspension 

to a volume fraction > 0.74, the SPD is found to reduce to ≤ 13%. The increase in np 

with a simultaneous reduction in SPD is responsible for the appearance of long-range 

order in these samples. Present results provide the first evidence of reduction of SPD 

in microgel particles upon osmotic compression. 
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CHAPTER 6 

EFFECT OF ENTANGLEMENTS ON TEMPERATURE 

RESPONSE OF GEL IMMOBILIZED MICROGEL 

PHOTONIC CRYSTALS 

 This chapter presents evidence of entanglement between polymer chains of 

thermo-responsive microgels with the immobilizing hydrogel by studying the 

temperature dependent dynamics of the microgel-hydrogel composite. The dynamics 

measurements show a reduction in amplitude of microgel thermal vibrations with an 

increase in temperature in contrast to the expected amplitude enhancement, 

confirming the binding between microgel and hydrogel through the entanglement of 

their polymer chains. The consequences of these entanglements on the temperature 

dependence of diffraction of immobilized microgel crystals across the volume phase 

transition (VPT) of microgels have been studied using UV-vis spectroscopy. Due to 

entanglements in immobilized microgel crystals, it is found that the crystalline order 

(the Bragg diffraction) is retained above VPT with a small increase in structural 

disorder (width of the Bragg diffraction peak). Entanglements restrict thermal motion 

of microgels leading to retention of crystalline order above the VPT. However, they 

induce local strain in the lattice due to shrinking of microgels upon VPT leading to an 

increase in structural disorder. 

6.1 Introduction 

Microgels are submicron sized particles of hydrogel consisting of cross-linked 

polymer network immersed in a solvent (water). Poly N-isopropyl acrylamide 
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(PNIPAM) based microgels are one of the most studied microgels, because of their 

responsive nature to various stimuli, such as temperature, pH, and ionic strength 

[183,187,188,213,348]. PNIPAM microgels respond to temperature by undergoing 

sudden deswelling/swelling transition (volume phase transition, VPT), upon 

increasing/decreasing the temperature [213,218,349]. They can be made responsive to 

pH by copolymerizing with co-monomers like acrylic acid [156,187]. Dense 

suspensions of monodisperse microgel particles exhibit crystalline order with a lattice 

constant of the order of the wavelength of light [204,213], which diffract wavelengths 

of light satisfying the Bragg’s condition, making them potential candidates for 

applications as photonic crystals [165,350–352].  As prepared microgel crystals are 

fragile, i.e., they lose their order to small disturbances (shear ~a few dynes/cm2), 

which limits their practical use [223]. To overcome these limitations, and facilitate the 

use of microgel crystals for various applications, they have been immobilized either in 

a hydrogel matrix [167,224] or through covalent bonding between microgel particles 

with the addition of vinyl groups on their surface [287,353,354]. The gel immobilized 

microgel crystals have been shown to offer tunability of Bragg diffraction against the 

variation of stimuli like temperature, pH [167,224,351]. Hence, the immobilized 

microgel crystals are of great interest compared to those of hard/charged sphere 

colloidal systems [169,225] in applications as optical filters [167], sensors [169,225], 

optical switches [226], etc. PNIPAM microgel crystals are known to melt into liquid-

like order at elevated temperature due to deswelling of microgels [213]. Thus, 

PNIPAM microgel crystals can be immobilized in a hydrogel matrix only at low 

temperatures (~ 15 C) where microgel particles stay in swollen state and exhibit 

crystalline ordering. The process of gel immobilization of microgel crystal involves 

preparation of microgel crystal in a pregel solution and then polymerization of pregel 
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solution to form a hydrogel [224]. As PNIPAM based microgels have porous, core-

shell structure with a dense polymeric core and a thin shell of dangling polymer 

chains [192,227,355], the polymerization is expected to occur outside as well as 

inside the microgels, leading to the formation of an interpenetrating/entangled 

network of polymer chains between the microgel and the hydrogel [228,356]. Studies 

by Song et al. [224] and Huang et al. [357] have implied the presence of such 

interactions between hydrogel and microgel through entanglements of polymer 

chains. Song et al. [224] have observed the swelling/ deswelling of PAAm hydrogel 

with temperature when incorporated with PNIPAM-co-Aac (Acrylic acid) microgel 

particles, whereas Huang et al. [357] have reported slow swelling of PNIPAM-co-Aac 

microgels in PAAm gel as compared to free microgels. Here, we report yet another 

evidence of the presence of such entanglements through dynamics study on PNIPAM-

co-Aac microgel – PAAm (polyacrylamide) hydrogel composite system as a function 

of temperature, using 3D dynamic light scattering technique. Dynamics results show 

that amplitude of thermal vibrations of microgel in hydrogel matrix decreases with 

increase in temperature, in contrast to the expected increase, confirming the presence 

of entanglements/interpenetration of polymer chains between microgels and 

hydrogels. Further, we investigate the effect of such entanglements on the structural 

order of immobilized microgel crystals across VPT. Towards this, we have prepared 

PNIPAM-co-Aac microgel crystal and immobilized it in PAAm hydrogel matrix. The 

structural ordering of immobilized crystal across the VPT is characterized using UV-

vis spectroscopy. The transmission spectra showed the Bragg diffraction dip, 

indicating the existence of crystalline order at all temperatures across the VPT. The 

presence of crystalline order above VPT, in spite of availability of large space around 

them due to a drastic decrease in their size (~ 50%) upon VPT, is due to 
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entanglements of polymer chains between microgel and hydrogel. Entanglements 

restrict the thermal vibrations of microgels within hydrogel and retain crystalline 

order. While the crystalline order is retained, the structural disorder (measured from 

the width of diffraction dip) is found to increase (though very small) upon VPT, 

which is explained in terms of local lattice strain induced from the collapse of 

microgel particles in an entangled state.   

6.2 Materials and Methods 

6.2.1 Preparation of PNIPAM-co-Aac Microgel Particles 

PNIPAM-co-Aac microgel particles have been synthesized using free radical 

polymerization method [213]. 2.8 g of monomer (N-isopropyl acrylamide – NIPAM), 

0.06 g of cross linker (N, N methylene bisacrylamide - BIS), 0.16 g of co-monomer 

(Acrylic acid- Aac) and surfactant (sodium dodecyl sulfate - SDS) were dissolved in 

240 mL of ultrapure deionized (Milli-Q) water. All the chemicals used in synthesis 

were of analytical grade and used as supplied. The filtered solution was degassed 

through constant Argon purging for one hour under vigorous stirring at 70 C. Then 

0.1 g of initiator (potassium persulphate – KPS) is dissolved in 10 mL of deionized 

water and added to the degassed solution at 70 C. The polymerization was carried 

out at 70 C for six hours, and the microgel suspension was cooled to room 

temperature. The synthesized suspension was dialyzed against Milli-Q water and 

concentrated using a stirred cell equipped with an ultrafiltration membrane. The pH of 

the concentrated suspension was found to be 3.4. Therefore, dilute suspensions were 

prepared in a buffer solution of pH of 3.4. The hydrodynamic diameter of PNIPAM-

co-Aac microgel particles measured using dynamic light scattering (DLS) on dilute 

suspension at pH of 3.4 and 24 C was found to be 347 nm with a polydispersity of 
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5.6%. The hydrodynamic diameter of the microgel particles includes the core size as 

well as the shell thickness. Dynamic light scattering measurements have been carried 

out using 3D DLS set up (LS instruments, Switzerland). The concentrated suspension, 

when heated to 35 C and cooled slowly to 22 C, exhibited iridescence, indicating 

crystallization. A photograph showing iridescence from PNIPAM-co-Aac microgel 

crystal at 22 C in a container is shown in Fig. 6.2(a).   

6.2.2 Immobilization of PNIPAM-co-Aac Microgel Crystal in PAAm Hydrogel 

For immobilization of PNIPAM-co-Aac microgel crystal in PAAm hydrogel, 

the microgel crystal was prepared in a pregel solution. The pre-gel solution consists of 

Acrylamide, BIS, and photoinitiator (2, 2-diethoxy acetophenone (DEAP)). Stock 

solutions of 5 M - acrylamide, and 0.125 M - BIS were prepared in a buffer of pH = 

3.4 in order to maintain the pH as that of concentrated microgel suspension. DEAP 

was dissolved in DMSO (dimethyl sulfoxide) to the concentration of 10% (w/w). For 

the preparation of immobilized microgel crystal, 200 L of  5 M – acrylamide, 40 L 

of 0.125 M - BIS and 10 L of DEAP from stock solutions were added to 750 L of 

the concentrated suspension (np= 5.4 x 1013 cm-3). The suspension with pregel was 

then transferred to a thin quartz cell having dimensions of 10 mm  25 mm and 

optical path length of 100 m. The sample cell was sealed with vacuum grease to 

avoid evaporation of water (solvent), heated to 35 C and then cooled slowly to room 

temperature (22 C) for crystallization. After crystallization, immobilization of the 

crystal was achieved using photopolymerization by irradiating the sample cell with 

UV radiation (315 nm) for about 4 hours at ~ 15 C. The immobilized crystal was 

then subjected to the UV-vis spectroscopic measurements using a JASCO V-650 UV-

visible spectrometer.  



Entanglement effects on gel immobilized microgels crystals 

 

166 

Dilute immobilized PNIPAM-co-Aac microgel sample was prepared in a 

cylindrical quartz cell of 10 mm diameter by immobilizing the dilute microgel 

suspension (np= 2.7 x 1010 cm-3), by the same method used for immobilizing the 

crystalline sample. Dilution was done using the buffer solution of pH =3.4 to maintain 

the same pH as that of the dense suspension. The pre-gel concentration in dilute 

suspension was maintained to be same as that used for immobilizing the crystalline 

sample. Dynamics measurements in this dilute immobilized microgel sample were 

carried out using 3D DLS set up. Upon immobilization, the sample becomes non-

ergodic [358]. Therefore, during the DLS measurements, sample cell was rotated 

slowly (1 rotation per 20 min.) and ensemble averaged intensity-intensity correlation 

function was measured and used for further analysis [359].     

6.2.3 3D Dynamic Light Scattering analysis of gel-immobilized samples 

The dynamics in gel-immobilized samples have been investigated using 3D 

DLS technique. It utilizes cross-correlation methods to determine intensity cross-

correlation function. In case of turbid suspensions, multiple scattering affects the 

measured ),()2( tqg . The cross-correlation technique is helpful in removing the 

multiple scattering effects on ),()2( tqg , thereby giving intensity cross-correlation of 

singly scattered light. In 3D light scattering, two light scattering experiments are 

performed simultaneously using two laser beams (wave vectors 1ik


, 2ik


) which cross 

each other at an angle   at the center of the vat and the scattered light from 

corresponding beams (wave vectors 1sk


, 2sk


) are detected using two detectors (Fig. 

6.1(b)). The two detectors are placed on the goniometer arm in such a way that both 

the detectors see the same scattering wave vector with respect to the singly scattered 
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light (Fig. 6.1(a)), i.e., 2211 sisi kkkkq


 .The intensity cross-correlation 

function  ),()2(

12 tqg  calculated using the scattered intensities ),(1 tqI   and ),(2 ttqI  is 

given as 

)()(

),(),(
),(

21

21)2(

12
qIqI

ttqItqI
tqg


                                  (6.1) 

The detectors detect both the singly scattered and multiply scattered light. The 

multiply scattered photons after scattering from many particles reach the detector with 

different values of q


. The intensities of light scattered at same q


are temporally 

correlated, whereas that for different q


is temporally uncorrelated. Upon cross-

correlation of the intensity of the scattered light from the two detectors, the multiply 

scattered light gives rise to a constant background and only the singly scattered light 

contributes to the correlation function. ),( tqf obtained from ),()2(

12 tqg using Siegert’s 

relation is given as 

2)2(

12 ),(1),( tqftqg                                     (6.2) 

where  is the net coherence factor given as cm  12 with cm  ,, 12 the 

coherence factor due to multiple scattering, coherence factor due to the overlap of two 

laser beams and the detector cross section respectively. 

Upon immobilization of microgel particles into the hydrogel, samples become 

non-ergodic [358]. In non-ergodic systems, the time-averaged scattered intensity 

measured at a given scattering wave vector (q) differs from that of ensemble-averaged 

intensity. 
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Figure 6.1  (a) Ray diagram showing scattering geometry of 3D light scattering setup, (b) Schematic 

diagram of the cross-correlation light scattering setup.  

In these systems, the time-averaged ),()12( tqg measured at different q values 

differ from each other, and the true ensemble average of ),()12( tqg  is obtained by 

averaging the time-averaged correlation functions at different q values to obtain

),( tqf . ),( tqf  for non-ergodic samples using cross-correlation scattering technique 

is given as [360] 
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where    
ttEE

qIqIqIqI )()()()( 2121 , subscripts E and t denote the 

ensemble and time-averaged intensities respectively. Subscripts 1 and 2 refer to the 

detectors 1 and 2 to measure the intensities for cross-correlation. dilute = c12 , 
12 is 

the coherence factor due to the overlap of two laser beams and c  is due to the finite 

area of the detectors. The ensemble average of the scattered intensity 
E

qI )( is 

obtained by measuring the scattered intensities from different sample locations by 

rotating or translating the sample during the measurements and 
t

qI )( is obtained by 



Entanglement effects on gel immobilized microgels crystals 

169 

measuring the time average of the scattered intensity at one location in the sample, 

i.e., at a single q value.  

However, the above method works well only for homogeneous samples. Xue 

et al. [358] have proposed a direct method to measure the ensemble averaged intensity 

correlation by averaging the time-averaged intensity autocorrelations measured at 

different locations in the sample. It is a more direct method and works well for both 

homogeneous and inhomogeneous samples. The ensemble averaging is achieved by 

either translating or rotating the samples during the measurement. The rate of 

translation/rotation decides the time scales up to which the sample dynamics can be 

probed. In our measurements, we rotate the sample about the vertical axis at a speed 

of 1 rotation per 20 min. The rotation speed is decided such that the sample dynamics 

is completely isolated from the decay of correlation function arising due to the 

rotation. Our measurement directly gives the ensemble averaged intensity cross-

correlation function, ),()2(

12 tqg  which is used to obtain the field correlation function 

),( tqf  using Siegert’s relation [358] as in Eq. (6.2). ),( tqf is further analysed to 

study the dynamics in gel-immobilized samples. 
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6.3 Results and Discussion 

6.3.1 Identification of VPT of PNIPAM-co-Aac Microgel Particles 

         

Figure 6.2  (a) Photograph showing iridescence from PNIPAM-co-Aac microgel crystal in a 

container at 22 ºC. b) Variation of hydrodynamic diameter, d of PNIPAM-co-Aac 

microgel particle with temperature at pH ~ 3.4. 

Temperature response of PNIPAM-co-Aac microgel particles at pH = 3.4 has 

been investigated by monitoring the diameter of microgel particle, d as a function of 

temperature. Fig. 6.2(b) shows a variation of d with temperature measured using DLS 

on a dilute suspension (np= 2.7 x 1010 cm-3). Upon increasing the temperature, the 

microgel diameter decreases with a sudden collapse at ~ 32 C, which is identified as 

volume phase transition (VPT). This transition of PNIPAM based microgels from 

swollen to deswollen state occurs as, the hydrophobic groups on PNIPAM favors 

polymer rich environment above the VPT [190]. Temperature dependent 

measurements were carried out around this VPTT (32 °C) of the microgels.         
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6.3.2 Evidence for Entanglements of Polymer Chains between Microgel and 

Hydrogel 

The process of immobilization of microgels into hydrogel matrix involves the 

polymerization of a pre-gel solution with microgels immersed in it. As microgels are 

porous and core-shell structured, the polymerization of pregel solution can occur 

outside as well as inside the microgel, and thus may form entangled / interpenetrating 

network of polymer chains between microgels and hydrogel. Song et al. [224] have 

implicated the presence of such entanglements between hydrogel and microgel, from 

their observation of temperature dependent swelling/ deswelling of PAAm hydrogel 

incorporated with PNIPAM-co-Aac microgels. Here, we report another evidence of 

entanglements between polymer chains of microgels and immobilizing hydrogel, by 

investigating the dynamics in the microgel-hydrogel composite as a function of 

temperature. Dynamics measurements have been carried out on a dilute suspension of 

PNIPAM-co-Aac microgels (np= 2.7 x 1010 cm-3) immobilized in PAAm hydrogel 

matrix, across the VPT of microgels. The dilute suspension was chosen to study 

dynamics so that influence of inter-particle interactions between microgels [189,361] 

can be ignored. Dynamics measurements were carried out using 3D DLS technique 

[359]. At each temperature, the waiting time of 15 min was given before DLS 

measurement, for samples to reach to an equilibrium state. Due to non-ergodic nature 

of hydrogels [358], ensemble averaged intensity-intensity cross-correlation function, 

),()2(

12 tqg  was measured at a given scattering wave vector, q by rotating the sample at 

speed of 1 rotation per 20 min. From the measured ensemble averaged intensity-

intensity cross-correlation function, field correlation function ),( tqf is determined 

using Segert’ relation, 
2

12

)2(

12 ),(1),( tqftqg c with c and 12 being contribution 
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from detector coherence area and overlap of two laser beams used for cross-

correlation. We have also measured the dynamics in PAAm hydrogel without 

microgel particles for reference. Fig. 6.3(a), (b) shows the ),( tqf for PAAm hydrogel 

without and with PNIPAM-co-Aac microgel particles at different temperatures, 

respectively. The second decay in correlation functions (~ 0.1 sec) is due to rotation 

of the sample during measurements. The rotation speed of 1 rotation per 20 min was 

chosen so that this second decay is well separated from initial decay of the sample. 

We have analyzed the correlation functions for their first decay to obtain the decay 

rate, 𝛤 and longtime saturation limit, ),( qf . In the case of hydrogel without 

microgel particles, ),( tqf  is analyzed using gel mode plus inhomogeneity (GMPI) 

model [358] with the following function,  

)/(exp),(),( 2 ftGqAqftqf                              (6.4) 

according to which, scattering from gels consist of a dynamic part from gel modes 

which decay with decay rate fGq 2 and a static part from steady 

inhomogeneities. Here, A is the amplitude of gel modes, G is elasticity modulus of the 

gel and f is coefficient of friction between polymer and solvent. For all temperatures 

),( tqf  for hydrogel without particles is found to fit with Eq. (6.4) indicating purely 

diffusive modes of PAAm hydrogel. In the case of hydrogel with microgel particles, 

the dominant scattering comes from the microgel particles due to their dense core 

[192,355]. The field correlation of light scattered from the microgel-hydrogel 

composite can be described as [358,362],  

   

 teqtqf  1exp),( 22                             (6.5) 
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where 〈𝛿2〉 is the amplitude of mean square displacement of the microgel 

particle within the hydrogel matrix. The exponent 𝛼 characterizes nature of motion of 

the microgel, either to be diffusive (𝛼 = 1) or deviates from diffusive (𝛼 ≠ 1), hence 

the interaction between microgel and hydrogel matrix. The analysis of ),( tqf for 

hydrogel with the microgel particles using the Eq. (6.5), gives the value of   1 for 

all temperatures across the VPT, suggesting the diffusive motion of PNIPAM-co-Aac 

microgel particle within PAAm hydrogel matrix. It implies that either PNIPAM-co-

Aac microgel particles are diffusing freely within the space confined by polymer 

network of PAAm hydrogel or are strongly bound to PAAm hydrogel and exhibit 

diffusive motion due to the gel modes.  

In order to verify whether the microgels are freely diffusing or bound inside 

the hydrogel network, we have obtained the decay rate 𝛤 and long time saturation 

value, ),( qf  for hydrogel and hydrogel-microgel composite by analyzing  

corresponding ),( tqf . Fig. 6.3 (c) and (d) shows 𝛤 and ),( qf for hydrogel without 

and with the microgels as a function of temperature, respectively.  

For PAAm hydrogel, 𝛤 increases linearly with increase in temperature as 

expected [358,363]. On the other hand, the temperature dependence of 𝛤 for hydrogel 

with microgels is non-linear due to the corresponding variation of microgel size (Fig. 

6.3(b)). It increases below VPT, exhibits a plateau near VPT and again increases 

above VPT. This suggests that the dynamics of volume phase transition in the 

microgel-hydrogel composite is significantly different than that for microgels in 

aqueous suspension. To ensure the equilibrium state of microgel-hydrogel composite, 

we have carried out time dependent DLS measurements at a given temperature, after 

equilibrium time of 15 min. Fig. 6.3 (e) shows time dependence of decay rate, 𝛤 and 
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),( qf  for temperatures in the vicinity of VPT. Both the 𝛤 and ),( qf  are constant 

for all the measured times, indicating the equilibrium state of samples. Time 

dependence of microgel size in suspension as a function of time after an equilibration 

time of 15 min, is shown in Fig. 6.3 (f) for comparison. The correlation functions for 

microgel suspension were measured at 5 min interval as they decay faster. Time 

independence of microgel size indicates equilibrium state. The plateau in 𝛤 (Fig. 6.3 

(c)) near VPT is an indication of the presence of interactions between microgel and 

hydrogel. Because, if microgels are freely diffusing within the hydrogel, 𝛤 near VPT 

should increase more rapidly, as 𝛤 is inversely related to microgel size [358,364] 

which decreases rapidly near VPT (Fig. 6.3(b)). Thus, the plateau in 𝛤 indicate 

binding of microgel and hydrogel network. Such a binding is possible through 

interpenetration/entanglements between polymer chains of microgels and hydrogel, as 

immobilization has been carried out in swollen state of microgels (at 15 C). As 

microgel particles shrink near VPT, the entanglements of polymer chains between 

hydrogel and microgel becomes stronger, which increases hindrance to the microgel’s 

motion, giving rise to plateau in 𝛤.  

We have also monitored the long time saturation limit, ),( qf of field 

correlations for hydrogel without and with microgel particles, as a function of 

temperature across VPT (Fig. 6.3(d)). ),( qf  is related to the amplitude of thermal 

vibrations of scattering element [364]. ),( qf for hydrogel without microgels is 

constant with respect to temperature. Whereas ),( qf for hydrogel with microgels 

increases as temperature is increased, and attains saturation after VPT.  
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Figure 6.3  f(q,t) for PAAm hydrogel at different temperatures (a) without and (b) with PNIPAM-co-

Aac microgel particles incorporated. (c) Decay rate,  and (d) f(q,) of PAAm hydrogel 

with and without microgels, as a function of temperature.  Inset in (d) is temperature 

dependence of <2> of microgels in the hydrogel. Error bars are obtained from the 

average of three measurements. (e) time dependence of  and f(q,) for microgel-

hydrogel composite and (f) time dependence of microgle size in aqueous suspension, at 

different temperatures in the vicinity of VPT. Continuous lines are guide to the eyes.    
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The amplitude of mean square displacement, 〈𝛿2〉 due to thermal vibrations in 

hydrogel with microgels (obtained from Eq. (6.5)) is shown as an inset in Fig. 6.3(d). 

〈𝛿2〉, which is inversely related to ),( qf  [358,364], decreases as temperature is 

increased, and attains saturation after VPT. Again, if the microgel particles are free 

within the hydrogel network, 〈𝛿2〉 should increase as temperature is increased because 

shrinking creates an extra space around the microgels within the hydrogel network. 

However, we observe a decrease in 〈𝛿2〉  as temperature is increased, confirming the 

entanglement of polymer chains between microgel and hydrogel. As temperature 

increases entanglements become stronger due to the stretching of entangled polymer 

chains, caused due to the shrinking of microgels. This causes a reduction in 〈𝛿2〉 with 

temperature. Above VPT 〈𝛿2〉 saturates, as microgel size remains constant.  Thus, our 

observations of plateau in 𝛤 near VPT and decrease in  〈𝛿2〉 upon VPT constitute 

strong evidence of entanglements between polymer chains of microgels and hydrogel 

used for its immobilization.  

6.3.3 Consequences of Entanglements on Structural Ordering of Gel- 

Immobilized Microgel Crystal using UV-vis Spectroscopy 

In the previous section, it is shown that when PNIPAM-co-Aac microgels are 

immobilized in PAAm hydrogel, polymer chains between the microgels and the 

hydrogel get entangled. We further investigate the effect of such entanglements of 

polymer chains between the microgels and the hydrogel on the structural ordering of 

the gel-immobilized microgel crystal as a function of temperature. For this purpose 

immobilized PNIPAM-co-Aac microgel crystal was prepared in a thin quartz cell of 

100 m optical path length as described in experimental section.  
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Figure 6.4  (a) UV-vis transmission spectra from gel immobilized microgel crystal at different 

temperatures showing Bragg diffraction dip. Temperature dependence of position (b) and 

minimum (c) of the diffraction dip in transmission spectra. (d) time dependence of Bragg 

diffraction (gel size) for immobilized microgel crystal at 40 ºC.  

To investigate the temperature dependence of structural ordering in this 

immobilized microgel crystal, its UV-vis transmission spectra have been recorded 

across the VPT using a JASCO 650 spectrometer. At each temperature, samples were 

equilibrated for 15 min, before recording the spectra. Fig. 6.4(a) shows the UV-vis 

transmission spectra of the immobilized microgel crystal at different temperatures. All  

spectra were recorded under normal incidence. At all temperatures across the VPT, 

transmission spectra show a dip due to Bragg diffraction, indicating the presence of 

crystalline order. The diffraction dip occurs at wavelength min (~ 710 nm) which 

satisfies the Bragg condition, 
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minsin2  nd hkls
                                          (6.6) 

where dhkl is inter-planar spacing, s is the refractive index of solvent, n´ is the order 

of diffraction (n´ = 1 for the first-order) and  is the angle between the crystal plane 

and the diffracted ray which is 90 for normal incidence. Microgel crystals are known 

to grow in face-centered cubic (fcc) structure [204] with close-packed planes, having 

h,k,l <111>, facing parallel to the wall of the cell. Thus, the dip in the transmission 

spectra is due to diffraction from <111> planes of fcc structure. The number density 

of the fcc crystals is related to min as [364]  
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pn                                          (6.7) 

The np determined using above relation is found to be 4.05 x 1013 cm-3 and the 

volume fraction (𝜙 = 𝑛𝑝𝜋𝑑3/6) at 24 C is found to be 0.87. This 𝜙 of the microgel 

crystal at 24 C is higher than 0.74 (close packing of fcc) and is due to over 

estimation of 𝜙 using the microgel diameter in the swollen state (347 nm). As shown 

in earlier studies [165,352], in dense suspensions, the microgel particle undergoes 

compression due to osmotic pressure from surrounding microgel particles. The near 

neighbor separation (327 nm) determined using min [165,352] is found to be smaller 

than the diameter of the microgel particle in the swollen state, providing  an evidence 

for the compression of PNIPAM-co-Aac microgel particles. Temperature dependence 

of min and the minimum of the dip in transmission spectra (Transmin) is shown in Fig. 

6.4 (b) and (c) respectively, which is discussed in the latter part. 

Above the VPT, microgel shrinks to a diameter of 150 nm (Fig. 6.2(b)), 

reducing the volume fraction of microgel particles within the hydrogel to 0.07.  Thus, 
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the volume fraction of microgel particles in immobilized crystal changes from 0.87 at 

24 C to 0.07 above the VPT, leaving void space with the volume fraction of 0.80 

within the hydrogel matrix. The hydrogel network is reported to be stable against the 

voids formed within the gel network due to the removal of added particles [365]. We 

have tested the stability of immobilized microgel crystal in a collapsed state of 

microgels (at 40 ºC, i.e., well above VPT of microgels) by recording the Bragg 

diffraction as a function of time after the equilibrium time of 15 min, which is shown 

in Fig. 6.4(d). The wavelength of Bragg diffraction remains the same for times up to 

55 min. The wavelength at which Bragg diffraction occurs is related to lattice spacing 

and hence to the size of the gel, suggesting that there is no change in gel size upon the 

collapse of microgel particles. Thus, the void space fraction of 0.80 is available for 

microgel particles to exhibit thermal motion. This space is good enough to destroy the 

crystalline order of microgels due to their thermal motion, as it happens in 

unimmobilized microgel crystals [364]. However, we observe here that in 

immobilized microgel crystal, the crystalline order is present even above the VPT. 

The existence of crystalline order of microgels above VPT (after 32 ºC) is 

understandable in terms of the entanglement/interpenetration of polymer chains 

between microgel and hydrogel matrix. Formation of such 

entanglement/interpenetrating polymer network is possible as microgel crystals have 

been immobilized in the swollen state of microgels (at 15 ºC). As discussed in the 

previous section, entanglements/interpenetration between polymer chains of microgel 

and hydrogel restricts the thermal motion of microgels and hence retains crystalline 

order above the VPT, in spite of the availability of large space due to shrinkage of 

microgels.  Though the mesh size of PAAm hydrogel (~ 6nm) is much smaller than 

the microgel diameter, which is capable of fixing the microgels in hydrogel without 
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entanglements, it is only entanglements which can retain crystalline order above VPT 

as the hydrogel size is fixed. Thus, the presence of crystalline order and hence 

possible tuning of the Bragg diffraction, in immobilized PNIPAM-co-Aac microgel 

crystal with temperature, is due to the entanglements between polymer chains of 

microgel and hydrogel.     

We have also measured the width of the Bragg diffraction dip as a function of 

temperature, which is shown in Fig. 6.4 (a). In order to estimate the width, diffraction 

dip was converted to reflection peak and fitted with Voigt’s function [366] given as 

below: 






 xdxxLxGxV ),(),(),,(                            (6.8) 

It is a convolution of Gaussian 𝐺(𝑥′, 𝜎) and Lorentzian 𝐿(𝑥 − 𝑥′, 𝛾) functions. 

Here 𝜎 is standard deviation of Gaussian and 𝛾 is width of the lorentzian function. 

Full width at half maximum of the peak is taken as total width, W of the peak. Fig. 6.5 

(a) shows that at temperatures well below and above the VPT (32 C), W shows a 

tendency towards saturation. However, in the vicinity of VPT, it increases rapidly. 

Increase in width indicates an increase in structural disorder upon VPT. S. jia et al. 

[367] have reported such stimuli driven order-disorder transition in immobilized 

microgel crystals. They have doped the microgel crystal with impurity microgel and 

shown that the crystalline order can be tuned by changing the dopant size using 

glucose as stimulus. Here, we show that in an undpoed immobilized PNIPAM-Aac 

microgel crystal, structural order is tunable with temperature. This is attributed to the 

entanglement of polymer chains between microgel and hydrogel. As microgel particle 

shrinks, the entangled polymer chains of hydrogel gets strained, causing distortion 
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and stretching of the polymer network to which they are connected. Such strain 

induces structural disorder in the crystal, which is reflected in the increase of the 

width of diffraction dip. Schematics of immobilized microgel crystal depicting 

interpenetration/entanglement of polymer chains of hydrogel and microgels in 

unstrained condition before VPT and strained condition after VPT are shown in Fig. 

6.5 (b) and (c) respectively.  

Fig. 6.4(b) shows the min as a function of temperature. The min is found to be 

the same at all temperatures, suggesting that the inter-planar spacing and hence the 

lattice constant remains unchanged with variation in temperature. On the other hand, 

the minimum of the dip in transmission spectra (Transmin) is found to decrease with 

increase in temperature and exhibits a sudden fall at 32 ºC (shown in Fig. 6.4 (c)). As 

interpreted by Weismann et al. [167] and Song et al. [224], the variation of 

transmission minimum is due to variation of refractive index of microgel particle with 

temperature. As particle shrinks, the polymer density of the microgel particle 

increases. This causes an increase in microgel refractive index and hence the 

scattering efficiency of particles.     

Notice that the relative increase in structural disorder (/min) upon VPT is 

very small ( is ~ 5 nm in Fig. 6.5 (a) and min ~ 710 nm in Fig. 6.4 (a)), while there 

is a large increase in scattering efficiency of microgels due to increase of their 

refractive index [167,218]. This makes the Bragg diffraction dip in the immobilized 

microgel crystal more prominent above VPT as compared to that below VPT, 

allowing tuning of Bragg diffraction intensity of light with temperature. It must be 

mentioned here that our immobilized microgel crystals were prepared in a close 

sample cell (as discussed in experimental section), where hydrogel sticks to the walls 
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of the sample cell. As a result of this, the total volume of the sample remains constant 

across VPT (min is constant in Fig. 6.3(b)). However, there is local stretching of 

hydrogel polymer chains, which gives rise to increase in width of the diffraction dip. 

On the other hand, Song et al. [224] have used immobilized microgel crystal detached 

from the sample cell, where they have observed shifting of min with temperature. 

These observations suggest that the entanglements have a strong effect on temperature 

response of gel-immobilized microgel crystal, and the nature of temperature response 

depends on the boundary conditions imposed on the immobilized microgel crystal. 

 

Figure 6.5  (a) Variation of width, W of the diffraction dip across the VPT. Continuous line is guide 

to the eye. Schematic representation of gel-immobilized microgel crystal having 

entanglements of polymer chains between microgel (blue) and hydrogel (red) showing 

(b) unstrained hydrogel network below VPT and (c) strained hydrogel network above 

VPT.   

In short, immobilization of microgel particles into hydrogel matrix in their 

swollen state leads to the formation of an interpenetrating/entangled network of 

polymer chains between microgel and hydrogel. These entanglements are responsible 
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for retaining crystalline order in the immobilized microgel crystal above VPT, with a 

mere increase in structural disorder. Thus entanglements make it possible to tune the 

intensity of Bragg peak with temperature in the immobilized microgel crystal. 

6.4 Conclusion 

We have synthesized monodisperse PNIPAM-co-Aac microgel particles, 

prepared microgel crystals and immobilized them into PAAm hydrogel matrix by 

photo-polymerization. UV-vis transmission spectra recorded on the immobilized 

microgel crystal showed a dip due to Bragg diffraction at all temperatures across 

VPT, indicating the presence of crystalline order. Study of dynamics in the microgel-

hydrogel composite as a function temperature revealed the arrest of microgel 

dynamics in the deswollen state of microgels, which constitutes evidence for the 

entanglement between polymer chains of microgel and hydrogel. These 

entanglements are shown to be responsible for the existence of crystalline order of 

microgels above VPT under immobilized condition. While retaining the crystalline 

order, entanglements induce local strain causing small increase in structural disorder 

upon VPT. Our experiments show that binding between microgel and hydrogel plays 

an important role in governing the structural order of gel-immobilized microgel 

crystal, which is crucial for obtaining the desired optical properties for various 

applications. We believe that our results will motivate further investigations on 

microgel - hydrogel composites for their complex interactions and applications 

towards development of various sensors and optical devices.  

 



 

184 



 

185 

CHAPTER 7 

SUMMARY AND FUTURE OUTLOOK 

 This chapter summarizes the important new results and conclusions of the 

thesis followed by a discussion on possible future work.  

7.1 Summary and Conclusions 

This thesis describes the various design and developmental aspects of an 

optical tweezer set up and its extension to a holographic optical tweezers (HOTs) 

system employing a dynamic beam shaping technique to create a multitude of spots 

capable of trapping and manipulating mesoscopic particles. Procedures to optimize 

the SLM (the heart of HOTs) to generate uniform and efficient holographic optical 

traps have been described. A novel technique to determine beam profile over the SLM 

was discussed. The contents of this thesis is broadly divided into two categories: the 

development of optical tweezers and its extension to a HOTs system and its 

optimization to generate highly efficient, uniform optical traps, form the first theme of 

this thesis. The developed optical manipulation system has been applied to study the 

volume phase transition (VPT) in a special class of colloidal systems known as 

stimuli-responsive microgel systems (PNIPAM-co-Aac) at the single particle level, 

which finds applications of utmost importance and serves as a probe for model 

condensed matter systems. In addition, the crystals of these microgels have been 

studied for their disorder (in particular, second type disorder) under osmotic 

compression, and our study unfolds some interesting physics in these systems. Since, 

the practical use of these stimuli-responsive systems requires these systems in 

portable immobilized form, an immobilized form of these microgels in a hydrogel 
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matrix has been studied. Our studies of dynamics using 3D DLS reveals the presence 

of entanglements, and we discuss its effects on the order and disorder in these 

immobilized crystals. These studies on this microgel system (PNIPAM) using our 

optical manipulation systems and other light scattering techniques forms the second 

theme of this thesis. 

Chapter 1 of this thesis is an introduction to the development of the field of 

optical manipulation, and its historical evolution through various experiments done by 

earlier researchers demonstrating radiation pressure of light. A major leap through 

occurred when the capability of trapping microscopic particles using a single laser 

beam, the single beam gradient trap, was discovered by Arthur Ashkin in the 1970’s 

after the invention of lasers. This was a breakthrough in science, and it found use in 

various fields of research to exploit the properties of systems at a single particle level, 

from biology to condensed matter. Further developments in the field such as trapping 

multiple particles to perform various interaction studies gave birth to the technique of 

HOTs, through other beam shaping techniques such as the use of scanning mirrors, 

deformable mirrors, AODs, EODs has been described. The various applications of the 

state of the art optical manipulation technique have been described, in particular, in its 

application to colloidal systems. This chapter also introduces colloidal systems, in 

particular, a class known as responsive colloidal systems which change their 

properties with changes in various external stimuli like temperature, pressure, pH, 

ionic strength. Chapter 1 discusses the motivation behind the various developments 

and research work carried out in the thesis, describing major outcomes of the thesis. 

In chapter 2, the development of optical tweezers set-up along with its 

principle of operation is described. The principle of optical trapping in various 
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trapping regimes, the Rayleigh regime, ray-optic regime and intermediate regime are 

discussed. It also describes the various design considerations for building the optical 

tweezer set-up and its extension to create steerable traps in three dimensions. Further, 

we discuss calibration techniques and how we calibrated the optical trap by the 

Boltzmann method and equipartition method. The trap stiffness of a trapped particle 

was measured as a function of laser power and found to be linear, confirming the 

calibration to be correct. We also showed the capability of the set-up in trapping 

multiple particles in a ring geometry by placing the focus of the laser on the top 

surface of the sample chamber. 

Chapter 3 describes the design and development of HOTs system using a 

phase-only reflective spatial light modulator (SLM) incorporated in the optical 

manipulation system. We present a methodology to optimize the properties of 

graphics, (SLM being driven by a DVI interface through graphics) using a method 

similar to that used for optimizing LCD televisions. The graphics card was optimized 

for maximum diffraction efficiency and for addressing the gray values with uniform 

resolution through the range of available phase levels. A calibration function was 

generated for the SLM correcting for the non-linearity in the phase response that 

resulted in an improvement of diffraction efficiency to 50% from 29% with the 

calibration function from the supplier.  It also enhanced the phase modulation depth 

from 1.4 π to 1.7 π. Further, a new technique based on diffraction has been presented 

to quickly calibrate the SLM for spatially varying phase response. We divided the 

SLM into 8×8 sub-sections, and each of these subsections were optimized for 

brightness, contrast, and gamma by measuring the power in the first-order beam as a 

function of brightness, contrast, and gamma of the hologram. The optimized values 

were incorporated into the algorithm to generate holograms, and an improvement in 
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diffraction efficiency of 55% from 50% was observed. Uniformity in the intensity of 

the trap spots was found to improve from 76% to 97% as observed from reflective 

measurements, resulting an uniformity of 80% in the trap stiffness for particles 

trapped in a circular array of eight spots.  The SVPR correction also improved the trap 

quality up to 6.5%, as calculated from spot sharpness metric and a trap performance 

metric of value 0.49. This method allows for quick calibration for spatially varying 

phase response (SVPR) as required for experiments performed at different laser 

power levels and non-uniform illumination, the phase response of the SLM being 

dependent on the incident power level. Further, using the same methodology we 

devised a novel technique to determine the actual beam profile of the incident laser 

beam over SLM, which is required as an input for algorithms to generate the 

holograms to be displayed over SLM. 

Using the optical manipulation system, PNIPAM-co-Aac microgels have been 

investigated for their VPT at a single particle level as described in chapter 4 of this 

thesis. We trapped a single microgel, measured its trap stiffness as a function of 

temperature and characterized its VPT; we compared these results to the conventional 

DLS technique that gives an average effect of VPT measured on ~107 to 108 particles. 

Analysis of DLS data is affected by the polydispersity in the sizes of the particles. We 

found the VPT to be of continuous type and VPTT at 34 ºC as observed with DLS on 

107 particles, suggesting a negligible effect of low (2%) size polydispersity on VPT of 

microgel and similar nature of inhomogeneities among different microgels. We also 

computed the trap stiffness numerically as a function of temperature, the temperature 

change being reflected by the change in size and the refractive index of microgel with 

temperature. The change in refractive index played a dominant role which led to an 

increase in the trap stiffness compared to the size whose decrease led to a decrease in 
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the trap stiffness with temperature. The rise in the value of trap stiffness upon VPTT 

is found to be due to a sudden deswelling of the microgel, which lead to an increase in 

refractive index and decrease in particle size. This characterization of VPT at single 

particle level will motivate utilization of optical manipulation system to probe various 

other processes in stimuli-responsive microgel systems. 

In chapter 5, dense suspensions of PNIPAM-co-Aac microgel suspensions 

subjected to osmotic compression have been investigated for their disorder. It is found 

that under osmotic compression the particle sizes reduce due to increasing 

concentration of particles in suspension, but also the size polydispersity reduces 

significantly, leading to the onset of crystallization in more osmotically compressed 

sample, compressed beyond a volume fraction of 0.74. We investigated the second 

type disorder in samples with different extent of osmotic compression and found that 

the second type disorder reduced under pressure. We also found first type disorder in 

this system. The increase in concentration with a simultaneous reduction in SPD is 

responsible for the appearance of long-range order in these osmotically compressed 

samples. 

In chapter 6, PNIPAM microgels immobilized in hydrogel were investigated 

for the presence of entanglements. A dynamics study, using 3D DLS, revealed the 

presence of entanglements between the polymer chains of the microgel and the 

immobilizing hydrogel, and this is confirmed by the arrest of microgel dynamics in 

the deswollen state of microgels as a function of temperature. Investigation of the 

immobilized microgel crystals of these microgels showed the existence of crystalline 

order even after VPT, with increasing structural disorder. This has been attributed to a 

decrease in amplitude of the thermal motion of the microgels due to entanglements 
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between microgel and hydrogel polymer chains. The increase in structural disorder 

with an increase in temperature is due to the local strain arising from collapsed 

microgel in an entangled state. These results are important for the development of 

portable microgels for various sensors and optical devices. 

The important results of this thesis work are summarized below. 

 We have indigenously designed and developed an optical tweezer set-up 

capable of trapping microscopic particles stably in three dimensions. 

  The optical traps are calibrated by measuring the trap stiffness by using 

optical potential analysis method and equipartition method.  Confirmation was 

obtained by measuring the stiffness as a function of laser power that is shown 

to be linear.  

 We have trapped multiple particles using optical tweezer in a consecutive ring 

geometry by moving the focal spot to the upper surface of the sample box. 

 We have designed and developed a HOTs set-up capable of trapping multiple 

particles at desired locations. 

 We have presented a methodology to calibrate SLMs driven by DVI interface 

graphics. We optimized the graphics for parameters like brightness, contrast, 

and gamma for uniform resolution in addressing the gray level throughout the 

available phase levels and improved efficacy. 

 We have developed a look-up table resulting in a linear phase response of the 

liquid crystals of SLM. 
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 We have presented a simple technique for quick calibration of SLMs suffering 

from spatially varying phase response (SVPR) and showed an overall 

diffraction efficiency improvement from 29% to 55% and improved 

uniformity from 76% to 97% after optimization of SLM. The SVPR correction 

also improved the trap quality up to 6.5% as calculated from spot sharpness 

metric values along with a trap performance metric of value 0.49 

 A novel technique is presented to determine the laser beam profile incident 

over SLM as required by iterative algorithms generating the holographic 

optical traps. 

 We have trapped polystyrene particles in an array of traps and presented a 

prescription for them. 

 We present optical tweezers as a technique to characterize the VPT of stimuli-

responsive microgel particles at the single particle level, enabling 

understanding of various phenomena at a single particle level.  

 We showed here for the first time that osmotic compression not only reduces 

the particle size but also the size polydispersity in stimuli-responsive microgel 

photonic crystals of PNIPAM-co-Aac microgel particles. 

 We characterized the second type disorder and showed that with osmotic 

compression, the disorder in these systems reduces, leading to highly 

diffracting photonic crystals. We also showed the presence of first type 

disorder in these colloidal systems. 
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 We provide evidence of entanglement between polymer chains of microgel 

particles with polymer chains of hydrogel medium in immobilized hydrogels 

through a study of dynamics as a function of temperature. 

 The immobilized microgel hydrogel composites are shown to retain crystalline 

order above VPT, and this is attributed to the entanglement between the 

polymer chains of microgel and hydrogels, restricting the extent of thermal 

vibrations. 

 We show the increase in structural disorder with increasing temperature along 

with the retention of crystalline order and this is explained in terms of local 

lattice strain induced due to the collapse of microgel particles in an entangled 

state. 

7.2 Future Outlook 

 The development of optical manipulation system and its extension to HOTs 

opens up a new level of investigation capability to hold, manipulate and probe the 

underlying physics of various systems at single particle level. The scope for future 

work are as follows. 

 To study the dynamics in the time scales of micro-seconds to milli-seconds at 

single particle level, in case of binary colloidal systems, a fluorescence 

correlation spectroscopy (FCS) set-up will be useful.  Such an instrument is 

planned to be built around the developed HOTs set-up to trap and investigate 

colloidal dynamics using FCS. 

 VPT study with varying cross-linker, monomer concentrations are warranted 

to understand the physics at single particle level. 
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 Using HOTs, an array of PNIPAM particles can be trapped in various 

configurations like hexagonal, square cages and dynamics of a single particle 

can be studied in this cage with their varying sizes. 

 Gelation dynamics of a colloidal particle under an optical trap could be 

studied.  

 Dynamics of immobilized PNIPAM microgels in hydrogel medium can be 

studied using HOTs and confocal laser scanning microscopy, to provide more 

insight into the nature of entanglements.     
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