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Abstract  

Oxide materials find applications throughout the nuclear fuel cycle, from 

actinide-bearing ores and commercial reactor fuels to wasteforms for radionuclide 

disposal. Many of the critically important materials used in the nuclear industry are 

oxide based ceramics, like the oxide fuel materials (e.g. urania, thoria), the oxide 

nanodispersoids (e.g. yttrium titanates in ferritic steel) used for strengthening the 

metallic structural materials and the glasses used for the disposal of nuclear wastes 

(e.g. borosilicate glass, iron phosphate glass). 

The predominant fuel materials like urania, urania-plutonia mixed oxide fuel 

(PuO2/UO2), and the alternate fuel thoria, are all oxide based ceramic materials. 

Oxides also find application in strengthening the reactor structural materials. The 

‘oxide dispersion strengthened’ (ODS) steels are the candidate structural material 

proposed for future reactors. These oxide nanodispersoids (yttrium titanates 

particles) enhances the mechanical strength of the ODS steel and improve its 

radiation resistance and creep resistance. Oxides find application in the 

immobilization and the disposal of nuclear wastes also. Oxide based glasses such as 

borosilicate glass (BSG) and iron phosphate glass (IPG), are used as wasteforms in 

the nuclear industry. Particularly, IPG is being proposed as the appropriate glass 

matrix for the disposal of fast reactor wastes. 

The radiation response of oxide based ceramics are very different from 

metals. The fundamental difference is in the nature of bonds and crystal structure. 

Metals and alloys exist in simple crystal structures like cubic or hexagonal, whereas 

ceramics have complex crystal structures such as fluorite or pyrochlore. Moreover, 

the complex crystal structures consist of many sublattices populated by atoms with 

different masses and valency. So, ceramics show significant difference in their 

response to radiation, in terms of defect production, defect aggregation and defect 

recovery.  
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The present thesis deals with the studies on the radiation stability of oxide 

ceramics: (i) thorium dioxide or thoria (ThO2), a nuclear fuel material, (ii) yttrium 

titanates (Y2Ti2O7 and Y2TiO5), the oxide-dispersoids used for strengthening the 

structural material, (iii) Iron Phosphate Glass (IPG), the material proposed for the 

disposal of high level nuclear waste from the fast reactors. 

The behaviour of the inert gas helium inside the oxide fuel thoria was studied 

by implanting helium using low energy beam (100 keV He+). The changes in the 

microstructure were analysed using grazing incidence X-ray diffraction (GIXRD) 

and transmission electron microscopy (TEM). Both the experiments showed that 

there is lattice expansion (1.07 %) in isolated nanometric regions in the surface of 

the sample upon irradiation. First principle calculations showed that the energetics 

prefer aggregation and ordering of helium in the octahedral interstitial sites in thoria 

lattice, and the ordered aggregation results in lattice expansion of 1.25%; this value 

is in agreement with experiments. Thus, the experiments and calculations confirm 

that the lattice expansion is due to the ordering of helium atoms in the octahedral 

interstitial sites of thoria.  

The stability of both the yttrium titanates were compared by irradiating 

both the oxide samples with 70 keV Kr+ ions at room temperature. TEM results 

showed the presence of stacking faults in Y2Ti2O7 and faceted bubbles of krypton 

in Y2TiO5, upon irradiation at room temperature. Further, the nature and strength 

of the different Metal-Oxygen bonds in both these oxides were characterized by 

comparing the pre-edge features in O K-edge in EELS and using the electron charge 

densities calculated using DFT. The pre-edge features in the O-K edge of transition 

metal (TM) oxides manifest the effect of crystal field splitting in the Ti 3d orbital. 

EELS analysis showed that the overlap of Ti 3d orbital and O 2p orbital is less 

dominant in Y2TiO5 compared to Y2Ti2O7. The EELS and DFT results showed that 

Ti-O bonds in Y2Ti2O7 is more covalent compared to Y2TiO5 and Ti-O bonds are 
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more covalent than Y-O bonds in both the yttrium titanates. Hence it is suggested 

that Y2Ti2O7 is better radiation resistant than Y2TiO5. 

In the case of iron phosphate glass (IPG), irradiation induced relaxation 

processes were studied by irradiating IPG with 4 MeV O+ (self) ions. TEM images 

and electron diffraction patterns showed the formation of nanocrystals of 

Fe4(P2O7)3, Fe(PO3)3 and P2O5 in the glass sample upon irradiation. The 

mechanism of crystallization was explained based on stress driven crystallization 

mechanism. Changes in the charge state of Fe atom upon ion irradiation is analysed 

using X-ray absorption spectra. The analysis of O K-edge and Fe L23-edge clearly 

showed that the concentration of Fe2+ has increased and the concentration of Fe3+ 

has decreased upon 4 MeV O+ irradiation. The rise in the population of Fe2+ implies 

that the glass phase of Fe3(P2O7)2 has increased in the glass matrix upon irradiation. 

The rise in the population of Fe2+ increases the viscosity of IPG, which in turn 

increases the glass forming ability.  
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Chapter 1 

Radiation damage in nuclear oxide materials - A 

brief review 

1.1. Motivation  

Oxide materials have remarkable physico-chemical properties such as high 

strength, low thermal expansion, high thermal conductivity, chemical stability and 

especially stability against radiation. Hence oxide materials find application in a 

wide range of fields. Particularly, oxides find applications in the nuclear industry, 

where the materials are expected to provide extended service under extreme 

conditions like high radiation, high temperature and high pressure[1–3]. In fact, 

many of the technologically important categories of materials used in the nuclear 

industry are ceramic oxides.  

Fuel materials are the most important category of materials used in the 

nuclear industry. The oxide ceramic materials used in the nuclear industry are 

exposed to intense radiation. In the case of nuclear fuel materials, the energetic 

fission fragments and the -particles from -decay are the main cause of radiation 

damage, and in any fuel material, inert gas induced swelling is one of the major 

concern. In addition to the fission gases Xe and Kr, considerable quantity of helium 

also is produced in the fuel as a result of triple fission, -decay and interactions 

between nuclei and fission neutrons[4]. Accumulation of all these inert gases leads 

to fuel swelling, and results in degradation of thermal conductivity of fuels[5–7]. 

This ultimately affects fuel performance. If the thermal conductivity is low, the 

temperature gradient in the radial direction of the fuel pellet increases which results 

in high temperature at the central part of the fuel pin[8], and it is not desirable. 

The thermal conductivity of nuclear fuel influences almost all important processes 

such as fission gas release, swelling, grain growth etc. and limits the linear power[9].  
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The radiation response of oxide based ceramics are very different from 

metals[3,10] and the fundamental difference is in the nature of bonds and crystal 

structure. Metals and alloys exist in simple crystal structures like cubic or 

hexagonal, whereas ceramics have complex crystal structures such as fluorite or 

pyrochlore. Moreover, the complex crystal structures consist of many sublattices 

populated by atoms with different masses and valency. The different atoms in the 

given material have different displacement threshold energies (Ed) and also the 

nuclear and electronic stopping ratio differs significantly between the sublattices[11]. 

Basically, ceramics show difference in their response to radiation induced defect 

production, defect aggregation and defect recovery. The predominant fuel materials 

like urania, mixed oxide fuel (PuO2/UO2), and the potential alternate fuel thoria, 

are all oxide based ceramic materials[2,12]. Among them, thoria has drawn attention 

as a potential source of nuclear energy since the 1950s due to several attractive 

features of the Th–U233 fuel cycle and because of its abundance on earth. 

Oxide nanoparticles are used as dispersoid in steel to strengthen the 

mechanical strength against radiation and creep. Fine particles of Y–Ti–O oxide 

particles (yttrium titanates) are dispersed in ferritic steel matrix. The strength of 

these ODS steels, therefore, depends on the stability of these particles under 

radiation, which eventually depends on the strength and the nature of the metal–

oxygen (M–O) bonds in these oxide particles. These stable nanodispersoids are 

identified as the oxides of Y2Ti2O7 and Y2TiO5[13], collectively called yttrium 

titanates. 

Mostly oxide based glass materials are used as wasteforms for the 

immobilization and disposal of nuclear wastes. Presently, borosilicate glass (BSG) 

is being used for the disposal of nuclear wastes from thermal reactor[14]. Iron 

phosphate glass (IPG) is being proposed[15,16] as the appropriate glass matrix for 

the disposal of fast reactor wastes, which has higher concentration of fission 

products, minor actinides, noble metals and volatile fission products. In addition, 
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few more ceramic oxide materials like synroc, titania (glass-ceramic composites) are 

also proposed as alternative wasteforms[17]. The major concern in glassy wasteforms 

is the radiation induced relaxation processes like crystallization. Because, the 

amorphous phase of the glass provides the open space needed to contain the 

radioactive actinides and reduces its leach rate. Therefore, studies on the radiation 

induced relaxation processes in the wasteforms helps to improve the material. 

It is desired that the materials used in nuclear industry should have high 

strength, low thermal expansion, good chemical stability and above all better 

radiation resistance[2,11,18]. The search for radiation-tolerant fuel materials, 

structural materials and wasteforms has been areas of intense research in recent 

years[17,19–21]. 

The radiation response of oxide based ceramics are very different from 

metals[3,10]. The fundamental difference is in the nature of bonds and crystal 

structure. Metals and alloys exist in simple crystal structures like cubic or 

hexagonal, whereas ceramics have complex crystal structures such as fluorite or 

pyrochlore. Moreover, the complex crystal structures consist of many sublattices 

populated by atoms with different masses and valency. So, ceramics show significant 

difference in their response to radiation, in terms of defect production, defect 

aggregation and defect recovery.  

The present thesis deals with the studies on the radiation stability of oxide 

ceramics: (i) thorium dioxide or thoria (ThO2), a nuclear fuel material, (ii) yttrium 

titanates (Y2Ti2O7 and Y2TiO5), the oxide-dispersoids used for strengthening the 

structural material, (iii) Iron Phosphate Glass (IPG), the material proposed for the 

disposal of high level nuclear waste from fast reactors. 

In order to study the radiation resistance of the materials, in the present 

thesis, radiation damage is simulated experimentally on the samples, using ion 

beams from particle accelerators.  
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This chapter, gives a summary of ion solid interactions, the energy loss 

processes and the process of defect generation by ion beams. An introduction to the 

radiation damage effects in nuclear materials is also given, with emphasis on oxide 

based ceramics. This chapter further discusses the radiation resistance 

characteristics of oxide ceramic materials in comparison with that of metals and 

alloys. Further this chapter discusses the significance of the materials investigated 

in this thesis; explains the technical details of their applications in nuclear industry 

and identifies the unresolved crucial questions, thereby motivating the thesis work.  

1.2. Ion-solid interactions 

Ion beam irradiation is the powerful experimental technique to simulate 

radiation damages that take place over years, within laboratory time scales. A brief 

introduction on the basic ion-solid interactions, that produces various radiation 

effects in materials, is given below.  

1.2.1. Energy loss mechanisms – Stopping of ions in solids 

Ion irradiation means bombarding energetic ions on a solid material using 

particle accelerators. Energetic ions interact with solid and lose energy primarily by 

two mechanisms: interactions that lead to electronic excitation (electronic energy 

loss) and interactions with target nuclei (nuclear energy loss). Nuclear stopping 

results in displacement of lattice atoms and electronic stopping leads to ionization. 

Accordingly, the stopping power (the energy loss per unit length) is termed as 

nuclear stopping power (denoted by Sn) and electronic stopping power (denoted by 

Se). The total energy loss S is a combined effect of both the energy loss processes, 

i.e., , or,  

Eqn. 1.1 

Generally, electronic energy loss dominates when the incident ion has high 

energies (of the order of 1 MeV/nucleon), whereas nuclear stopping becomes 
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prominent as the ion slows down (to 1 keV/nucleon). So, in swift heavy ion 

irradiation, electronic energy loss dominates whereas in the case of low energy ion 

irradiation, nuclear energy loss dominates. Figure 1.1 shows a schematic of the 

contributions from both the electronic and nuclear stopping powers as a function of 

energy of incident ion. Here, the values E1 (the maxima of Sn), E3 (the maxima of 

Se) and E2 (the cross-over point), all depend on the target material and the mass 

and the energy of the projectile.  

 

Figure 1.1 Schematic illustration of the typical partitioning of energy in between 

the two energy loss processes (Sn and Se), as a function of the energy of the incident 

ion. 

1.2.1.1. Electronic stopping 

The electronic stopping includes processes like (1) momentum exchange due 

to collisions between the incident ion and a free electron in the target, (2) ionization 

of the incident ion, (3) electron capture by the incident ion, (4) de-excitation of the 

incident ion, (5) de-excitation of the target atom and (6) ionization of the target 

atom. The significance of these processes depend on the velocity of the incident ions. 

The velocity of the ions can be demarcated into three regimes: (a) the low velocity 

regime, where the ion velocities are below the Bohr velocity  of the target electrons 

(b) the high velocity regime with , where  is the mean velocity of 

electrons filling a neutral atom, as given by Thomas-Fermi statistical theory[22], 

and (c) the intermediate regime, which comprises of the velocities of ions in the 

range .  
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In the high energy regime where the ion is stripped of its electrons the 

electronic stopping cross section Se is given by[23]: 

Eqn. 1.2 

where Z1 and Z2 are atomic number of projectile and the target atoms, respectively. 

M1 is the mass number of projectile ion with energy E, e and me are the charge and 

the mass of electron, I is the ionization energy of target material. 

Lindhard and Scharff[24] developed a theory to predict the electronic 

stopping Se in the intermediate energy regime. 

Eqn. 1.3 

where  is a constant of the order  and  (= 0.053 nm) is the Bohr radius. 

Hence, in the intermediate energy regime, the electronic energy loss is proportional 

to the velocity of the ion. 

1.2.1.2. Nuclear stopping 

The nuclear stopping is the sum of energy losses of an ion to elastic collisions 

with the target nuclei. When the ions interact with target nuclei, there is a direct 

transfer of kinetic energy to the target atoms by elastic collisions between the 

projectile nucleus and the target nuclei. A common feature for all ions is that the 

nuclear stopping has a maximum at low energies (1 keV/nucleon) and it decreases 

as the energy of the ions increases. Depending on the value of the reduced range 

relative to the Thomas-Fermi screening radius , nuclear stopping is classified 

into two regimes. 

a) High energy elastic collisions regime  

At high energies, where the interaction between the projectile and the target 

nuclei can be accurately represented by a coulombic interaction, the nuclear 

stopping cross section is given as[22]: 
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Eqn. 1.4 

where ER is the Rydberg energy and  

Eqn. 1.5 

b) Low energy elastic collision regime  

In this case, the nuclear stopping Sn is given by[22], 

Eqn. 1.6 

where the universal ZBL (Ziegler, Biersack and Littmark[26]) stopping (in reduced 

notation) is given by, 

Eqn. 1.7 

The reduced energy  in Equation 1.15 and 1.16 is given as[25], 

Eqn. 1.8 

1.2.2. Ion Range and Straggling in solid 

In reality, the actual path that an ion follows during implantation would be 

convoluted. However, the average of the total integrated distance traveled by ions 

is well defined and is called the range (R). The range is given by, 

Eqn. 1.9 

This is the net projected distance an ion travels perpendicular to the 

substrate surface before coming to rest. Due to the statistical nature of the energy 

loss processes, different ions stop at different depths, giving rise to a distribution 

around the mean value of the range, called projected range (Rp) (illustrated in 

Figure 1.2(a)). The distribution is often approximated to a Gaussian and the half 
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width of the distribution defines the straggling in the projected range (∆Rp). The 

depth profile of the implanted atoms have a Gaussian distribution, as described in 

Figure 1.2(b). But in single crystals it becomes more complicated because of ion 

channeling effects. The stopping power, range and straggling of ions are usually 

calculated using the well-known computer code ‘Stopping and Range of Ions in 

Matter’ or SRIM[26].  

 

Figure 1.2 The schematic representation of (a) the projected range (Rp) and (b) 

the distribution of implanted atoms, as a function of depth (with, ∆Rp, the 

straggling). 

1.2.3. Sputtering  

It may happen that a target atom in the surface of the material receives 

momentum which is directed towards the surface. If the kinetic energy of such an 

atom is high enough to overcome the surface binding energy, it will leave the surface 

and will be sputtered away. Under continuous irradiation, the surface will be eroded 

as a whole. This phenomenon is called as sputtering. The theoretical description of 

sputtering phenomenon is formulated by Sigmund[27]. Here the sputtering yield Y, 

is defined as the average number of sputtered atoms per incident ion. For linear 

collision cascades, i.e., for an isotropic distribution of sufficiently small number of 

binary collisions within a cascade, the sputtering yield Y is given by,  
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Eqn. 1.10 

where  being a dimensionless function of the angle of incidence  and the mass 

ratio M2/M1, E is ion energy,  is the surface binding energy and  is the 

nuclear stopping. According to Eqn. 1.10, the sputtering yield depends on the 

surface binding energy and also on the atomic species. In multi component materials 

like complex oxides, different sputtering yields might therefore be observed for 

individual atomic species, i.e., one or more atomic species are sputtered 

preferentially. Due to this preferential sputtering, the surface concentrations are 

altered with increase in ion dose even in a homogeneous material. SRIM[26] software 

also provides an estimate of the sputtering yield for the different atomic species 

present in complex systems like oxides.  

1.2.4. Radiation damage  

The energy loss by nuclear stopping primarily produces defects and radiation 

damage in solids. The primitive damages in solid materials due to ion irradiation 

involve the microscopic defects produced in materials such as creation of primary 

knock on atom, displacement cascade, stable Frenkel pairs and defect clusters, etc. 

These microscopic defects are referred to as radiation damage. These microscopic 

defects modify the macroscopic properties, which are referred to as radiation damage 

effects or simply radiation effects. The characteristic time scales for ‘radiation 

damage’ and ‘radiation effects’ is vastly different. Radiation damage events take 

place in time scale less than 10-11 sec after the ion has interacted with the solid. 

Radiation effects manifests later on and evolves over months and years. 

The microscopic displacement damage event is actually composed of several 

distinct processes such as (i) the interaction of an energetic incident particle with a 

lattice atom and the transfer of kinetic energy to the lattice atom resulting in the 

displacement of the atom from its lattice site; this atom is called as the primary 
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knock-on atom (PKA), (ii) the passage of the displaced atom through the lattice 

accompanied by the creation of additional knock-on atoms; the secondary knock on 

atoms, (iii) the production of a displacement cascade (collection of point defects 

created by the PKA) (iv) the termination of the PKA as an interstitial atom in the 

lattice. This entire chain of events consumes only about 10−11 s (see Table 1.1). 

Table 1.1 Approximate time-scale for the production of defects due to 

irradiation[28]. 

Time  Event Result 

10
-18

 s 
Energy transfer from the 

incident particle 
Creation of a PKA 

10
-13

 s 
Displacement of lattice atoms 

by the PKA 
Displacement cascade 

10-11 s 
Energy dissipation, spontaneous 

recombination and clustering 

Stable Frenkel pairs and defect 

clusters 

>10-8 s 
Defect reactions by thermal 

migration 

SIA and vacancy recombination, 

clustering, trapping, defect emission 

Years Macroscopic radiation effects Embrittlement, void swelling, etc. 

The collision cascade phenomena is classified into three different regimes 

based on the energy of the ions and the damage mechanism, as illustrated in Figure 

1.3. In the single collision regime (Figure 1.3(a)), which is typical for light ions at 

low energy, the atomic motion is stopped after a few collisions and so a cascade does 

not develop. The linear cascade regime (Figure 1.3(b)) is the regime where collisions 

take place only between fast moving ions and atoms at rest. This regime is the 

standard regime in the range of ion energies of the order of keV. In contrast, in the 

thermal spike regime (Figure 1.3(c)), the cascade becomes so dense that collisions 

between fast particles play an essential role. The life time of the spike is of the order 

of 10-13 s, which is of the order of the period of lattice vibrations.  

The simplest theory of displacement cascade is given by Kinchin and Pease 

model[29], which gives an estimate of the maximum number of Frenkel pairs created 

by the incoming particle. The model assumes the following: (i) The cascade is 
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Figure 1.3 Schematics of cascade regimes (a) single collision regime, (b) linear 

cascade and (c) thermal spike. 

created by a sequence of two-body elastic collisions between atoms and the energy-

transfer cross section is given by the hard-sphere model. (ii) The PKA or any lattice 

atom struck by a PKA or higher order recoil must receive a minimum amount of 

energy in the collision (called the displacement threshold energy Ed) in order to be 

displaced from its lattice site. It is assumed that Ed is consumed in displacing an 

atom and gets subtracted from the initial energy. (iii) The arrangement of the atoms 

in the solid is random i.e., the effects due to crystal structure is neglected. (iv) No 

atomic displacements occur, when the PKA energy is greater than Ec, the cutoff 

energy (Ec  A keV, where A is the mass number of the incident ion.) For all 

energies less than Ec, electronic stopping is ignored, and only atomic collisions take 

place. The number of atoms displaced by a single PKA with energy E, is given by 

Eqn. 1.11 

Displacements per atom (dpa) is the unit, which is used to compare radiation 

damage by different radiation sources. It is the number of times an atom is displaced 

from its normal lattice site by atomic collision processes. It may also be noted that 

the probability of athermal annihilation of vacancies and interstitials is also large 

because of the proximity of the point defects in a cascade. Hence, the number of 

point defects that survive a cascade can be as low as 1% of the number predicted 

by any simple cascade theory. 
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Thus, high energy particles induce the formation of point defects and defect 

clusters within picoseconds. With time, normal diffusion processes take place and 

irradiation induced defects recombine or cluster together to form more stable 

damage structures. So, a large population of different types of stable defect 

structures such as interstitials, vacancies, defect clusters, dislocation loops, 

dislocation network, stacking faults, voids, helium bubbles, precipitates, etc. are 

formed during irradiation. They may lead to order–disorder transformations, 

amorphization and swelling of the material, and also to phase decomposition or 

formation of new crystalline phases[17]. 

1.3. Ion irradiation effects in materials 

Ion irradiation leads to changes in several properties of the material. The 

changes in properties are due to the formation of interstitial and or vacancy defects, 

defect clustering, order-disorder transformations, amorphization, swelling, phase 

decomposition or the formation of new crystalline phases. The structure and 

composition of the material provide a critical means of controlling its radiation 

response. 

This leads to alterations in physical properties (like transport, optical, 

corrosion, oxidation), as well as mechanical properties (like strength, hardness, wear 

resistance, fatigue resistance). The compositional changes brought about by ion 

bombardment are classified into recoil implantation, cascade mixing, radiation-

enhanced diffusion, radiation-induced segregation, Gibbsian adsorption and 

sputtering. Microstructurally, the phases present are often altered from what is 

expected from equilibrium thermodynamics, giving rise to order-disorder 

transformations, metastable (crystalline, amorphous or quasicrystalline) phase 

formation and growth, densification, grain growth, formation of a preferred texture 

and the formation of a high density dislocation network.  



Ion irradiation effects in materials Chapter 1 

13 

1.3.1. Effects of low energy ion irradiation – nuclear processes 

In low energy ion irradiation, where the projectiles have energy 1 keV per 

nucleon, the projectiles are implanted at shallow depths (few hundreds of 

nanometer) and the predominant mode of energy loss would be through nuclear 

processes. A classic example for the effects of low energy ion irradiation was reported 

by Amirthapandian et al.[30,31], where low energy ion irradiation has induced the 

mixing of (few nm thick) multilayers of Fe/Ag. Fe and Ag metals, which are 

thermally immiscible, readily mixed completely when irradiated with 85 keV Ar+ 

ions at 110 K. The mixing at 325 K was not homogeneous even at a high ion fluence 

of 3×1016 ions/cm2, as evident from the presence of a sharp sextet in the Mossbauer 

spectrum, with the hyperfine field of 33 T (shown in Figure 1.4(a)), along with a 

doublet and a broad sextet. The sharp sextet corresponds to the Fe atoms in the 

interior of α-Fe. But at 110 K, the Fe atoms were intermixed with Ag atoms at a 

low ion fluence of 1×1015 ions/cm2, as evidenced by the presence of only a single 

doublet (shown in Figure 1.4(b)). This suggested that Fe atoms were completely 

intermixed with Ag atoms.  

  

Figure 1.4 Mossbauer spectra from the multilayers of Fe/Ag 85 keV Ar+ ions (a) 

at 325 K, ion fluence 3×1016 ions/cm2 (b) at 110 K, ion fluence of 1×1015
 ions/cm2. 

Another interesting phenomenon induced by low energy ions, was seen in 

diamond, where the ion beam induces an unusual phase transformation. Diamond 
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undergoes a transition from insulating material to a conducting material upon 

irradiation with 320 keV Xe+ or with 100 keV C+ ions[32].  

1.3.2. Irradiation effects due to electronic energy loss 

Irradiation of materials, by high energy, heavy ions (referred to as swift heavy 

ions or SHI), results in highly excited lattice atoms with negligible contributions 

from elastic collisions. It is expected that the lattice atoms are not displaced in the 

case of electronic excitation generated by SHI. But, the electronic energy deposition 

beyond a certain threshold[33] (10 keV/nm) can cause the movements of atoms 

even in metals, which can lead to mixing. Ion beam mixing was observed in Ti/Si 

systems by 200 MeV Ag ions, where the loss is > 10 keV/nm. The displacement of 

lattice atoms occurs in insulating materials in a cylindrical core along the ion path, 

called ‘ion tracks’, which is the most prominent effect of SHI. When ion tracks form, 

the electronic energy loss (above the threshold), induces a crystal-to-amorphous 

phase transition along the ion path. Figure 1.5 shows the high resolution TEM 

image of an ion track reported by Park et al.[34] in Gd2Ti2O7 pyrochlore. The shell 

(Region 1 in Figure 1.5) around the core (Region 2 in Figure 1.5) exhibits defect 

fluorite structure.  

 

Figure 1.5 TEM images of single ion track in Gd2Ti2O7. There is a defect-fluorite 

shell (Region 1; 1.5 nm thick) that surrounds the amorphous core track (Region 

2). (Ref.[34]) 
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Several interpretations have been proposed to explain the formation of ion 

tracks by SHI. The prominent models are the ‘Coulomb explosion’ model and the 

‘thermal spike’ mechanism.  

According to the ‘coulomb explosion’ model (originally proposed by Fleischer 

et al.[35]) when a swift heavy ion traverses a solid target, its kinetic energy is 

transferred to the target electrons within a short timescale of 10-17 sec and these 

electrons move away from the ion path leaving a positively charged inner cylinder. 

The created ions will repel each other by electrostatic forces and this repulsion leads 

to effective atomic motion and thence track formation. This happens only if the 

electrostatic energy surpasses the chemical bond energy. 

Two models are currently proposed to explain track formation in solids due 

to ion irradiation. The first one[36,37] considers the irradiated solid as a two 

component medium: the electron gas and the atomic lattice. After the passage of 

the irradiating ion (within 10-17 sec), the energy received by the ejected electrons is 

first shared with the other electrons in the vicinity of the ion trajectory due to 

electron–electron interaction. This process gives rise to a local thermalization of the 

electron gas within a period 10-15 sec. The subsequent electron–lattice interactions 

transfer heat to the lattice atoms giving rise to a large increase of temperature in 

short time scales (10-11 s) , the so-called ‘thermal spike’. The other version of the 

thermal spike is based on an analytical approach[38]. The main assumption of this 

model is that soon after the passage of the irradiating ion, a fraction of the electronic 

energy loss Se is converted to heat for the atomic lattice and that the lattice 

temperature has a Gaussian distribution with an initial radial extension  which 

evolves with time.  

When these ion tracks start to overlap, its effects (such as modification of 

defect concentration, atomic transport, phase transformation and track formation) 

spread over the sample and eventually saturates after spanning the whole surface 
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of the sample. This phenomenon is rightly explained as the single ion impact 

mechanism. 

The high electronic energy loss released by swift heavy ions in solid materials 

would also be manifested as modifications in defect concentrations, atomic 

transport, and phase transformation. In the case of amorphous materials, SHI 

irradiation leads to macroscopically visible anisotropic mass transport, called 

Klaumunzer’s effect[39,40], which results in a giant anisotropic deformation. None 

of the available growth mechanisms proposed for crystalline metals is able to explain 

this kind of radiation growth. 

1.3.3. Void swelling  

 

Figure 1.6 Cavities in D9 steel alloys pre-implanted with 100 appm of helium and 

subsequently implanted with 2.5 MeV Ni
2+

 ions, at (a) 500 ℃ (b) 550 ℃ (c) 600 ℃ 

(d) 650 ℃. The arrows point towards typical cavities. (Ref.[41]) 
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One major radiation effect of displacement damage produced by fast neutrons 

in the core structural materials in a fast reactor is void swelling. Ion irradiation is 

extensively used for the simulation of neutron damage in structural materials. Balaji 

et al.[41] have studied the void swelling phenomenon in D9 steel using ion irradiation 

experiments. The authors have implanted helium in the D9 steel sample, followed 

by the implantation of nickel (2.5 MeV Ni2+) ion, so as to produce a peak damage 

of 100 dpa, at various temperatures and studied the temperature dependence of void 

swelling. The TEM micrographs (Figure 1.6) show the presence of nano cavities 

(voids) upon ion irradiation. The void swelling was calculated from the average size 

of these cavities. The authors have noticed peak swelling at 550 ℃. 

1.3.4. Ion irradiation induced phase transformations 

The thermodynamic and kinetic aspects of ion irradiation-induced phase 

transformations in intermetallic compounds are detailed by Nastasi et al.[42]. This 

review has shown that irradiation-induced transformations can be quantitatively 

understood from free energy considerations. The energy of a system under 

irradiation was elevated by the gradual accumulation of lattice damage, and directly 

by the formation of a thermal spike in the collision cascade. The irradiated sample, 

therefore, assumes a state of higher free energy and is the driving force for a 

transformation to a lower free energy state, different from the initial phase. For 

example, ion-beam-induced amorphization in Si is of significant interest, for the 

fabrication of Si devices[43].  

Although amorphization is the predominant effect of ion irradiation, ion 

beams are known to produce even the reverse phenomenon, namely amorphous-to-

crystalline transition. In some cases, even crystalline-to-crystalline transitions are 

also observed.  

Ion beam induced amorphization of complex ceramic materials have been 

reviewed by many authors[11,18,44]. Electronic excitation and ionization arising 

from the electronic energy loss (Se) of energetic ions induces structural changes in 
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material systems with a low electrical conductivity and also in metallic alloys[36]. 

Ion beam induced amorphization may be categorized into heterogeneous 

amorphization and homogeneous amorphization. Heterogeneous amorphization 

occurs when the isolated damage regions, created by individual ions, start to 

overlap. Homogeneous amorphization takes place via the buildup of simple defects. 

Amorphous-to-crystalline transitions are observed mostly in metallic glasses. 

Many mechanisms have been proposed[45–47] to rationalize this phenomenon, 

including the one that associates the local adiabatic heating inside the shear bands 

as causing the crystallization. There are two basic modes of deformation in metallic 

glasses homogeneous flow and inhomogeneous flow. It was experimentally found 

that metallic glasses deform homogeneously at high temperature and/or low strain 

rate whereas they deform inhomogeneously at low temperature and/or high strain 

rate. In this latter case, the deformation is localized in thin bands, called shear or 

deformation bands. In homogeneous flow, each volume element of the specimen 

contributes to the strain, and in inhomogeneous flow, the strain is localized in a few 

very thin ‘shear bands’. Shear bands contain homogenously distributed excess free 

volume. The material inside the shear bands undergoes some structural change 

which leads to a local lowering of the viscosity[48], associated with an increase in 

the free volume. This enhances diffusion locally. When diffusion is enhanced, the 

metastable glass takes the stable crystalline structure. An exhaustive review of shear 

bands in metallic glasses may be seen in[49,50].  

He et al.[48] investigated the local microstructure evolution at shear bands 

in phase-separated bulk metallic glasses, by experiments. They demonstrated that 

there exists an affected zone around the shear band and that that changes originate 

not only from the shear bands themselves, but also from the affected zones in the 

adjacent matrix. This work shed light on direct visualization of deformation-related 

effects, in particular increased atomic mobility, in the region around shear bands. 

Chen et al.[51] has observed crystallization within the shear bands of aluminium-
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based amorphous alloys induced by bending, and the crystallization was a 

consequence of local atomic rearrangements in regions of high plastic strain. 

Rizza et al.[52] expected that shear bands should form close to the ion track 

in swift heavy ion (SHI) irradiation. SHI irradiation induces a localized shear stress, 

along with a large strain rate, and it generates an outgoing pressure wave[53,54]. 

Therefore, in the same way as shear bands were formed during high strain rate 

experiments, deformation bands are expected to be formed close to the ion track in 

SHI. Rizza et al.[52] have experimentally observed the formation of shear bands, 

induced by swift heavy ions, in Fe73.5Nb4.5Cr5Cu1B16 sample, when irradiated to a 

fluence of 1×1010 ions/cm2 with 30 MeV C60. (See Figure 1.7.) 

 

Figure 1.7 TEM image of an isolated track in an Fe73.5Nb4.5Cr5Cu1B16 sample 

irradiated to a fluence of 1×1010 cm-2 with 30 MeV C60. A deformation band which 

exits toward the sample edge is visible. 

The most interesting type of transition, induced by ion irradiation, is the 

transformation from one crystalline phase to another crystalline phase. The first 

such report was by Dammak et al.[55], where hcp α-phase of titanium got 

transformed into hexagonal -phase, following a 2.2 GeV uranium ion bombardment 

at 20 K. Later on there were many reports explaining such a transformation. For 

instance, yttria was found to transform from the cubic to the monoclinic phase after 

irradiation with 1-GeV Ta or 0.86-GeV Pb ions[56]. Another example is the 
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transformation of the Bi2Sr2Ca1Cu2Oy phase to the Bi2Sr2Ca2Cu3Oy phase after 

irradiation with 100 MeV 57Fe ions at 100 K[57].  

The classic examples for crystalline-to-crystalline phase transitions are that 

of zirconia and hafnia. It was found that both zirconia and hafnia transform from 

the monoclinic to the tetragonal phase upon ion irradiation. There are many reports 

in this regard[58–63]. Many different energetic atomic species induce the phase 

transitions in both zirconia and hafnia, for example, zirconia showed the transition 

when irradiated with 595 MeV Xe and hafnia was found to change its phase while 

irradiated with 250 MeV I – both at room temperature. An interesting feature of 

this phase transition is that the obtained tetragonal phase is stable at room 

temperature for more than several months. This is in contrast with the fact that 

the tetragonal phase is thermodynamically stable only at temperatures of 1400–

2600 K for pure zirconia and at temperatures of 2000–2900 K for pure hafnia. In 

both materials the kinetics of the phase transition is related to a mechanism 

involving a double ion impact[58]. 

1.3.5. Inert gas bubble formation in materials 

Inert gases, when introduced into any material, present a unique situation 

since they do not form compounds with the material. Their presence in aggregation 

can result in a significant degradation of material properties depending on the 

concentration of the gas atoms. The location of the inert atoms – in grain 

boundaries, in dislocations or in the particle-matrix interface – influences the 

property of the material.  

Due to their inert nature and low solubility, they preferably aggregate into 

the form of bubbles. Inert gas bubbles have been noticed in metals, alloys[64–68], 

oxides[69–73], carbides[74], etc. Chen et al.[68] have studied the bubble-loop 

complexes in ferritic ODS alloy (PM2000) irradiated with 24 MeV -particles. The 

bright-field TEM images in Figure 1.8 showed the bubble and ODS particle 

complexes in the sample, at 773 K, as observed by Chen et al.[68]. 
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Figure 1.8 Bright-field TEM images showing the bubble and the oxide particle 

complexes in ferritic ODS alloy (PM2000) irradiated with 24 MeV -particles, at 

773 K, (a) at over-focus and (b) at under-focus. (Ref. [68]) 

The formation of void and gas bubble superlattices is yet another intriguing 

nanoscale phenomenon. This phenomenon has been a subject of interest ever since 

the discovery that helium bubbles in molybdenum could form a bcc lattice[75]. 

There are many reports on bubble lattices in metals starting from the ‘krypton 

bubble lattice alignment’ inside titanium[76] upto a recent report on helium bubble 

lattices in tungston[77] (shown in Figure 1.9). 

 

Figure 1.9 W sample irradiated with 15 keV He ions at 773 K up to 1.1×1017 

ions/cm2 to 3 dpa. TEM image of a He bubble lattice close to the [111] zone axis 

with inset showing the corresponding FFT; (b) shows the enlarged region of white 

dashed box in (a). (Ref.[77]) 
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In addition to the ion irradiation effects listed above, there are reports on ion 

beam induced plastic deformations also. It has been observed in metallic glasses[78], 

glasses[79], silicon[80] and other amorphous materials[81]. 

1.4. Radiation effects in oxide materials  

The radiation response of oxide based ceramics are very different from that 

of metals and alloys[3,10]. The difference emanates from the factors such as the 

complex nature of bonds, the complex crystal structures, the presence of different 

types of atomic species, etc. In many cases, complex chemistry, degree of inherent 

disordering[82] and crystal size of the oxides[83] are important factors that affect 

the radiation behaviour of complex ceramics. 

Unlike metals, ceramic oxides consists of two or more number of atoms in its 

unit cell and so the nature of bond between any two atomic species will be different. 

The complex crystal structures of oxides consist of many sublattices populated by 

atoms with different masses and valency. Different atomic species in the lattice will 

have different displacement threshold energies (Ed). The nuclear and electronic 

stopping ratio also differs significantly between the sublattices[11]. Therefore, 

ceramics show difference in their response to radiation induced defect production, 

defect aggregation and defect recovery processes. 

1.4.1. Radiation effects in oxide based fuel materials 

A variety of materials have been used, or contemplated, as fuel materials. 

Fissile actinide isotopes have either been incorporated into stable metal alloys, or 

into refractory ceramics (oxides, nitrides, carbides, or silicides), to be used as fuel. 

Other, more complex materials, like cercer (ceramic–ceramic combinations) or 

cermet (ceramic–metal) composites, have also been investigated for nuclear fuel. 

Metal alloy fuels carry the drawback of a low melting temperature, moreover they 

form eutectics that further bring the melting point down, and so their use would be 

restricted to below 1000 ℃. Oxides, on the other hand, are highly stable, and prove 
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highly refractory, exhibiting melting temperatures higher than 2,500 ℃. Presently 

oxides of actinides (urania, plutonia and thoria) are used on an industrial scale, as 

fuel for nuclear reactors.  

Among them, thoria has drawn attention as a potential source of nuclear 

energy since the 1950s due to several attractive features of the Th–U233 fuel cycle 

and because of its abundance on earth. The use of thorium assumes greater 

significance in India’s context, as India’s uranium resources are limited and thorium 

resources are vast[84]. Thoria is a highly stable oxide, and exhibits higher thermal 

conductivity, higher melting temperature, higher corrosion resistance and lower 

thermal expansion compared to urania[85]. 

Inert gas induced swelling is one of the major concern in the case of nuclear 

fuel materials. The swelling due to the accumulation of inert gases (Kr, Xe and He) 

leads to degradation of thermal conductivity of the fuel[5–7]. The behaviour of inert 

gases (Kr, Xe and He) inside the nuclear fuel materials (urania, thoria and ceria) 

have been characterized by many authors based on experiments and computer 

simulations.  

Garrido et al.[86], experimentally found that the implanted helium (100 keV 

3He+ ions) takes octahedral interstitial position in UO2 single crystal (fcc), using 

ion channeling, nuclear reaction analysis experiments and Rutherford backscattering 

spectrometry. The calculations by Dąbrowski et al.[87] also showed that helium 

occupies octahedral interstitial position in the perfect fcc lattice of urania and 

thoria. DFT simulations by Yun et al.[88] and Shao et al.[89] show that helium 

atoms may tend to form small (3-4-atom) clusters around the octahedral interstitial 

site in urania[88] and thoria[89]. Dąbrowski et al.[87] further showed that helium 

atom located in the octahedral interstitial site would cause a local increase (0.3%) 

in the lattice parameter in both urania and thoria.  

Roudil et al.[90] measured the activation energy (Ea) and the diffusion 

coefficient (D) for the diffusion of helium in urania by nuclear reaction analysis 
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((d,p) reaction) and found that Ea was 2 eV and D was just 2.9×10-17 m2s-1 at 

1000 ℃. Similarly, Lu et al.[91] have reported that helium has a very large diffusion 

barrier (3.34 eV) in perfect thoria lattice. Dąbrowski et al.[87] have noticed that 

helium has a small diffusion coefficient (10-48 cm2 s-1 at 300 K) in perfect thoria.  

The calculations done by Grimes et al.[92] shows that the diffusion barrier 

for the helium atom trapped in the interstitial sites in perfect UO2 is large (3.8 eV) 

whereas the diffusion barriers are significantly reduced when the diffusion is assisted 

by oxygen vacancy (0.38 eV) or uranium vacancy (0.24 eV). This indicates that it 

is difficult for the helium atom to diffuse in perfect urania or thoria.  

 

Figure 1.10 Diffusion pathways for a helium atom from one octahedral interstitial 

site to another octahedral interstitial site (a) directly in intrinsic thoria, (b), 

through an oxygen vacancy (c) and through a thorium vacancy in defective thoria. 

(d), (e) and (f) are the energy profiles corresponding to the diffusion mechanism 

(a), (b) and (c) respectively. (adapted from Ref.[91]) 

Using density functional theory (DFT) calculations, Lu et al.[91] have shown 

that helium diffusion is possible in thoria lattice only in the presence of Th-vacancy, 

where the energy barrier is just 0.52 eV (Figure 1.10), and that diffusion might lead 

to helium aggregation causing failure of fuel. According to the review by Trocellier 
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et al.[93], helium aggregation in urania or plutonia can lead to microscopic and 

macroscopic swelling, due to the low solubility of helium, which may result in 

cracking of the material. 

Mohun et al.[94] studied the mechanism of defect formation in urania and 

thoria due to  particles, by irradiating with 21 MeV He2+ ions. Raman scattering 

and luminescence results showed that although UO2, ThO2 and PuO2 share similar 

characteristics, the mechanism of defect creation in ThO2 is totally different. 

The minimum helium concentration required to form bubbles in oxide 

materials (like MgO[95], borosilicate glass[96]) is around 5 to 12 at%. In yttria 

stabilized zirconia, Yang et al.[97] have noticed that, helium bubbles nucleate only 

when the concentration of He exceeds 17 at%. All the above DFT calculations 

assume small concentrations of helium (few at%) in thoria, but there is no 

experimental study on the behaviour of small concentrations of helium in thoria.  

In the present thesis, the behaviour of small concentration (4 at%) of helium 

inside thoria was studied using experiments (Grazing Incidence X-Ray Diffraction 

(GIXRD) and Transmission Electron Microscopy (TEM)). Further, DFT 

calculations were used to understand and interpret the experimental observations.  

1.4.2. Radiation response of rare earth titanates 

The core structural materials in the reactor require properties such as low 

activation, adequate strength, toughness, and resistance to swelling and creep due 

to radiation[98,99]. The viability of nuclear energy critically depends on the 

development of new, high-performance structural materials that can support 

extended component lifetimes under extremely hostile conditions[100].  

Oxide dispersion strengthened (ODS) steels is considered as the most 

promising structural material for advanced nuclear systems. The enhanced creep 

resistance of the ODS steels at high temperature and their radiation resistance, 

originate from the stabilized oxide nanoclusters[101], which are the nanoparticles of 

yttrium titanates (i.e., complexes of Y-Ti-O). The composition of the oxide particles 
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in ODS steels is predominantly Y2Ti2O7 or Y2TiO5[102–106], both in the case of 

commercial ODS alloys, like 9Cr-ODS, MA957[13], MA956 and PM2000, and in the 

case of laboratory alloys, like 12YWT16 and 14YWT. Small sized nanoclusters exist 

as coherent solute-enriched-clusters whereas larger particles have their 

stoichiometry close to the phases of Y2Ti2O7 and Y2TiO5[107,108]. Detailed 

experimental analysis, by London et al.[109,110], on the composition of the oxide 

particles in the model ODS alloys, using atom probe tomography (APT), also 

revealed the predominance of only these two stoichiometries. Moreover, it was 

understood from DFT calculations[111] that these two systems have relatively more 

negative heat of formation when compared with the other possible stoichiometries 

of Y, Ti and O. 

As far as the radiation resistance is concerned, these two systems have good 

radiation resistance, since both of them – the pyrochlore systems of type 

A2B2O7[112,113] and the orthorhombic rare-earth titanate systems Ln2TiO5[114] – 

have complex crystal structure. In order to further describe and control the stability 

and the strengthening mechanism of these systems, an improved understanding of 

their phase stability and radiation response is necessary.  

The stability of the oxide particles (of Y, Ti and O) eventually depends on 

the strength and the nature of the metal–oxygen (M–O) bonds in these oxide 

particles. The M–O bond strength changes with their structure and stoichiometry. 

The degree of covalency in the M-O bonds in Y2Ti2O7 and Y2TiO5 were earlier 

compared by Jiang et al.[104], using DFT calculations and it was reported that the 

Ti-O bonds exhibit higher covalency than the Y-O bonds, even though ionic bonding 

dominates in both the oxides. Temperature dependence of the critical amorphization 

dose in different rare-earth titanate pyrochlores have been experimentally studied 

by Lian et al.[113] and Zhang et al.[114]. The critical amorphization temperature 

(Tc) for Y2Ti2O7 and Y2TiO5 are found to be 780 K[113] and 623 K[114] respectively. 
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The Tc of Y2TiO5 is lower than that of Y2Ti2O7, which implies that accommodation 

of ion-induced defects is much enhanced in Y2TiO5 as compared to Y2Ti2O7.  

There is no experimental study especially to compare the nature of the M-O 

bonds in Y2Ti2O7 and Y2TiO5. The comparison of the strength and the nature of 

the M-O bonds in these two oxide particles (Y2Ti2O7, and Y2TiO5) can help in 

deciding the composition of the minor alloying elements Y and Ti, which may have 

a significant impact on the designing of the ODS steels.  

1.4.3. Radiation damage in oxide glasses used as wasteform 

Borosilicate glass is the primary choice of material for the immobilization of 

nuclear waste[14]. Ceramic oxide materials like synroc, titania (in the form of glass-

ceramic composites) are also proposed as an alternative wasteform[17,115]. The 

aqueous high level waste (HLW) originating from fast reactors is largely different 

from that of thermal reactors, since it consists of minor actinides, noble metals 

volatile fission products, rare earths and heavy metals (like Mo and Cr) in higher 

concentrations. The low solubility of heavy metals in borosilicate glasses make them 

not suitable for disposing the HLW from fast reactors.  

One alternative wasteform proposed for the disposal of the fast reactor 

wastes, is iron phosphate glasses IPG[15,16,116]. They have good glass forming 

ability, very high waste loading and favourable chemical stability[117–120]. The 

density of iron phosphate vitreous wasteform (3.2 g/cc) is 25% higher than that of 

borosilicate wasteform for the same amount of waste immobilization; consequently 

its volume is 25% lower than that of borosilicate waste form. The melts of IPG 

wasteform are produced at lower temperatures (<1273 K) than BSG (1423 K)[121], 

and they homogenize in shorter durations, because of their high fluidity. The IPG 

with the particular composition of 40 mol% Fe2O3 and 60 mol% P2O5, has been 

identified as the promising composition, which is chemically more durable[122]. 

The major issue, while disposing nuclear waste in glass matrices, is the 

damage in the glass matrix due to the ballistic processes caused by atomic 
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displacements due to α-particles (4.5 to 5.5 MeV) and the recoiling of heavy nuclei 

(70 to 100 keV) resulting from actinide decay. Figure 1.11 shows the cumulative 

irradiation damage (in terms of dpa) generated by -decay and -decay as a function 

of storage time in multiphase ceramics or glass-ceramics. -decay is the primary 

source of radiation during the first 500 years of storage, as it originates from the 

shorter-lived fission products. -decay is generally dominant at longer times owing 

to the long half-lives of the actinides and their daughter products.  

The concern is whether the damage due to the -decay events (or the ion 

irradiation) affects the relaxation processes in the glass[123], e.g., crystallization of 

the glass. Nucleation of crystals modifies the leaching rate. Therefore, studies on 

the radiation induced relaxation processes in the wasteforms help to improve the 

material.  

 

Figure 1.11 Irradiation damage (relative number of displacements – dpa) 

generated by -decay and -decay events in typical ceramics containing tank waste 

of DoE (USA). Courtesy Ref[17].  

Many reports are available on radiation damage studies on silicon based 

glasses[124]. But that cannot be extrapolated to phosphate glasses. It is mainly 

because of the fundamental difference in the chemical nature of the two glasses; 
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silicate glasses are based on 4-corner sharing tetrahedral network, whereas 

phosphate glasses are generally 3-corner sharing tetrahedral network. 

Another type of irradiation induced damage in IPG is the variation in the 

concentration of Fe2+/Fe3+ ions. It is evident from the literature[125] that as the 

concentration of Fe2+ increases in IPG, the density also increases for the same 

atomic composition of IPG. It has been experimentally noticed in IPG (using 

Mössbauer spectroscopy[126]), that when the melting temperature of IPG is 

increased from 1423 to 1673 K, the density of the glass increases along with the 

increase in concentration of Fe2+. More importantly, the IPG used in the their work, 

with 40 mol% Fe2O3 60 mol% P2O5, (the promising composition for the 

purpose[127]), is found to change its density depending on the concentration of Fe2+ 

in the glass[125,126]. 

Very few reports are available regarding the irradiation effects in IPG. Sun 

et al.[128] have reported the effects of electron beam and ion beam irradiation on 

IPG. Electron beam irradiation leads to the formation of Fe-rich and pure P phases 

whereas the ultra-low energy (3.5 keV Ar+) ion irradiation on IPG leads to the 

formation of Fe/FeO nanoparticles as a result of preferential sputtering during ion 

irradiation, i.e., P and O were sputtered out at a higher rate than Fe. Awazu et 

al.[129] have reported that swift heavy ion irradiation on zinc phosphate glass shows 

the formation of ion tracks and leads to reduction in the number of bridging O 

atoms.  

In this context, in the present thesis, the stability of the glass phase of IPG 

against irradiation induced damages were studied by doing self-ion (4 MeV O+ ion) 

irradiation experiments on IPG samples and analyzing the microstructural changes 

using high resolution transmission electron microscopy (HRTEM). Further, the 

qualitative change in the charge state of Fe, due to irradiation, was studied using 

the change in the pre-edge features in the Fe L23-edge in X-ray absorption 

spectroscopy (XAS).  
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1.5. Objective and overview of the thesis 

The present thesis deals with the studies on the radiation stability of oxide 

ceramics: (i) thorium dioxide or thoria (ThO2), a nuclear fuel material, (ii) yttrium 

titanates (Y2Ti2O7 and Y2TiO5), the oxide-dispersoids used for strengthening the 

structural material, (iii) Iron Phosphate Glass (IPG), the material proposed for the 

disposal of high level nuclear waste from fast reactors. 

This thesis is organized into six chapters. The contents of the forthcoming 

chapters are summarized below. 

Chapter 2 explains the sample preparation methods by which the oxide 

ceramic materials were synthesized. It also explains the experimental and the 

computational methods used in the thesis to characterize the materials and to 

understand the effect of ion irradiation. It explains the working principles of ion 

irradiation facilities and the characterization techniques such as grazing incidence 

X-ray diffraction (GIXRD), transmission electron microscopy (TEM), scanning 

electron microscopy (SEM) Raman spectroscopy and the core level spectroscopic 

techniques (X-ray absorption spectroscopy (XAS) and electron energy loss 

spectroscopy (EELS)). The fundamentals of density functional theory based codes 

(VASP & CASTEP) is also explained. 

Chapter 3 deals with the behaviour of the inert gas helium in thoria. Helium 

was implanted in thoria using low energy helium (100 keV He+) ion beam and the 

changes in the microstructure were analysed using grazing incidence X-ray 

diffraction (GIXRD) and transmission electron microscopy (TEM). Both the 

experiments showed that there is lattice expansion (1.07 %) in isolated nanometric 

regions in the surface of the sample upon irradiation. First principle calculations 

showed that energetics prefer aggregation and ordering of helium in the octahedral 

interstitial sites in thoria lattice, and the ordered aggregation eventually results in 

lattice expansion of 1.25% which is in agreement with the expansion observed 



Objective and overview of the thesis Chapter 1 

31 

experimentally. The experiments and calculations confirm that the lattice expansion 

is due to the ordering of helium atoms in the octahedral interstitial sites of thoria.  

Chapter 4: This chapter deals with the characterization of radiation stability 

and bond strengths of the oxide nanodispersoids used for strengthening the ODS 

steels. The irradiation stability of both the yttrium titanates were compared by 

irradiating both the oxide samples with 70 keV Kr+ ions at room temperature. High 

resolution TEM images showed the presence of stacking faults in Y2Ti2O7 and 

faceted bubbles of krypton in Y2TiO5, upon irradiation at room temperature. The 

experiments support the argument that Y2Ti2O7 has better radiation resistance 

compared to Y2TiO5. 

Further, this chapter quantitatively compares the strengths of M-O bonds in 

Y2TiO5 and Y2Ti2O7 by comparing the pre-edge features in O K-edge in EELS and 

using the electron charge densities calculated using DFT. The pre-edge features in 

the O-K edge of transition metal (TM) oxides manifest the effect of crystal field 

splitting in the Ti 3d orbital. EELS analysis showed that the overlap of Ti 3d orbital 

and O 2p orbital is less dominant in Y2TiO5 compared to Y2Ti2O7. The EELS and 

DFT results showed that Ti-O bonds in Y2Ti2O7 is more covalent compared to 

Y2TiO5 and Ti-O bonds are more covalent than Y-O bonds in both the yttrium 

titanates. Hence it is suggested that Y2Ti2O7 is better radiation resistant than 

Y2TiO5. 

Chapter 5 analyses irradiation induced relaxation processes in IPG and 

irradiation induced changes in the charge state of Fe atom. IPG samples were 

irradiated with 4 MeV O+ (self) ion, which introduces strain required for inducing 

relaxation processes. TEM showed the formation of nanocrystals of Fe4(P2O7)3, 

Fe(PO3)3 and P2O5 upon irradiation, consistent with the earlier reports. The 

mechanism of crystallization was explained based on stress driven crystallization 

mechanism. 
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Changes in the charge state of Fe atom upon ion irradiation is analysed using 

X-ray absorption spectra. XAS (O K-edge and Fe L23-edge) analysis of the pre-edge 

features clearly show that the concentration of Fe2+ has increased and the 

concentration of Fe3+ has decreased upon 4 MeV O+ irradiation. The rise in the 

population of Fe2+ increases the viscosity of IPG, which in turn increases the glass 

forming ability. 

Chapter 6 gives the summary and the salient features of the thesis and 

explains the scope for the future work. 
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Chapter 2 

Experimental Techniques 

This chapter explains the different techniques used for preparing different 

oxide samples, whose radiation responses were studied in this thesis. The technical 

details about the particle accelerator facilities which were used for ion 

implantation/irradiation are also given in this chapter.  

The present thesis uses various material characterization techniques, which 

can be classified into diffraction techniques, microscopic techniques and 

spectroscopic techniques. X-ray diffraction (XRD), grazing incidence X-ray 

diffraction (GIXRD) and electron diffraction techniques were used to characterize 

the changes in the crystal structures of the specimen. High resolution transmission 

electron microscopy (HRTEM), is the microscopic technique used in this thesis to 

understand the changes in the microstructure of the specimen. Under the category 

of spectroscopic techniques, energy-dispersive X-ray spectroscopy (EDS), electron 

energy loss spectroscopy (EELS), Raman spectroscopy, and X-ray absorption 

spectroscopy (XAS) were employed to analyse various chemical and bonding nature 

of the specimen. The present thesis also uses computational methods based on 

density functional theory and molecular dynamics. This chapter briefly explains the 

working principle and the capabilities of these characterization techniques and 

computational methods. 

2.1. Sample preparation methods 

2.1.1. Solid state reaction method 

A variety of methods exist for the synthesis of ceramic powder samples, like 

solid state reaction technique, sol-gel technique, co-precipitation technique, 

hydrothermal method, chemical/physical vapor deposition technique, etc. These 

methods are broadly categorized into mechanical methods and chemical methods. 
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Solid-state reactions method is a mechanical method for the synthesis of ceramic 

oxides.  

Solid state reaction (SSR) is the conventional method used for the synthesis 

of many ceramic materials. It provides large range of selection of starting materials 

like, oxides, nitrates, carbonates, etc. Since, solids do not react with each other at 

room temperature (RT), it is necessary to heat them at elevated temperatures as 

high as up to 1500 ℃ for the proper reaction to take place at appreciable rate. Thus, 

both, thermodynamic and kinetic factors are important in SSR. The major 

advantage of SSR method is, the final product in solid form is structurally pure 

with the desired properties depending on the final sintering temperatures. 

While synthesizing sample in SSR method, high purity starting materials 

(precursors) should be used (purity > 99.95%). The precursor materials need to be 

grained finely, since the reaction rate increases with increase in surface area. Then 

they should be taken in appropriate stoichiometry and mixed thoroughly using agate 

mortar and pestle or ball milling. 

The solid powder mixture should be heated at elevated temperatures in air 

using furnace (calcination). The calcination process should be repeated three or 

more times with intermittent grinding. The temperature should be systematically 

increased at subsequent calcination. Tamman's Rule[130] says that extensive 

reaction will not occur until the temperature reaches at least  of the melting point 

of one or more of the reactants.  

The calcinated powder should be pelletized to form uniform and compact 

pellets and should again be sintered at more elevated temperatures (>1300 ℃) for 

prolonged duration. 

The advantages of SSR:  

 It has higher productivity and lower cost 

 A whole range of materials can be synthesized, including mixed metal oxides, 

sulfides, nitrides, aluminosilicates, etc.;  
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 There will not be impurity phase in the final product except the precursors. 

The disadvantages of SSR:  

 It requires very high temperatures (500-2000 ℃); since it is diffusion limited,  

 The reaction would proceed very slowly;  

 Increasing the temperature speeds up the reaction since it increases the 

diffusion rate, but the desired compound may decompose at high temperatures;  

In the present thesis, the yttrium titanate samples Y2Ti2O7 and Y2TiO5 were 

prepared by solid state reaction method. The precursor materials used were Y2O3 

(with purity: 99.995% from Alfa Aesar) and TiO2 (with purity: 99.5% from Merck). 

The melting point of Y2O3 is 2425 ℃ and that of TiO2 is 1843 ℃. The precursor 

materials were ground thoroughly to ensure homogenous mixture and the powders 

were pelletized using a hydraulic press to increase the number of crystallites in 

contact and then the samples were heat treated. 

  

Figure 2.1 Schematic illustration of the solid state reaction method used to 

synthesize Y2Ti2O7 and Y2TiO5 

In order to synthesize Y2Ti2O7, Y2O3 and TiO2 were taken in the molecular 

ratio of 1:2; the mixture was calcined at 1250 ℃ in air for 48 hours following the 

recipe proposed in Ref.[131]. The synthesis procedure is illustrated schematically in 

Figure 2.1. Y2TiO5 was synthesized with the same precursors Y2O3 and TiO2 taken 

in the molecular ratio 1:1. The mixture was calcined at 1500 ℃ in air for 24 hours 
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as per the procedure reported in[132]. The sample was ground well and the 

calcination process was repeated 3 times to enable complete reaction. The pellets 

were finally sintered at 900 ℃ for 8 hours. The sintered pellets were used for the 

ion irradiation experiments.  

2.1.2. Gel combustion method 

Combustion synthesis is an easy and convenient method for the preparation 

of a variety of advanced ceramics, catalysts and nano materials. In this technique, 

based on the principles of the fuel chemistry, a thermally induced redox reaction 

takes place between and oxidant and a fuel. Many types of combustion synthesis 

exist which differ mainly in the physical state of the reactants or in the combustion 

modality. By combustion-based methods, it is possible to produce monophasic 

nanopowders with homogeneous microstructure, at lower temperatures or shorter 

reaction times, if compared with other conventional methods like solid state 

synthesis or nitrate method[133]. Today it has become a very popular approach for 

preparation of nanomaterials and a number of important breakthroughs in this field 

have been made[134,135]. 

Advantages of sol-gel auto combustion process: 

10. Low cost and low temperature process. 

11. Better control of stoichiometry. 

12. Crystallite size of the final oxide products is invariably in the nanometer range. 

13. Exothermic reaction makes product almost instantaneously. 

14. Products have high purity, better homogeneity and high surface area  

Disadvantages of sol-gel auto combustion process: 

1. Possibility of contamination due to carbonaceous residue, particle 

agglomeration  

2. There is no control on particle morphology 

3. Understanding of combustion behaviour is needed to perform the controlled 

combustion in order to get final products with desired properties 

4. There is possibility of violent combustion reaction 
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Citrate–nitrate auto-combustion synthesis is a very popular solution 

combustion method[136], where citric acid the fuel is and metal nitrates are used as 

metal and oxidant source.  

The gel-combustion synthesis involves exothermic burning reaction between 

an oxidizing agent (metal nitrates or acetates) and an organic fuel (glycerine, citric 

acid, sucrose, etc.) The materials are initially mixed in a definite proportion to form 

a homogenous aqueous solution, followed by gelation and combustion. 

 

Figure 2.2 The photographs depicting the stages in the synthesis of thoria from 

the precursors thorium nitrate and citric acid, by citrate gel combustion method. 

(a) the gel before combustion, (b) combustion and (c) after combustion. 

In the present work, thoria (ThO2) was synthesized by the citrate gel-

combustion method, as reported in Ref.[137]. The precursor materials used were 

thorium nitrate and citric acid. Citrate gel-combustion method involves combustion 

of the mixture of precursors. The combustion gives a porous, fluffy, crystalline and 

highly free flowing powder. The powder was then calcined at 973 K for 5 hours in 

air to remove the residual carbon. The pellets were prepared with a pressure of 

300 MPa and sintered at 1773 K.  

2.1.3. Glass preparation – Melt-Quench method 

Melt quenching technique was the first glass preparation technique used in 

glass industry as well as in research field, while there are presently few more 

techniques like chemical vapor deposition and sol gel method[138]. One of the 

important features of the melt quenching technique is the flexibility of preparing a 

large number of compositions of glass of silicate, borate, phosphate, oxide or non-
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oxide systems. The disadvantage is the lack of purity of the prepared glass sample. 

In order to avoid contamination, crucibles made of noble metals like gold, platinum 

are generally used. 

Glass formation is a matter of bypassing the process of crystallization and 

almost all materials can be prepared as amorphous solids by quick cooling. The rate 

of cooling varies enormously from material to material. To become an amorphous 

solid, the material is cooled below a critical temperature called the glass-transition 

temperature (Tg). The glass transition occurs when the supercooled liquid freezes 

into an amorphous solid with no abrupt discontinuity in volume, near the glass 

transition temperature.  

  

Figure 2.3 (a) Photograph of IPG glass melt, while pouring (b) Photograph of 

the IPG glass sample  

In the present thesis, iron phosphate glass (IPG) was synthesized using melt-

quench method. 

2.2. Accelerator facilities 

In the present thesis, radiation damage was simulated in the ceramic oxide 

samples using energetic ion beams. The ion irradiations were carried out in different 

accelerators. The details of the accelerators are given below. 
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2.2.1. 1.7 MV Tandetron accelerator 

The 1.7 MV Tandetron accelerator has the “tandem” configuration. In the 

tandem setup, negative ions from the source are first accelerated to the high voltage 

terminal. Then the negative ions are converted to positive ions while passing 

through a stripper canal in the centre of the accelerator. The positive ions get 

acceleration, when it travels beyond the stripper canal towards the ground potential 

on the other side. The accelerator is filled with SF6 gas for high voltage isolation. 

Tandetron accelerator has two advantages namely the advantage of using the same 

high voltage for accelerating the ions twice and the advantage of having both the 

ion injection system and the target at the ground potential. 

 

Figure 2.4 Photograph of 1.7 MV Tandetron accelerator and the beamlines.  

The beam injection system of the accelerator has two ion sources: (i) a high 

brightness duoplasmatron ion source for the production of H+ and He+ ions and (ii) 

a sputter source SNICS (Source of Negative Ions by Cesium Sputtering) capable of 

producing negative ions of almost all elements. A 90 mass analyzing magnet 
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facilitates the injection of the ion beam from either of the ion sources into the 

accelerator. The mass analyzing magnet has a resolution (m/m=) 190. 

The entire accelerating structure consisting of the accelerating tube, the high 

voltage terminal and the power supply is enclosed in a pressure vessel filled with 

SF6 gas at a pressure of 6 kg/cm2 for achieving high voltage insulation. The 

Cockroft-Walton type solid state power supply used for the generation of high 

voltage, allows the variation of the terminal voltage from 100 kV to 1.7 MV with a 

stability of ±100 V. The accelerating tubes are maintained at a pressure of 

2×10-7 mbar and a turbomolecular pump has been installed at the high voltage 

terminal for the recirculation of the stripper gas. The accelerated ions emerging on 

the high energy side of the machine are focused by electrostatic quadrupole lens. 

The photograph of the Tandetron accelerator along with its beamlines is shown in 

Figure 2.4. 

A high energy switching magnet selects the beam according to the energy of 

the ions and switches the beam to the experimental ports located at ±10 and ±30 

angular positions. An implantation beam line with the beam sweep system, neutral 

trap, beam profile monitor and retractable slits for beam collimation has been 

installed at the 10 port of the switching magnet. The maximum energy achievable, 

is decided by the charge state (q) of the ions at the terminal after stripping and the 

terminal voltage (V), for E=V(1+q). A UHV compatible, high-temperature 

irradiation cum ion beam analysis chamber has been installed at another 10 beam 

line.  

2.2.2. 150 kV ion accelerator 

A schematic diagram of the 150 kV accelerator is shown in Figure 2.5. The 

facility is indigenously developed at IGCAR. The 150 kV ion accelerator consists of 

a gaseous radio frequency (RF) plasma source at a pressure of 10-4 mbar in which 

the desired gaseous ions are generated. The ions are extracted from the ion source 

and accelerated to desired voltage, in the range of 30-150 kV. The ions are mass 
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analyzed by a 45 electromagnetic mass analyzer. The analyzed ion beam is 

collimated and allowed to impinge on the sample kept in the irradiation chamber. 

The target chamber is maintained at an ultra-high vacuum of 10-7 to 10 -8 mbar 

using a turbomolecular pump. 

 

Figure 2.5 (Top) The schematic diagram and (Bottom) the photograph of the 

150 kV accelerator facility. 

The sample is mounted on a copper block in the sample manipulator and is 

insulated from the rest of the chamber, to facilitate beam current measurement. 

The beam current and the dose (in ions/cm2) are measured using a current 

integrator. A secondary electron trap is used to eliminate the error in the beam 
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current measurement caused by the emission of secondary electrons from the target. 

The secondary electron trap consists of a thin metallic cylinder surrounding the 

sample holder with appropriate holes cut in it for the beam entry and sample 

viewing. A potential of approximately (–40 V) is applied on the trap for secondary 

electron suppression. A liquid nitrogen trap was fixed to trap the organic 

contaminants and hence to maintain a clean vacuum. 

Though the accelerator has the capability to deliver the ion beam current of 

the order of tens of µA, a low current (< 1 µA) was maintained during irradiation 

to avoid the beam heating of the target material. According to the need of the beam 

size the collimator diameter was varied from 8.5 mm to 14 mm. Most of the 

irradiation were carried out at room temperature and a few of the irradiations were 

carried out at 110 K.  

2.3. Diffraction techniques 

2.3.1. X-ray diffraction 

X-ray diffraction (XRD) is one of the most important non-destructive 

technique used for materials characterization. It is mainly used for identification of 

crystal structure of the material and for quantitative phase analysis. X-ray 

diffraction techniques have, therefore, been widely used as an indispensable means 

in materials research. 

The Bragg equation is the key in understanding X-ray diffraction.  

Eqn. 2.1 

where, n is an integer, λ is the characteristic wavelength of the X-ray, d is the 

interplanar spacing between rows of atoms, and  is the angle of the X-ray beam 

with respect to these planes (Figure 2.6). When Bragg condition is satisfied, X-rays 

scattered by the corresponding planes are in phase and they interfere constructively 

resulting in a peak in the XRD pattern. The X-ray diffraction pattern basically 

shows the diffracted intensities as a function of collection angles. 
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In the present thesis, STOE X-Ray Diffractometer was used for 

characterization of the samples. It was operated in Bragg Brentano geometry 

(Figure 2.6(a)). The detector collection angle is from 10 to 90 with a step size of 

0.1. 

 

Figure 2.6 Schematic of (a) Bragg-Brentano (-2) geometry and (b) GIXRD 

geometry.  

2.3.2. Grazing incidence X-Ray Diffraction 

Grazing Incidence X-Ray Diffraction (GIXRD) is a scattering geometry 

combining the Bragg condition with the conditions for X-ray total external reflection 

from crystal surfaces. In GIXRD experiments, the incident beam impinges onto the 

surface of a thin film, at an incident angle of 1° or less. This provides advantage 

over other diffraction schemes in the studies of thin surface layers, since the 

penetration depth of X-rays inside the slab is reduced by three orders of magnitude 

typically from 1-10 µm to 1-10 nm, as explained below. 

When X-rays penetrate solid material, its intensity is absorbed by the solid 

and reduces according to Beer Lambert’s law: 

Eqn. 2.2 

where,  is the initial X-ray beam intensity, I is the intensity of the emerging X-ray, 

µ is the linear mass absorption coefficient of the material and t is the distance 

travelled by X-ray inside the material.  
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For an incident angle of  and a particular collection angle of  (as 

illustrated in Figure 2.7) the total distance travelled by the X-ray inside the material 

can be written as 

Eqn. 2.3 

where x is X-ray probe depth. When 99% of the incident intensity is absorbed, Eqn. 

2.2 becomes  and Eqn. 2.3 becomes 

Eqn. 2.4 

 

Figure 2.7 Schematic diagram showing the scattering geometry in GIXRD 

In the present thesis, ion irradiation is used to simulate the radiation effects 

in the samples, and the effects are observed near the surface of the sample, within 

few hundreds of nanometers depth. Hence GIXRD was used to characterize the 

effects in the surface. The incident angle  is kept very small, as given by Eqn. 

2.4, so as to probe the effects of irradiation. 

In the present study, Bruker X-ray diffractometer, Model: D8-Discover was 

used, and Cu K radiation (1.541 Å) was used as the probe. 

2.3.3. Electron diffraction 

When electrons pass through the periodic lattice of a crystal, behaves as a 

wave and produces diffraction pattern, very much similar to optical diffraction in 
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gratings and X-rays in crystals. The wavelength of an electron accelerated in a TEM 

is much smaller than that of the X-rays. The wavelength of electrons is calculated 

reckoning the relativistic effects as: 

Eqn. 2.5 

where,  is the rest mass of electron, and V is the voltage upto which the electrons 

are accelerated. So, the wavelength of electrons is much smaller than that of photons 

(2.5 pm for 200 keV electrons). A consequence of this is that the radius of the Ewald 

sphere is much larger in electron diffraction experiments than in X-ray diffraction. 

This allows the diffraction experiment to reveal more of the two-dimensional 

distribution of reciprocal lattice points. Moreover, electron diffraction has very high 

spatial resolution (to study small crystals or particles). 

 

Figure 2.8 Schematic illustration of the change in the size of Ewald sphere (in 

the reciprocal lattice), due to the variation in the wavelength of X-rays and 

electrons. (Ref.[139]) 

The electron diffraction patterns can be used for the identification of: phases 

and crystal structure types, crystal symmetry and crystal space group 

determinations, orientation relationships between phases. i.e. determining growth 

directions, interface coherency, identifying defects, determining the ordering 

behaviour of crystal structures and the site occupancy preferences, etc. 
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The single crystalline materials show (a) spot pattern or (b) Kikuchi line 

pattern or (c) a combination of spot and Kikuchi line patterns. The polycrystalline 

materials exhibit ring pattern. When the grain size of the specimen is extremely fine 

or completely amorphous, the feature of concentric rings in the pattern disappears 

and a halo is left around the bright centre spot, which shows that the electrons are 

scattered randomly by the amorphous structure of specimen. The amorphous and 

glassy materials are identified by this method. 

2.4. Transmission electron microscopy 

Historically Transmission Electron Microscopes (TEM) were developed to 

overcome the limitations in image resolution in optical microscopes, which is 

imposed by the wavelength of visible light. The probe used in TEMs is high energy 

electrons whose wavelength is of the order of pm, e.g. 200 keV electrons have 

wavelength of 2.5 pm (as given by Eqn. 2.5). Practically, the resolution is limited 

to 0.1 nm, due to the aberrations in the objective lens system in electron 

microscopes. It is still orders of magnitude smaller than the wavelength of visible 

light. This small wavelength helps to probe a spatial resolution down to atomic 

dimensions in materials. 

TEM image contrast arises because of the scattering of the incident electron 

beam by the specimen. The electron wave can change both its amplitude and its 

phase as it traverses the specimen and both types of change can give rise to image 

contrast. The distinction between the amplitude contrast and the phase contrast is 

a fundamental distinction. In most situations, both types of contrast actually 

contribute to an image, and one will tend to dominate the other. Amplitude contrast 

results from variations in mass or thickness or a combination of the two. Z-contrast 

is the name given to mass-thickness at high-resolution, at atomic levels. Phase 

contrast arises whenever there are more than one beam contributing to the imaging. 

Phase-contrast imaging is often thought to be synonymous with high-resolution 
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TEM. In fact, phase contrast appears in most TEM images even at relatively low 

magnifications. 

 

  

Figure 2.9 The LIBRA 200FE, high resolution transmission electron microscope: 

the photograph (Left) and the illustration of the electron path in the TEM (right). 

The TEM used for characterizing all the materials in this thesis is 

LIBRA-200 FE. It is a high resolution TEM (HRTEM), equipped with field emission 

gun (FEG) electron source and an in column omega filter. The HRTEM may also 

be operated in scanning mode, rendering it a Scanning TEM (STEM). In addition 

to imaging, STEM mode can also be used for Spot EELS and Spot EDS. Moreover, 

the microscope comprises of the components required for the analytical techniques: 

Energy Dispersive X-ray Spectrometry (EDS) and Electron Energy Loss 

Spectroscopy (EELS). The TEM is operated at an accelerating voltage of 200 kV. 

The information limit of the TEM is 1.3 Å and STEM resolution 3 Å. The energy 

resolution of the EELS spectrometer is 0.7 eV. 
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2.4.1. Energy Dispersive X-ray Spectrometry 

Energy Dispersive X-Ray Spectroscopy (EDS or EDX) is a chemical 

microanalysis technique used in conjunction with TEM. It is an analytical technique 

used for elemental analysis or chemical characterization of a sample, using the 

characteristic X-rays emitted by the atomic species. High energy electron beam is 

used to stimulate the characteristic X-rays from the elements present in the sample. 

X-ray detector present in the EDS set up detects the X-ray and generates the 

spectrum.  

2.4.2. TEM Sample preparation 

While using TEM for materials characterization, the real challenge lies in the 

preparation of thin samples for the TEM, because the sample should be ultimately 

‘electron transparent’. Typically, the region of interest in the sample is expected to 

be thin around 100 nm. Different methods exist for sample preparation, for different 

types of materials (metals/glass/ceramics) and different sample geometries 

(bulk/thin films/powders). But generally the thinning processes do affect the sample 

microstructures and morphology, changing both their structure and chemistry. So, 

in the present thesis, sample preparation method was selected based on the situation 

and requirements.  

2.5. Spectroscopy techniques 

2.5.1. Core level spectroscopy techniques 

The properties of solids are determined by the characteristic features of 

valence electron states. The valence electron states contain the partially filled 

conduction band states in metals and the filled valence and empty conduction band 

states in insulators. 

The underlying physical phenomenon in these spectroscopic techniques is 

excitation of a core electron to the excitation threshold (valance or conduction 

band), by X-rays or electron beam (which is called the probe) and the excited state 

https://en.wikipedia.org/wiki/Elemental_analysis
https://en.wikipedia.org/wiki/Characterization_(materials_science)


Spectroscopy techniques Chapter 2 

49 

of the system decays by emitting X-rays or Auger electron. Accordingly, there are 

various kinds of core level spectroscopy. Among them, X-ray absorption 

spectroscopy (XAS) uses X-ray for exciting the core electron, whereas, the electron 

energy loss spectroscopy (EELS) uses electron for the purpose. When a core election 

is ejected from an atom the probe loses equivalent energy. Each core shell has a 

distinct binding energy, and thus if one plots the energy loss of the probe as a 

function of energy, there is an abrupt increase in absorption cross-section 

corresponding to the ionization energy. This gives rise to a so-called absorption 

edge, with each edge representing a different core–electron binding energy. The 

edges are named according to the principle quantum number of the electron that is 

excited, as K, L, M, etc. 

The X-ray absorption spectrum is closely related to the density of states of 

a system. As such XAS is able to provide a detailed picture of the local electronic 

structure of the element studied. Core level spectroscopy is majorly used for 

elemental identification. Most of the times, the ionization edges in the core level 

spectra are used as fingerprints (and compared with earlier reports) to identify the 

phase, the nature of bonds, coordination numbers, etc. But, inherently, the core 

level spectroscopy is a powerful tool which can be used to study many material 

properties like chemical shift (change in charge state), coordination numbers, radial 

distribution function, structural information, band gap, bulk/surface plasmons, 2D 

elemental distribution maps (e.g. EFTEM imaging in TEM), sample thickness, etc. 

2.5.1.1. X-Ray Absorption Spectroscopy 

Until synchrotrons were utilized as the main photon sources, the study of 

core level spectroscopy was a long way behind. The high-brilliance synchrotron 

radiation sources have opened up this possibilities for X-Ray Absorption 

Spectroscopy (XAS), where high energy X-ray photons are used for exciting the core 

electrons. In the present thesis, XAS studies were done in the INDUS-2 synchrotron 

facility in RRCAT, Indore. 
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The beamline BL-01[140] was used to analyse X-ray absorption near edge 

structure (XANES) and the measurements were taken in total electron yield (TEY) 

mode. The specimen were probed upto a depth of 70 nm, where the effects of 

irradiation will be prominent. 

The effects of ion irradiation in the iron phosphate glass samples were studied 

by analyzing the changes in the XANES around the ionization edge of Fe (Fe 

L23-edge, 708 eV). Similarly the irradiation induced changes in the nature of bonds 

in thoria was studied by analyzing the changes in the Oxygen K edge features (at 

532 eV). Soft X-ray absorption spectroscopy (SXAS) beamline (BL-01) was used for 

characterizing the samples mentioned above, since the energy range accessible in 

BL-01 (100 eV to 1000 eV) matches with the requirements. 

 

Figure 2.10 Schematic diagram of polarized light soft X-ray absorption 

spectroscopy beamline BL01 at INDUS-2 

2.5.1.2. Electron energy loss spectroscopy 

Electron energy loss spectroscopy (EELS) is also a core level spectroscopic 

technique that uses high energy electrons as the after they interact with a specimen. 

It is a powerful analytical technique which is capable of providing information about 

electronic structure, bond length, oxidation state, and chemical composition, with 

a spatial resolution down to atomic level in favourable cases[141]. 

The LIBRA 200FE TEM has the omega energy filter which helps analyse the 

inelastically scattered electrons. The schematic of the TEM with  energy filter is 
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shown in Figure 2.11. The CCD camera, which is primarily used for imaging, is also 

calibrated for recording the EELS spectra. 

A typical EELS spectrum is shown in Figure 2.11(b). In EELS the intensity 

of the inelastically scattered electrons, is plotted as a function of the energy loss. 

The spectra consists of zero loss peak (ZLP) at 0 eV and a plasmon peak at 50 eV, 

followed by ionization edges beyond 50 eV upto 2000 eV. The ZLP corresponds to 

the electrons which do not lose energy inside the specimen. Since majority of the 

electrons are scattered elastically, the intensity of ZLP will be orders of magnitude 

larger than the other peaks. The ZLP and the plasmon peaks have very few 

applications while the ionization edges are used rigorously for elemental 

identification, for analyzing the charge state, to recognize the type of bonds, etc. 

 

 

Figure 2.11 (a) Schematic diagram of Omega energy filter in TEM for EELS 

analysis. (b) Typical EELS spectrum containing the zero loss peak, the plasmon 

peaks and the ionization edges (Ref.[142]) 
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2.5.2. Raman spectroscopy 

Raman spectroscopy is one of the vibrational spectroscopic techniques used 

to provide information on molecular vibrations and crystal structures. It is used for 

phase identification, chemical identification, characterization of molecular structure, 

changes in bonding effects, changes in atomic environment and stress in the 

material.  

Raman spectroscopic technique uses a laser light source to irradiate the 

material sample. When light is scattered by matter, almost all of the light gets 

scattered elastically without any change in energy and this process is called Rayleigh 

scattering. At the same time, a very small fraction of light undergoes inelastic 

scattering, where it loses energy in modifying the vibrational level of the molecule.  

 

Figure 2.12 Block diagram representing the working of Raman spectrometer  

In the present thesis, the equipment used for Raman analysis is the “Micro 

Raman” spectrometer system; make: Renishaw and model: InVia. The excitation 

laser had a frequency of 514 nm. It comprises of one or more lasers as excitation 
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source, a microscope unit coupled to a monochromator and a CCD camera detector. 

The working of this spectrometer is briefly shown in Figure 2.12 with the help of 

block diagram. 

Raman scattering setup consists of a laser excitation source, focusing lens, 

sample chamber, collection optics, dispersing system to analyze the scattered beam 

and a detector. This spectrometer, the 514.5 nm line from an Ar+ laser has been 

used as excitation source.  

The laser light entering the system unit passes through a rejection filter F1, 

whose purpose is to reject all but the desired lasing line from the laser for excitation 

of the sample. Then a plasma filter for eliminating the plasma lines corresponding 

to the desired wavelength is used. The laser beam passes through a spatial filter 

which comprises of a set of objective O1 and pinhole P1 to converge the beam to a 

10 µm (Gaussian shaped) spot. A second objective lens O2 is used to make a well-

collimated parallel beam. Two mirrors M1 and M2 are used to reflect the laser beam 

on to the edge filter F2. The angle of the edge filter is adjusted in such a way that 

the laser beam falls on mirror M3 and is directed into the optical path of the 

microscope. The light falls on the microscope objective lens O3 which focuses it on 

the sample to illuminate it. The sample is placed on a piezoelectric transducer-

controlled mechanical stage which helps in positioning and focusing the beam on 

the sample. The light scattered from the sample is collected back in the back-

scattering geometry by the same microscope unit which incidents it on the edge 

filter F2. This filter blocks the Rayleigh component of the scattered light and passes 

the Raman signal into the monochromator unit through slit P2. Inside the 

monochromator unit, the scattered light strikes the prism mirror T1 which directs 

it to the grating. The grating disperses the light and sends it back to T1 which 

directs it to the detector through lens O4. The lower wavenumber limit of detecting 

Raman signal using this spectrometer is 65 cm-1. Below this range, the edge filter 

eliminates Raman intensities also along with Rayleigh background. The detector is 
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a Peltier-cooled (upto 197 K) CCD camera where the dispersed light is focused. The 

CCD converts light into charges which is read by the readout electronics. 

2.6. Computational methods 

2.6.1. Density Functional Theory 

The material world of everyday experience, as studied by chemistry and 

condensed matter physics is built up from electrons and a few (or at most a few 

hundred) kinds of nuclei. The basic interaction is electrostatic or Coulombic[143]. 

The electrons must be described by quantum mechanics, while the more massive 

nuclei can sometimes be regarded as classical particles.  

The ground state properties of any solid can thus be obtained ab-initio by 

solving time independent Schrödinger equations. 

Eqn. 2.6 

The many-body wavefunction  is a complicated function of all the spatial 

coordinates of nuclei {RA} and spatial and spin coordinates of electrons {ri,i}.  

includes all possible interactions between electrons and nuclei and can be written as 

Eqn. 2.7 

MA is the ratio of the mass of nucleus A to the mass of an electron and ZA is atomic 

number of nucleus A.  

Eqn. 2.7 is a complex one to solve for systems containing more than a few 

electrons. So few approximations are made to reduce the complexity.  

Born-Oppenheimer approximation: Since nuclei are much heavier than 

electrons, the timescale its response is also orders of magnitude slower than 

electrons. As a result the second term in Eqn. 2.7 can be neglected and the fourth 

term can be assumed as constant for a given configuration of the nuclei (considered 

as external potential, ). Even with this simplification, it becomes very tough 
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task to solve N-electron system (with 3N coordinates). Hartree assumed the wave 

function of electron to be product of single particle states, i.e., the electrons are 

considered to be independent. (Hartree method includes only Coulomb repulsion 

between electrons.) 

Eqn. 2.8 

Electrons being Fermionic in nature, their wavefunction should be 

antisymmetric with respect to the exchange of any two electrons. But the product 

of one-electron wavefunctions as given in equation 2.8 is not antisymmetric. Hatree-

Fock approximation simplifies the interacting many electron wave function into a 

product of wave functions of single electrons. Anti-symmetry was included in 

Hartree-Fock method, by writing many-electron wave function as a Slater 

determinant of one-electron orbitals as 

Eqn. 2.9 

Wave function based approaches become very difficult to solve when the 

particle number becomes very large. Wave function for a system depends on the 

position coordinates of all the electrons. Alternative approach using electron density 

simplifies the problem as it depends on only three position coordinates from which 

one would find the electron density – the total electron density due to all the 

electrons in the system – at that position. DFT is based on the two theorems as 

follows. For any system of interacting particles in an external potential , the 

potential  is determined uniquely, except for a constant, by the ground-state 

particle density . Second theorem states that a universal functional of the 

energy E[n] in terms of the density n(r) can be defined, valid for any external 

potential . For any particular , the exact ground-state energy of the 

system is the global minimum value of this functional, and the density n(r) that 

minimizes the functional is the exact ground-state density .  
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The practical tools to determine ground state density is given by the Kohn-

Sham ansatz. They replace the interacting many body problem by auxiliary problem 

of non-interacting electrons having same density as that of original interacting 

system. This leads to Kohn-Sham equations: 

Eqn. 2.10 

where  and  

Eqn. 2.11 

These equations are solved self consistently to solve the Kohn-Sham 

equations, beginning with a guess electron density n(r). Here the effective potential 

, experienced by every electron includes the external potential ( ) and 

the exchange-correlation potential  and the wave function of an electron under 

this potential is calculated as a linear combination of plane wave basis sets. 

This exchange-correlation function contains all the many body (many 

electrons) effects and is crucial approximation involved in DFT calculations. Two 

most widely used approximations being Local Density Approximation (LDA) and 

Generalized Gradient Approximation (GGA). In LDA the exchange-correlation 

energy at each point of the real space is assumed to be equal to that of a uniform 

electron gas with same density. In the context of gradient corrected exchange 

correlation functionals, two widely used functionals are those parametrized by 

Perdew and Wang (PW91)[144], and Perdew, Burke and Ernzerhof (PBE)[145]. 

2.6.1.1. Materials Studio - CASTEP 

CASTEP[146] is a quantum mechanics-based program designed specifically 

for solid-state materials science. CASTEP employs the density functional theory 

plane-wave pseudopotential method, which allows to perform first-principles 
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quantum mechanics calculations to explore the properties of crystals and surfaces 

in materials. CASTEP is included in Materials Studio package. 

Being a DFT code, CASTEP helps to calculate the core level spectroscopies, 

density of states, electron density difference, and a wide range of properties related 

to vibrational models which depends on electronic structures. The graphical user 

interface in Materials Studio helps to prepare the input (like definition of the crystal 

structures) and to process the outputs (like extracting charge density plots, EELS 

spectra plots, etc.) from CASTEP. The complete guide is available in Ref.[147]. 

Core level spectroscopic properties of solids are related to the electronic 

transitions from a core level of an ion to the conduction band. The core level is 

localized, so the core level spectroscopy provides a detailed element-specific picture 

of the local electronic structure around a given atomic site. Electron energy-loss 

near-edge structure (ELNES or EELS) and X-ray absorption near-edge structure 

(XANES) spectroscopy provide information on the unoccupied electronic states (in 

the conduction bands) by exciting one electron from a core level into the unoccupied 

state. In this case, the probing electron or X-ray interacts with a system that has 

been perturbed by the probe itself, created a hole in the inner-shell, a ‘core hole’. 

Calculations with core holes are designed in CASTEP to describe the electronic 

structure of such perturbed systems. 

In the present thesis CASTEP is used to calculate EELS, and electron charge 

density difference. 

2.6.1.2. Vienna Ab-initio Simulation Package 

The Vienna Ab-initio Simulation Package (VASP) is a computer program 

for atomic scale materials modelling; for electronic structure calculations and 

quantum-mechanical molecular dynamics, etc. from first principles. VASP computes 

an approximate solution to the many-body Schrödinger equation within density 

functional theory (DFT). In VASP, the central quantities like the one-electron 

orbitals, the electronic charge density, and the local potential are expressed in plane 
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wave basis sets. The interactions between the electrons and the systems of ‘ions + 

core electrons’, are described using norm-conserving or ultrasoft pseudopotentials, 

or the projector augmented wave (PAW) method. 

In the present thesis VASP has been used to find out the total energies of 

crystal systems as a function of different volumes. These values help calculate the 

lattice parameter of the particular crystal system, using the Birch–Murnaghan 

isothermal equation of state[148]. VASP calculations are used in the thesis, to find 

the binding energy of two or more interstitial atoms in different neighbourhoods, 

and also to find the formation energy pertaining to the formation of defects and/or 

interstitials in a perfect crystal system. The details are given in the appropriate 

sections in the thesis. 

2.6.2. Molecular Dynamics simulations 

LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) is a 

classical molecular dynamics simulation code with a focus on materials modeling. 

LAMMPS can model systems with only a few particles up to millions or billions. In 

the most general sense, LAMMPS integrates Newton’s equations of motion for a 

collection of interacting particles. A single particle can be an atom or molecule or 

electron, a coarse-grained cluster of atoms, or a mesoscopic or macroscopic clump 

of material. The interaction models that LAMMPS includes are mostly short-range 

in nature; some long-range models are included as well. LAMMPS uses neighbor 

lists to keep track of nearby particles. The lists are optimized for systems with 

particles that are repulsive at short distances, so that the local density of particles 

never becomes too large. 

In the present thesis, LAMMPS is used to calculate the stacking fault 

formation energy in the fcc yttrium titanate Y2Ti2O7. 
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2.6.3. CTM4XAS 

A range of DFT based computer codes exist to calculate the X-ray absorption 

cross-section and thereby to calculate the XAS which is a core level spectrum. The 

theory of DFT transforms the problem of many electron system (i.e., the system of 

valence electrons) into a scenario where every single electron is considered to be 

moving in the effective field of all the other valence electrons; the field being 

represented by the density functional . This single particle description works 

well for all K edges, whereas for the other edges, in particular the metal L23 edges, 

the agreement is poor. The reason for this discrepancy is not that the density-of-

states is calculated wrongly, but that one does not observe the density of states in 

such X-ray absorption processes. The reason for the deviation from the density-of-

states is the strong overlap of the core wave function with the valence wave 

functions. The overlap of core and valence wave functions is present also in the 

ground state, but because all core states are filled, it is not effective and one can 

approximate the core electrons with their charge. 

Multiplet effects are important in the cases when there are core holes. 

Multiplet effects determine the spectral shapes and influence the L3 to L2 branching 

ratio. They play an important role in a large fraction of X-ray spectroscopies. An 

exhaustive review of the multiplet effects may be seen in Ref[149]. 

CTM4XAS stands for Charge Transfer Multiplet program for X-ray 

Absorption Spectroscopy. In contrast to these ab-initio routes, the CTM4XAS 

program is based on a semi-empirical approach that includes explicitly the 

important interactions for the calculation of L edge spectra. This includes the core 

and valence spin–orbit couplings, the core-valence two-electron integrals (multiplet 

effects) and the core hole induced charge transfer effects. CTM4XAS calculations 

use the charge transfer multiplet model developed by Theo Thole[150] as the basis. 
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2.7. Summary  

This chapter gives brief introduction to diffraction techniques (XRD, GIXRD 

and electron diffraction), spectroscopic techniques (EDS, EELS, Raman 

spectroscopy, XAS) and High resolution TEM. This chapter briefly explains the 

various computational methods used in the thesis. 
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Chapter 3 

Aggregation and ordering of helium in thoria 

3.1. Introduction  

The presence of inert gas bubbles degrades the thermal conductivity of any 

fuel material and also leads to swelling[5,6]. Thoria (ThO2) is a candidate fuel 

material for future reactors. In the present chapter, the behaviour of helium in the 

thoria lattice is studied using experiments and DFT calculations. 

The behaviour of inert gases (Kr, Xe and He) inside the nuclear fuel materials 

(urania, thoria, and ceria) have been characterized by many authors[86–91,93,94] 

based on experiments and computer simulations. Mohun et al.[94] studied the 

mechanism of defect formation due to α particle irradiation in urania and thoria by 

irradiating with 21 MeV He2+ ions, where Raman scattering and luminescence 

results showed that although UO2, ThO2 and PuO2 share similar characteristics, 

the mechanism of defect creation in ThO2 was totally different. Roudil et al.[90] 

measured the activation energy (Ea) and the diffusion coefficient (D) for the 

diffusion of helium in urania by nuclear reaction analysis ((d,p) reaction) and found 

that Ea was 2 eV and D was very small 2.9×10-17 m2s-1, at 1000 ℃.  

The calculations by Dąbrowski et al.[87] supports the experimental 

observation[86] that helium occupies octahedral interstitial position in the perfect 

fcc lattice of urania and thoria. Further, Dąbrowski et al.[87] showed that helium 

atom located in the octahedral interstitial site would cause a local increase in the 

lattice parameters of both urania and thoria. Based on DFT calculations, Yun et 

al.[88] have showed that helium atoms might tend to form even small clusters 

around the octahedral interstitial site in urania and Shao et al.[89] have predicted 

similar clustering in thoria. Using density functional theory (DFT) calculations, Lu 

et al.[91] have shown that helium diffusion is possible in thoria lattice only in the 

presence of Th-vacancy and this might lead to helium aggregation causing failure 
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of fuel. However, there is no experimental report on the behaviour of helium atoms 

in the lattice of thoria. 

In this context, it would be interesting to study the behaviour of low 

concentration of helium in defective thoria. In the present work, thoria was 

irradiated with low energy (100 keV) He+ ions which introduces a peak helium 

concentration of 4 at% along with production of Th- and O-vacancies due to 

displacement damage. The trapping, diffusion and ordering of helium in thoria 

matrix were studied using Transmission Electron Microscopy (TEM) and Grazing 

Incidence X-Ray Diffraction (GIXRD), and DFT based calculations were used to 

interpret and support the experimental findings. 

3.2. Experimental and computation methods 

3.2.1. Sample synthesis  

Thorium nitrate (from M/s. Indian Rare Earths, India) and analytical 

reagent grade citric acid were used as precursors for the synthesis of thoria. The 

sample was synthesized by heating an aqueous solution containing thorium nitrate 

and citric acid on a hot plate. The combustion process involves dehydration followed 

by de-nitration of thorium nitrate and destruction of citric acid. The final product 

was a porous, fluffy, crystalline and highly free flowing powder. The resultant 

powder was calcined at 973 K for 5 hours in air. The synthesis procedure is explained 

in Ref[137]. The calcined powder was compacted with a pressure of 300 MPa by 

employing a double action hydraulic press and made into pellets. The pellets were 

sintered at 1773 K. The pellets have a density of 9.5 g/cm3 which is 95% of the 

theoretical density.  

3.2.2. Experimental methods 

Thoria pellets were irradiated with 100 keV He+ ions to study the behaviour 

of implanted helium atoms. In order to study the role of irradiation induced defects 



Experimental and computation methods Chapter 3 

63 

and defects clusters, thoria pellets were irradiated also with 4 MeV Si+ ions. Low 

energy helium ion implantations were carried out using 150 kV ion accelerator.  

 

Figure 3.1 Schematic illustration of the implantation of helium ions and the 

probe depth of GIXRD. 

The irradiations were carried out upto ion fluences 5×1016 ions/cm2 and 1×1017 

ions/cm2. The base vacuum in the irradiation chamber was maintained at 5×10-7 

mbar. The 4 MeV Si+ ion irradiation was carried out in the 1.7 MV Tandetron 

Accelerator. For the ion irradiation experiments, the beam current density was 

maintained 1 A/cm2 on the sample, to avoid beam heating. Table 3.1 gives the 

details of the ion irradiation experiments, calculated using SRIM. Displacement 

energies for Th and O atoms, required for the SRIM calculations, were taken as 

53.5 eV and 20 eV respectively as suggested by Xiao et al.[151]. 

Table 3.1 Details of ion irradiations: 100 keV He+ and 4 MeV Si+ ions on thoria. 

Ion 
Projected 

range (nm) 

Se 

(eV/nm) 

Sn 

(eV/nm) 

Ion fluence 

(ions/cm2) 

Damage at 

340nm (dpa) 

Concentration 

of Helium 

100 keV 

He+ 

340 

(±123) 
263.4 4.08 

5×1016 1.85 2.2 at% 

1×1017 3.85 4.4 at% 

4 MeV 

Si+ 

1540 

(±320) 
3762.0 55.90 2×1016 3.69  

SRIM calculations showed that the peak of the projected range of 100 keV 

He+ ions in thoria was at a depth of 340 nm from the surface (with a straggling of 

123 nm). The average kinetic energy transferred by 100 keV He+ ion to Th and O 

atoms were found to be 103 eV and 65.9 eV respectively. The average kinetic energy 

transferred by 4 MeV Si+ ion to Th and O atoms were found to be 549 eV and 

242 eV respectively.  
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Grazing Incidence X-Ray Diffraction (GIXRD) technique was used to 

characterize the effects of implanted helium in the near surface of thoria samples. 

Bruker X-ray diffractometer (Model: D8-Discover) with Cu Kα radiation (1.541 Å) 

was used for the characterization. The incident angle was kept at 0.3 and the 

diffracted X-rays were collected from 25 to 95, with a step size of 0.05. The depth 

probed by X-rays at 0.3 in thoria is 184 nm, whereas the projected range of 100 keV 

He+ ions in thoria is 340 nm. Therefore, GIXRD probes the region where helium 

ions are implanted along with production of defects. In the case of silicon ion 

irradiated sample, (the range of 4 MeV Si+ ion is 1540 nm) the GIXRD (with the 

same incident angle of 0.3) probes the same depth (184 nm) where only the damage 

caused by silicon ions will be present and not the implanted silicon atom.  

The microstructure of all the irradiated samples were studied using LIBRA 

200FE (High Resolution Transmission Electron Microscope (HRTEM)). TEM 

specimens were prepared by scratching the surface of the pellets using a scalpel 

blade and by dispersing it in the carbon coated copper grid with the help of 

propanol. This sample preparation method was preferred over conventional methods 

like focused ion beam method or ion-milling method since they introduce irradiation 

induced artefacts in the sample.  

3.2.3. Computation details 

Density functional theory (DFT) based calculations were used to find the 

formation energies and the binding energies of different defects in thoria and also 

to find the lattice parameters of different configurations. All the calculations were 

performed using ab-initio DFT methods as implemented in the plane wave based 

Vienna Ab-initio Simulation Package (VASP). The interaction between the valence 

electrons and the ionic core is described by projector-augmented-wave (PAW) 

pseudo-potentials[152]. Generalized Gradient Approximation (GGA) as 

parametrized by Perdew, Burke, and Ernzerhof (PBE)[145] was used as the 

exchange-correlation functional. GGA exchange-correlation functional reproduces 
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the ground-state properties of ThO2 reasonably accurately[153]. A kinetic energy 

cut-off of 550 eV was found to give total energy convergence of the order of 

0.001 eV/atom in the case of unit cell of ThO2. Integration over the Brillouin zone 

was done using a Monkhorst-pack[154] grid of 5×5×5 k-points for the unit cell 

calculations and 3×3×3 k-points for a super cell containing 2×2×2 unit cells of 

ThO2. Both the cell volume and ion positions were relaxed until the force on each 

ion was less than 0.001 eV/Å. The structural details of thoria, required for DFT 

calculations, were identified from the International Centre for Diffraction Data 

(ICDD) based on the XRD patterns. The space group was identified as 225 . 

The fcc unit cell contains 4 Th atoms (Wycoff position:(0,0,0), symmetry:4a) and 

8 O atoms (Wycoff position: (¼,¼,¼), symmetry:8c). 

The formation energies , the energy for the formation of helium atom 

inside the reference system, were calculated using the expression[91], 

Eqn. 3.1 

where,  is the total energy of the system – i.e., the reference system with helium 

atom(s),  is the energy of the reference system (like the perfect thoria system 

or the defective system with Th- or O-vacancy) and  is the energy of an isolated 

helium atom, calculated using DFT. A 96 atom super cell containing 2×2×2 unit 

cells of ThO2 was used for the calculation of formation energy. 

The possibility of ordering of helium atoms in thoria lattice was analysed by 

calculating the binding energy per helium atom in different configuration and 

different concentration of helium atoms in thoria lattice. It was calculated as 

Eqn. 3.2 

where, is the formation energy of n He atoms in the respective configuration 

and  is the formation energy of single He atom in ThO2. A super cell 

containing 2×2×2 unit cells of ThO2 was used in these calculations also. 
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3.3. Results 

3.3.1. XRD analysis 

 

Figure 3.2 The GIXRD patterns of 100 keV He+ ion irradiated thoria samples 

for the ion fluences of (a) 1×1017 ions/cm2 and (b) 5×1016 ions/cm2 along with (c) 

the as-prepared sample and (d) the thoria sample irradiated with 4 MeV Si+ ion 

up to 2×1016 ions/cm2. The plots (e), (f), (g) and (h) show the magnified view of 

the (111) peak in the patterns (a), (b), (c) and (d) respectively. 

The GIXRD patterns of the as-prepared sample and the 100 keV He+ ion 

and 4 MeV Si+ ion irradiated samples, are shown in Figure 3.2. The structure of 

the as-prepared sample was identified from the GIXRD pattern of the sample, shown 

in Figure 3.2(c). The prominent peaks of the face centered cubic (fcc) system of 

thoria, corresponding to the planes such as (111), (200), (220), (311), etc. – as 

reported in PDF No.00-042-1462 in the ICDD database – were noticed in the XRD 
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pattern of the as-prepared sample. The space group is identified as (225) and 

the lattice parameter is 5.60 Å. 

Figure 3.2(a) and (b) shows the GIXRD patterns of the He+ ion irradiated 

samples, upto the ion fluences of 5×1016 ions/cm2 and 1×1017 ions/cm2 respectively. 

These GIXRD patterns showed all the standard peaks of thoria, but the peaks were 

shifted slightly towards lower angles (0.05°) when compared to the as-prepared 

sample. The slight shift may be noticed clearly in the magnified view of (111) peaks, 

shown in Figure 3.2(e), (f) and (g). Interestingly, a set of additional peaks were also 

observed in the He+ ion irradiated samples (Figure 3.2(a) and (b)) near all the 

standard diffraction peaks of thoria and the additional peaks were shifted to lower 

2 values. This confirmed that the additional peaks correspond to a region in the 

sample where the unit cell has expanded. From the intensities of the additional 

peaks, it was observed that the volume fraction of expanded lattice could be small. 

From the peak positions, the lattice parameter of the expanded unit cell was 

calculated. 

The standard peak (111) in the as-prepared thoria (Figure 3.2(g)) was seen 

at the Bragg angle 27.55. The additional peak near (111) (Figure 3.2(e)), which 

appeared after irradiation upto the ion fluence of 1×1017 ions/cm2, was seen at 

27.25. The d-spacings corresponding to these peaks were found to be 3.236 Å and 

3.270 Å respectively. Therefore, the expansion (d) in (111) planes, after irradiation 

upto the ion fluence of 1×1017 ions/cm2, was 0.034 Å, and the corresponding change 

in the lattice constant  was 1.07%. Similarly, in the sample irradiated upto 

the ion fluence of 5×1016 ions/cm2 (Figure 3.2(f)), the lattice expansion in (111) 

planes was found to be 0.97%.  

Figure 3.2(d) shows the XRD pattern of the thoria sample irradiated with 

4 MeV Si+ ions. There was no additional set of peaks in the case of Si+ ion irradiated 

sample. However, the standard peaks of thoria have shifted towards lower 2 value 

by 0.1 after Si+ ion irradiation. The corresponding lattice expansion was found to 
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be 0.06% and it was comparable to the lattice expansion of 0.05% reported by Tracy 

et al.[155,156].  

3.3.2. TEM analysis 

  

Figure 3.3 (a) The high resolution TEM image of the as-prepared thoria; the 

lattice fringes were indexed to (111) planes (d-spacing: 3.23 Å) and the zone axis 

was  (b) The electron diffraction pattern of thoria. 

Figure 3.3(a) shows the high resolution TEM image of the as-prepared thoria 

sample. The lattice fringes in the high resolution TEM images were indexed to (111) 

planes of thoria, with d-spacing of 3.23 Å. The zone axis was found to be  

Figure 3.3(b) shows the electron diffraction pattern recorded from the as-prepared 

thoria; it was indexed to fcc thoria system (PDF No.00-042-1462). 

Figure 3.4(a) shows the bright field TEM image of the He+ ion irradiated 

thoria sample. The circles in Figure 3.4(a) show some regions in the matrix with 

dark contrast, which were not seen in the as-prepared sample. Figure 3.4(b) shows 

the histogram of the size distribution of such dark patches. Figure 3.4(c) shows the 

magnified view of one such dark patch in the sample irradiated upto the ion fluence 

of 1×1017 ions/cm2. The lattice fringes have a d-spacing of 3.23 Å, which 

correspond to (111) planes of thoria. The fringe widths inside and outside the dark 

region were compared using the intensity profiles along three lines A, B and C, 
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shown in Figure 3.4(c). Here, the line B alone passes through the dark region and 

the lines A and C are running through the perfect matrix of thoria. The peaks in 

the intensity profile shown in Figure 3.4(d) correspond to the position of the bright 

fringes in Figure 3.4(c). From the line profile, it may be noted that some of the 

peaks in line B were shifted with respect to the corresponding peaks in lines A and 

C. It showed that there was a dilation or expansion of the fringes inside the dark 

region. Similar lattice expansion was noted in many dark patches in the HRTEM 

images of the He+ ion irradiated samples. 

  

  

Figure 3.4 (a) The high resolution TEM image of He+ ion irradiated thoria 

sample showing the presence of dark patches (b) Histogram of the size distribution 

of dark patches. (c) close view of one of the dark patches (d) the line profiles of 

intensities along the lines A, B and C across the dark patch. 
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TEM observations, thus, revealed that the additional set of peaks noticed in 

GIXRD were due to the lattice expansion in the isolated nanometric regions of the 

samples.  

3.3.3. DFT calculations 

DFT calculations were used in the present work to understand the role of 

helium in the formation of isolated nanometric regions of the sample with expanded 

lattice. DFT calculations were carried out to find (i) the position preferred by the 

implanted helium atom in the defective thoria, (ii) the possibility of aggregation of 

interstitial helium atoms and (iii) the lattice expansion due to ordered aggregation 

of helium atoms in the octahedral interstitial sites. The results are discussed below. 

Table 3.2 Helium formation energies at different locations in defective thoria 

system. (Thorium atoms are represented by white spheres, oxygen by black spheres 

and helium by red spheres. Vacancy is represented by a cube. The arrow mark 

notifies the position considered for the formation of helium atom.) 

Helium formation site 
Formation energy (eV) 

DFT results Lu et al.[91] 

 

Octahedral interstitial 0.86 0.77 

 

Octahedral interstitial 

near a Th-vacancy 
0.87 - 

 

Octahedral interstitial 

near an O-vacancy 
0.81 - 
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Helium formation site 
Formation energy (eV) 

DFT results Lu et al.[91] 

 

Th-vacancy 0.18 0.21 

 

O-vacancy 2.69 2.48 

In defective thoria lattice, there are four different locations, where the 

implanted helium atom can possibly be accommodated: (1) octahedral interstitial 

site, (2) Th-vacancy, (3) O-vacancy, (4) octahedral site near Th-vacancy and (5) 

octahedral site near O-vacancy and all these locations are illustrated in Table 3.2. 

In order to identify the preferred site among them, the formation energies for helium 

in these locations were calculated using DFT and listed in Table 3.2. From the 

table, it can be seen that in the defective thoria lattice, helium prefers Th-vacancy 

site, which has the lowest formation energy of 0.18 eV. This value was also 

corroborated by the value (0.21 eV) reported by Lu et al.[91].  

The octahedral interstitial sites and Th-vacancy sites form a sublattice in the 

fcc lattice of thoria. The sublattice is illustrated in Figure 3.5. Figure 3.5(a) shows 

an fcc unit cell of thoria, with all the octahedral interstitial sites (the body centre 

position and the edge centre positions) filled with helium atoms. When the network 

of oxygen atoms are considered separately, they form a cubic sublattice, as 

illustrated in Figure 3.5(b). On the other hand, the octahedral interstitial sites and 

the Th-vacancy sites, which have similar chemical environment in first neighbour 

position, form another sublattice. Lu et al.[91] have reported that helium atom 

diffuses through the sublattice of octahedral interstitial sites and Th-vacancy sites. 
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Figure 3.5 (a) The unit cell of thoria along with helium atoms in octahedral 

interstitial positions. (b) Illustration of the sublattice of oxygen and the sublattice 

of octahedral interstitial sites and Th-vacancy sites. (Thorium atoms are 

represented by white spheres, oxygen by black spheres and helium by red spheres 

with label)  

The possibility of aggregation of helium atoms in the octahedral interstitial 

sites, in the perfect lattice of thoria, was studied by calculating the binding energies 

of helium atoms in 1st and 2nd neighbour positions within the octahedral interstitial 

sites. The binding energy values are listed in Table 3.3. A supercell consisting of 

2×2×2 unit cells of thoria were used for the DFT calculations. 

Table 3.3 The binding energies for different configurations of helium in thoria 

lattice.  

Configuration 
Binding energy per 

He atom (eV) 

Two He atoms in 2×2×2 units cells of thoria  

in 2nd neighbour position as shown in Figure 3.5(b) 
 0.011 

Two He atoms 2×2×2 units cells of thoria  

in 1st neighbour position as shown in Figure 3.5(b) 
 0.033 

Ordered system where helium decorates all the 

octahedral interstitial sites (Figure 3.5(a)) 
 0.043 

Helium atoms showed positive binding in both 1st and 2nd neighbour positions 

and the binding was stronger in 1st neighbour position. The binding energy per 

helium atom was found to be the highest (see Table 3.3) in the ordered system,  
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Figure 3.6 Total energies fitted to Birch-Murnaghan equation of state to obtain 

the lattice parameter for (a) perfect unit cell of thoria, (b) thoria with 8.33 at% of 

He (1He/unit cell) and (c) thoria with 33 at% of He (4He/unit cell). The lattice 

parameter increases with helium concentration. (Thorium atoms are represented 

by white spheres, oxygen by black spheres and helium by red spheres, with label) 

where helium atoms filled all the octahedral interstitial sites, as shown in Figure 

3.5(a). It is the configuration where all the four octahedral interstitial sites in fcc 

unit cell are occupied by helium atoms and this corresponds to the maximum 

concentration of helium. Helium shows the highest binding in this configuration. It 

implies that the helium atoms would prefer to aggregate. 
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Lattice parameters were calculated using DFT for (i) perfect thoria system, 

(ii) the system with 1 He atom per unit cell (helium concentration: 8.33 at%) and 

(iii) the system with 4 He atoms per unit cell (helium concentration: 33.3 at%). The 

third one is the system with complete ordering of helium atoms in the octahedral 

interstitial positions. In all the three cases, a single unit cell of ThO2 was used for 

DFT calculations. First total energies were calculated for systems with different 

volumes and the values were fitted to Birch-Murnaghan equation of state[148] to 

obtain the lattice parameter (see Figure 3.6). The lattice parameter for the perfect 

thoria was found to be 5.62 Å, which agrees with the experimental value is 5.6 Å. 

The lattice parameter increased to 5.64 Å, when the system had 1 He atom per unit 

cell (8.33 at%). It was 5.69 Å, when the system was filled with 4 He atoms per unit 

cell (33 at%). 

3.4. Discussion 

The behaviour of the inert gas ‘helium’, inside thoria fuel was studied by 

irradiating thoria with 100 keV He+ ions and characterizing the effects using GIXRD 

and TEM. The GIXRD patterns of the irradiated samples showed all the standard 

peaks of thoria, but the peaks were shifted slightly towards lower angles (0.05°), 

when compared to the as-prepared sample. A set of additional peaks were also 

observed in the He+ ion irradiated samples near the standard diffraction peaks and 

the additional peaks were shifted to lower 2 values. The additional peaks 

correspond to the regions in the sample where the unit cell has expanded. From the 

measured d-spacing it was found that the expansion (d) in (111) planes, after 

irradiation upto the ion fluence of 1×1017 ions/cm2, was 0.034 Å, and the 

corresponding change in the lattice constant  was 1.07%. In the sample 

irradiated upto the ion fluence of 5×1016 ions/cm2, the expansion in (111) planes 

was 0.97%. TEM observations revealed that the additional set of peaks noticed in 

GIXRD were due to the lattice expansion in the isolated nanometric regions of the 
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samples. Further 4 MeV Si+ ion irradiation, which produce approximately the same 

amount of damage (3.69 dpa) in thoria, at the same depth (340 nm), as produced 

by 100 keV He+ ions, resulted only in a small peak shift (0.1) and did not give rise 

to any additional peaks. The small peak shift (0.1) corresponds to a lattice 

expansion of 0.06% 

The small shift (0.05°) in the standard peaks in the He+ ion irradiated 

samples, and the small shift (0.06°) in the Si+ ion irradiated sample were attributed 

to the effects of point defects and defect clusters produced during ion irradiation. 

Tracy et al.[155,156] have studied the effect of 2.2 GeV Au+ ions (swift heavy ion 

(SHI)) in thoria and have particularly investigated the expansion in the unit cell of 

thoria from the XRD patterns. The authors observed that irradiation induced 

defects and defect clusters leads to the lattice expansion. The lattice parameter 

systematically increased with the ion fluence and saturated at 0.05%[155,156]. 

Akabori et al.[157] have studied the effect of additives in irradiation-induced lattice 

expansion in thoria where fission fragment irradiation to the specimens was carried 

out by the recoil implantation of fission fragments from Al-U foils enriched by 235U. 

According to them the expansion must be related to the behaviour of irradiation-

induced and doping-induced point defects, and it saturates at 0.3%. In the present 

case, in order to understand the role of irradiation induced damages in the lattice 

expansion, thoria sample was irradiated with 4 MeV Si+ ions. From Table 3.1, it 

may be noted that 4 MeV Si+ ions would produce approximately the same amount 

of damage (3.69 dpa) in thoria, at the same depth (340 nm), as produced by 100 

keV He+ ions. Actually, the projected range of 4 MeV Si+ ions was 1.54 µm (with 

a straggling of 300 nm) and so the concentration of Si atoms at the depth of 340 nm 

was negligibly small. 

Therefore, the additional peaks, which appeared after helium ion 

implantation, correspond to an unusual lattice expansion of 1.07%, which may not 
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be due to damage or defects alone. Hence the implanted helium was expected to 

have played a crucial role in the lattice expansion. 

In the present work, the DFT calculations revealed the role of implanted 

helium atoms in the unusual lattice expansion. Figure 3.6 provides the lattice 

parameter calculated for perfect thoria system and the lattice parameters for thoria 

with 8.33 at% and 33 at% of helium. The lattice parameter of the perfect thoria 

system was 5.62 Å, which agrees with the experimental value of 5.60 Å. The value 

increased systematically when the concentration of helium in thoria increased. The 

lattice parameter was 5.64 Å (i.e., 0.18% expansion) when the helium concentration 

was 8.33 at%. The lattice parameter was 5.69 Å (i.e., 1.25% expansion), in the 

completely ordered system, where the helium concentration was the maximum of 

33 at%. This value agreed with the lattice expansion (0.97% and 1.07%) observed 

experimentally in the present work. Here, the helium ion fluences were 5×1016 

ions/cm2 and 1×1017 ions/cm2 and the concentration of implanted helium was just 

1.17 at% and 2.35 at%, respectively. So, the large lattice expansion of 1.07%, implied 

that there was aggregation and ordering of helium in nanometric regions, where 

helium concentration might be 33 at%. 

So, from the DFT calculations, it was concluded that (i) helium atoms prefer 

the Th-vacancy site in the defective thoria, (ii) helium atoms diffuse through the 

sublattice consisting of octahedral interstitial and Th-vacancy sites and the strong 

binding of helium atoms results in aggregation and ordering of helium in the 

octahedral interstitial sites in thoria matrix, (iii) The ordered aggregation of helium 

results in lattice expansion of the order of 1.25%, in nanometric regions in thoria. 

The number of Th-vacancy would play a crucial role in the diffusion of 

helium. The number of Th-vacancy could be calculated from the average kinetic 

energy transfer,  (from 100 keV He+ ions to the target atoms), and from the 

displacement threshold energy, Ed, as follows[25]: 
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Eqn. 3.3 

where, , is the fraction of energy transferred from He+ 

ion with mass  to the target atom with mass , (either Th or O). E is the 

energy of the incident He+ ion. The average energy transfer  to Th and O atoms 

were found to be 103 eV and 65.9 eV respectively. It may be recalled that the 

displacement threshold energy for Th and O atoms in ThO2 are 53.5 eV and 

20 eV respectively[151]. So, every He+ ion would produce just one or two Th- or 

O-vacancies in the thoria lattice and not a dense cascade., O interstitials have high 

mobility compared to Th-vacancy and they have small energy barrier for migration 

in the matrix of thoria[158,159]. The charge imbalance, created by the high mobility 

of O, increases the mobility of the Th atoms also[91,160], which in turn helps the 

helium atoms to diffuse[91] and aggregate in the matrix. 

3.5. Summary and conclusion 

The aggregation and ordering of helium was studied by irradiating thoria 

with 100 keV He+ ions and characterizing the effects using GIXRD and TEM.  

 GIXRD and TEM analysis showed that there is a lattice expansion of 1.07% in 

isolated nanometric regions of the sample. The GIXRD patterns of 4 MeV Si+ 

ion irradiated sample proved that damage (point defects and defect clusters) 

alone will not produce such a large lattice expansion.  

 DFT calculations showed that helium prefers Th-vacancy site in the defective 

thoria system. DFT calculations also showed that helium energetically prefers 

to aggregate in the octahedral interstitial sites of the fcc lattice of thoria. The 

aggregation and ordering of helium atoms in the octahedral interstitial sites of 

thoria results in a lattice expansion of 1.25%, which is close to the experimentally 

observed lattice expansion (1.07%). 
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 The experiments and calculations confirm that the lattice expansion is due to 

the aggregation and ordering of helium atoms in nanometric regions of thoria. 
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Chapter 4 

Radiation stability of yttrium titanates 

4.1. Introduction 

Oxide dispersion strengthened (ODS) steels are the candidate structural 

materials for future nuclear reactors. In ODS steels, the dispersed oxide particles 

mainly provide the improved creep resistance at high temperatures compared to 

their conventional ferritic-martensitic counterparts[98,161]. The strength of the 

ODS steel is derived from the uniformly distributed, highly dense, oxide 

dispersoids[103,162,163]. Therefore, the high-temperature mechanical properties of 

ODS steel depends on the radiation stability of the dispersed Y-Ti-O oxide particles, 

which in turn could depend on the strength and the nature of the metal-oxygen 

(M-O) bonds. The predominant compositions of Y-Ti-O nanoparticles are Y2Ti2O7 

and Y2TiO5. The nature of M-O bonds changes with the composition of the Y-Ti-O 

oxide particles. Hence a comparison of the strength and the nature of the M-O 

bonds in these two oxide particles (Y2Ti2O7 and Y2TiO5) could help in deciding the 

Y-Ti-O composition of the ODS steels. 

Lian et al.[113] and Zhang et al.[114] have studied the temperature 

dependence of the critical amorphization dose in different rare-earth titanates 

(pyrochlores) using ion irradiation experiments. Critical amorphization temperature 

(Tc) is the temperature at which the rate of crystalline recovery is equal to the rate 

of damage production, and above Tc, the material cannot be amorphized by ion 

irradiation[164,165]. The critical amorphization temperature (Tc) for Y2Ti2O7 and 

Y2TiO5 were found to be 780 K and 623 K respectively, and the Tc value of Y2TiO5 

is lower than that of Y2Ti2O7. It implies that accommodation of ion-induced defects 

is much enhanced in Y2TiO5 as compared to Y2Ti2O7. Based on these observations, 

the authors suggested that an increase in the amount of Y2TiO5 oxide particles, 

instead of Y2Ti2O7, may improve the radiation resistance of the ODS steel. Further, 
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the degree of covalency in the M-O bonds in Y2Ti2O7 and Y2TiO5 were compared 

earlier by Jiang et al.[104] using DFT calculations and it was reported that the Ti-O 

bonds exhibit higher covalency than the Y-O bonds and the ionic bonding dominates 

in both these oxides. 

The radiation stability of both the oxides were studied by irradiating the 

oxide samples, Y2Ti2O7 and Y2TiO5, with low energy krypton ions (70 keV Kr+ 

ions) and by analyzing the changes in the microstructure using GIXRD, TEM and 

EELS. Further, the nature of the M–O bonds of the two oxide particles Y2Ti2O7 

and Y2TiO5 were compared using electron energy loss spectroscopy (EELS).  

4.2. Experimental and computational methods 

4.2.1. Experimental methods 

The powder samples of Y2Ti2O7 and Y2TiO5 were synthesized by the 

conventional solid state reaction route from the precursor materials Y2O3 and TiO2. 

To synthesize Y2Ti2O7, the precursors Y2O3 and TiO2 were taken in the molecular 

ratio of 1:2 and the mixture was calcined at 1250 ℃ in air for 48 hours[131]. Y2TiO5 

was synthesized with the same precursors Y2O3 and TiO2, taken in the molecular 

ratio of 1:1 and the mixture was calcined at 1500 ℃ in air for 24 hours[132]. The 

formation of the respective phases were confirmed with the X-ray diffraction 

patterns. The powder samples of Y2Ti2O7 and Y2TiO5 were then pelletized and the 

pellets were sintered at 900 ℃ for 8 hours. The sintered pellets were used for the 

ion irradiation experiments. 

The radiation stability of both the oxides were studied by irradiating the 

pellets with 70 keV Kr+ ions at room temperature, upto 1×1017 ions/cm2. The 

irradiations were carried out in 150 kV ion accelerator. The base vacuum in the 

irradiation chamber was maintained at 5×10-6 mbar and the beam current was 

restricted to < 1 µA to avoid heating of the specimen. The dose rate was 5×1014 

ions/cm2/s. 
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The TEM specimens were prepared by scratching the surface of the pellets 

using a scalpel blade and by dispersing it in the carbon coated copper grid with the 

help of propanol. The samples were analysed using LIBRA-200FE HRTEM. The 

samples were characterized using electron energy loss spectroscopy (EELS) and 

energy dispersive X-ray (EDS) spectroscopy techniques. 

4.2.2. Computational methods 

The L edges in the EELS spectra of transition metals are strongly modified 

by the empty 3d density of states, due to the strong overlap of 2p3d wave function, 

or more precisely by the intra-atomic 2p3d two-electron integrals; this is called 

multiplet effect[166]. Due to the multiplet effect, the ionization edge of a transition 

metal deviates significantly from the density of the ground state of the same metal.  

Since the ionization edges in EELS is essentially a measure of the joint 

density of states, they can be calculated using DFT, particularly, DFT can predict 

K edges very well. But since DFT is based on single electron calculations, it cannot 

calculate L edges reliably. The L23 edges of transition metals can be reliably 

simulated with Crystal Field Multiplet (CFM) and Charge Transfer Multiplet 

(CTM) models[149,167]. 

In the present chapter, the Oxygen K edges and Ti L23 edges were simulated 

with CASTEP[146], the DFT code included in Materials Studio package. The Ti 

L23 edges were analyzed also using the freely available program CTM4XAS (Charge 

Transfer Multiplet program for X-ray Absorption Spectroscopy)[168]. 

4.2.2.1. Simulation of EEL spectra using DFT 

CASTEP uses plane wave basis set. PAW (Projector Augmented Wave) 

pseudopotentials are generated in CASTEP, using on-the-fly formalism. Purdew, 

Burke and Erzenhof (PBE) version of generalized gradient approximation 

(GGA)[145] is used in the calculations to describe the exchange and the correlation 

effects. Brillouin zone sampling is performed using Monkhorst-Pack scheme[154]. 

Convergence tests were carried out in Y2Ti2O7 and Y2TiO5 for both Brillouin zone 
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sampling and plane wave energy cutoff, until the energy converged to 0.001 eV per 

atom. For expanding the wave function of the valence electrons, a plane wave 

Table 4.1 The crystal structure details of Y2Ti2O7 (fcc system with the space group 

227 , setting 2). The value of the lattice parameter a is 10.09Å (expt.) 10.15Å 

(calc.). 

Atoms 
Wycoff 

position 

Fractional coordinates Formal 

charge 

Mulliken 

charge 
x y z 

Y 16c 0.5 0.5 0.5 4 1.15 

Ti 16b 0 0 0 3 1.43 

O1 48f 0.329 0.125 0.125 -2 -0.72 

O2 8b 0.375 0.375 0.375 -2 -0.83 

cut-off value of 600 eV was used in the case of Y2Ti2O7 and 650 eV was used in the 

case of Y2TiO5. A mesh of 6×6×6 k-points was considered for Brillouin zone 

integration in Y2Ti2O7 and a mesh of 4×12×4 was used in Y2TiO5. The valence  

 

Figure 4.1 The unit cell of pyrochlore Y2Ti2O7. Chemical environment of all the 

atomic species of Y2Ti2O7 are illustrated individually. 

electronic configurations used for each atomic species were: Y 4d15s2; O 2s22p4; Ti 

3d24s2. The unit cells were relaxed using DFT and the optimized lattice constants 

and atom positions for both the systems are given in Table 4.1 and Table 4.2. The 

crystal structures of both the systems are shown in Figure 4.1 and Figure 4.2. 
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Table 4.2 The crystal structure details of Y2TiO5 (orthorhombic with space group 

Pnma (62)). The experimentally observed lattice parameters (a, b, c) are (10.33, 

3.699, 11.18)Å and the calculated values are (10.40, 3.701, 11.31)Å. 

Atoms 
Wycoff 

position 

Fractional coordinates Formal 

charge 

Mulliken 

charge x y z 

Y1 4c 0.1157 0.25 0.2243 3 1.37 

Y2 4c 0.1361 0.25 0.5565 3 1.35 

Ti 4c 0.1739 0.25 0.8811 4 1.09 

O1 4c 0.4941 0.25 0.1047 -2 -0.81 

O2 4c 0.2240 0.25 0.0436 -2 -0.77 

O3 4c 0.2569 0.25 0.7303 -2 -0.76 

O4 4c 0.5075 0.25 0.6556 -2 -0.72 

O5 4c 0.2636 0.25 0.3842 -2 -0.73 

The ionization edges in the EEL spectra were calculated using CASTEP. 

Oxygen K-edge was generated by introducing a core hole in one of the O atom, i.e., 

removing an electron from the 1s orbital of the O atom. Similarly, Ti L23-edge was 

calculated by introducing a core hole in the 2p orbital of Ti atom[169]. 

 

Figure 4.2 The unit cell of orthorhombic Y2TiO5. Chemical environment of all 

the atomic species of Y2TiO5 are illustrated individually.  

4.2.2.2. Simulation of EEL spectra using CTM4XAS 

CTM4XAS uses the charge transfer multiplet program as developed by Theo 

Thole and modified by Haruhiko Ogasawara[170]. While simulating XAS or EELS 
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edges in CTM4XAS, one has to tune many parameters like the parameters related 

to configuration, symmetry, Slater integral reduction parameters (Fdd, Fpd, Gpd), 

spin orbit coupling values, crystal field parameters (which includes symmetry of the 

crystal system and the energy split 10Dq), charge transfer parameters (T(eg), Udd, 

Upd, etc.) and Lorentzian and/or Gaussian broadening values. The parameters are 

tuned so that the simulated spectrum matches with the experimental one. The Fdd 

and Fpd represent the radial parts of the 2p-3d coulomb multi-pole interactions while 

Gpd represents the exchange multi-pole interactions[171]. The default value for Fdd, 

Fpd and Gpd is 80% of their Hartree-Fock calculated value and is shown to be close 

to the optimized value to simulate the multiplet spectra of atoms[172]. 

4.2.2.3. Stacking fault energy calculation 

Stacking fault is an interruption of the normal stacking sequence of atomic 

planes in the structure of face centered cubic or hexagonal close packed crystal 

system. Stacking fault formation energy (SFE) is the excess energy associated with 

the intrinsic stacking faults. Molecular dynamics simulations are used to calculate 

the intrinsic stacking fault energy in a crystal system like fcc or bcc. The SFE is 

calculated as the difference between the total energy of the defective supercell and 

the perfect supercell. The perfect supercell is generated after reorienting the 

conventional fcc or hcp structure along (111) direction, so that the z-axis in the 

simulation cell passes normal to the layers A, B, and C. The defective supercell is 

the one which contains a stacking fault. The stacking fault is introduced by one of 

the following two methods. The supercell is divided into two parts by selecting a 

xy-plane at half the z-dimension. Then all the atoms in one part is shifted along x 

and y direction, so as to introduce an intrinsic stacking fault.  

Alternatively, defective supercell is created also by slicing the perfect 

supercell into three parts along z direction, where the central slice will contain only 

one A (or B or C) layer. This slice is removed and the defective supercell is obtained 

by moving the top slice close to bottom slice by one layer. It may be noted that 
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MD uses periodic boundary conditions. In order to nullify the effect of the defect on 

its image during MD calculations, arbitrary empty space is introduced in this 

supercell in the z-direction. The total energy changes with the dimension of the 

empty space and saturates when the effect of the image becomes insignificant with 

sufficient empty space. 

4.3. Results 

The as-prepared and the 70 keV Kr+ ion irradiated specimens were 

characterized using GIXRD, high resolution TEM and Raman scattering techniques.  

4.3.1. GIXRD analysis 

 

 

Figure 4.3 GIXRD patterns of Y2Ti2O7 (a) as-prepared and (c) irradiated with 

70 keV Kr+ ion, upto a fluence of 1×1017 ions/cm2. The diffraction peaks of the 

unreacted precursors Y2O3 and TiO2 are marked with $ and *, respectively. Plots 

(b) and (d) show the expanded view of the prominent peak (222). There is a shift 

in the (222) peak from 30.5° to 31.1°. 
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Figure 4.3(a) and Figure 4.3(c) show the GIXRD patterns of the as-prepared 

and the 70 keV Kr+ ion irradiated Y2Ti2O7 samples. The GIXRD pattern of the as-

prepared sample is indexed to pyrochlore face centered cubic structure (JCPDS 

#420413). The XRD peaks of the unreacted precursors Y2O3 and TiO2 were also 

found in the XRD and were marked with $ and * respectively.  

In the Kr+ ion irradiated Y2Ti2O7 sample, all the peaks were shifted towards 

higher 2 values as compared to the peaks in the as-prepared sample. For instance, 

the magnified view of the prominent peak (222) (Figure 4.3(b) and Figure 4.3(d)), 

shows a shift from 30.5° to 31.1°. A shift in the XRD peak position is related to 

different types of internal stresses and planar faults such as stacking faults or twin 

boundaries[173].  

 

 

Figure 4.4 GIXRD patterns of Y2TiO5 (a) as-prepared and (c) irradiated with 70 

keV Kr+ ion, upto a fluence of 1×1017 ions/cm2. The diffraction peaks of the 

unreacted precursors, Y2O3 and TiO2, are marked with $ and * respectively. Plots 

(b) and (d) show the expanded view of the prominent peak (201). FWHM of the 

peak (201) has increased from 0.19° to 0.26°. 
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The GIXRD patterns of the as-prepared and the 70 keV Kr+ ion irradiated 

Y2TiO5 samples are shown in Figure 4.4(a) and Figure 4.4(c). The patterns were 

indexed to the orthorhombic Y2TiO5 (JCPDS #400795). The XRD peaks of the 

unreacted precursors Y2O3 and TiO2 were marked with $ and * respectively. The 

magnified view of the prominent peak (201) is shown in Figure 4.4(c) and Figure 

4.4(d). It was observed that there was a small peak shift to lower 2 upon irradiation 

(from 30.6° to 30.4°). The peak width has increased significantly from 0.19° to 0.26°. 

The broadening of diffraction peaks in the XRD may be caused either by the 

reduction in crystallite size or by strain[173].  

In order to understand the peak shift in the case of Y2Ti2O7 and the 

broadening in the case of Y2TiO5, the microstructure of the samples were examined 

under high resolution transmission electron microscope. 

4.3.2. Microstructural analysis – TEM 

Y2Ti2O7 powders, after synthesis, were first analysed with TEM to confirm 

the formation of the phase. Figure 4.5(a) shows the bright field TEM image of the 

particles of Y2Ti2O7 in low magnifications. Figure 4.5(b) shows the selected area 

electron diffraction (SAED) pattern, where the spots were indexed to (110), (200) 

and ( ) planes of Y2Ti2O7; the zone axis was 002 (JCPDS #420413). Figure 

4.5(c) shows the high resolution TEM image of the crystalline matrix of Y2Ti2O7, 

where the lattice fringes were indexed to (222) planes of Y2Ti2O7 and the zone axis 

was identified as 011. Figure 4.5(d) shows the EDS spectra along with the 

composition of the elements Y, Ti and O in at%, which agrees with the phase of 

Y2Ti2O7.  

In order to understand the peak shift in the GIXRD pattern of the (70 keV 

Kr+ ion) irradiated sample, the microstructural changes in the surface region of the 

pellet was analysed using TEM. Figure 4.6 shows the high resolution TEM images 

of the irradiated sample, where it may be noticed that stacking faults were 

introduced uniformly throughout the sample as a result of ion irradiation. 
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Figure 4.5 (a) TEM image showing Y2Ti2O7 particles (b) SAED pattern of 

Y2Ti2O7 (zone axis: 002); (c) HRTEM image showing the lattice fringes of 

crystalline Y2Ti2O7 (zone axis 011); (d) composition analysis with EDS. 

 

Figure 4.6 High resolution TEM images of Y2Ti2O7 sample irradiated with 70 

keV Kr+ ions, showing the presence of stacking faults. 

The HRTEM image further showed that the stacking faults were actually along 

(111) planes in the fcc pyrochlore structure of Y2Ti2O7. It was also noticed that the 
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material has retained its crystal structure except for the appearance of stacking 

faults. The shift in the XRD peak position, noticed in Y2Ti2O7 (Figure 4.3(d)) could 

be a manifestation of these stacking faults.  

 

Figure 4.7 (a) TEM image showing Y2TiO5 particles; (b) SAED pattern from a 

single crystal Y2TiO5 particle (c) HRTEM image showing the lattice fringes of 

crystalline Y2TiO5 (zone axis: 241); (d) composition analysis with EDS.  

The stacking fault energy in the present case was calculated using molecular 

dynamics (MD) simulations to be 180 meV/Å2. found and this value was found to 

be larger than the typical SFE in case of steels[174,175]. SFE modifies the ability of 

a dislocation in a crystal to glide onto an intersecting slip plane. When the SFE is 

low, the mobility of dislocations in a material decreases. 

Similarly the phase of the Y2TiO5 powders synthesized, was confirmed with 

TEM. Figure 4.7(a) shows bright field TEM image of Y2TiO5 particle at low 

magnification. Figure 4.7(b) shows the selected area electron diffraction (SAED) 

pattern of Y2TiO5 sample and the spots were indexed to (101) and ( ) planes of 
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the orthorhombic structure of Y2TiO5 (JCPDS #400795). Figure 4.7(c) shows the 

high resolution TEM image of the crystalline matrix. The planes were indexed to 

(112) and (210) planes of Y2TiO5 and the zone axis was identified as 241. Figure 

4.7(d) shows the EDS spectra along with the composition of the elements Y, Ti and 

O, which was found to agree with the phase Y2TiO5. 

 

Figure 4.8 (a) and (b) bright field TEM images of Y2TiO5 sample irradiated with 

70 keV Kr+ ions, showing the formation of faceted krypton bubbles. (c) Histogram 

showing the size distribution of the bubbles 

In order to understand the peak broadening in the GIXRD patterns of ion 

irradiated Y2TiO5 sample, the surface region of the pellet was analysed under TEM. 

From the bright field TEM images Figure 4.8(a) and (b), shows the bright field 

TEM images of the krypton ion irradiated Y2TiO5 samples. It was seen that the 

implanted krypton has formed faceted bubbles in the matrix. The bubbles were seen 

uniformly throughout the sample and all the bubbles were invariably faceted in 

shape. Particularly, the faces of the bubbles were clearly aligned along in particular 

direction in the lattice. It implied that the bubble growth was guided by the 

breaking of bonds along the lowest energy planes (the cleavage planes) followed by 

trapping of krypton and nucleation and growth of the bubble. 

The swelling due to the bubbles was calculated as . 

This equation is based on basic geometry assuming spherical bubbles. Here d is the 

diameter of individual bubbles, s the area of the TEM image, t the sample thickness 

(assumed to be 50 nm). The swelling was found to be 2.34%.  
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4.3.3. Raman scattering analysis 

The effects of 70 keV Kr+ ion irradiation in Y2Ti2O7 were also characterized 

with Raman scattering. Marianne et al.[176] have carried out factor group analysis 

of A2B2O7 pyrochlore structures (space group ) and predicted the vibrational 

optical normal modes as follows:  

Eqn. 4.1 

Here (R) denotes Raman active, (IR) denotes infrared active and (i.a) denotes 

inactive mode. More interestingly the authors have reported that there would not 

be any Raman active vibrations associated with A ions and B ions, while the Raman 

active vibrations associated with the two different O atoms would be: 

Eqn. 4.2 

 

Figure 4.9 (a) and (b) show the Raman spectra of the as-prepared samples of 

Y2Ti2O7 and Y2TiO5 respectively. (c) and (d) show the Raman spectra of Y2Ti2O7 

and Y2TiO5, after irradiation with 70 keV Kr+ ions. 
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Figure 4.9(a) shows the Raman scattering from the as-prepared Y2Ti2O7 

sample. The modes were identified, based on earlier works[177,178], as F1u 

(237 cm-1), F2g (311 cm-1), F1u (446 cm-1), A1g (524 cm-1), F2g (610 cm-1) and the 

peak at 706 cm-1 is associated with the vibrations of Ti-O bonds. F1u modes were 

associated with the IR active mode which is associated with disorder, in the present 

case, it may appear due to grain boundaries. F2g and A1g were associated with the 

optical phonon modes. A1g was associated with the vibrations of O1 atom and F2g 

was associated with the vibrations of both O1 and O2 atoms. In Y2Ti2O7, O1 atoms 

reside in a tetrahedron defined by two Y and two Ti atoms, while O2 atoms reside 

in a tetrahedron defined by four Y atoms (see Figure 4.1).  

Table 4.3 The profile of the peaks in the Raman spectra of Y2Ti2O7 before and 

after the irradiation with 70 keV Kr
+
 ions (1×10

17
 ions/cm

2
). 

Peak position (cm
-1
) FWHM (cm

-1
) 

Vibration 

Modes[177] 
 Before 

irradiation 

After 

irradiation 

Before 

irradiation 

After 

irradiation 

237(±1.7) 236(±1.3) 47(±6.2) 59(±5.5) F1u IR active 

311(±0.2) 310(±0.2) 37(±0.8) 40(±0.8) F2g O1, O2 

446(±0.2) 444(±0.2) 31(±0.7) 32(±0.7) F1u IR active 

524(±0.3) 523(±0.3) 21(±0.9) 20(±0.8) A1g O1 

610(±0.2) 608(±0.2) 42(±0.7) 41(±0.7) F2g O1, O2 

706(±1.6) 703(±2.0) 45(±5.9) 17(±5.9) - Ti-O bond 

Figure 4.9(c) shows the Raman scattering from Y2Ti2O7 sample irradiated 

with 70 keV Kr+ ions upto the ion fluence of 1×1017 ions/cm2. It contains all the 

Raman modes that were present in the as-prepared sample. The position and width 

of all the Raman modes in the spectra are given in Table 4.3. The table shows that 

there was no significant change in the peak positions or the peak width, which 

suggest absence of any strain in the lattice and absence of any change in bond 

lengths.  

The effects of 70 keV Kr+ ion irradiation in Y2TiO5 were characterized 

similarly with Raman scattering. Marianne et al.[176] have analysed the case of 
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Y2TiO5 also, and listed the optical normal modes of Y2TiO5 (space group: 62, Pnma) 

as: 

Eqn. 4.3 

where, (R) denotes Raman active mode, (IR) denotes infrared active mode and (i.a) 

denotes inactive mode. Raman active vibrations per set of ion are: 

Eqn. 4.4 

and the same for rest of the ions.  

Table 4.4 The peak position and FWHM of the Raman spectra of Y2TiO5 before 

and after the irradiation (70 keV Kr+ ions, ion fluence: 1×1017 ions/cm2).  

Peak position (cm
-1
) FWHM (cm

-1
) 

Type of 

bonding 
Before 

irradiation 

After 

irradiation 

Before 

irradiation 

After 

irradiation 

131(±0.8) 127(±1.0) 44(±3.3) 51(±4.5) 
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194(±1.6) 195(±3.7) 37(±6.3) 43(±15.0) 

236(±2.0) 233(±3.6) 50(±8.4) 69(±11.0) 

312(±0.3) 310(±0.2) 66(±1.5) 54(±1.1) 

391(±0.8) 394(±1.3) 41(±3.0) 64(±6.0) 
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– 441(±0.9) – 23(±3.8) 

524(±0.3) 523(±0.2) 20(±0.9) 24(±0.7) 

617(±1.0) 610(±0.7) 23(±3.4) 49(±3.0) 

682(±2.0) 685(±2.7) 60(±8.8) 77(±12.3) 

747(±2.1) 747(±2.5) 81(±11.3) 74(±11.7) 

802(±0.4) 800(±0.7) 26(±2.1) 23(±3.4) 

Figure 4.9(b) and Figure 4.9(d) show the Raman spectrum of the as-prepared 

and the 70 keV Kr+ ion irradiated Y2TiO5 samples respectively. The low symmetry 

of the orthorhombic unit cell manifests itself in more number of Raman peaks. The 

peaks identified in both the spectra are listed in Table 4.4. Here the modes with 

low-frequency (<300-350 cm-1) are assigned to the translational modes involving the 

movements of Y cations and the vibrational frequencies above 350 cm-1 are related 

to internal vibrations of the TiO5 groups[179] (TiO5 polyhedra is shown in Figure 
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4.2.) From Table 4.4, it was observed that majority of the peaks, associated with 

both Y and Ti, had broadened upon irradiation. Broadening in the Raman mode is 

caused by the distribution in the bond lengths. Here, the broadening could be due 

to the bubbles (as evident from TEM observations) and other irradiation induced 

disorders. 

4.4. Characterization of the M-O bonds 

4.4.1. M-O bonds in Y2Ti2O7 and Y2TiO5 

The nature of the M-O bonds in the complex oxide systems Y2Ti2O7 and 

Y2TiO5 are significantly different from that of the constituent precursor materials, 

Y2O3 and TiO2. 

The electronic, structural, and optical properties of crystalline yttria (Y2O3) 

have already been studied extensively[180,181]. Y2O3 has a (fluorite like) cubic 

structure of space group Ia3-( ) (No. 206). The unit cell contains two inequivalent 

cation sites, Y1 at the 8a site and Y2 at the 24d site, and one type of O at the 48e 

site. The cubic cell contains a total of 80 atoms. Yttria is far from being fully ionic, 

and the bonding between Y and O has a substantial covalent component. Xu et 

al.[180,181] have suggested that yttria cannot be considered as an ionic crystal, 

especially it cannot be described as an ionic compound like , rather it should 

be close to .  

TiO2, has three different phases: rutile, anatase and brookite with different 

space groups P42/mnm (tetragonal), I41/amd (tetragonal) and Pbca (orthorhombic) 

respectively[182]. The ionic and the covalent bonds in TiO2 originate from the 

charge transfer between Ti and O atoms and the hybridization of Ti 3d and O 2p 

orbitals. The Ti-O bonds in TiO2 is in fact more ionic than predicted by the band 

theory[183]. The band-theory calculation suggests that Ti eg hybridize with O px+py 

orbitals to form covalent bonds, while Ti t2g hybridize with O pz to form weak bonds. 
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Thus the rutile structure results from the combined effect of covalency and 

electrostatics.  

Given the variation in the nature of bonds in the precursor materials Y2O3 

and TiO2, the characterization of the nature of the bonds in Y-Ti-O complexes 

becomes more interesting and important. 

The precursor materials Y2O3 and TiO2 forms different complex oxide 

systems such as Y2Ti2O7, Y2TiO5 and YTiO5 where the first two stoichiometries are 

most stable since they have relatively more negative heat of formation[111]. 

Y2Ti2O7, Y2TiO5 are also the predominant oxide particles seen in ODS steels. 

Y2Ti2O7 exists in fcc pyrochlore structure (space group, ). The 

Wyckoff positions of the atoms are: Y at 16c (½, ½, ½), Ti at 16b (0, 0, 0), O1 at 48f 

(, ⅛, ⅛) and O2 at 8b (⅜, ⅜, ⅜). Figure 4.1 shows the crystal structure of Y2Ti2O7. 

The two non-equivalent oxygen sites, O1 and O2, differ in chemical environment: 

O1 atoms reside in a tetrahedron defined by two Y and two Ti atoms, while O2 

atoms reside in a tetrahedron defined by four Y atoms.  

The orthorhombic Y2TiO5 has a complicated structure (space group, Pnma 

or ). All atoms takethe Wyckoff position 4c, with coordinates ,  

,  and . They lie in the mirror planes 

at y = ¼ or ¾. Figure 4.2 shows the orthorhombic crystal structure of Y2TiO5. The 

Ti-O bond distances vary in the range of 1.79-1.97 Å, and the Y-O bond distances 

vary in the range of 2.28-2.40 Å[104].  

The crystal field splitting in the 3d-orbital of the transition metal atom Ti is 

strongly influenced by the chemical environment and the symmetry of neighbour 

atoms. In the case of Y2Ti2O7, the Ti atoms are octahedrally surrounded by O atoms 

and in Y2TiO5, the Ti atoms are surrounded by 5 oxygen atoms forming a square 

pyramid having four-fold rotational symmetry, which is called as the C4 (pyramidal) 

symmetry. The change in the symmetry around Ti atom affects the crystal field 

splitting in the 3d orbital and, in turn, its overlapping with the O 2p orbital.  
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EELS can be used to effectively characterize the nature of bonds in such 

complex crystal systems like Y2Ti2O7 and Y2TiO5, where the metal ions have wide 

variation in the coordination number, chemical environment and bond lengths. The 

O K-edge in the EELS corresponds to the transition of electrons from the O 1s to 

the empty states and the structures at the O K-edge arise from the covalent mixing 

of the metal (3d) and oxygen (2p) states. Therefore, any change in the chemical 

environment affects the crystal field splitting and ultimately modifies the pre-edge 

features in O K-edge. 

EELS provides an average measure of the electronic density of states around 

every atomic species. EELS also provides information about the bond length, 

oxidation state, and chemical composition, with a spatial resolution down to atomic 

level in favourable cases[141].  

4.4.2. Analysis of O K-edge and Ti L23 edge 

Figure 4.10(a) shows the O K edge in the EEL spectra of Y2Ti2O7, obtained 

experimentally and from DFT calculation. There are two different chemical 

environments for the oxygen atoms (O1 and O2) in the Y2Ti2O7. The O1 site is 

surrounded by 2Ti and 2Y atoms whereas O2 site is surrounded by 4Y atoms. The 

O K edge was calculated separately for O1 and O2 by introducing core hole in 1s 

orbital of corresponding O atom. It is obvious that both the oxygen atoms 

contribute to the experimental EELS and the contribution is proportional to the 

multiplicity factor of the Wyckoff positions. Hence, the resultant spectrum of O K 

edge for Y2Ti2O7 was calculated by superimposing the spectra from O1 and O2 in 

the ratio of their multiplicity factors (48 for O1 and 8 for O2). 

Figure 4.10(b) shows the O K edge in the EEL spectra of Y2TiO5, obtained 

experimentally and from DFT calculation. Y2TiO5 has five different chemical 

environments for the oxygen atoms, O1, O4 and O5 are surrounded by [4Y], 

[2Y, 1Ti] and [2Y, 2Ti] atoms respectively; O2 and O3 reside inside two different 

tetrahedra formed by [3Y, 1Ti]. EELS spectra were calculated for all the oxygen 



Characterization of the M-O bonds Chapter 4 

97 

atoms by introducing core hole in 1s. All these oxygen atoms have the same 

multiplicity factor of 4. So, the resultant O K-edge of Y2TiO5 is calculated by 

superimposing all the five spectra with equal weights.  

 

Figure 4.10 Oxygen K edges of (a) Y2Ti2O7 and (b) Y2TiO5, from EELS and DFT 

calculations.  

All the calculated spectra are aligned based on the position of the first 

experimental peak. A smearing value of 0.7 eV is chosen in CASTEP in both the 

cases, so as to match the smearing due to the experimental energy resolution of 

0.7 eV. 

For any 3d transition metal oxides, the pre edge features of O K-edge in the 

EELS arises from the covalent mixing of the metal and the oxygen orbitals. The O 

K-edge can be divided into two regions: the first region is the pre-edge region with 

two sharp peaks near threshold and the second region is around 5 to 10 eV above 

the edge. The peaks in these regions are conventionally named as A1, A2 (pre edge 

features) and C1, C2 and C3 (second region)[184]. 

The peaks, A1, A2 (pre edge features) and C1, C2 and C3 (second region), 

are clearly noticeable in the O K-edge spectra. The pre edge features are related to 

the 3d states of the metal[185–187] whereas the second region is related to the 4s 
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and 4p bands of the metal[188]. The pre edge features involve the hybridization of 

O 2p orbital with Ti 3d orbital and hence involve multiplet effect. The energy 

splitting between the peaks A1 and A2 for Y2Ti2O7 is 2.4 eV and for Y2TiO5 it is 

2.5 eV. These values reasonably coincide with the crystal-field splitting between 

the t2g and eg peak in the corresponding Ti L23 edges (see Figure 4.11). The identical 

energy splitting is one of the evidence for the hybridization[184]. In both Y2Ti2O7 

and Y2TiO5, the positions of the peaks A1 and A2 closely match with DFT 

calculations, but the relative intensities do not match. It is because, multiplet effect 

(peaks A1 and A2) cannot be predicted reliably by DFT. The peaks C1, C2 and C3 

are reproduced fairly well in terms of both peak position and intensity. 

It may be noted that the peaks A1 and A2 are strong in Y2Ti2O7 compared 

to Y2TiO5, which suggests that the Ti-O bonds in Y2Ti2O7 are highly covalent in 

nature.  

Titanium L23 edges in the EELS spectra of Y2Ti2O7 and Y2TiO5 are also 

calculated using CASTEP. The only difference between O K-edge and Ti L-edge 

simulations is in using GGA+U (Hubbard-U) approach[189] to describe the localized 

d-orbital of Ti. An effective U value of 5.25 eV is used, as suggested by Morgan and 

Watson[190]. The Ti L23-edge was calculated after introducing a core hole in the 2p 

orbital in Ti. 

Experimental spectra record transitions involving core states that are split 

as a result of the spin-orbit interactions. But, the CASTEP implementation lacks 

spin-orbit terms. So, in order to model the experimental spectra, the calculated 

spectrum is modified in CASTEP by a simple but slightly approximate method. 

First an approximate L3 spectrum is generated by shifting the L2 spectrum with the 

experimental value of the spin-orbit splitting of the core states. Then intensity 

scaling is applied based on the occupancy of the respective electronic shell. The 

intensity ratios for L edge spectra are 2:4. Finally, the shifted and the scaled spectra 

are added together[190]. 
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Figure 4.11 Ti L23 edges of (a) Y2Ti2O7 and (b) Y2TiO5, from EEL spectra, DFT 

calculations and from CTM4XAS. 

Figure 4.11 shows the Ti L23 edge in the EEL spectra of Y2Ti2O7 and Y2TiO5, 

obtained experimentally and from DFT calculation. In both Y2Ti2O7 andY2TiO5, 

the peak positions broadly matches but the intensity ratio (L2:L3) of DFT results 

deviate from experiments. The L2 peak is stronger than L3 peak in experiments, 

further eg peaks are stronger compared to t2g peaks. However, the DFT (CASTEP) 

calculations show opposite trend in the intensity ratio (L2:L3) and in the intensity 

of t2g and eg. This deviation is observed in both oxides. 

Figure 4.11 shows also the spectra calculated using CTM4XAS (Y2Ti2O7 and 

Y2TiO5). In Y2Ti2O7, Ti atom is octahedrally surrounded by oxygen atoms, and 

hence in CTM4XAS, Oh (octahedral) symmetry is used in the case of Y2Ti2O7. In 

Y2TiO5, Ti is surrounded by 5 oxygen atoms forming a square pyramid having four-

fold rotational symmetry. Hence C4 (pyramidal) symmetry is used to calculate Ti 

L23 edge in the case of Y2TiO5. In both the oxides, titanium exists in +4 charge 

state. It must be noted that the experimental Ti L23 edges from both the oxides 

have similar shape. Other parameters in CTM4XAS are tuned to simulate matching 

spectra. The details of the tuned parameters are as follows. 
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In the case of Y2Ti2O7, the optimized atomic value of 1.0 is assumed for Fdd 

and Fpd as suggested in the manual[168] for CTM4XAS. If there is a core hole in 

2p, a value of 0 is suggested for Gpd in the manual. But, a value of 1.0 is required 

for our calculations, to reproduce the experimental intensity ratio (L2:L3). The 

energy splitting in experiments is reproduced by providing a 10Dq value of 3 eV for 

initial state and 2 eV for the final state (10Dq denotes the energy separation between 

the t2g and eg levels). As far as charge transfer parameters are concerned, only the 

difference between the Hubbard U (Udd) and the core hole potential (Upd) is 

important in the analysis of EELS spectra. Here, Upd was taken as 1.0 eV and Udd 

was taken as 0.0 eV, in order to match the experimental peak intensities. It is 

suggested that the spin orbit coupling reduction (SO%) value should be always 1. 

But, SO% was taken as 0.95 to exactly reproduce the peak separations.  

In the case of Y2TiO5 also, it is required to use a value of Gpd = 1.0 to 

simulate the curve with the same experimental intensity ratio (L2:L3). The values 

used for 10Dq are the same as in the case of Y2Ti2O7, since the experimental peak 

separations are identical. The symmetry of ligands surrounding Ti is different in the 

case of Y2TiO5. But the Ti L23 edge shape is exactly the same as Y2Ti2O7. So, the 

values of Upd and Udd are required to be tuned. The energy splitting is reproduced 

by providing a value of 0.5 eV for Upd and 0.0 eV for Udd. 

The major problem in DFT calculations is that it could not produce the 

intensity ratio (L2:L3) properly. The exact intensity ratio (L2:L3) is generated by 

CTM4XAS when Gpd=1. But, when Gpd = 0, CTM4XAS reproduces the DFT result 

which does not match with experiments. . 

DFT gives only the ground state configurations properly. However, the 

calculation of L edges involves the analysis of excited levels. Particularly, the energy 

separation between t2g and eg varies before and after the removal of core electron. 

CTM4XAS can take care of this change in energy split in the initial and the final 
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configurations. But, DFT calculations cannot include such excited state properties 

and so deviations are expected. 

From the analysis of EEL spectra, it was observed that there is strong overlap 

between the Ti 3d orbital and the O 2s orbital in Y2Ti2O7 compared to Y2TiO5. 

This strong overlap is manifested in the intense pre-edge features in the O K-edge 

in the EEL spectra. Therefore the Ti-O bonds in Y2Ti2O7 are strongly covalent in 

nature compared to Y2TiO5. 

4.4.3. Electron density difference and Mulliken charge analysis 

In order to get chemical insight, the electron density difference in both the 

oxides Y2Ti2O7 and Y2TiO5 were calculated using DFT and plotted. Figure 4.12(a) 

shows the 2D plot of differential charge density in Y2Ti2O7 along the plane  

passing through origin and Figure 4.12(b) shows similar plot in Y2TiO5 along the 

plane (010) passing through ¼b in the y-axis. The plots show that the Ti-O bonds 

are more covalent than Y-O bonds since there is more accumulation of electron 

density along the Ti-O bonds as compared to the Y-O bonds in both the systems. 

All the oxygen atoms bonded to Ti in Y2Ti2O7 are of the same type (O48f) 

and the bond lengths are also the same (1.97 Å), whereas in the case of Y2TiO5 the 

five oxygen atoms have different chemical environments. 

The nature of chemical bond may be analysed also using the effective ionic 

valence, which is defined as the difference between the formal ionic charge and the 

Mulliken charge on the ionic species. A value of zero for the effective ionic valance 

indicates a perfectly ionic bond, while values greater than zero indicate increasing 

levels of covalency[191]. 

Table 4.1 and Table 4.2 show the formal charge and the calculated Mulliken 

charge of individual ions in Y2Ti2O7 and Y2TiO5; the Mulliken charge values are 

calculated using CASTEP. The Mulliken charges in Y2Ti2O7 matched with the 

results in[192]. In Y2TiO5, the effective ionic charge on the O atoms (O2, O3, O4 

and two O5 atoms), which are bonded to Ti, shows more covalent nature compared 
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to O1 which is bonded to Y. Further, the Ti-O bonds in Y2Ti2O7 are more covalent 

compared to those in Y2TiO5, which means the hybridization (of oxygen 2p orbital 

with titanium 3d orbital) is stronger in Y2Ti2O7 than Y2TiO5.These observations 

comply with our observations from the analysis of O K edges in the EELS spectra. 

 

 

Figure 4.12 2D plot of differential charge density, showing the degree of covalency 

of the (Ti-O) and (Y-O) bonds in (a) Y2Ti2O7 and (b) Y2TiO5. The differential 

density is plotted along the  plane in Y2Ti2O7 and along (010) plane in 

Y2TiO5. The charge density fields are normalized to the number of electrons per 

Å3. 

The analysis of DFT results showed that Ti-O bonds are more covalent in 

both cases compared to Y-O bonds. Moreover, the Ti-O bonds in Y2Ti2O7 is more 

covalent compared to Y2TiO5. These observations also comply with the EELS 

results. The results show that Y2Ti2O7 is more stable against irradiation and more 

Y2Ti2O7 oxide particles in ODS steel will provide better radiation resistance. 
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4.5. Discussion 

The irradiation stability of the oxide samples Y2Ti2O7 and Y2TiO5 were 

studied by characterizing the effects of 70 keV Kr+ ion irradiation using GIXRD 

and HRTEM. The GIXRD patterns showed that in the case of Y2Ti2O7, the peaks 

were shifted to higher 2 values upon irradiation and in the case of Y2TiO5, the 

peaks have broadened upon irradiation. The HRTEM images showed the presence 

of irradiation-induced stacking faults in Y2Ti2O7, and formation of krypton bubbles 

in Y2TiO5. The stacking faults could have caused the peak shift in the XRD of 

Y2Ti2O7, and irradiation induced disorder and bubbles, could have caused the 

broadening of the XRD peaks of Y2TiO5. 

It is known that stacking faults would arise from the strain that accumulates 

in the lattice[193]. In the case of Y2Ti2O7 fcc pyrochlore system, the ion irradiation 

induced strain was released by the formation of stable defects namely the stacking 

faults. The krypton atoms might be accommodated along the stacking faults. In the 

case of Y2TiO5 orthorhombic system, stacking faults are unlikely because it is not 

a close-packed structure. Hence ion irradiation resulted in the formation of krypton 

bubbles. 

In addition, the analysis of EEL spectra showed that the Ti-O bonds in 

Y2Ti2O7 are strongly covalent in nature compared to Y2TiO5. The DFT results also 

showed that Ti-O bonds in Y2Ti2O7 is more covalent compared to Y2TiO5 and that 

Ti-O bonds are more covalent in both the oxides compared to Y-O bonds.  

All these experimental and DFT results suggest that Y2Ti2O7 is more stable 

against irradiation and hence more of Y2Ti2O7 oxide nanoparticles in ODS steel 

may improve the high temperature radiation resistance of the ODS steel. 

The present observation is in agreement with the results of molecular 

dynamics simulations reported by Dholakia et al.[194] and the analysis of the 

structural degree of freedom in these crystal systems carried out by the same 

authors, following the ideas of Zachariasen[195]. The structural degree of freedom 
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calculated for Y2Ti2O7 and Y2TiO5 systems are -6.5 and -5.786 respectively, 

indicating higher radiation resistance for Y2Ti2O7 as compared to Y2TiO5. Further, 

MD simulations showed that after a displacement cascade event, lesser number of 

defects survive in Y2Ti2O7 as compared to Y2TiO5[194]. Moreover, Y2TiO5 is not 

able to fully recover its initial topology, after the cascade event is complete. Hence 

the authors suggested Y2Ti2O7 has better radiation resistance compared to Y2TiO5.  

4.6. Summary and Conclusions  

The irradiation stability of the oxide samples Y2Ti2O7 and Y2TiO5 were 

studied by characterizing the effects of 70 keV Kr+ ion irradiations using GIXRD 

and HRTEM. The metal-oxygen (M-O) bond strengths were compared based on 

EELS and DFT calculations. 

 The irradiation stability of the oxide samples Y2Ti2O7 and Y2TiO5 were studied 

by characterizing the effects of 70 keV Kr+ ion irradiation using GIXRD and 

HRTEM.  

 The GIXRD patterns showed that in the case of Y2Ti2O7, the peaks were shifted 

to higher 2 values upon irradiation and in the case of Y2TiO5, the peaks have 

broadened upon irradiation. The HRTEM images showed the presence of 

irradiation-induced stacking faults in Y2Ti2O7, and formation of krypton bubbles 

in Y2TiO5. The stacking faults could have caused the peak shift in the XRD of 

Y2Ti2O7, and irradiation induced disorder and bubbles, could have caused the 

broadening of the XRD peaks of Y2TiO5. 

 The analysis of EEL spectra showed that the Ti-O bonds in Y2Ti2O7 are strongly 

covalent in nature compared to Y2TiO5. The DFT results also showed that Ti-

O bonds in Y2Ti2O7 is more covalent compared to Y2TiO5 and that Ti-O bonds 

are more covalent in both the oxides compared to Y-O bonds.  
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 All these experimental and DFT results suggest that Y2Ti2O7 is more stable 

against irradiation and hence more of Y2Ti2O7 oxide nanoparticles in ODS steel 

may improve the high temperature radiation resistance of the ODS steel. 
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Chapter 5 

Ion irradiation induced crystallization in iron 

phosphate glass 

5.1. Introduction 

Iron Phosphate Glass (IPG) has been identified as the matrix which is 

suitable for the disposal of fast reactor wastes. Higher waste loading capability[196], 

favourable glass forming characteristics and excellent chemical stability make IPG 

an attractive matrix for different types of nuclear wastes. Among the various 

compositions of IPG, the glass with Fe/P ratio of 0.67 (40 mol% Fe2O3, 60 mol% 

P2O5) is found to be chemically the most durable[16,127], and this is the composition 

of the IPG specimen studied in the present thesis. 

The central issue, while disposing nuclear waste in glass matrices, is the 

damage produced by atomic displacements due to -particles and the recoiling of 

heavy nuclei resulting from actinide decay. The amorphous nature of glasses 

provides the interstitial voids needed to retain the radioactive actinides and the 

durable random-networking of polyhedra helps in reducing their leaching rate. The 

concern here is whether the ion irradiation affects the relaxation processes in the 

glass[123], e.g., crystallization of the glass. Therefore, studies on the radiation 

induced relaxation processes in the wasteforms help to improve the material.  

Very few reports are available in the literature on the radiation damage 

studies on IPG. Sun et al.[128] have reported the effects of electron beam and ion 

beam irradiations on IPG. Electron beam irradiation leads to the formation of Fe-

rich and pure P phases whereas the ultra-low energy (3.5 keV Ar+) ion irradiation 

on IPG leads to the formation of Fe/FeO nanoparticles as a result of preferential 

sputtering during ion irradiation, i.e., P and O were sputtered out at a higher rate 

than Fe. On the other hand, many reports explain the thermal relaxation processes 

in IPG. The relaxation processes results in the nucleation of crystalline phases 
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consisting of Fe, P and O which essentially depends on the composition of IPG. 

Doupovec et al.[197] have reported that the dominant crystalline phases produced 

by heat treatment of IPG are Fe3(PO4)2 (660 ℃) and FePO4 (800 ℃). Almeida et 

al.[198] have reported that the IPG glass (40 mol% Fe3O4 – 60 mol% P2O5), after 

heat treatment at 608 ℃ and 644 ℃ results in the formation of the crystalline 

phases: FePO4, Fe3(PO4)2, Fe(PO3)3, Fe(PO3)2 and Fe7(PO4)6. Zhang et al.[199], 

found that IPG glass, with Fe/P atomic ratio 0.67, is expected to undergo 

predominantly an eutectic phase transition at 907 ℃ and would crystallize into 

Fe4(P2O7)3 and Fe(PO3)3, or alternatively it may undergo congruent melting and 

form the crystalline phase Fe4(P2O7)3 at 945 ℃. Kitheri et al.[200] have heat treated 

the IPG (Fe/P=0.67) at 1010 K and 1100 K and identified the phases Fe3(P2O7)2, 

Fe4(P2O7)3 and Fe(PO3)3. In all the reports, the Fe2+/Fe3+ ratio is found to play a 

crucial role in the formation of the final phases.  

Ion irradiation also induces changes in the charge state of the atomic species 

in the glass. When the metal ions in the glass formers or the glass stabilizers change 

their charge state, the glassy nature is disturbed extensively. For instance, Ray et 

al.[16] analysed experimentally the effect of melting temperature and time on the 

crystallization and particularly on the population of Fe2+/Fe3+ ions. They have 

reported that the concentration of Fe2+ increases linearly with the melting 

temperature when observed from 1100 ℃ upto 1500 ℃, and the activation energy 

for the crystallization process increases monotonically with the increase in the 

fraction of Fe2+. Iron phosphate glass with the composition of 40 mol% Fe2O3-60 

mol% P2O5, has been reported to have different ratios of Fe2+/Fe3+, by various 

researchers[125,126,196]. The density of this glass is found to vary depending on the 

concentration of Fe2+ in the glass. The variation in the density has significant effect 

on the melting temperature of the glass[126]. Hence, it is essential to study the effect 

of irradiation on Fe2+/Fe3+ ratio and hence the structure of IPG.  
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In the present thesis, the stability of IPG, with Fe/P ratio 0.67, against 

irradiation induced damages, were studied by carrying out ion irradiation 

experiments and by annealing. The microstructural changes caused by irradiation 

damage and heat treatment, were studied using transmission electron microscopy 

(TEM). The changes in the charge state of Fe atom were characterized using XAS 

and EEL spectroscopy. 

5.2. Experimental methods 

5.2.1. Synthesis of IPG 

Fe2O3 (Fischer Scientific, purity: 99.5%) and NH4H2PO4 (ammonium 

dihydrogen phosphate (ADP)) (Ranboxy, purity: 99%) were mixed keeping Fe/P 

atomic ratio as 0.67. The mixture was calcined at 673 K in platinum crucible for 1½ 

hour in order to facilitate the decomposition of ADP. The calcined material was 

melted and quenched in air at 1423 K to obtain IPG sample. The composition of 

the glass sample was 40 mol% Fe2O3 + 60 mol% P2O5 with Fe/P atomic ratio 0.67. 

The relative abundance of Fe2+ and Fe3+ ions were 4% and 96% respectively. The 

synthesis process has been explained in Ref.[118]. 

5.2.2. Ion irradiation experiments 

Ion irradiation experiments were carried out using the 1.7 MV Tandetron 

Accelerator. 4 MeV O+ ions were irradiated on IPG at room temperature, up to ion 

fluences ranging from 5×1013 ions/cm2 to 5×1016 ions/cm2. Theoretically, it 

generates a damage of 0.014 dpa and 14 dpa respectively. Oxygen (self) ion was 

selected for the irradiation experiments, so as to avoid the effects of impurity atoms. 

SRIM calculations[201,202]showed that the projected range of 4 MeV O+ ions in 

IPG is 3.8 µm with a straggling of 283 nm. Table 5.1 gives the details of the 

irradiation experiments on IPG, such as the energy of the ion, its electronic energy 

loss (Se), nuclear energy loss (Sn), the total ion fluence and the corresponding 

damage. 
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Table 5.1 Details of the irradiation experiments on IPG and the damages for 

different ion fluences. 

Projectile 

Se 

(eV/nm) 

Sn 

(eV/nm) 

Fluence 

(ions/cm
2
) 

Damage 

(dpa) 

4 MeV O
+
 ion 2049 7.47 

5×10
13

 0.014 

5×1016 14.05 

The changes in the microstructures of the ion irradiated and the heat treated 

IPG samples were studied using LIBRA 200FE high resolution transmission electron 

microscope (HRTEM). Electron diffraction patterns and the high resolution bright 

field TEM images were used to analyze the changes in the amorphous glassy matrix. 

EEL spectra also was used to characterize the effects of ion irradiation on the charge 

state of atoms. 

TEM specimen were prepared by scratching the surface of the samples with 

a scalpel blade. TEM grid was gently rubbed on the surface with a drop of iso-

propyl alcohol. The sample particles get adsorbed on TEM grid when dried. The 

grid was then observed under transmission electron microscope. 

The changes in the charge state of Fe, i.e., the change in the population of 

Fe2+ and Fe3+ ions, were characterized from the X-ray absorption characteristics of 

the IPG samples. The XANES spectra (X-ray Absorption Near Edge Structures) 

studies were done in the INDUS-2 synchrotron facility in RRCAT, Indore. The 

measurements were taken in total electron yield (TEY) mode. This mode probes a 

depth of 70 nm in the specimen where the projected range of 4 MeV O+ ions is 3.8 

µm.  

5.3. Results  

5.3.1. GIXRD Analysis 

The effect of 4 MeV O+ ion irradiation in IPG was analyzed using GIXRD 

patterns recorded from the as-prepared and the 4 MeV O+ ion irradiated samples. 

In GIXRD, the angle of incidence was kept at 3°. Figure 5.1(a) shows the GIXRD 
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patterns of the as-prepared and the ion irradiated IPG samples. The GIXRD 

patterns showed that both the samples were amorphous in nature. Both the patterns 

showed an amorphous hump and there was a very small shift in the peak position: 

from 24.9° in the as-prepared sample to 25.8° after irradiation with 4 MeV oxygen 

ions. The amorphous hump correspond to a short range ordering of 1.8 Å, which 

is close to the length of Fe3+-O bonds in IPG glass[203]. Actually, this 1.8 Å maybe 

the manifestation of different structural motifs involved in IPG within the short 

range, i.e., the phosphate tetrahedra (P-O = 1.5 Å), the Fe tetrahedra 

(Fe-O=1.8 Å) and the Fe octahedra (Fe-O = 1.94 Å). The average effect of all 

these constituent units is seen as wide hump at 1.8 Å in the XRD pattern. 

 

Figure 5.1 XRD patterns of the as-prepared and 4 MeV O+ ion irradiated IPG 

samples. The hump corresponding to the amorphous IPG is seen in both cases.  

5.3.2. TEM analysis of the microstructural changes 

The electron diffraction pattern and the TEM micrographs of the as-prepared 

IPG sample, are shown in Figure 5.2. Figure 5.2(a) shows the selected area 

diffraction (SAED) pattern of the as-prepared sample. The SAED pattern did not 

show any diffraction spots. The SAED pattern was analyzed by plotting the line 

profile (Figure 5.2(b)), which is the intensity profile averaged across radial lines in 

the SAED pattern. (The profile was generated using ImageJ software and the ‘line 

profile tool’ provided by Carl et al.[204]) A broad peak (corresponding to the hollow 

ring in the SAED pattern, at 7.56 nm-1) was observed in the line profile and the 
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corresponding d-spacing was 1.3 Å. Absence of any peak in the radial profile also 

confirmed that the sample was perfectly amorphous. Figure 5.2(c) shows a high 

resolution TEM image of the sample, which clearly showed the amorphous glassy 

nature of the sample. Figure 5.2(d) shows low magnification TEM image of the 

glass. 

 

Figure 5.2 TEM micrographs of the as-prepared IPG sample; (a) The SAED 

pattern (b) The intensity profile averaged across radial lines in the SAED pattern 

(c) High resolution TEM image and (d) low magnification TEM image. The sample 

is perfectly amorphous. 

Figure 5.3 shows the electron diffraction patterns and the TEM micrographs 

of the IPG sample irradiated with 4 MeV O+ ions, upto 5×1013 ions/cm2. Figure 

5.3(a) shows the SAED pattern, which contains spotty rings. The spotty rings 

confirmed the presence of nanocrystalline phases in the glass sample after ion 
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irradiation. The diffraction rings are signified by the peaks in the intensity profile, 

shown in Figure 5.3(b). The corresponding d-spacings were compared with all the 

crystalline phases consisting of the atomic species Fe, P and O, and finally indexed 

to the crystalline phases Fe4(P2O7)3, Fe(PO3)3 and P2O5 (with JCPDS numbers 

04-010-4482, 89-8524 and 75-0389 respectively). The summary is given in Table 5.2. 

 

Figure 5.3 TEM micrographs of the IPG sample irradiated with 4 MeV O+ ions 

up to the fluence of 5×1013 ions/cm2: (a) The SAED pattern containing spotty 

rings (b) The intensity profile averaged across radial lines of the SAED pattern 

(c) High resolution TEM image showing lattice fringes and (d) TEM dark field 

image, where the region with bright contrast corresponds to crystalline phases. 

Crystalline phases of Fe4(P2O7)3, Fe(PO3)3 and P2O5 are identified from the SAED 

pattern. 
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Figure 5.3(c) shows the high resolution TEM image, where the lattice fringes 

were clearly seen in the amorphous background. The d-values of the fringes were 

found to be 3.72 Å and 3.83 Å and they matched with (122) and (051) planes of 

Fe4(P2O7)3. TEM dark field image of the sample is shown in Figure 5.3(d), where 

the regions with bright contrast correspond to crystalline phases, which have 

nucleated after ion irradiation. 

Table 5.2 Comparison of the d-spacing of the heat treated and the ion irradiated 

IPG samples with ICDD database. 

IPG Sample 
d values 

from SAED 

Å 

Fe4(P2O7)3 

(04-010-4482) 

Å (hkl) 

Fe(PO3)3 

(898524) 

Å (hkl) 

P2O5 

(750389) 

Å (hkl) 

4 MeV O
+ 

5×1013 

ions/cm2 

2.24 2.25 (034) 2.24   

1.83 1.83 (115) 1.83  1.61 (232) 

1.61 1.61 (245) 1.61  1.25 (351) 

1.26   1.16 (523) 

1.16    

4 MeV O+ 

5×1016 

ions/cm
2
 

2.87 2.89 (212)   

2.28 2.28 (233)   

1.96 1.96 (224)  1.95 (231) 

1.67 1.67 (274)  1.67 (240) 

1.40   1.40 (531) 

1.18   1.18 (160) 

Annealed 

900 ℃/5 h 

4.77  4.65   

3.01 3.03 (240) 2.71 (132)  

2.71 2.72 (043) 2.43 (202)  

2.44 2.44 (310) 1.92 (332)  

1.92 1.92 (234) 1.61 (442)  

1.61 1.61 (245) 1.52   

1.50    

Figure 5.4 explains the microstructural changes in IPG after irradiation with 

4 MeV O+ ions up to a fluence of 5×1016 ions/cm2. Figure 5.4(a) shows the SAED 

pattern, which contains spotty rings, confirming the presence of nanocrystalline 

phases in the sample. The line profile shown in Figure 5.4(b) also confirmed the 

presence of crystalline phases. The diffraction rings were indexed to Fe4(P2O7)3, and 

P2O5. The summary is given in Table 5.2. The high resolution TEM image shown 

in Figure 5.4(c) clearly revealed the lattice fringes of the nanocrystals in the sample. 
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The lattice fringes had a d-spacing of 2.89 Å, which corresponded to (212) planes of 

the crystalline phase of Fe4(P2O7)3. Figure 5.4(d) is a bright field TEM image of 

the irradiated glass, taken at low magnification. While, analyzing the samples under 

TEM, it was noticed that the amount of the crystalline phase has increased with 

the ion fluence.  

 

Figure 5.4 TEM micrographs of the IPG sample irradiated with 4 MeV O+ ions 

up to the fluence of 5×1016 ions/cm2: (a) The SAED pattern containing spotty 

rings (b) The intensity profile averaged across radial lines in the SAED pattern 

(c) High resolution TEM image showing lattice fringes and (d) low magnification 

TEM image. Crystalline phases of Fe4(P2O7)3 and P2O5 are identified from the 

SAED pattern. 

The IPG sample, which was annealed at 900 ℃ for 48 hours, was also 

characterized using TEM. Figure 5.5 shows a summary of the TEM analysis carried 
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out on this sample. The SAED pattern shown in Figure 5.5(a) consists of diffraction 

rings, confirming the nucleation of nanocrystalline phases in the sample upon heat 

treatment. The diffraction rings were analysed using the average line profile (Figure 

5.5(b)) and the phases were indexed to the crystalline phases Fe4(P2O7)3 and 

Fe(PO3)3. The summary is given in Table 5.2. Figure 5.5(c) shows the high 

resolution TEM image where the lattice fringes had a d-spacing of 3.01 Å. The value 

corresponds to the (240) planes of Fe4(P2O7)3. 

 

Figure 5.5 TEM micrographs of the IPG sample heat treated at 900 ℃ for 48h: 

(a) SAED pattern with spotty rings, (b) The intensity profile averaged across 

radial lines in the SAED pattern (c) High resolution TEM image showing lattice 

fringes and (d) low magnification TEM image. Crystalline phases of Fe4(P2O7)3 

and Fe(PO3)3 are identified. 
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The TEM images and electron diffraction patterns were recorded from the 

region of the sample where the presence of Fe, P and O were confirmed, using 

electron energy loss spectra. So, the electron diffraction patterns and the HRTEM 

images confirmed that 4 MeV O+ ion irradiation and heat treatment (900 ℃/48h) 

has resulted in the nucleation of nanocrystals of Fe4(P2O7)3 and Fe(PO3)3 and P2O5. 

Table 5.2 shows that the ion irradiation upto 5×1013 ions/cm2 resulted in 

the formation of nanocrystals of Fe4(P2O7)3, Fe(PO3)3 and P2O5, whereas for the 

ion irradiation of upto 5×1016 ions/cm2, formation of nanocrystals of Fe4(P2O7)3 

and P2O5 were observed. The annealed sample showed formation of Fe4(P2O7)3 and 

Fe(PO3)3 nanocrystals. 

5.3.3. Analysis of core-level spectra 

X-ray absorption spectra and the EEL spectra from the as-prepared and the 

4 MeV O+ ion irradiated IPG samples were used to study the changes in the charge 

state of Fe atoms upon ion irradiation. For any 3d transition metal oxides, the pre 

edge features of O K edge in the EELS and XAS arise from the covalent mixing of 

the metal and the oxygen orbitals. de Groot et al.[188] and Zhang et al.[184] have 

attributed the pre-edge features (A1 and A2) to the 3d states of the transition 

metals, particularly, to the t2g and eg band-like states split by the crystal field. The 

peaks in the second region (5-10 eV above the edge) in O K-edge are named C1, 

C2, and C3 and are related to the metal 4s and 4p bands[184]. 

5.3.3.1. O K-edge - XAS and EELS  

The O K-edge in the XAS spectra of the as-prepared and the 4 MeV O+ ion 

irradiated IPG samples are shown in Figure 5.6(a). The pre-edge features A1 and 

A2 seen in these spectra show a signature of the change in the charge state of Fe 

atoms as explained by Colliex et al.[205]. These authors have studied the EEL 

spectra of the characteristic oxygen K-edge in FeO, Fe3O4, -Fe2O3, and -Fe2O3 

and observed that the relative intensity of the pre-edge peaks (i.e. ) in oxygen K-

edge depends on the charge state of Fe. The authors found that  ratio increases 
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when the charge state of the Fe atom increases from Fe2+ (in FeO) to Fe3+ (in 

Fe2O3). The electronic configuration of Fe2+ is 3d6 while that of Fe3+ is 3d5. So, the 

pre-edge features of O K-edge reflects the signature of charge state in Fe in both 

the spectroscopies (EELS and XAS). 

 

Figure 5.6 O K-edge in the (a) XAS and (b) EEL spectra from the as-prepared 

and 4 MeV O+ ions irradiated IPG samples. The relative intensity of A1 peak to 

A2 (in XAS) decreases with ion fluence.  

Table 5.3 summarizes the pre edge features (A1 and A2) of the O K-edge in 

XAS of the as-prepared and 4 MeV O+ ion irradiated IPG samples(from Figure 

5.6(a)). It should be noted that the intensity ratio of A1 to A2, decreases with the 

ion fluence, which implies that the concentration of Fe3+ reduces as a function of 

ion fluence. 

Table 5.3 The pre edge features of the O K-edge in XAS of the as-prepared and 4 

MeV O+ ion irradiated IPG samples.  

Ion Fluence 

(ions/cm2) 

Peak 

position(eV) 

Normalized 

Intensity 
Intensity Ratio 

A1 A2 A1 A2 A1/A2 

0 531.2 532.5 0.66 0.73 0.90 

5×10
13 

531.0 532.5 0.77 0.91 0.85 

5×1016 530.8 531.9 0.58 0.92 0.63 
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The EEL spectra of the as-prepared and the 4 MeV O+ ion irradiated IPG 

sample are shown in Figure 5.6(b). Here, the O K-edge of the irradiated samples 

contains the fine structures (C1, C2 and C3 shown in Figure 5.6(b)) which were 

absent in the as-prepared IPG sample. The fine structures suggest the nucleation of 

crystalline phases of Fe-P-O in the sample which was already evident from TEM 

observations (as reported in previous section 5.3.2.) 

There was difference between the fine structures in the XAS and EELS 

patterns (Figure 5.6). It could be due to the difference in the volume probed by 

both techniques. The X-rays in XAS probes a volume of 500m×500m×70nm, 

while the electron beam in EELS probes 10µm×10µm×100nm. In the present case, 

XAS probed a large volume where majority of the material remained in amorphous 

glass phase. So XAS showed the overall changes in the charge state of Fe in the 

matrix. But, EEL spectra were recorded from the region where nanocrystals have 

nucleated and hence EELS showed the fine structures corresponding to crystalline 

phases.  

5.3.3.2. Fe L23-edge – XAS and EELS results 

 

   

Figure 5.7 Fe L23-edge in the (a) XAS and (b) EEL spectra from the as-prepared 

and 4 MeV O+ ions irradiated IPG samples.  
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The Fe L23-edges in the XAS spectra and the EEL spectra of the as-prepared 

and the 4 MeV O+ ion irradiated IPG samples are shown in Figure 5.7(a) and Figure 

5.7(b), respectively. It was observed that the intensity of t2g peak, in the L3 edge, 

has increased upon ion irradiation (see Figure 5.7(a)). 

van Aken et al.[206] have shown the usefulness of the core level spectroscopies 

in determining the oxidation state of iron in minerals. They have studied the Fe L23 

edges in the EEL spectra of a range of natural minerals containing iron with 

different concentrations of Fe2+ and Fe3+. The authors noticed that the relative 

concentration of Fe2+ and Fe3+ leaves a fingerprint in the intensities of t2g and eg 

peaks in the Fe L3-edge[206]. Particularly, it was observed that the intensity of t2g 

peak, in the L3 edge, increases when the concentration of Fe2+ increases. So in the 

present case the rise in the intensity of t2g peak implies that the concentration of 

Fe2+ has increased in the specimen. The fine structures t2g and eg were not resolved 

in the Fe L3-edge in the EEL spectra (Figure 5.7(b)) because of the poor energy 

resolution of the technique.  

The energy splitting in between t2g and eg (in L3-edge) was 1.8 eV in the as-

prepared sample and it remained almost same (1.7 eV) after irradiation with 4 MeV 

O+ ions up to ion fluence of 5×1013 ions/cm2. The energy splitting increased to 2.0 

eV when the irradiation was continued up to 5×1016 ions/cm2. The split in the 

L3-edge is a manifestation of the crystal field splitting which in turn depends on the 

chemical environment. Hence the variation in the splitting also may be attributed 

to the variations in the chemical environment due to ion irradiation. 

5.4. Discussion  

5.4.1. Mechanism of irradiation induced crystallization 

The electron diffraction patterns and the HRTEM images confirmed that 

4 MeV O+ ion irradiation has led to the nucleation of nanocrystals of Fe4(P2O7)3 

and Fe(PO3)3 and P2O5 in IPG glass. 
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Crystallization of an amorphous solid is a complex process. In general, the 

amorphous to crystalline phase transformation is activated by thermal energy of the 

system. But in the present case, the irradiation induced crystallization could not be 

explained as a thermally activated process, for the following reasons. 

The overall activation energy for the crystallization of the IPG synthesized 

by Kissinger method is 3.29 eV/atom[207] which corresponds to a very high 

temperature (of the order of 104 K). Similarly, the critical cooling rate for IPG is 

10 K/s[196] which is much smaller compared to metallic glasses, where the critical 

cooling rates are of the order of 103-104 K/s[208]. This implies that the glass phase 

of IPG is more stable compared to metallic glasses, i.e., large amount of energy will 

be required to recrystallize IPG. Further, during ion irradiation, which is a non-

equilibrium process, the quenching rate of the thermal spike would be so high (1012-

1015 K/s) that it becomes difficult to achieve short-range order in the damage 

cascade[209]. Hence the possibility of spontaneous crystallization also is ruled out 

in the present case. Heterogeneous nucleation (i.e., the role of impurity atoms in 

the crystallization process) also is ruled out since the irradiation was done with self-

ion (O+).  

Stress driven crystallization has earlier been observed and reported in 

amorphous materials[210,211]. Shear bands contain homogenously distributed 

excess free volume. The excess free volume in amorphous materials is the analogue 

of vacancies in crystalline materials[52] and the excess free volume controls the 

diffusion rate in amorphous materials. Excess free volume enhances atomic mobility 

and leads to increased short-range order and subsequent nucleation of crystalline 

phase at longer time scales. 

In the present irradiation experiments (4 MeV O+ ions on IPG), SRIM 

calculations shows that the nuclear energy loss (Sn: 5.5 eV/nm) was negligible 

compared to the electronic energy loss (Se: 1.67 keV/nm). So the prominent mode 

of energy transfer was by electronic energy loss, where, the kinetic energy would be 
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lost exclusively by means of excitation and ionization of the electronic system of the 

solid. The rapid energy transfer from the ion irradiation, abnormally excites the 

atoms along the ion path whereas the surrounding is relatively at low temperature. 

The pressure wave formed in the wake of the projectile ion can generate an outgoing 

transient stress and strain. When the stress within an amorphous material increases 

beyond a critical value, shear bands (i.e., excess free volume) are formed. It 

enhances atomic mobility and leads to increased short-range order and nucleation 

of crystalline phase. The amount of stress, introduced in the region around the ion 

tracks, plays a crucial role in this process. The problem may be quantitatively 

approached by calculating the local stress around the ion track, induced by single 

ion , using the visco-elastic model explained Trinkaus et al.[53,54] and using 

the equation in Ref.[52]. 

Eqn. 5.1 

Here, E (72.3 GPa) is the Young’s modulus of IPG,  (0.24) is the Poisson ratio,  

(4.1×10-5 K-1) is the linear thermal expansion co-efficient of IPG and  (103 K) 

is the effective temperature of the ion track. (The values are taken from Ref.[212]). 

From Eqn. 5.1, the stress around the ion track is found to be 714 MPa, which is 

larger than the yield strength of glasses, typically 70 MPa[213], so the surrounding 

matrix undergoes substantial deformation resulting in shear band formation. Hence 

it is concluded that nanocrystals could have been nucleated in the vicinity of shear 

bands, induced during thermal spike process. 

5.4.2. Irradiation induced changes in the charge state of Fe 

Analysis of the XAS spectra revealed that the concentration of Fe2+ has 

increased and Fe3+ has reduced in the glass sample upon 4 MeV O+ ion irradiation, 

apart from the formation of crystalline phases of Fe4(P2O7)3 and Fe(PO3)3. 

In the present study, the composition of the glass sample was 40 mol% Fe2O3 

+ 60 mol% P2O5 with Fe/P atomic ratio 0.67. Kitheri et al.[203] have studied IPG 
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glass of this composition (using molecular dynamics simulations) and have reported 

that the IPG consists of glass phase of three systems: Fe4(P2O7)3, Fe(PO3)3 and 

Fe3(P2O7)2. Out of these three systems, the glass phases of Fe4(P2O7)3 and Fe(PO3)3 

contain only Fe3+ ions, whereas the glass phase of Fe3(P2O7)2 contains both Fe2+ 

and Fe3+ ions.  

So the rise in the amount of Fe2+ upon irradiation implies that glass phase 

of the system, Fe3(P2O7)2, has increased in the matrix upon irradiation, along with 

the nucleation of the crystalline phases of Fe4(P2O7)3 and Fe(PO3)3, which contain 

only Fe3+ ions. The increase in Fe2+ in the glass matrix could be due to the 

formation of crystalline phases containing Fe3+. 

The changes in the concentrations of Fe2+ and Fe3+ is known to influence 

many characteristics of the IPG glass. Huang et al.[214] have showed that the 

increase in Fe2+ increases the viscosity of IPG, which in turn increases the glass 

forming ability.  

5.5. Summary and conclusion 

The effects of ion irradiation (4 MeV O+ ions, fluences: 5×1013 and 5×1016 

ions/cm2) on iron phosphate glass were studied using transmission electron 

microscopy, and core level spectroscopy techniques.  

 The electron diffraction patterns and HRTEM images revealed that IPG 

crystallizes upon ion irradiation. The crystalline phases nucleated during the 

above processes were identified as Fe4(P2O7)3, Fe(PO3)3 and P2O5.  

 The irradiation induced crystallization was explained based on stress driven 

crystallization mechanism. The stress around the ion track was 700 MPa, which 

was larger than the typical yield strength of the glass (70 MPa). Hence, the 

surrounding matrix undergoes substantial deformation resulting in the formation 

of shear bands. Nanocrystals could have been nucleated in the vicinity of shear 

bands induced during thermal spike process. 
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 The analysis of core level spectra (XAS and EELS) showed that the 

concentration of Fe2+, on the whole, has increased and Fe3+
 has reduced in IPG 

glass upon ion irradiation. The rise in the amount of Fe2+ implies that glass 

phase of the system, Fe3(P2O7)2, has increased in the matrix upon irradiation, 

along with the nucleation of the crystalline phases of Fe4(P2O7)3 and Fe(PO3)3, 

which contain only Fe3+ ions. The increase in Fe2+ in the glass matrix could be 

due to the formation of crystalline phases containing Fe3+. The rise in the 

population of Fe2+ increases the viscosity of IPG, which in turn increases the 

glass forming ability. 
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Chapter 6 

Summary and scope for future work 

The thesis deals with radiation effects in oxides used in nuclear applications. 

Ion irradiation were carried out for creating damage and the effect of damage was 

studied by HRTEM, GIXRD and core level spectroscopy techniques such as EELS 

and XAS. Further DFT calculations were carried out to understand the 

experimental results. 

Oxide materials find applications throughout the nuclear fuel cycle, from 

actinide-bearing ores and commercial reactor fuels to wasteforms for radionuclide 

disposal. Many of the critically important materials used in the nuclear industry are 

oxide based ceramics, like the oxide fuel materials (e.g. urania, thoria), the oxide 

nanodispersoids (e.g. yttrium titanates in ferritic steel) used for strengthening the 

metallic structural materials and the glasses used for the disposal of nuclear wastes 

(e.g. borosilicate glass, iron phosphate glass). 

The present thesis deals with the studies on the radiation stability of oxide 

ceramics: (i) thorium dioxide or thoria (ThO2), a nuclear fuel material, (ii) yttrium 

titanates (Y2Ti2O7 and Y2TiO5), the oxide-dispersoids used for strengthening the 

structural material, (iii) Iron Phosphate Glass (IPG), the material proposed for the 

disposal of high level nuclear waste from the fast reactors. 

Aggregation and ordering of helium in thoria: 

The aggregation and ordering of helium was studied by irradiating thoria 

with 100 keV He+ ions and characterizing the effects using GIXRD and TEM. 

 GIXRD and TEM analysis showed that there is a lattice expansion of 1.07% in 

isolated nanometric regions of the sample. The GIXRD patterns of 4 MeV Si+ 

ion irradiated sample proved that damage (point defects and defect clusters) 

alone will not produce such a large lattice expansion.  
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 DFT calculations showed that helium prefers Th-vacancy site in the defective 

thoria system. DFT calculations also showed that helium energetically prefers 

to aggregate in the octahedral interstitial sites of the fcc lattice of thoria. The 

aggregation and ordering of helium atoms in the octahedral interstitial sites of 

thoria results in a lattice expansion of 1.25%. 

 The experiments and calculations confirm that the lattice expansion is due to 

the aggregation and ordering of helium atoms in nanometric regions of thoria. 

Radiation stability of yttrium titanates: 

The irradiation stability of the oxide samples Y2Ti2O7 and Y2TiO5 were 

studied by characterizing the effects of 70 keV Kr+ ion irradiations using GIXRD 

and HRTEM. The metal-oxygen (M-O) bond strengths were compared based on 

EELS and DFT calculations. 

 The irradiation stability of the oxide samples Y2Ti2O7 and Y2TiO5 were studied 

by characterizing the effects of 70 keV Kr+ ion irradiation using GIXRD and 

HRTEM.  

 The GIXRD patterns showed that in the case of Y2Ti2O7, the peaks were shifted 

to higher 2 values upon irradiation and in the case of Y2TiO5, the peaks have 

broadened upon irradiation. The HRTEM images showed the presence of 

irradiation-induced stacking faults in Y2Ti2O7, and formation of krypton bubbles 

in Y2TiO5. The stacking faults could have caused the peak shift in the XRD of 

Y2Ti2O7, and irradiation induced disorder and bubbles, could have caused the 

broadening of the XRD peaks of Y2TiO5. 

 The analysis of EEL spectra showed that the Ti-O bonds in Y2Ti2O7 are strongly 

covalent in nature compared to Y2TiO5. The DFT results also showed that Ti-

O bonds in Y2Ti2O7 is more covalent compared to Y2TiO5 and that Ti-O bonds 

are more covalent in both the oxides compared to Y-O bonds.  
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 All these experimental and DFT results suggest that Y2Ti2O7 is more stable 

against irradiation and hence more of Y2Ti2O7 oxide nanoparticles in ODS steel 

may improve the high temperature radiation resistance of the ODS steel. 

Ion irradiation induced crystallization in iron phosphate glass: 

The effects of ion irradiation (4 MeV O+ ions, fluences: 5×1013 and 5×1016 

ions/cm2) on iron phosphate glass were studied using transmission electron 

microscopy, and core level spectroscopy techniques.  

 The electron diffraction patterns and HRTEM images revealed that IPG 

crystallizes upon ion irradiation. The crystalline phases nucleated during the 

above processes were identified as Fe4(P2O7)3, Fe(PO3)3 and P2O5.  

 The irradiation induced crystallization was explained based on stress driven 

crystallization mechanism. The stress around the ion track was 700 MPa, which 

was larger than the typical yield strength of the glass (70 MPa). Hence, the 

surrounding matrix undergoes substantial deformation resulting in the formation 

of shear bands. Nanocrystals could have been nucleated in the vicinity of shear 

bands induced during thermal spike process. 

 The analysis of core level spectra (XAS and EELS) showed that the 

concentration of Fe2+, on the whole, has increased and Fe3+
 has reduced in IPG 

glass upon ion irradiation. The rise in the amount of Fe2+ implies that glass 

phase of the system, Fe3(P2O7)2, has increased in the matrix upon irradiation, 

along with the nucleation of the crystalline phases of Fe4(P2O7)3 and Fe(PO3)3, 

which contain only Fe3+ ions. The increase in Fe2+ in the glass matrix could be 

due to the formation of crystalline phases containing Fe3+. The rise in the 

population of Fe2+ increases the viscosity of IPG, which in turn increases the 

glass forming ability. 
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Scope for future work: 

 In the thesis it was observed that Y2Ti2O7 and Y2TiO5 did not amorphize at 

room temperature at a high dose rate of 1 dpa/s. It will be worth studying the 

amorphization behaviour by varying the dose rate and temperature of 

irradiation. 

 The aggregation and ordering of helium atoms in the octahedral interstitial sites 

of thoria was observed in this thesis. It will be interesting to study aggregation 

and ordering behaviour of other inert gases like Ar, Xe, etc. in thoria by DFT 

based calculations and ion irradiation. 

 It was observed that ion irradiation has resulted in restructuring of the grains 

in the case of thoria. So, in-situ irradiation and imaging experiments on thoria 

would provide more information on grain restructuring and on the behaviour of 

inert gases inside thoria. 

 When the irradiated IPG samples were investigated under SEM, it was noticed 

that ion irradiation has distorted the surface and introduced ripples on the 

surface of IPG, especially the ripple patterns appears at some particular ion 

fluence and disappeared on further irradiation. So in-situ irradiation and imaging 

experiments on IPG would provide much more quantitative information on 

undulation and instability. In addition, in-situ irradiation cum resistivity 

measurement on IPG surface can be used the study the mechanism of nucleation 

and growth of crystalline phases. 
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