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Chapter-8: Summary and Further Avenues of Research 

Chapter 8 presents a summary of the salient features of the experimental and modeling 

studies carried out in this thesis; and also identifies few potential avenues for further research. 

The key issues identified may be explored for furthering the frontiers of knowledge on 

advanced austenitic stainless steels. 



elastic properties in the temperature range of 300-1273 K, as measured using impulse 

excitation technique and a critical analysis of these data in terms of exiting literature are also 

presented. On the modeling front, measured enthalpy, hence heat capacity and thermal 

expansion, for both the steels are analyzed in terms of quasiharmonic Debye-Grüneisen 

formalism.  

Chapter- 6: Investigation of Recovery and Recrystallization Processes in IFAC-1 & SS 

  304H Cu Stainless Steels using Dynamic Calorimetry 

 The results of dynamic calorimetric investigation of 85% cold worked IFAC-I and 

SS304H Cu are presented and discussed in this chapter. The peak recovery (815 K) and 

recrystallization temperatures (1070 K) for IFAC-1 SS and SS304H Cu (826 & 986 K) have 

been identified. The averaged estimates of the total stored energy release (9.4 ± 1.4 J g-1 in

IFAC-1; 17.3±1.4 J g-1 SS304H Cu) have also been obtained. For annealing temperatures 

exceeding 1273 K, partial dissolution of TiC particles in IFAC-1 SS resulted in secondary 

recrystallization. Similarly Cu-precipitation in SS304H Cu is found to influence 

recrystallization. The kinetics of static recovery and recrystallization steps have been 

modeled using Kolmogorov-Johnson-Mehl-Avrami (KJMA) schemes. The effective 

activation energies for recovery and recrystallization steps for (IFAC-1: 198 ± 7 kJ mol-1 and 

336 ± 9 kJ mol-1; SS304 H Cu: 144± 14 and 192± 12 kJ mol-1) have been evaluated. 

Chapter-7: Role of nucleation mode on kinetics of static recrystallization & Grain  

  structure development: A Mesoscopic Simulation Approach 

Following the kinetic results obtained in Chapter - 7, a geometrical simulation approach has 

been adopted to model the time evolution of grain structures in IFAC 1. The activation 

energies derived from dynamic calorimetry results served as input parameters for the 

computer model. The entire simulation code has been written in the laboratory using 

MATLAB. From the simulation, the kinetic parameters of KJMA and microstructural path 

method (MPM) are explicitly evaluated for pure site saturation (SSN), continuous nucleation 

(CN), mixed nucleation (MN) and Avrami nucleation (AN) modes. It is found that the results 

of simulation for Avrami nucleation mode are in agreement with the experimental results of a 

decreasing Avrami exponent with transformation progress. The grain size distribution due to 

static recrystallization is found to be sensitive to the nucleation mode. 



diffusivity (LFTD) and impulse excitation technique (IET) are described in adequate detail. 

The experimental schedules, calibration, and error limits associated with each experimental 

technique are also described in this chapter. 

Chapter-4: Investigation of Phase Stability in IFAC-1 and SS 304 H Cu Stainless Steels 

 This chapter begins with characterization of IFAC-1 and SS304H Cu using X-ray 

diffraction, optical and electron microscopy techniques in order to establish the existence of 

different phases in these alloys. Together with equilibrium Thermocalc based simulations the 

presence of M23C6, MX and Cu rich metallic precipitates in SS304 H Cu is established. The 

effect of non equilibrium conditions that prevails upon cooling the liquid has been simulated 

with Scheil-Gulliver scheme. IFAC-1 SS is found to contain only a small fraction of MX type 

TiC precipitates, in addition to -austenite. It is found that small fraction of -ferrite phase 

can also form from the liquid phase in highly alloyed austenitic steels, such as 304HCu, due 

to non equilibrium segregation or enrichment of interdendritic liquid with Cr and Nb. 

Following thermodynamic simulations, the results of scanning calorimetry investigation on 

temperature induced phase changes in these alloys have been described. The entire sequence 

of on-heating and cooling transformations, together with associated enthalpy effects (where 

they are measurable) are enumerated for both IFAC 1 and SS304H Cu. Depending on the 

capabilities of calorimeter, the effect of cooling rate variation on solidification has also been 

monitored to a limited extent. It is found that under slow cooling like (3 K per minute) both 

IFAC-1 and SS304HCu exhibit, Liquid  Liquid + austenite  L + austenite + ferrite; mode 

of solidification. Further, in the case of IFAC- -

-ferrite 

formed in SS304HCu is appreciable. The effect of Cu on solidification and also the kinetics 

of dissolution of second phase precipitates in SS304H Cu have also been discussed in this 

chapter. 

Chapter-5: Measurement and Modelling of High Temperature Thermophysical  

  Properties of IFAC-1 & 304H Cu Stainless Steels 

 In this chapter, data on enthalpy increment measured using drop calorimetry in the 

temperature range 300-1273 K are presented and discussed for both the alloys . Further, bulk 

thermal expansion and thermal diffusivity and their temperature variation as measured using 

dilatometer and laser flash diffusivity technique respectively, are presented. The variation of 



Chapter-1: Introduction 

 This chapter begins with a description on the potential requirements of high 

temperature structural materials for liquid metal cooled fast breeder reactors (LMFBR) and 

AUSC fossil power plants. This is followed by a brief introduction of two important 

candidate materials namely, the austenitic stainless steel IFAC-1 SS (LMFBR) and SS304H 

Cu (AUSC). This chapter also includes a brief discussion on the systems engineering 

approach involved in the modern design of materials for advanced engineering systems in 

order to highlight the importance of generating fundamental knowledge or data base on 

various metallurgical aspects of advanced engineering materials. 

Chapter-2: Literature Survey 

 Chapter 2 focuses on the literature survey on thermal stability and thermophysical

properties of advanced austenitic stainless steels for power plant applications. This 

description serves as a prelude for the high temperature calorimetry studies carried out on 

IFAC 1 and SS304H Cu. This chapter also includes a brief description on the present 

understanding in literature on the recovery and recrystallization phenomena of advanced 

austenitic stainless steels. The kinetic aspects of stored energy relaxation of a severely cold 

worked (85% thickness reduction) system through interface and diffusion mediated phase 

transformations, specifically transformations mediated through nucleation and growth are 

important from the point of view of analyzing calorimetry data. In the light of this the 

isokinetic and isoconversional methods of analyzing the scanning calorimetry measurements 

and the Kolmogorov-Johnson-Mehl-Avrami (KJMA) formalism, one of the common 

methodologies adopted for interpreting diffusional transformation kinetics. This provides the 

theoretical background used for the computer simulation of static recrystallization 

phenomenon using geometrical simulation approach in the present thesis. 

Chapter-3: Experimental Methodology 

 In this chapter the experimental methodology employed in this thesis is presented in 

detail. Brief descriptions on alloy preparation, compositional characterization and annealing 

treatments are followed by structural characterization techniques namely X-ray diffraction, 

metallography, scanning and transmission electron microscopy. More importantly, 

descriptions on specific instrumentation techniques like inverse drop calorimetry (IDC), 

differential scanning calorimetry (DSC), high temperature dilatometry, laser flash thermal 



  Further, a joint mission oriented materials development programme has been initiated 

at IGCAR (BHEL, NTPC being other partnering agencies), India, for establishing efficient 

Advanced ultra supercritical (AUSC) coal based technology. One of the effective ways to 

increase the efficiency of coal utilization is to increase the steam temperature and pressure. 

Over the years, the steam parameters has seen improvement from that of a subcritical system 

(455 ºC and 22 MPa) with efficiency under 37% to supercritical systems (563 ºC and 25 

MPa), where the efficiency has been raised up to 42%. Eventually, the next generation coal 

based power plants are planned to operate with steam temperature of 700 to 760 oC and at a 

pressure of 35 MPa. This would get a net efficiency up to 50% with an emission of 35% less 

carbon dioxide. In reality, the attainment of maximum steam parameters are limited by 

current materials capabilities; as only few materials can operate at these plant conditions for a 

practical service lifetime of about 40 years without failure. Therefore, it becomes necessary 

to develop newer materials capable of dealing with high temperature, high pressure 

combination in an optimized thermodynamic cycle. In this regard, it is known that the boiler 

tubes are the key components of an AUSC power plant where the steam generated is further 

heated to increase the temperature. Besides the demands of meeting severe operating 

conditions, the secondary objective of introducing newer materials into the coal combustion 

cycle in AUSC power plants, is towards economizing the overall plant cost. In this scenario, 

advanced austenitic stainless steels having good creep strength and corrosion resistance are 

potential choices for the boiler tube applications in advanced AUSC plants. Accordingly, the 

indigenous production of a high temperature corrosion resistant austenitic stainless steel, 

based on commercial SS304H Cu composition (wt.%): Fe-17.7Cr-9.3Ni-2.95Cu-0.91Mn-

0.58Nb-0.24Si-0.1C-0.12N is currently pursued at IGCAR. Being an indigenous variant of 

the popular SS 304H Cu austenitic steel, a comprehensive investigation on the phase stability 

and thermophysical properties for this alloy is essential. 

 In view of the above, the present thesis deals with investigations on two 

indigenously developed austenitic stainless steels, namely, IFAC-1 SS and SS304H Cu.

The scope of the thesis includes study on thermal stability, thermophysical properties, 

and recovery and recrystallization behavior of these advanced steels employing both 

experimental and modeling tools. This thesis report contains eight (8) chapters in all. The 

organization of the thesis is given below. 



It is a well known fact that availability of reliable knowledge-base on various 

thermodynamic and thermophysical properties and the kinetic aspects of associated 

structural transformations are essential for the robust design and fabrication of many 

engineering components. In the case advanced fossil fuel and nuclear power plants this 

requirement is of paramount importance for the appropriate selection of st ructural 

materials for, performance under demanding service conditions like high pressure, high 

temperature and intense neutron irradiation. In the Indian energy scenario, where about 

60% of the total electricity is still generated from fossil fuel reserves, there is a huge 

expectation and demand on alternate energy sources to provide for long term energy 

security with a concomitant need to reduce the overall CO2 emission and mitigate other 

adverse environmental issues. Sustained efforts are being made in this direction in India 

towards building power plants based on advanced ultra supercritical (AUSC) and 

nuclear fast reactor technology. 

In the early design of fast reactors 316 austenitic stainless steel in 20% cold 

worked condition was used as core structural material for cladding and wrapper.

However, the achievable fuel burn up was often limited to about 50 dpa (displacement 

per atom), which is mainly due to the high swelling rates of 316 SS at higher dpa. 

Appropriate tailoring of composition of SS316 with respect to Chromium, Nickel, 

Titanium and Carbon contents, resulted in the development of a swell resistant 

austenitic stainless steel variant, namely Alloy D9. The nominal chemical composition 

of Alloy D9 (wt.%) is: 15Cr-15Ni-0.05C-1.65Mn-2Mo-0.3Ti-0.5Si-0.02P-0.01S. Based 

on extensive in-pile testing, this composition is found to possess enhanced irradiation 

swelling resistance, along with good high temperature creep strength. Alloy D9 served 

as the base candidate alloy for making in-core components like clad and wrappers for 

the first 500MWe fast breeder reactor in India. Recently, a further optimized version of 

Alloy D9 with a Ti/C content of about 6, together with 1.02 wt.% Si, and 0.04 wt% P,

has been developed at IGCAR, Kalpakkam. This modified grade is found to possess 

improved swelling resistance with comparable creep properties over standard Alloy D9 

composition and has been designated as IFAC-1 SS (Indian Fast Reactor Advanced 

Cladding-1). Since this is a fully indigenous effort, fundamental data on thermal 

stability and thermophysical properties of IFAC 1 need to be generated accurately.  



Table 5.2 The fit coefficients appearing in Eq. (5.3) of measured dilatational 

strain as a function of temperature for IFAC-1 and SS 304H Cu. 

133

Table 5.3 Values of enthalpy increment, specific heat, linear thermal expansion 

coefficient and density for IFAC-1 are tabulated as a function of 

temperature 

137

Table 5.4 Values of enthalpy increment, specific heat, linear thermal expansion 

coefficient and density for SS304 H Cu are tabulated as a function of 

temperature. 

138

Table 5.5 Measured thermal diffusivity and estimated thermal conductivity data 

for IFAC-1 and SS 304H Cu are tabulated for different temperatures 

141

Table 5.6 Fit parameters obtained from nonlinear least square fitting of the 

temperature variation of elastic modulus data to Eq. (5.8). 

147

Table 5.7 List of input parameters used in Debye Grüneisen model of thermal 

properties 

153

Table 6.1 Tabulation of kinetic parameters for the recovery and recrystallization 

processes for IFAC-1 and SS 304 H Cu obtained in this study under 

different heating rates ( ) 

184

Table 7.1 Experimentally measured kinetic parameters (n, Qeff and ko)for static 

recrystallization in IFAC-1 at different annealing temperatures in 

accordance with KJMA model 

194

Table 7.2 Numerical value of the parameters in Eq. (2.3-2.7) and Eq. (2.13) used 

in the computer simulation [119, 126]. The activation energy for 

nucleation (QN) and growth (QG) is estimated from the experimental 

data

196

Table 7.3 The variation of kinetic parameters calculated from the simulation 

using KJMA and MPM model [Hom. Rxtn. (Homogeneous 

Recrystallization), Het. Rxtn. (Heterogeneous Recrystallization)] 

206

Table 7.4 The fit parameters obtained from the grain size distribution fits ( Eq.

(7.10 & 7.11)) for simulated (different nucleation modes) and 

experimental microstructures 

213



Table 

No. 

Table Captions Page 

No. 

Table 1.1 Nominal composition (Wt. %) of austenitic steels for core structural 

material applications in fast breeder reactors  

7

Table 1.2 Nominal composition (Wt.%) of selected 18Cr-8Ni austenitic steels 

for boiler applications in thermal power plants 

9

Table 2.1 Classification of stainless steels 18

Table 2.2 Chemical composition (Wt. %) of some popular AISI 300 grade 

austenitic stainless steels 

21

Table 2.3 List of Secondary phases observed in austenitic stainless steels and 

their characteristics 

23

Table 2.4 Theoretical values of kinetic parameters under isothermal and 

isochronal transformations 

43

Table 3.1 Chemical composition (wt. %) of IFAC-1 SS and SS304H Cu steels 51

Table 4.1 The Thermocalc® predicted phase transformation sequence and the 

transformation temperature for IFAC-1 SS 

99

Table 4.2 Measured transformation temperatures for IFAC-1 using slow scan 

DSC experiments 

105

Table 4.3 Thermocalc® predicted phase transformation sequence and 

corresponding temperature for SS 304H Cu 

107

Table 4.4 Experimentally determined transformation sequence, transformation 

temperatures and solidification enthalpy for SS 304H Cu 

113

Table 4.5 The transformation start (Ts), peak (TP) and finish (Tf) temperature 

along with  transformation enthalpy for two separate DSC 

solidification peaks for SS 334H Cu 

116

Table 4.6 The calculated values of [Creq / Nieq] ratio for IFAC-1 SS and SS 

304H Cu

120

Table 5.1 Fit parameters of measured enthalpy data as a function of temperature 

for IFAC-1 and SS 304 H Cu. 

130



Fig. 7.13 0) in the Avrami nucleation 

0=6.4x108 Nuclei m-2)
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Fig. 7.14 Snapshots of microstructure evolution in (a) Site saturation (SSN) (b)

continuous nucleation (CN) (c) Mixed nucleation (MN) and (d) Avrami 

Nucleation (AN) mode for heterogeneous recrystallization 

211

Fig. 7.15 A comparison of grain size distribution in the fully recrystallized 

microstructure from simulation and experiment for different nucleation 

modes.(a) Site saturation (b) Continuous nucleation (c) Mixed 

nucleation (d) Avrami nucleation.(e) from experiment. The grain size is 

normalized to the average grain size of the corresponding deformed 

microstructure for both simulation (R) and experiment (Ro).The solid 

lines in (a) is fitted to Eq. (7.10) and for (b), (c), (d) and (e) is fitted to 

Eq.(7.11). 
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The solid line represents the fitted curve according to Eq. (7.2) 

Fig. 7.5 (a) The initial microstructure generated using the present algorithm (b)

The 70% rolled microstructure generated from microstructure shown in 

(a) by uniform compression in one direction 
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Fig. 7.6 Time evolution of number of nuclei per unit volume for different 

nucleation modes considered in the present simulation 
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Fig. 7.7 The time evolution of recrystallized fraction as calculated from the 

microstructure evolution from the simulation for different nucleation 

modes in homogeneous recrystallization. The solid lines represent the 

transformed fraction calculated from KJMA model 
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Fig. 7.8 Variation of Avrami exponent with transformed fraction for different 

nucleation modes (a) homogeneous recrystallization (b) heterogeneous 

recrystallization 

204

Fig. 7.9 Variation of Grain boundary area per unit volume as a function of 

transformed fraction estimated from the simulation for different 

nucleation modes. (a) homogeneous recrystallization (b) heterogeneous 

recrystallization 
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Fig. 7.10 Plots of ln (Sv /(1-f)) vs ln (-ln (1-f)) for different nucleation modes 

under (a) homogeneous recrystallization (b) heterogeneous grain 

boundary recrystallization. The slope of the plots (q) is estimated using 

Eq. (2.24) excluding the nonlinear region observed at the end of the 

transformation. The q values are listed in the figure for corresponding 

nucleation modes 
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Fig. 7.11 Plots of ln (Sv / (1-f)) vs ln (t) for different nucleation modes under (a)

homogeneous recrystallization (b) heterogeneous grain boundary 

recrystallization. The slope of the plots (m) is estimated using Eq.

(2.23) excluding the nonlinear region observed at the end of the 

transformation. The m values are listed in the figure for corresponding 

nucleation modes 
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Fig. 7.12 Variation of Avrami exponent for varying nucleation rate (N0) in the 

mixed mode nucleation for heterogeneous recrystallization. 

(N0=2.1x1016 Nuclei m-2)
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deformation in order to avoid the simultaneous precipitation and 

recrystallization in this steel. 

Fig. 6.9 Variation of micro hardness in SS 304H Cu for 30 minutes of annealing 

at different temperatures. The temperature domains of recovery, 

recrystallization and grain growth is noted 
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Fig. 6.10 The evolution of microstructure in deformed SS304H Cu samples as a 

function of annealing temperature for 30 min annealing time 
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Fig. 6.11 Histogram showing the measured stored energy release during recovery 

and recrystallization for (a) IFAC-1 SS and  (b) SS 304 H Cu 
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Fig. 6.12 The fractional extent of (a) recovery and (b) recrystallization registered 

as a function of temperature under different heating rates for 85% cold 

work IFAC-1 SS
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Fig. 6.13 The fractional extent of (a) recovery and (b) recrystallization registered 

as a function of temperature under different heating rates for 85% cold 

work SS 304H Cu 
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Fig. 6.14 Kissinger linearization plots of (a) recovery (b) recrystallization for 

IFAC-1 SS. Tp represents the peak temperature corresponding to the 

exothermic hump obtained using DSC 
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Fig. 6.15 Kissinger linearization plots of (a) recovery (b) recrystallization for SS 

304 H Cu 

183

Fig. 7.1 (a) The optical micrograph for 70% rolled austenitic stainless steel 

showing elongated grains in the rolled direction. (b). Nucleation of 

strain-free grains along the grain boundary of the deformed austenitic 

stainless steel after annealing for 240 s at 1073 K (c) microstructure 

showing complete recrystallization for annealing time 600 s at1073 K 

193

Fig. 7.2 Variation of microhardness and the recrystallized fraction with 

annealing time for IFAC-1 austenitic stainless steel at annealing 

temperature 1073 K

194

Fig. 7.3 The Avrami plot for isothermal static recrystallization at four different 

temperatures

195

Fig. 7.4 Effective activation energy (Qeff).as a function of Avrami exponent. 196



Fig. 5.15 Linear correlation between enthalpy increment and specific volume for 

IFAC-1 SS and SS 304H Cu 

150

Fig. 5.16 The Debye- Grüneisen model CP values obtained for IFAC-1 SS are co-

plotted with the experimental low temperature data for SS 316 by 

Corson et al. The measured and model estimated volume thermal 

expansivity is also shown as an inset to the figure. 

155

Fig. 5.17 The Debye- Grüneisen model CP values obtained for SS 304 H Cu are 

co-plotted with the experimental low temperature data for SS 316 by 

Corson et al. The measured and model estimated volume thermal 

expansivity is shown as an inset to the figure 

155

Fig. 6.1 Optical microstructure for 70% deformed (a) IFAC-1 (b) SS304 H Cu 

austenitic stainless steel 
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Fig. 6.2 (a) Three successive heating DSC traces of 85 % cold rolled IFAC-1

obtained on same sample under identical experimental conditions. (b)

The expanded view of the on-heating DSC thermogram for the 1st 

cycle shown in (a). Distinct thermal arrests due to recovery and 

recrystallization events are seen. 

164

Fig. 6.3 Optical micrograph of the IFAC-1 sample annealed at 1323 K for 15 
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 Chapter 6: This chapter deals with a dynamic calorimetric investigation of recovery 

and recrystallization in IFAC-1 and SS 304H Cu austenitic stainless steels. The chapter 

begins with a short description on the microstructural features of the deformed state of these 

alloys which is followed by a dynamic calorimetric investigation of recovery and 

recrystallization temperature and the associated stored energy release in IFAC-1 SS. Further 

the effect of heating rate on the recovery and recrystallization kinetics is discussed. The 

dynamic calorimetry results are further supported by micro hardness measurements and 

metallography results. The results of similar investigations on SS 304H Cu are also 

presented. Finally the estimation of kinetic parameters individually for recovery and 

recrystallization based on inputs from calorimetry is presented using analytical formalisms 

of Kissinger as well as Kolmogorov-Johnson-Mehl-Avrami (KJMA) model. 

 Chapter 7: Following the kinetic results obtained in Chapter 6, a geometrical 

simulation approach has been adopted to model the kinetics of static recrystallization and 

time evolution of grain structures in IFAC-1. The activation energies derived from 

experimental results served as input parameters for the computer model. From the 

simulation, the kinetic parameters are explicitly evaluated for pure site saturation (SSN), 

continuous nucleation (CN), mixed nucleation (MN) and Avrami nucleation (AN) modes 

using KJMA approach. The grain size distribution of simulated microstructures is obtained 

and compared with the experiment. The role of nucleation mode on the kinetics of static 

recrystallization and grain structure development is analyzed. 

 Chapter 8: This chapter summarizes the salient features of this thesis, highlights the 

important conclusions and outlines further avenues of research for future. 



alloys. Finally structural characterization techniques like X-ray diffraction, optical and 

electron microscopy techniques are also described in brief. 

 Chapter 4: This chapter begins with the preliminary characterization of the alloys 

using X-ray diffraction, optical and electron microscopy techniques in order to examine the 

possible phases present in these alloys. This is followed by an equilibrium Thermocalc®

simulation of phase equilibria in both the alloys which is intended to identify the 

temperature domain of stability of possible phases. The effect of non-equilibrium cooling on 

the solidification from liquid alloy has also been simulated with Schiel-Guliver non 

equilibrium module using Thermocalc® [33-34]. Following this a detailed dynamic 

calorimetry investigation on the phase stability and the effect of cooling on the solidification 

has been described. Finally the effect of Cu on the solidification and the kinetics of 

dissolution of second phase precipitates in SS 304H Cu have been described in detail. 

 Chapter 5: In this chapter the measurement and modelling of thermophysical 

properties of IFAC-1 and SS 304H Cu has been discussed. The chapter begins with the 

measurement of enthalpy increment in the temperature range 473 K to 1273 K and the 

estimation of temperature dependant heat capacity. This is followed by the results of 

dilatational strain measurement using TMA and the estimation of linear thermal expansivity. 

This is followed by the measurement of thermal diffusivity using laser flash technique and 

the estimation of thermal conductivity for both the steels. Following this the estimation of 

elastic moduli from room temperature to 1273 K using impulse excitation technique is 

presented. Finally the enthalpy data obtained in the present study for both the steels are 

modeled using quasi harmonic Debye-Grüneisen formalism. The modeling exercise yielded 

dilatational contribution to heat capacity, and a consistent estimate of temperature dependent 

volume thermal expansivity for both the alloys. 



1.7. Organization of thesis 

 The thesis is divided into eight chapters of which the present chapter (Chapter 1)

outlines the issues related to the design of advanced materials for the power sector. A brief 

description of the basic architecture behind the materials design protocol is also discussed in 

this chapter. 

 Chapter 2: This chapter focuses on the literature survey on thermal stability and 

thermophysical properties of advanced austenitic stainless steels for power plant 

applications. This description serves as a prelude for the high temperature calorimetry 

studies carried out on IFAC-1 and SS 304H Cu. This chapter also includes a brief 

description on the present understanding in literature on the recovery and recrystallization 

phenomena of advanced austenitic stainless steels. The kinetic aspects of stored energy 

relaxation of a severely cold worked (85% thickness reduction) system through interface and 

diffusion mediated phase transformations, specifically transformations mediated through 

nucleation and growth are important from the point of view of analyzing calorimetry data. In 

the light of this, the isokinetic and isoconversional methods have been adopted to analyze 

the kinetics of recovery and recrystallization in these advanced austenitic steels. 

 Chapter 3: In this chapter the experimental methodology adopted in the present study 

is described in detail. The chapter begins with a brief description of the alloy preparation and 

heat treatments adopted for the present alloys. This is followed by a detailed discussion of 

the instrumentation, calibration and experimental procedure for major experimental 

techniques employed in this study. The experimental techniques include the static and 

dynamic calorimetry for the estimation of phase stability and heat capacity, Thermo 

mechanical analyzer (TMA) for the evaluation of linear thermal expansivity, Laser flash 

thermal diffusivity for the temperature dependant thermal conductivity and Impulse 

excitation technique for the measurement of temperature variation of elastic moduli in these 



recrystallization. Therefore a detailed database starting from the phase stability, thermo 

physical and mechanical properties as well as an extensive knowledge on the microstructure 

evolution during recovery and recrystallization is of major importance for the advanced 

materials design protocol. Once a comprehensive knowledge is established, an optimization 

procedure is generally adopted to obtain a microstructure suitable to achieve the desired 

properties of the final product for demanding engineering applications.  

1.5. Genesis of this study 

 As the in core structural material in the case of sodium cooled fast reactors and the 

boiler components for advanced AUSC thermal power plants are exposed to very stringent 

service conditions, this draws special attention on the material selection in addition to design 

and fabrication of components. This thesis is focused towards the second stage of the 

materials design process which involves generation of a comprehensive knowledgebase on 

phase stability, thermophysical properties and recovery, recrystallization aspects of 

indigenously developed IFAC-1 SS and SS 304H Cu advanced austenitic stainless steels. 

1.6. Scope of this study 

 The scope this study may be mentioned as follows: 

Measurement and modelling of phase stability, Thermophysical properties and the 

recrystallization behavior of advanced austenitic steels

The study is focused towards the elucidation of thermal stability, thermophysical properties 

as well as the strain energy relaxation phenomena occurring during the process of static 

recovery and recrystallization. This study has both experimental and modelling components; 

and these are outlined in the following subsections dealing with the scope of individual thesis 

chapters. 



The initial stage in the materials design calls for the material selection criteria. This 

step involves compositional control considering several factors like the demand from service 

environment, property requirements as well as the issues related to fabricability of 

components etc [28]. In addition to these, the overall life cycle cost and the safety and 

environmental issues also play a major role in the material selection criteria. Once the 

material is selected based on these inputs, the next step is to identify different possible 

phases and their temperature domain of stability. In case of materials for high temperature 

application, evaluation of thermal stability is an inevitable step, where the comprehensive 

knowledgebase on the thermodynamics and the kinetics of the phase transformation is 

absolutely essential in order to optimize the process parameters [26, 27-28]. This 

information further helps in the refinement of the microstructure suitable for service 

environment. The next step is to understand, how the microstructure can be controlled by the 

phase transformation. The correlation between the microstructure and the material property 

is of central importance in advanced materials design and a majority of worldwide research 

activities are presently focused on understanding the linkage between materials chemistry, 

physics and mechanics [26, 29-32]. The main challenge in determining microstructure

property relationships is that any variation in microstructure inevitably changes a host of 

properties. This limitation is due to the fabrication methods, which do not permit completely 

independent variation of just one microstructural feature. At some stage or the other during 

processing, engineering materials undergo hot working, cold working, annealing etc. These 

processes which involve recrystallization phenomena in one form or another need to be 

carefully controlled to obtain the desired grain size, shape, distribution, and orientation, 

which dictates their physical, and mechanical properties. It is worth to mention here that 

austenitic steels do not involve phase transformation unlike ferritic therefore its 

microstructure can only be altered by means of thermo mechanical treatment which involve 



achieved deliberately by subjecting them to thermal activation in a predefined temperature 

and time domain i.e., heat treatment. Besides heat treatment, mechanical (plastic 

deformation and subsequent recrystallization) as well as chemical (metal-gas reactions) 

methods are also employed in order to achieve desired microstructures since it determines a 

variety of structural and functional properties of the materials [27]. Whether it be austenite 

to ferrite / martensite transformation in ferritic steels or precipitation of secondary phases in 

Al base and Ni base alloys, the mechanical properties are greatly enhanced by the phase 

transformation [27]. The enhancement of the properties of engineering alloys by employing 

phase transformation can be realized in several ways. A stepwise organization of materials 

design process is depicted in figure 1.1.

Fig.1.1. Step by step organization of materials design for high temperature applications 



aging. This further enhances the creep strength of the steel and is a direct outcome of poor 

-austenite phase.  

-house 

development of an austenitic stainless steel of nominal composition (wt.%): Fe-17.7Cr-

9.3Ni-2.95Cu-0.91Mn-0.58Nb-0.24Si-0.1C-0.12N, has been pursued. This material meant 

for boilers and super heater tubes of AUSC is an indigenous variant of the popular SS 304H 

Cu austenitic stainless steel. In the present study the basic physical metallurgy of this steel is 

investigated with respect to its thermal stability, the thermophysical properties in addition to 

the recovery and recrystallization aspects after plastic deformation. 

Table 1. 2 

Nominal composition (Wt. %) of selected 18Cr-8Ni austenitic steels for boiler 

applications in thermal power plants [14] 

Material Cr Ni C Mn Nb Si Others Fe

TP304 H 18.0 8.0 0.08 1.6 -- 0.6 Bal 

Super 304 H 18.0 9.0 0.1 0.8 0.4 0.2 3.0 Cu, 0.1 N Bal 

TP321H 18.0 10.0 0.08 1.6 -- 0.6 0.5 Ti Bal 

Tempaloy A-1 18.0 10.0 0.12 1.6 -- 0.6 Bal 

TP316H 16.0 12.0 0.08 1.6 -- 0.6 2.5 Mo Bal 

TP347H 18.0 10.0 0.08 1.6 0.8 0.6 Bal 

TP347 HFG 18.0 10.0 0.08 1.6 0.8 0.6 Bal 

1.4. Materials design for high temperature applications 

Materials design plays a central role in the development of advanced engineering 

alloys by optimization of the composition for tailoring the microstructure and vis-a-vis the 

properties [26]. Many industrial materials undergo phase transformations during the 

manufacturing process where the microstructure of the parent phase is replaced partly or 

fully by the product phase with a new microstructure. In engineering materials this is often 



temperature as well as steam pipes which carry the steam from the boiler to the turbine [14,

15]. In general the steam piping operate at a relatively lower temperature compared to the 

SH and RH tubes. In addition to this, these components demand fatigue strength due to 

thermal fatigue conditions prevailing during operation. Generally ferritic and martensitic

steels are preferred for this application which provides an extended fatigue life cycle in 

comparison to austenitic steels. However, due to poor high temperature creep strength as 

well as poor oxidation resistance ferritic steels cannot be used for components operating at 

temperatures exceeding 873 K [10,11]. The RH, SH and the furnace wall tubes in  the AUSC 

plant demand for far enhanced creep strength as well as oxidation and corrosion resistance at 

operating temperatures exceeding 973 K. Hence advanced austenitic stainless steels with 

improved high temperature creep strength have been proposed as the candidate materials for 

the SH, RH tube components. In the recent evaluation of the steam conditions, various 

advanced grades of austenitic stainless steels have been developed meeting the requirements 

of enhanced creep strength as well as oxidation resistance. Table 1.2 lists selected austenitic 

stainless steels developed for boiler applications in coal fired thermal power plants in the 

temperature range 923-973 K [14]. In order to increase the corrosion resistance in a harsh 

corrosive environment, a higher Cr content (> 20 wt. %) is generally preferred [14]. 

Extensive investigation on the effect of alloying elements in austenitic steels revealed that, 

the presence of stable precipitates largely enhances the creep properties as well as corrosion 

resistance [20, 25]. Elements like Ti and Nb were found to stabilize the steel by the 

formation of stable carbides [25]. Further the addition of Ti and Nb were controlled in order 

to obtain a uniform distribution of the secondary phases which is responsible for the creep 

strength in this class of materials [14-15, 25]. Recently copper has been identified as a 

beneficial alloying element which forms ultrafine metallic precipitates during long term 



 Beyond the regular functional requirements, the selection of materials for nuclear 

applications is generally realized by an optimized overall life cycle cost and also needs 

approval from the safety and environmental issues. In order to finalize the candidate material 

for a specific component in a fast reactor and to predict its long term behavior, a broad 

spectrum of material knowledgebase is highly essential. For example, the thermal stability of 

materials calls for both thermodynamic and kinetic databases under in-reactor service as 

well as transient conditions. This needs extensive experimental inputs as well as modeling in 

order to achieve a fundamental understanding of the basic physical metallurgy in these 

alloys. 

Table 1.1 

Nominal composition (Wt. %) of austenitic steels for core structural material applications 

in fast breeder reactors [10]

Steel Cr Ni C Mn M Ti Si P S B Fe

316 SS 18 8.0 0.05 1.6 -- -- 0.6 -- Bal 

Alloy 

D9 

13.5
- 

14.5

14.5
- 

15.5 

0.035
- 

0.05

1.65
- 

2.35

2 -  

2.5

5xC - 
7.5xC 

0.5
- 

0.75

0.02
max 

0.01
max 

Bal. 

IFAC-1 
13.5

- 
14.5

14.5
- 

15.5 

0.04
- 

0.05

1.65
- 

2.35

2 -  

2.5
0.25

0.7
- 

0.9

0.025
- 

 0.04 

0.5x 
Ti

0.004
- 

0.006
Bal. 

1.3. Development of austenitic stainless steel for AUSC thermal power plants 

 It is widely accepted that the major enabling technology for the AUSC plants is the 

design of advanced materials with enhanced creep strength and corrosion resistance apart 

from its economic viability [13-19]. The key component in the AUSC plant design is the 

boiler which will operate with steam temperature in the range of 700 to 760 o C and pressure 

35 MPa [14-15, 18]. The function of a boiler is to convert water into superheated steam, 

which is then delivered to a steam turbine. The boiler constitutes furnace wall tubes, super 

heater (SH) and reheater (RH) tubes where the steam is generated with high pressure and 



rather than the fuel, limits the achievable fuel burn up in sodium cooled fast reactors [10-12,

21]. Therefore continuous R&D efforts have been in place towards the development of 

materials with improved radiation resistance with an objective to enhance the fuel 

performance and hence the overall life cycle cost. In this regard, the chemical composition 

of type 316 SS has been modified with higher nickel and lower chromium contents in 

comparison to the standard grade [10-11]. Further compositional tailoring with respect to 

minor alloying additions like titanium, silicon, phosphorous, boron and carbon has also been 

carried out as these elements play a dominant role in controlling the void swelling and creep 

resistance [10-12, 21-22]. These efforts led to the development of Alloy D9 (15Cr-15Ni-Mo-

Ti-C) with specifically tailored composition, with respect to titanium and carbon content, 

which is found to possess enhanced void swelling resistance in addition to creep strength 

[21-22]. Alloy D9 in 20% cold worked condition has been chosen for the in core structural 

materials for the 500MWe Prototype Fast Breeder Reactor (PFBR) presently under 

commissioning. It was further observed that, the composition of minor alloying elements 

like silicon, titanium and phosphorous have substantial influence on the void swelling 

behavior of alloy D9 [23-24]. Extensive experimental investigations have been carried out to 

study the void swelling behavior using both ion and neutron irradiation for varying 

compositions of Si, Ti, and P. Based on these studies, an optimized D9 alloy with Ti/C = 6, 

0.75 wt. % Si, and 0.04 wt. % P has been developed at IGCAR which is found to have 

improved swelling resistance as well as creep strength [10, 22]. This alloy designated as 

IFAC-1 (Indian Fast Reactor Advanced Cladding-1) is the proposed in-core structural 

material for the future cores of PFBR as well as future FBRs in India with a target burn-up 

of ~150 dpa [10]. Table 1.1 lists the compositions of the austenitic steels for purpose of in 

core structural material applications. 



 Considering the demand from both the fast breeder nuclear reactors and advanced 

AUSC coal fired thermal power plants, there has been a continuous indigenous effort to 

develop high temperature grades of austenitic stainless steels with improved thermo 

mechanical and thermophysical properties to meet the demands of service conditions as well 

as being economically realizable. 

1.2. Advanced austenitic stainless steel for fast breeder reactor core applications 

 The selection of materials for nuclear applications is considerably more arduous than 

for other conventional energy systems. Under operating conditions of sodium cooled fast 

breeder reactors, materials used for various components experience different temperatures 

and gradients, load as well as neutron irradiation [8, 10-11]. For example, components like 

materials are exposed to hot sodium coolant and therefore compatibility with hot sodium is 

the prime requirement [10-11]. However, the in-core structural materials consisting of fuel 

clad and hexagonal wrapper tubes, experience severe neutron irradiation, in addition to the 

high temperature and sodium environment [8-12]. The intense neutron irradiation leads to 

unique material problems like void swelling, irradiation creep, and irradiation embrittlement 

which gradually deteriorate the physical and mechanical properties of these materials [10-

12]. Therefore resistance to irradiation induced changes in properties as well as high 

Although ferritic steels have better radiation resistance as compared to austenitic steels, they 

are not found to be suitable for the in core applications due to their poor high temperature 

creep strength and high ductile to brittle transition temperature (DBTT) [10]. Type 316 

austenitic stainless steel in 20% cold worked condition has been used as cladding and 

wrapper in early fast reactors [10-12]. But the achievable burn up was limited to only 50dpa 

[10-12]. It is a widely accepted fact that, the core structural materials (cladding and wrapper) 



[15-16]. Eventually, the next generation of power plants namely Advanced Ultra 

Supercritical (AUSC) are planned to operate with steam temperature in the range of 700 to 

760 oC and pressure of 35 MPa to obtain net efficiencies up to 50% and emit nearly 35% 

less carbon dioxide than conventional coal-fired power plants [15-16]. The achievement of

enhanced efficiency in AUSC power plants not only helps in reduced fuel cost but also in 

reduced off plant costs due to less transportation, less waste disposal, emission controls as 

well as less cooling water consumption. However, the maximum steam parameters are again 

limited by materials that can operate at these conditions for a service lifetime without failure 

[14-18]. Therefore, it is essential to develop materials that can withstand high temperature 

and high pressure in addition to optimized thermodynamic cycles. The boiler tubes are the 

key components of an AUSC power plant where steam is generated and further heated to 

increase the temperature [14-15, 17, 19]. In addition to high temperature and high pressure, 

the boiler tubes are also exposed to fireside corrosion and steam side oxidation which are 

also important criteria for the selection of materials [14-15, 17, 19]. Ferritic steels are 

generally preferred as boiler materials for sub critical as well as super critical units due to 

their higher thermal conductivity and lower coefficient of thermal expansion (CTE). 

However, use of ferritic steels is limited to 873 K as they undergo a linear rate of oxidation 

as well as a substantial reduction in creep strength at higher temperatures [18-20]. Besides 

the demands of actual operating conditions, the secondary objective of introducing newer 

materials into the coal combustion cycle in AUSC power plants also needs to be in tune to 

meet the purpose of economizing the overall plant cost. In this context, although Nickel base 

super alloys fulfill the requirements of a boiler material they are relatively expensive. 

Therefore, advanced austenitic stainless steels with improved creep strength and corrosion 

resistance are promising materials for the advanced AUSC power plants. 



the second stage and is an important milestone in the three stage nuclear power programme 

as they will not only help in the rapid growth of nuclear power capacity but also enable the 

conversion of thorium into fissile U233, which will fuel the reactors in the third stage of the 

programme thus utilizing the large reserves of Th in the country [6-8]. There has been a 

continuous effort to design fast reactors with higher burn up in order to increase the effective 

fuel utilization [6-9]. However, with the increase in burn up, the in-core structural materials 

are subjected to a very demanding environment of high energy neutron flux (~1015 n cm-2s-1)

in addition to high temperature [7-11]. The effective fuel burn up or in other words the 

residence time of fuel elements is determined by the performance of the reactor core 

components which in turn is dictated by the high temperature phase stability, mechanical 

properties and radiation resistance of the structural materials [8,10-12]. In this context, 

development of advanced materials with improved radiation resistance and high temperature 

mechanical properties play a vital role for the safe and economical fast reactor technology. 

Austenitic stainless steels with good high temperature mechanical properties along with low 

absorption coefficient for fast neutrons and corrosion resistance in sodium makes them 

excellent choice for the in core structural materials in the present generation of Fast Breeder 

reactors (FBRs) [10-12].  

 Parallelly a mission oriented materials development programme has been initiated at 

IGCAR, India, for the high efficiency Advanced ultra supercritical (AUSC) coal fired 

thermal power plants. The most effective way to increase the efficiency of coal fired thermal 

power plants is to increase the steam temperature and pressure [13-16]. The conventional 

power plants which operated with the steam temperature and pressure up to 455 ºC and 22 

MPa, respectively (subcritical condition) resulted in efficiencies under 37% [15-16]. 

Continuous improvements on the steam temperature and pressure have resulted in 

supercritical systems (563 ºC and 25 MPa) where the efficiency has increased up to 45% 



Chapter 1 

Introduction 

1.1. Efficient energy production Process: Need for advanced materials  

Global warming is an important point of concern and has a huge impact on the 

 significant contribution to global warming arises from the 

increasing concentration of CO2

several sources, the primary reason for CO2 emission is the extensive use of coal and oil for 

the generation of heat and electricity [1- 4]. Coal fired thermal power plants are the prime 

source for worldwide electricity production. Easy availability and economic viability, makes 

5], which causes a major concern 

on the CO2 emission due to heavy carbon content per unit energy release [5]. In the context 

of Indian energy scenario, the energy consumption and demand has grown substantially over 

nearly 60% of the total electricity generation in 2014 [2]. Although alternative energy 

sources are being pursued with vigour for the long term energy security, coal utilization is 

expected to rise in the near future to meet the huge demand of electricity. Hence, it is 

necessary to evolve a strategy to either reduce the CO2 emission from conventional thermal 

power plants or to rapidly facilitate green energy sources such as nuclear or solar energy. 

With this background, considerable R & D activities are being pursued in India for the 

development of advanced coal fired thermal plant as well as nuclear power technologies.  

 After successful commissioning of a large number of commercial pressurized Heavy 

Water Reactors (PHWRs) in the first stage of the three stage nuclear programme, India has 

designed and constructed the first sodium cooled 500MWe Fast Breeder Reactor (FBR) 

which is now in an advanced stage of commissioning. The fast breeder reactors constitute 
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2) vs 1/T from the above equation leads to the value of the 

effective activation energy for the transformation. Eq. (2.28) is most popularly known as 

Kissinger equation which is widely used to study the kinetics of structural phase 

transformations. 

 It is important to mention here that, isoconversional methods are known to accurately 

estimate the effective activation energy for non-isothermal experiments as these methods do 

not assume any reaction model for the rate equation. However these methods are limited to 

the estimation of only one kinetic parameter, namely the effective activation energy. 

Therefore it is practically difficult to predict the transformation mechanism i.e. the 

nucleation, growth and impingement by adopting isoconversional methods. In this regard, 

the most efficient way for the estimation of the kinetic parameters is to use estimated values 

of effective activation energy from Kissinger method and using this value in the KJMA 

model equation to evaluate the growth exponent (n) and the rate constant (k0). This approach 

is followed in the present study for the estimation of kinetic parameters for recovery and 

recrystallization in the austenitic stainless steels.  



Eq. (2.26) again deals with the same temperature integral for which the exact solution is not 

available. There have been numerous attempts to obtain an approximate solution to the 

temperature integral to evaluate the kinetic parameters which resulted in multitude of

methods. The isoconversional methods are broadly classified into two categories: (1) 

isothermal methods (2) non-isothermal methods. The non-isothermal methods are further 

classified as differential and integral methods based on the use of differential or integral 

form of the rate equation. Ozawa, Flynn and Wall used 151-154] to 

simplify the temperature integral to obtain a linear equation for the estimation of effective 

activation energy. The isoconversional method suggested by Friedman [155] uses a 

differential form of the rate equation. Another method suggested by Li and Tang [156] 

suggests an analytical approach for the determination of activation energy without 

approximating the temperature integral. The details of various isoconversional methods and 

their applicability under different transformation mechanisms are discussed by Starink [138]. 

Out of all these methods used, the most popular and widely adopted approach is the 

Kissinger-Akahira-Sunose method or more popularly called Kissinger method [157, 158] 

which is discussed below.  

2.13.1. Kissinger-Akahira-Sunose (KAS) method 

  This method adopts the approximation of Murray and White [159] for the 

temperature integral in Eq. (2.20) to obtain an expression for the reaction model. As per this 

approximation the temperature integral in Eq. (2.20) can be expressed as: 
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Using the above approximation (Eq. (2.27)) in Eq. (2.26) and rearranging the terms: 



for treating [146]. The parameters Sv

and f are measured experimentally and the values of q and m are estimated from the slope of 

the plots of ln (Sv / (1-f)) vs ln (-ln (1-f)) and ln (Sv / 1-f) vs ln (t) using Eq.(2.24) & Eq.(2.23) 

respectively. The kinetic parameters q and m contains explicit information about the 

nucleation and growth mechanisms of the transformation similar to the Avrami exponent in 

the KJMA approach. The observed values of q, m, and the Avrami exponent n can be 

compared with the theoretical values to predict the nature of nucleation and growth during 

the transformation [148, 149]. A critical analysis of the MPM method has been made by 

Goetz and Seetharaman using CA approach, for pure site saturated and continuous 

nucleation modes in heterogeneous recrystallization [150].  

2.13. Model-free isoconversional methods 

 The isoconversional methods are primarily based on the fundamental equation that 

governs the transformation kinetics which is expressed as follows: 

)( )( fgTk
dt

df
       (2.25)

Where k (T) is the rate constant as given in Eq. (2.16) and g(f) is the reaction model. The 

primary difference between the isokinetic and isoconversional methods arises due to the 

reaction model g(f) which assumes certain functional form for isokinetic methods. In case of 

KJMA model, the g (f) is expressed by Eq. (2.17). However for isoconversional methods, the 

effective activation energy is estimated without assuming any function form for the reaction 

model for which these methods are popularly known as model-free isoconversional methods. 

Eq. (2.25) can be expressed in the integral form as follows: 
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dimensionality of growth. Further, the expressions for the overall, effective activation 

energy, Qeff, given in table 2.4 can be represented by a single equation, incorporating the 

exponent n, the ratio of the number of growth dimensions and the growth mode, d/m, and the 

individual activation energies for nucleation, QN, and for growth, QG, as follows [126, 134,

137].
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Eq. (2.22) is valid under isothermal and isochronal transformations. 

2.12.2. Microstructural path method 

  Another successful method called microstructural path method (MPM) was 

developed by Vandermeer and co-workers to study the kinetics of transformation that are 

governed by nucleation and growth processes [144-149]. The model defines a 

microstructural path function Sv, as a function of transformed volume fraction f, which 

contains implicit information on nucleation and growth characteristics of the transformation. 

The parameter Sv stands for the interfacial area per unit volume between the transformed and 

untransformed regions. In case of recrystallization, Sv basically serves the role of a 

quantifiable stereological measure of recrystallized fraction. Incorporating the isothermal 

KJMA as given in Eq. (2.15) into MPM formalism, the parameter Sv can be expressed as a 

function of annealing time (t) and transformed fraction (f) by the following equations [146].
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Here, C1, C2, m and q are constants. Although the method was originally proposed in line 

with the basic tenets of KJMA model, appropriate modifications were incorporated later on, 



Eq. (2.21) can be used to fit the experimental transformed fraction data with the help of 

method of least squares to obtain the kinetic parameters Qeff, n and k0.

 It is important to mention here that, based on the degree of transformation, explicit 

analytical equations for n, Qeff and k0
n for both isothermal and isochronal transformations 

can be derived using specific nucleation and growth models [119]. For pure site saturation 

and for pure continuous nucleation or both in combinations with growth, KJMA like

equations can be obtained following Eq. (2.21) which are listed in table 2.4 [119].  

Table 2.4  

Theoretical values of kinetic parameters under isothermal and isochronal 

transformations [119] 

Transformation  

mode 
Isothermal Isochronal 

Continuous nucleation  

n d/m+1 d/m+1 

Qeff

n

QQ
m

d
NG

n

QQ
m

d
NG

K0

nmd

n

GgN
/1/

00 C
n

GgN
nmd /1/

00

Site saturation nucleation 
n d/m d/m

Qeff QG QG

K0 (g N*G0
d/m)1/n (g N*G0

d/m)1/n

In table 2.4 the parameter C in the expression for K0 for isochronal annealing under 

continuous nucleation is the correction factor arising due to the unequal contribution of QN

and QG towards the Qeff as the growth exponent n varies continuously with temperature 

[119]. The parameter m decides the mechanism of transformation. For interface controlled 

growth, m= 1 and for diffusion controlled process m=2. The second term d is the 



In the above equation Q is the effective activation energy for the overall transformation. For 

the rest of the thesis Eq. (2.15) will be referred to KJMA isothermal relation. Differentiation 

of Eq. (2.15) results in the well-known KJMA rate equation. 
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Eq.2.17 constitutes the basis for analyzing non isothermal transformations as the 

transformation rate is dependent on the temperature (through k) and the transformed fraction 

[126-128, 139-143]. For non-isothermal experiments the temperature at any instant can be 

T=Ts          (2.18) 

Where Ts is the onset temperature. Substituting Eq. (2.18) in Eq. (2.15) and Eq. (2.16), the 

transformed fraction during a non-isothermal case can be stated as: 
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It is important to mention here that, there is no unique solution for the temperature integral 

appearing in Eq. (2.19). Several attempts have been made before to obtain accurate 

approximations to the temperature integral in Eq. (2.19). The approximate solution is stated 

below [141-142].
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Retaining only the first term (p=1) in the approximation to temperature integral and using in 

Eq. (2.19), the transformed fraction during a non-isothermal case can be expressed as: 

n

eff

eff

s

RT

Q

Q

TTRk
f expexp1

2
0     (2.21) 



2.12. Isokinetic methods 

 Most of the isokinetic models developed to study the kinetics of phase 

transformations mediated through nucleation and growth are based on KJMA model [126-

128, 139, 140].

2.12.1. Kolmogorov-Johnson-Mehl-Avrami (KJMA) model for isothermal and  

  non-isothermal transformations 

 This model, assumes spatially random and homogeneous nucleation and constant 

isotropic growth during the transformation [126-128, 139, 140]. In this model, the 

transformed fraction (f) is expressed in terms of an extended volume fraction as per the 

following equation.  

extff exp-1         (2.14) 

In the above equation, fext stands for the extended transformed volume fraction and f is the 

actual transformed volume fraction. The extended volume is defined as the ratio of total 

volume of all the product phase to that of the volume of the parent phase, neglecting the role 

of impingement between the product phases. Following standard developments of the KJMA 

model that are extensively discussed in literature [128, 139-140]; Eq. (2.14) may be 

simplified as follows. 

))(exp(1 nktf        (2.15) 

Where, n represents Avrami exponent and k is the rate constant, which usually exhibit 

Arrhenius temperature dependence as 

RT

Q
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described in literature they are not practically suitable for many general applications [129-

131].

2.11. Modeling solid state transformation kinetics

 A solid state phase transformation generally proceeds through three independent 

processes, namely nucleation, growth and impingement. The kinetic parameters obtained 

from the analysis of experimental data depend mainly on two factors; namely (a) mode of 

experiment (i.e. isothermal or non-isothermal) and (b) kinetic models adopted to analyze the 

experimental data. There are several methods available for the analysis of the kinetic data 

[117, 132], which can be broadly categorized into two namely: 

(a) Isokinetic methods, (b) Model-free Isoconversional methods 

Isokinetic methods are based on the assumption that the transformation mechanism 

(nucleation, growth, impingement etc.) remains the same throughout the transformation. 

Therefore the kinetic parameters are assumed to be constant throughout the transformation 

irrespective of time and temperature [133-137]. On the other hand isoconversional methods 

which are generally adopted for non-isothermal transformations assume that the 

transformation rate for a fixed extent of transformation is a function of temperature [138]. 

Therefore the kinetic parameters in this case are no more constants but a function of time 

and temperature. In case of many thermally activated solid state transformations including 

those for static recovery and recrystallization, the transformation mechanism is quite 

complex and involves multistep nucleation and growth. Therefore the activation energy in 

principle cannot be purely a constant which is contrary to the isokinetic hypothesis. 

Notwithstanding the limitations of isokinetic approach, this method is widely used for the 

analysis of kinetic parameters for several solid state transformations. 



energy for an atom between parent and product phase. However, the transfer of the atom is 

inhibited due to the formation of a new interface, which in turn creates an energy barrier for 

the jump of atoms across the interface. If QG is the net free energy difference between parent 

and product phases, then the net flux of atoms jumping across the interface from the parent 

to the product phase can be approximated as follows [67, 118].

RT

Q
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Here J0 is the pre-exponential factor. Further, the volume of the growing particle in case of 

interface controlled growth is expressed as: 

d

v JdtgG          (2.12) 

Therefore for interface controlled growth the growth velocity (Gv) can be represented by 
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Where, Go represents the interface velocity independent of temperature and QG is the 

activation energy for growth. 

2.10.3. Mode of impingement 

  The growth of the nuclei calculated from Eq. (2.13) evaluates the transformed 

volume considering independent growth of each nucleus without taking into account the 

impingement from the surrounding nuclei. In real systems, the particles do not grow  into an 

infinitely large parent phase and suffer impingement either due to the geometrical 

obstruction caused by the surrounding particles (hard impingement) or due to the 

overlapping fields (soft impingement) of the growing particles. Although a few specific 

analytical and numerical approaches to model the effect of impingement have been 



2.10.2. Growth mode 

  The growth mode can be either interface controlled or diffusion controlled

depending on the mechanism of diffusion [67]. Interface controlled growth involves short 

range diffusion and the composition of the product phase does not change compared to the 

parent phase. On the other hand diffusion controlled growth involves long range diffusion 

wherein the composition of the product phase is different than that of the parent phase 

[67,118].

In the case of diffusion controlled growth, the diffusion length, Rd is proportional to square 

root of time and can be expressed in the following form [67,118] 

2/1DtRd          (2.8) 

Where the parameter D is called the diffusion coefficient and is constant at a fixed 

temperature. Under non-isothermal conditions the diffusion coefficient is a function of 

temperature and can be described as per the following equation [118].

RT
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In the above equation, D0 is the pre-exponential factor and QG is the activation energy for 

diffusion or growth. The volume of the growing particle in case of diffusion controlled 

growth is expressed in terms of diffusion length by the following expression. 

d
dv RgG )(          (2.10) 

Here Gv is the growth velocity, g is the geometrical factor with respect to the particle growth 

and d is the dimensionality of growth. 

 In interface controlled growth, the growth of the particle is governed by the mobility 

(velocity normalized to driving force) of the interface between product and parent. The 

velocity of the interface is decided by the net jump of atoms from the parent to the product 



 For transformations under large undercooling, (where the thermodynamic driving 

force can be neglected) the nucleation rate is governed by the rate of diffusion of atoms 

between the parent and the product phase. In this case, the nucleation occurs continuously 

and the nucleation rate is expressed by an Arrhenius term. 

RT
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Where No is the pre-exponential constant, independent of temperature, QN is the activation 

energy for nucleation and R is the gas constant. This is called continuous nucleation mode

(CN). 

 Under certain experimental conditions, nucleation can occur with finite quenched in 

nuclei at t=0 and subsequent continuous nucleation upon further annealing [120-122]. This 

mode is called (one of) the mixed nucleation mode (MN) and is expressed as a linear 

combination of both site saturation and continuous nucleation mode [123-125].
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Where N* is the number of preexisting nucleation sites.  

 In case of Avrami nucleation mode (AN), the nucleation rate varies continuously 

with time in a manner, proposed originally by Avrami [126-128]. For AN mode, the rate of 

nucleation under isothermal conditions can be expressed by the following expression. 

t-exp  NtN .       (2.6) 

Where,  represents the pre-exponential factor and  is the rate constant, which again 

follows Arrhenius temperature dependence. 
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during the non-isothermal transformation can be estimated from the sum of the 

tr

2.10. Mechanisms of diffusional transformations 

 There have been several efforts in the past to understand the fundamental mechanism 

of phase transformations that ultimately decides the kinetics. In the classical treatment, the 

Kolmogorov-Johnson-Mehl-Avrami (KJMA) approach plays a central role in the kinetics of 

phase transformations. This phenomenological approach is based on the transformation 

mechanism which initiates with the homogeneous nucleation of product phase in the parent 

phase matrix that subsequently grows into the parent phase and suffers impingement by the 

other growing grains. The mode of nucleation, growth and impingement are responsible to 

drive the transformation and hence decides the transformation kinetics. The detailed 

discussion on the kinetic formulation of nucleation, growth and impingement effects in a 

solid state transformation is well documented in literature [118-119]. In view of this, only a 

brief account on different nucleation and growth modes for isothermal annealing conditions 

is presented here. 

2.10.1 .Nucleation mode 

 The term site saturated nucleation (SSN) is often used in cases where all potential 

nuclei already preexist in the parent phase at t=0; and for t >0, the nucleation rate is zero; 

hence no more nucleation is allowed. Therefore, the condition of site saturation can be 

expressed mathematically in the following form. 

0-t N TN         (2.3) 

Where,  is the nucleation rate per unit volume at temperature T (K), N' represents the 

number of preexisting nucleation sites per unit volume and (t) stands for the Dirac delta 

function. 



strength [110-111] etc., that are brought upon by collective defect reorganization processes 

[68, 70]. Generally, one or many of these techniques are employed in conjunction with 

detailed microstructural characterization using advanced microscopy and quantitative 

microstructural enumeration techniques [112-115] so that a comprehensive knowledge of the 

micromechanics of the stored energy driven lattice relaxation is obtained [68, 70, 72, 116]. 

In the present study, heat flux differential scanning calorimeter is used to study the kinetics 

of recovery and recrystallization under non-isothermal conditions. 

2.9. Isothermal and non-isothermal transformation 

 In case of an isothermal transformation, the sample is held at a fixed temperature for a 

finite time where the transformation rate is decided by the magnitude of absolute 

temperature and time which governs the available driving force for the atomic diffusion and 

hence the extent of transformation (path A in figure 2.3). Non-isothermal processes involve 

continuous heating and cooling as a function of time (path B in figure 2.3). In general non-

isothermal experiments are performed easily with minimal expenditure of time; but there are 

serious computational difficulties associated with the kinetic analysis [117]. Under practical 

situations, most of the industrial heat treatments are carried out under a mixture of 

isothermal and non-isothermal conditions which demand a detailed understanding of the 

transformation kinetics under both the conditions. The ultimate goal is to adopt the best 

method to analyze the kinetic data (under isothermal and nonisothermal conditions) not only 

to estimate the kinetic parameters but also to achieve a fundamental understanding of the 

processes responsible for the transformation kinetics. In general a non-isothermal continuous 

heating or cooling kinetic path can be assumed to be a sum of isothermal steps (path C of 

figure 2.3) where the transformation occurs only during the isothermal steps. If the number 

of steps for a linear heating or cooling schedule goes to infinite, the total transformation 



rates play an important role as the kinetic variable decides the final microstructure in many 

engineering alloys. In the context of recrystallization although there is no structural phase 

change during the transformation from parent phase to the product phase (strain free grains), 

a complete new grain structure evolves mediated through the process of nucleation of strain 

free grains in the deformed state and subsequently grows to consume the deformed 

microstructure by the diffusion of atoms. There are several kinetic path variables such as the 

mode of deformation, the deformed state, the heating rate etc which drives the 

transformations into different kinetic paths. Therefore, it is desired to estimate the kinetic 

parameters in order to control the kinetics of recovery and static recrystallization which 

ultimately decides the final microstructure, for the optimization of physical and mechanical 

properties in engineering alloys. In general the dynamics of recovery and recrystallization 

have been studied by monitoring as a function of time (for isothermal) or temperature (non-

isothermal) the changes in physical properties such as resistivity [101-103], heat capacity 

[104-105], magnetization [106], X-ray line profile analysis [107, 108], hardness [109], yield 

Fig.2.3. A schematic of different possible kinetic paths for the same phase transformation 
isothermal 

transformation whereas the path B represents the same under linear cooling rate. The path C 
depicts a stepwise cooling with small incremental isothermal holds. 



size distribution is referred to the cases where a few selective grains grow preferentially and

consume the smaller grains [97]. A bimodal size distribution is generally observed in case of 

abnormal grain growth. 

2.8. Kinetics of phase transformation 

 Phase transformation which stands for the thermodynamic instability in a system is 

one of the most investigated areas in materials physics, chemistry and engineering. Any 

change in the thermodynamic variables like pressure, temperature or volume leads to a 

corresponding change in the Gibbs free energy of the system. The change in Gibbs free 

energy then results in a change in the structural details of the phase which is called Phase 

Transformation. While the phase transformation of the system is decided by the 

minimization of thermodynamic Gibbs free energy, the rate at which the transformation 

proceeds cannot be predicted purely from the thermodynamic grounds. A thermodynamic 

phase change is classified from the nature of discontinuity in appropriate susceptibility 

functions. The kinetic considerations further broaden these classifications [98-100]. In 

general the solid state phase transformations can proceed along a variety of kinetic paths 

depending on the path variable [98-100]. Let us consider a system undergoing a phase 

temperature. Figure 2.3 illustrates the schematic of the path variable concept in studying the 

phase transformation kinetics where the cooling rate serves as the path variable [28]. From 

figure 2.3 it can be clearly observed that, the system can choose three independent paths (A, 

B, C) which involve different time durations for the same transformation. There are several 

possible path variables for a solid state transformation which includes morphology of the 

material, the stress stat grain size, the irradiation level etc. All of these path 

variables can act separately or in combination with each other which determines the overall 

kinetics of transformation. In case of solid state transformations, the heating and cooling 



nucleus [68, 70]. In case of precipitation strengthened steels, precipitation generally occurs 

before recrystallization which affect both recovery and recrystallization. F. J. Humphreys 

has observed that, the nucleation rate is higher in case of two phase alloys compared to a 

single phase system [94]. Further the nucleation rate in his study was found to be more for 

alloys congaing large particles although the effect of particle size is found to be less on the 

growth. In essence the presence of second phase particles influence the recrystallization 

process in multiphase system either by change in nucleation mechanism / kinetics or a 

change in grain boundary pinning, or by changing the rate of work hardening. 

2.7. Grain growth  

 After the primary recrystallization driven by the stored energy of deformation is 

complete, the stability of the microstructure cannot be ensured and further growth of the 

recrystallized grains may occur. This growth mechanism which is driven by the stored 

energy in the grain boundaries is generally referred to as grain growth [68, 70]. The driving 

force for grain growth is nearly two orders of magnitude less than that for primary 

recrystallization [68, 70]. Grain growth is of considerable importance as it plays a major role 

in controlling the grain size. For example, a small grain size is preferred for materials 

operating at relatively low temperatures in order to enhance the strength and toughness. 

However, a large grain size is preferred in case of structural materials operating under high 

temperature environment in order to improve the creep strength [95]. Therefore a prior 

knowledge on the grain growth kinetics helps in controlling the average grain size and hence 

in optimizing the desired mechanical properties depending on the operating environment.  

In general grain growth is classified into two types, namely normal grain growth and 

abnormal grain growth or secondary recrystallization. Normal grain growth is a continuous 

process where the microstructure coarsens uniformly and results in a narrow distribution of 

grain sizes and shapes in the final microstructure [96]. On the other hand abnormal grain 



mv       (2.1)

The mobility of the interface is a function of the misorientation between the deformed and 

the recrystallized state. The mobility of the interface is expressed by the following 

relationship [68].

4

15
5-exp-1

RT

Q
MM b

o      (2.2) 

Where M0 is the temperature independent mobility factor, Qb is the activation energy of 

grain boundary migration and  is the misorientation angle. The number 15 in the above 

expression stands for the limiting misorientation angle that differentiates the high angle and 

low angle grain boundaries. 

2.6.3. Effect of particles on recrystallization behavior 

 It is well known that the second phase particles significantly influence the 

recrystallization process [68, 92-93]. The primary effect of small particles is to pin the grain 

boundaries often called as Zener-pinning [68, 70]. The influence of small particles on 

recrystallization actually depends on its appearance during deformation or during the 

subsequent anneal before recrystallization. However, large particles promote the nucleation 

process during annealing as these particles form deformation heterogeneities [92]. This is 

known as particle stimulated nucleation (PSN) [68, 92, 93]. The conditions under which 

PSN can occur are well documented in literature [68, 93]. The large particles also influence 

the deformation process as they do not undergo shear during deformation. Thus they form 

complex deformation heterogeneity around them which affects the recrystallization kinetics 

[70]. During the deformation of an alloy containing large particles, there exists a large strain 

gradient in the vicinity of the particle. This creates a region of high dislocation density and 

large orientation gradient which is an ideal site for the development of a recrystallization 



boundaries. The driving force for the growth of these nuclei arises from the difference in 

dislocation densities across the high angle grain boundaries [70, 86].  

2.6.1. Role of deformation on recrystallization behavior 

 It is a well-known fact that understanding recrystallization requires a detailed 

knowledge on the deformed microstructure [68, 70]. The nucleation during recrystallization 

is a direct outcome of the instability in the deformed state where the potential embryos 

already exist adjacent to high local misorientations. Unlike other transformations mediated 

through nucleation and growth, nucleation during recrystallization does not occur by atom 

by atom construction as explained by kinetic models. Nuclei rather appear during 

recrystallization from the recovered subgrains or cells that are already present in the 

deformed/ recovered matrix which ensures that the orientation of new strain free nuclei 

arises from the deformed / recovered matrix [88-90]. Similarly, the growth of the grains 

depends on the average stored energy [68] and the frequency of new grains appearing with 

orientations similar to the deformed state [89, 90]. A detailed qualitative microstructural 

investigation on the size and orientation of individual regions as well as a quantitative 

estimation of the average stored energy in the deformed state is absolutely necessary to 

understand in detail the mechanism of recrystallization. 

2.6.2. Growth during recrystallization 

 The recrystallized nuclei by definition are the region in the recovered subgrains 

surrounded by high angle boundary which is able to migrate through the deformed 

microstructure causing the nucleus to grow. The high angle grain boundary gradually moves 

towards the deformed region where the stored energy acts as the driving force for 

recrystallization. The velocity (v) of these high angle boundaries is expressed by the product 

of mobility (m) and the driving force ( ) 



structure is consumed by the recrystallized strain free grains. Therefore the kinetics of 

recrystallization process in principle depend on the extent of recovery which is again 

dependant on the stacking fault energy of the material. Austenitic stainless steels generally 

have relatively low stacking-fault energies (less than 100 mJ m-2) [83]. There is considerable 

evidence that the dislocation cell structure commonly observed in pure metals is suppressed 

in alloys with low stacking-fault energies due to difficulty in dislocation cross-slip during 

deformation [68, 84].

2.6. Recrystallization 

 Recrystallization is defined as the appearance of a new strain free grain structure in a 

deformed material by the formation and migration of high angle grain boundaries driven by 

the stored energy of deformation [70]. Recrystallization in general can be categorized into 

two types, namely static and dynamic recrystallization. Dynamic recrystallization refers to 

the evolution of new grain structure during hot deformation in contrast to static 

recrystallization where the new recrystallized grain structure appears during annealing at a 

suitable annealing temperature in a cold deformed material [85, 86]. The recrystallization 

temperature in case of static recrystallization is defined as the temperature at which 50% of 

the material is recrystallized during an annealing duration of one hour [68, 87]. The 

recrystallization temperature plays a vital role in material processing because the mechanical 

and physical properties of a product can be tuned by design of grain size, shape and the 

mean orientation or texture by appropriate selection of time and temperature of annealing 

[68, 70, 87]. Recrystallization initiates with the process of nucleation of strain free grains 

followed by growth where the defects and dislocations are absorbed by the moving high 

angle grain boundaries. The nucleus is a minute region of space inside the deformed 

subgrains which is separated from the rest of the deformed matrix by high angle grain 



configuration consisting of dislocation walls or the subgrain boundaries which significantly 

reduce the stored energy due to the random dislocation network in a heavily deformed 

material. The formation of cells or subgrains occurs continuously and grows under thermal 

activation (figure 2.2(c) & (d)). This process is popularly called polygonization [76]. The 

kinetics of recovery i.e. the rate at which the subgrain boundaries appear during recovery 

annealing depends on the mode and extent of deformation [68, 77]. The development of 

subgrains in the recovery stage has been well documented for pure elements like iron [78, 

79], nickel [80] and aluminum [81, 82]. In the next step during recovery, the well-developed 

subgrains start to grow which further reduces the total stored energy. There are several 

factors such as high stacking fault energy, large strain energy as well as the temperature of

deformation which favors easy subgrain formation during the recovery annealing [70]. In the 

case of metals with low stacking fault energy, the well-developed subgrain structure is not 

generally observed [68, 70]. It is instructive to note here that both recovery and 

recrystallization are driven by the stored energy of deformation and hence in real systems 

compete with each other. The recovery process continues till the complete deformed 

Fig.2.2. Successive stages in recovery during annealing of a deformed material [68] 



2.4. Work hardening 

 Work hardening is one of the popular strengthening mechanisms which takes place 

due to formation and interaction of dislocations in crystals during plastic deformation [68,

69]. With increase in the extent of plastic deformation, the dislocation density and hence the 

interaction between them also increases continuously. This results in a decrease in the 

mobility of the dislocations resulting in increased strength of the material [69]. The plastic 

deformation introduced in a material at low temperatures in order to prevent the 

rearrangement of defect structure, is called cold working. In contrast the hot working refers 

to the process where the deformation is carried out at a relatively higher temperature where 

the formation and annihilation of defects takes place simultaneously [68]. A plastically 

deformed crystalline material is thermodynamically unstable due to the excess stored energy 

of deformation in the form of lattice defects. However, with adequate thermal activation, the 

material can reduce its free energy by subsequent rearrangement and annihilation of lattice

defects [70-74]. The strain energy relaxation is generally categorized into three processes, 

namely recovery, recrystallization and grain growth. 

2.5. Recovery 

 The recovery process is referred to all annealing processes occurring in a deformed 

material that do not involve the migration of high angle grain boundaries i.e. boundaries 

with a misorientation angle greater than 10 15° [70]. Recovery occurs in several steps which 

initiates with the annihilation of point defects and the rearrangement of complex dislocation 

networks into low energy configurations [68, 75]. The different stages of recovery are 

schematically shown in figure 2.2 [68]. The dislocation recovery actually proceeds through 

a series of micro mechanisms which starts with the formation of cells (subgrains) from 

random dislocation networks (figure 2.2(b)) [68, 70]. The dislocations in the cell interior 

annihilate leaving behind a dislocation free region (figure 2.2(c)). This forms a low energy 



there is a paucity of robust database on the high temperature polycrystalline elastic modulus 

of austenitic stainless steels although a few measurements have been carried out for SS 304, 

SS 316 and SS 310 below room temperature [63-65].  

 It is needless to say that the high temperature strength is the major criteria in materials 

selection for power plant applications. The relatively higher strength of austenitic steels at

high temperatures makes it attractive for numerous applications with a major thrust on 

continuous R& D activities to further improve the strength. Unlike ferritic steels the strength 

of the austenitic stainless steels are improved by adopting solid solution strengthening, 

precipitation strengthening and work hardening [66, 67]. Although precipitation hardening is 

one of the most common strengthening mechanisms for austenitic steels, the coarsening of 

precipitates under high temperature exposure for long times, leads to a decrease in strength. 

On the other hand, work hardening by introduction of plastic deformation can be adopted 

under several situations to enhance the strength. Moreover the formation of new strain free 

grains by recrystallization during controlled annealing after deformation is also a method 

used widely to obtain the desired grain size, shape and orientation with optimum physical 

and mechanical properties of materials [39, 68]. However both deformation response and the 

recrystallization behavior of a material is sensitive to various factors namely the alloying 

elements, the mode and extent of deformation, temperature and time of 

deformation/annealing, the presence of secondary phases and/or impurities etc. Therefore a 

fundamental understanding of these phenomena is an essential step in advanced materials 

design in order to control the microstructure to obtain specific desirable properties. The next 

section deals with the details of work hardening and the subsequent strain energy relaxation 

process during annealing. 



case of indigenously developed advanced materials for specific high temperature 

applications; it becomes necessary to carry out a critical reappraisal of the available 

literature data on similar materials as well as fresh measurements with a view to provide a 

reliable data input to design engineers. 

 Although an extensive research activity is going on worldwide to design austenitic 

steels with improved mechanical properties, attention has also been paid towards the 

thermophysical property of these classes of materials. A comprehensive and critical 

literature review on the thermophysical properties from room temperature up to melting is 

reported by Bogard et. al on a few selected grades of steels [54]. Recommended values of 

thermodynamic and transport properties of low carbon versions of nuclear grade austenitic 

stainless steel (SS 304L, SS 316L) were reported by C. S. Kim from 300 K to melting 

temperature [55]. Further Mills et.al have proposed empirical equations for the estimation of 

heat capacity, thermal expansivity, thermal conductivity and resistivity, as well as the 

viscosity for both solid and liquid phase in a few austenitic, ferritic and precipitation 

strengthened stainless steels [56]. However, the measured data on 300 grade austenitic 

stainless steels differ appreciably in their investigations for steels of similar composition. 

Although a few investigations on thermophysical properties of 15Cr-15Ni austenitic steels 

have been carried out recently [57-59], most of the literature data are limited to 18Cr- 8Ni or 

18Cr-12Ni based 300 grade austenitic stainless steels [54-56]. In addition, measurements on 

the high temperature thermophysical properties of any precipitation strengthened austenitic 

steels containing alloying elements like Cu and Nb is not found in literature. Besides the 

thermo-physical properties, the temperature dependent el

play a central role in numerous metallurgical aspects of materials design as well as in 

understanding the basic nature of the interatomic forces in condensed matter. They share 

intrinsic interrelationship with the thermodynamic properties as well [60-62]. However, 



although it can form under normal aging conditions too. Si 

content of the steel greatly influences the G-Phase 

formation. 

-Phase 

This is the common intermetallic phase (FeCr) in Fe-Cr 

system. It is observed to precipitate along triple points, 

incoherent twin boundaries and intragranular inclusions 

during long term aging. 

40,48

Laves Phase 

This phase is seldom found in austenitic steels. This is a 

minor constituent and forms as intragranular particles. Most 

commonly observed Laves phase in austenitic steels is 

Fe2Nb. 

40-41

-Phase 

-Phase is often a minor intermetallic phase in austenitic 

steels found in AISI 316 at higher aging temperatures. A 

typical composition of this phase is Fe36 Cr12 Mo10.

Nucleation of this phase is observed to occur preferentially 

along the grain and twin boundaries. 

49, 50

Cr2N 
Cr2N is generally observed in steels containing high 

nitrogen content. 
40-41

Cu precipitates 

Addition of Cu in steels promotes the precipitation of 

metallic Cu due to its poor solubility in austenite. Normally 

the precipitation occurs homogeneously. The precipitation 

of Cu significantly enhances the creep rupture strength. 

51-53

For sodium cooled fast reactors adequate heat capacity and thermal conductivity are 

important factors for the fuel cladding materials as they effectively transfer the heat from the 

core to the coolant [10]. This property is essential to prevent accidental conditions like core 

melt down by controlling any unusual increase in the temperature of fuel elements. 

Therefore a knowledge based design approach for the fabrication of engineering components 

especially those operating at high temperature conditions require a comprehensive 

understanding on the thermophysical, chemical and thermo-mechanical properties. In the 



 Besides the enhancement in the mechanical properties, the presence of second phase 

precipitates also influence the chemical and thermo-physical properties of the steels [41]. 

Thermophysical properties like heat capacity, thermal expansion and thermal conductivity of  

structural steels are of paramount importance in power industries. In case of AUSC fossil 

fuel power plants, the boiler tube components demand for a better thermal conductivity to 

reduce the heat loss as well as a higher thermal expansion coefficient to improve the fatigue 

resistance [14-16].  

Table 2.3

List of Secondary phases observed in austenitic stainless steels and their characteristics 

Secondary 

phases 
Characteristics References 

M23C6

General notation for Cr23C6. Often Ni, Mo and Fe are found 

to substitute for Cr. Most commonly observed in austenitic 

steels and nucleated along the grain boundaries, twin 

boundaries and intra-granular sites. 

40-43

MX

Forms when strong Carbide/Nitride formers (Ti, Nb. V, Ta) 

are added to the steels. MX precipitates generally form on 

dislocations in the matrix, stacking faults and grain 

boundaries. 

40,41

M6C 

M6C represents the phase where the composition varies 

appreciably. This phase is reported to be either Mo rich 

((Fe Cr)21 Mo3 C3) or Nb rich (Fe3Nb3C). It is generally 

formed after long aging times. 

41-43

Z-Phase 

Z-phase is a complex carbo-nitride often observed in Nb 

stabilized austenitic steels with relatively higher nitrogen 

content. It generally forms on grain boundaries very rapidly 

although it can form on twin boundaries or even inside the 

matrix along the dislocation sites. 

40,44-45

G-Phase 
G-Phase is basically a silicide phase commonly observed in 

Ti and Nb containing stabilized steels under irradiation 
40,46-47



temperature applications have a carbon content of about 0.08% to provide better creep 

strength. These st

number denotes the nitrogen addition to the steel. Table 2.2 lists the nominal composition of 

most popular AISI 300 grade austenitic stainless steels. 

2.3. Phase stability and thermophysical properties of austenitic stainless steels 

 Although AISI 300 series of austenitic stainless steels retain the parent fcc- austenite 

structure up to ambient temperatures, numerous secondary phases form as equilibrium 

phases in these classes of steels. In the case of creep resistant precipitation hardened steels, 

secondary precipitates are deliberately introduced in the austenite matrix in order to improve 

the mechanical properties. A detailed analysis of the precipitates that form in austenitic 

stainless steels is well documented in literature [40, 41]. In order to achieve the desired 

properties in these steels, prior knowledge on fundamental mechanisms and kinetics of 

formation, dissolution and coarsening of the second phase precipitates is necessary [40, 41]. 

The precipitation process is primarily based on the decrease in solubility of alloying 

elements with lowering temperature. In general, solution annealing at a suitable temperature

and time domain is adopted to form a single austenite phase solid solution followed by 

quenching in order to form a supersaturated solid solution. Further aging of the austenite 

under in-service or appropriate thermal conditions promotes secondary precipitates by 

conventional nucleation and growth process aided by diffusion. The in-service precipitation 

of the secondary phases acts as obstacles for movement of dislocations and hence enhances 

the strength. However, the overall achievable creep strength depends on the type of 

precipitates, their shape and size, distribution in the bulk austenite matrix as well as their 

temperature domain of stability etc. Table 2.3 lists the commonly observed precipitate 

phases in austenitic steel. 



provides enhanced creep strength. Therefore Cu is generally used as an alloying 

element in creep resistant austenitic stainless steels. 

Silicon is basically a ferrite stabilizer and also improves the oxidation resistance of 

steels by forming a silicon oxide layer  

2.2.2. Classification of austenitic stainless steels 

The compositions of austenitic stainless steels cover a wide range. However, they are 

mostly referred by the compositions of the major alloying element, namely Cr and Ni. For 

example 18/8 grade stands for the austenitic stainless steel with 18 wt. % Cr and 8 wt. % Ni. 

The AISI designation for austenitic steels is well known with the number series 200 (Cr-Mn 

steels) and 300 (Cr-Ni steels) [36, 37]. The 300 series austenitic stainless steels are the larger 

subgroup due to its extensive use in various applications. Generally letter designations at the 

end of the number series indicate modifications to the composition. Steels that are used in 

corrosive environments should have low carbon con

[38, 39]. In the steel description . Steels used for high 

Table 2.2

Chemical composition (Wt. %) of some popular AISI 300 grade 

austenitic stainless steels 

Steel grade Cr Ni C max 
Mn  

(Max) 

Si

(Max) 
others 

301 16-18 6-8 0.15 2.0 1.0

302 17-19 7-10 0.15 2.0 1.0

304 18-20 8-12 0.08 2.0 1.0

310 24-26 19-22 0.25 2.0 1.0

316 16-18 10-14 0.08 2.0 1.0 Mo (2-3) 

321 17-19 9-12 0.08 2.0 1.0 Ti (5x%C) 

347 17-19 9-13 0.08 2.0 1.0 Nb (10x%C) 



2.2.1. Role of alloying elements 

Mn is one of the important secondary alloying elements in an austenitic stainless 

steel which is a strong austenite stabilizer. Although Mn is used as a substitute for 

Ni, Mn-steels lack in corrosion resistance compared to high Ni steels. Mn is also 

used as a sulfide scavenger in steels. 

Carbon provides excellent solid solution strengthening effect as these atoms 

occupies the interstitial sites of a FCC austenite structure. In case of stabilized steels 

C also acts as a precipitation strengthening element by the formation of carbide 

precipitates in the presence of Ti, Nb or V. 

Nitrogen is a strong austenite stabilizer which acts very similar to carbon with better 

solid solution strengthening effect compared to C. Addition of N is responsible for 

the enhancement of creep strength of austenitic stainless steels by promoting the 

precipitation of nitrides and carbo-nitrides.  

Molybdenum is another important constituent in most of the austenitic stainless steel 

which improves the creep properties by solid solution hardening. Mo is also believed 

to improve the resistance to pitting corrosion. Nevertheless Mo is a ferrite stabilizer 

and on long term thermal exposure, it promotes the formation of several detrimental 

phases like sigma and Laves phase. 

Nb, Ti and V are alloyed in few austenitic stainless steels (stabilized grades) for the 

precipitation of intragranular carbides and carbo-nitrides which provide improved 

high temperature creep strength in these classes of steels. However these elements 

are ferrite stabilizers. 

Copper, which is also an austenite stabilizer, promotes the precipitation of nano size 

metallic precipitates due to its extremely poor solubility in austenite and hence 



15Cr-15 Ni and 18Cr- 9 Ni steels which lies in the austenite field are also marked in the 

same figure. The advantages of austenitic stainless steels are manifold. They can be made 

soft or hard depending on the requirement. The excellent corrosion resistance, ductility, 

toughness, high temperature strength in addition to the easy formability and weldability of 

austenitic steels makes them the prime candidate in a wide range of applications such as 

chemical, petrochemical, power generation and allied industries. The motivation behind the 

continuous evolution of austenitic stainless steels has been improvements in mechanical and 

chemical properties as well as thermal stability considerations [36]. Besides being the 

primary substitutional alloying element which stabilizes the austenite phase Ni also 

improves the toughness, ductility and weldability of austenitic stainless steels [36, 37]. Ni is 

also believed to improve the resistance to pitting corrosion. The role of different alloying 

elements added to achieve desired properties in austenitic stainless steels is summarized in 

the following section [36, 37].

Fig.2.1. Isothermal section of Fe-Cr-Ni ternary phase diagram at 1073 K 
calculated using Thermocalc®. The positions of typical 15Cr-15Ni and 18Cr-
9Ni (wt. %) steels are marked in the figure which lies in the -austenite region. 



especially for high temperature applications [36-38]. Table 2.1 summarizes the alloying 

elements and the applications of the five different classes of stainless steels with a goal to 

provide a brief background on the stainless steels.

Table 2.1  

Classification of stainless steels  

Stainless 

steel 

Category 

Structure 

Composition range for 

common alloying elements  

(Wt. %)

Other 

alloying 

elements 

Properties 

Cr Ni C Mo

Austenitic FCC 16-25 8-20 <0.08 0-7 
Mn, Nb, 
Ti, Cu, N 

Excellent corrosion 
resistance and good 

strength 

Ferritic BCC 10-30 0-4.5 <0.25 0-4.5 
Mn, Si, 
Ti, Al, N 

Low cost, Excellent 
formability 

Martensitic BCC/ BCT 10-18 0-7 .03-2.2 0-4 
Mn, Si, 
V, N, Cu 

Superior strength 
and hardness 

Duplex BCC+FCC 18-30 1-8 <0.05 1-5 
Mn, Si, 
N, Cu, W 

Excellent Corrosion 
resistance, work 
hardenebility and 

toughness 

Precipitation 
hardened 

BCC/FCC 10-17 4.3-26 < 0.2 0-5 

Mn, Si, 
Al, Ti, 
Nb, V, 
Cu, W 

Superior high 
temperature strength 

and toughness 

2.2. Austenitic stainless steels 

 Austenitic stainless steels are the most common and familiar grade of stainless steels 

which contain about 16-25 wt. % Cr , 8-20 wt. % Ni and 0.03-0.08 wt. % C and retains the 

austenite structure at ambient temperature. They are non-magnetic in nature and possess 

high strength at elevated temperatures unlike ferritic stainless steels [36-38]. Since Ni is the 

basic alloying element used to stabilize the austenite phase, the austenitic steels are generally 

considered as Fe-Cr-Ni ternary alloys. Figure 2.1 illustrates an isothermal section of ternary 

Fe-Cr-Ni equilibrium phase diagram at 1073 K calculated using Thermocalc® with TCFE8 

database. The austenite, ferrite and the sigma phase regions are shown in the figure. Typical 



Chapter 2 

Literature Survey 

2.1. Stainless steels: General introduction 

The alloy steels which exhibit the stainless property and contain a minimum of 11% 

Cr are generally known as stainless steels. The minimum amount of Cr is adequate to 

produce a uniform, adherent and passive layer of Cr2O3 to prevent further oxidation and 

namely body centered cubic (bcc) and face centered cubic (fcc). The crystal structure is 

dictated by the proportion of alloying elements. The alloying elements are classified as 

either ferrite stabilizers (those stabilizing bcc structure) or austenite stabilizers (those 

stabilizing fcc structure). Cr, higher than 11% by weight is the basic constituent in steels to 

impart corrosion resistance or stainless quality and is a ferrite stabilizer. Besides Cr, Ni and 

carbon are the primary alloying elements in a stainless steel and are strong austenite 

stabilizers. A number of other alloying elements added to the steel for different functions 

have different potentials to stabilize either the bcc ferrite or fcc austenite structures. The 

potential of individual alloying elements in stabilizing the bcc/ fcc phase are expressed either 

in terms of Cr-equivalent (for ferrite stabilizers) or Ni-equivalent (for austenite stabilizers). 

In practice, a preliminary idea on the crystallographic structure of any stainless steel with a 

specified composition can be obtained from its Cr and Ni equivalents using Schaeffler 

diagram although the diagram was primarily devised to predict the possible phases in a weld 

metal [35]. Depending on the crystallographic structure, stainless steels are categorized into 

various subgroups, namely (i) Ferritic, (ii) Austenitic, (iii) duplex (ferrite + austenite) and 

(iv) martensitic stainless steels [36, 37]. Further there is another special group of stainless 

steels called precipitation hardened which caters to the need of very high strength materials 



Chapter 2 



from several regions of the specimen for a statistically meaningful analysis of the 

composition. For the quantification of EDS spectra the beam diameter and the tilt angle was 

kept 50 nm and 30  respectively.

3.13.1. Phase analysis using electron diffraction pattern 

  The indexing of electron diffraction patterns involve phase identification by the 

assignment of specific (hkl) indices to the individual spots and the determination of the 

beam direction which corresponds to the zone axis of the reflecting planes. To identify the 

(hkl) planes, the distance (d-spacings) from the diffracted spot to the transmitted spot and the 

angle between the diffracted spots and the transmitted spot are measured. The matched 

angles and d-spacings were attained with an error of <1  and 0.2 Å respectively.



and counting the number of times the line segments are intersected by grain boundary and 

finding the ratio of the intercepts to line length. Thus it is written as, 

Average grain size = line length / N M.     (3.23) 

where N = number of intercepts and M = magnification. The statistical scatter in grain size 

quantification from 50 measurements is of the order of ± 10 %. 

 The volume fraction of the constituent phases was determined by estimating the area 

fraction of the phases. This quantification has been done by automated image analysis 

software (Image J®) [200]. The image thresholding option provided in Image J® software 

converts the gray scale image to binary images and delineates the contrast between features 

[200].

3.13. Transmission electron microscopy 

 TEM studies were carried out using a CM200 Analytical Transmission Electron 

microscope equipped with Inca X-max with SDD detector for microstructural and micro-

chemical analysis. The experiment was carried out at a voltage of 200 kV. Magnification 

calibration was carried out with a cross grating of 2160 lines/mm with a separation of 469 

nm between two lines. Camera length was calibrated with standard nano-crystalline oriented 

gold in holey carbon film at different accelerating voltages. The high resolution test with a 

line resolution of 2.3 Å is performed by using same standard sample. Analysis of selected 

area diffraction (SAD) patterns and dark field microscopy were carried out to identify the 

presence of different phases. An aperture of 10 m size was used for obtaining the SAD 

pattern and dark field images.  Trace analysis was carried out after applying correction for 

rotation of SAD pattern w.r.t magnification using MoO3 crystals. A spot size of ~50 nm was 

used to collect the characteristic X-rays from the constituent phases for determining the 

composition. In-hole spectra were collected periodically to ensure the absence of spurious 

X-ray sources in the column of the microscope. A large number of spectra were acquired 



steels with a dimension of 10 mm 10 mm and thickness of about 2 mm using diamond saw. 

The sample is cut in such a way that it is easily leveled flat in a sample stage to avoid the 

height problem. Before loading, the samples have been ground well with 1000 grit paper to 

remove any unwanted particles sticking on to it. The voltage and the current level in X-ray 

tube are set as 40 kV and 30 mA. The wavelength used is of 1.5406 Å (Cu-K ) fitted with 

nickel filter. The diffraction pattern for each sample is recorded for 1h duration. The 

diffractometer has been calibrated with annealed silicon powder (5000 Å) supplied by NPL, 

India. The peak positions, the full width at half maximum, and the d-spacings are recorded 

and are compared with the standard values suggested by NPL 

3.12. Scanning electron microscopy (SEM) Study 

The scanning electron microscopy studies are carried out with Philips XL30 ESEM 

attached with EDS facility. Secondary electron modes are used for the microstructural 

observations. The sample preparation procedure for SEM studies is similar to the one 

employed for optical microscopy studies. In order to prevent the electrostatic charge 

formation, conducting carbon tapes are used for the purpose of charge grounding. The 

magnification calibration is made with standard cross grating samples of 20 lines/mm and 

2160 lines/mm. The high resolution calibration test is performed on a carbon film embedded 

with gold nanoparticles, whose spacing is of the order of 20 Å. Energy dispersive X-ray 

analysis is carried out using energy dispersive spectrometer for qualitative identification of 

elements with atomic number greater than 10. Energy calibration is carried out with a 

detector resolution of 132 eV at Mn-K . 

3.12.1. Analysis of microstructural parameters 

 In this study, important microstructural parameters such as grain size and volume 

fraction of the constituent phases are measured. The grain size was measured using the 

intercept method [199]. It is obtained by drawing a set of line segments on the microstructure 



discs. Finally the samples are alumina and diamond polished. This step is followed by 

washing in soap solution followed by methanol. Etching is done by gently swabbing the 

surface of the specimen with cotton bud soaked with the appropriate etchant. Etched samples 

are immediately washed with distilled water and methanol to protect from any further 

chemical attack. In this study the polished austenitic stainless steel samples are etched with 

oxalic acid solution for outlining the grain boundaries. Further in special circumstances of 

cold rolled and recovered samples, electrolytic etching has been carried out with dilute nitric 

acid (60% HNO3:40 % H2O) at 2 V for 1 min for revealing the grain interior. 

3.10. Microhardness measurement 

The hardness measurements have been carried out with Leitz Vickers micro hardness 

tester. All the measurements are taken with 50 and 100 g load. About eight to ten 

measurements are taken for each sample and the average value is reported here. A standard 

test block of known hardness with prescribed load of 100 g is used for calibration. The 

probable error calculated by taking 15 indentation measurements on the standard sample is 

found to be within ±3%. The Vickers hardness number (VHN) is calculated using the 

following formula:

VHN=1.854 (F/D2).        (3.22) 

In the above equation, F being the applied load (measured in kilograms-force) and D2, the 

area of the indentation (measured in square millimeters). The applied load is also specified 

when VHN is cited. 

3.11. X-Ray diffraction (XRD)  

 The X-ray characterization is performed with Inel XRG 3000 -X-Ray Diffractometer 

which makes use of a curved position sensitive X-ray detector for detecting diffracted X-ray 

intensity. Such type of detectors can measure up to 120 degrees of 2  simultaneously and 

have high speed of data acquisition. Thin slices of samples have been cut from respective



and Shear (G) modulus. The frequencies are measured during heating, holding and cooling 

cycles. 

 The key factors that decide the uncertainty in measurement in the impact excitation 

technique are the mass and dimension of the test-piece. A maximum of 0.05 % uncertainty in 

the measured mass, 0.1 % uncertainty in the measured length and 0.2 % uncertainty in the 

measured width and thickness of the sample leads to a 0.1% uncertainty in the calculated 

modulus values [197]. In addition to this, the frequency which enters in Eq. (3.15) and Eq.

(3.17), as the second power, should ideally be measured to better than 0.1%. The accuracy of 

the sound card attached to the computer for the measurement of the frequency in the present 

case is 0.05%. The mass of the samples has been measured using Satorious® semi micro 

balance where the uncertainty in the measured mass is 0.01%. Further, the dimensions are 

measured accurately using a vernier caliper with the measurement uncertainty is found to be 

0.05 %. Therefore the calculated elastic modulus in the present case has an uncertainly of 1%. 

It is instructive to note that both K and  are sensitive in a sense that these parameters are 

obtained as the ratio of two independent elastic modulus values, and hence any measurement 

error associated with E and G gets intensified in the indirectly estimated  and K.

3.9. Optical metallography 

 The optical microscopy studies are carried out with the Leica MeF4A® optical 

microscope fitted with a Leica digital camera and associated proprietary software for image 

acquisition and treatment. The sample for optical metallography has been prepared using 

established metallography procedures [198]. Due care has been taken to ensure that it 

contains all the representative features present in the investigated material. Mounting of 

sample is usually done using cold setting resin (epoxy resin) and some samples through hot 

mounting press (thermosetting plastic  phenolic resin). Mounted specimens are grounded 

systematically from coarser to finer emery grades (wet silicon carbide paper) with rotating 
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In the above expression, G is shear modulus in Pa, ftor is the torsional frequency in Hz, l, b 

and t are length, breadth and thickness respectively of the bar sample in mm; and A and B are 

the correction factors represented by the following equations [195, 196].
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Once the values of E and G are evaluated using Eq. (3.15) and Eq. (3.17), the bulk modulus 

(K) and the Poisson ratio ( ) are estimated using following relations 
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         (3.20) 
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3.8.3. Measurement details 

 In the present investigation, before commencement of an experimental run, the 

furnace is continuously flushed with pure Ar gas (6.6 litres per minute) to minimize sample 

oxidation at high temperatures. A heating rate of 7 K min-1 from room temperature (298 

K/25oC) to 1273 K /1000oC is adopted. The sample is held at 1273 K /1000oC for about 5 

minutes to acquire thermal equilibrium, before the cooling cycle at 3 K min-1 is initiated. The 

measured frequency spectrum at each temperature had at least one prominent flexural and 
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In Eq. (3.15), E is the elastic modulus in Pa; m is the mass of rectangular bar sample in g; b is 

the breadth; l is the length; t is the thickness of sample in mm; f flx is the measured flexural 

resonance frequency in Hz; and finally Tc is the empirical correction factor represented by 

Eq. (3.16). 

In a similar manner, the relation connecting the fundamental torsional frequency ft and shear 

modulus G of a rectangular bar specimen is given as follows [194-196].

Fig. 3.15. The experimental set up for the Impulse excitation technique 



support system) is put as an inset to the figure 3.15 The sample is excited by providing a 

gentle mechanical impulse by firing a small ceramic hammer (placed bellow the sample) 

called automated tapping device at periodic intervals, and the excited resonance frequencies 

are picked up by a sensitive microphone, placed at an optimal position over the sample 

outside the furnace. The microphone is cooled continuously by a portable air cooled chiller. 

The automatic excitation source and the acoustic sensor are positioned precisely with respect 

to the sample in order to obtain the resulting frequency spectrum for both flexural and 

torsional mode of vibration at room temperature [189-192]. The suitability of this frequency 

spectrum for the purpose of estimating elastic constants is judged by inspecting as to whether 

the spectrum contains few prominent flexural or torsional modes, as the case may be.  

3.8.2. Estimation of elastic moduli 

 The experimental acoustic spectrum obtained using an acoustic sensor is Fourier 

transformed and compared against a simulated one, using the RFDA software. The simulated 

spectrum is actually a superposition of exponentially damped sinusoidal waves of the 

following form [192].

tfextx r
kt

o 2sin        (3.14) 

In Eq. (3.14), x (t) is the amplitude at time t; x0 is the maximum amplitude, fr is the flexural 

resonance frequency; k is the exponential decay parameter for the chosen frequency and  is 

the phase factor. In the process of simulation, the quantities, k, fr, xo and  are iteratively 

determined by force fitting the measured frequency spectrum with Eq. (3.14). Once a 

convergent set of estimates are obtained for k, fr

(E (T) ) at the measurement temperature T, may be estimated by the following analytical 

relation that is valid for a rectangular bar specimen [194, 195] 



been shown to have a maximum uncertainty of ±4% at elevated temperatures [188].The 

accuracy in the temperature measurement is observed to be ± 2 K. 

3.8. Impulse excitation technique 

 IET is a versatile, nondestructive experimental technique for characterizing the 

dynamic elastic response or carrying out mechanical spectroscopy of engineering materials, 

including metals, alloys, ceramics and polymers [189-193]. It is well known that the 

resonance frequency of a sample that is set into vibration by suitable mechanical impulse, are 

dependent on its mass (m), dimensions and more importantly, the bulk elastic constants 

that of a rectangular bar, well defined analytical relations (approximations) connecting bulk 

elastic moduli with appropriate resonance frequencies exist [189,191, 194-195]. These 

including their temperature variations, if data on experimental resonance frequencies could be 

measured as a function of temperature [189-193]. In addition, the time dependent decay of 

the amplitude of the chosen resonance frequency, gives a measure of internal friction (Q-1) or 

vibrational damping characteristics of the material, which is dependent on frequency [189]. In 

the present study, measurements have been made using commercial IET equipment, supplied 

by IMCE® Belgium, together with suitable high temperature furnace and proprietary RFDA 

(Resonant Frequency Damping Analyzer) data analysis software. The details of the 

measurement system are described below. 

3.8.1. Instrument details 

 A rectangular bar specimen is suitably supported on a ceramic bridge (formed by 

alumina tubes) called the sample support system which is placed centrally inside a resistance 

heated muffle furnace. Figure 3.15 depicts the experimental set up for the impulse excitation 

technique used in the present study. For a better clarity, the enlarged view of the (sample + 



changed depending on the temperature dependence of electrical conductivity of the specimen. 

In case of stainless steels the absorptivity increases as the electrical conductivity goes down

with increase in temperature [186]. However the absorptivity can be enhanced to a great 

extent using graphite coatings which gives the surfaces a near black body behavior [186, 

187]. In addition, the measurements of diffusivity are carried out under vacuum which 

eliminate the possibility of gaseous convection of heat from the sample after it is exposed to 

the laser pulse. Under such situations, it is assumed that the incident laser energy is fully 

absorbed on the irradiated surface which ensures the adiabatic conditions. As soon as the 

back surface of the specimens is irradiated with the laser flash, the transient thermal energy is 

conducted through the thickness of the thin sample in a short time interval. This is detected at 

the back surface of the flat sample by the rise in temperature ( T) through the infrared 

detector. The measured temperature rise as a function of time (t) is recorded by a suitable 

electronic data collection and analysis protocol. The observed T versus t variation is fitted to

a standard predefined one dimensional conduction model through a thin metallic slab, which 

enables the precise estimation of the quantity t1/2. Physically t1/2 represents the time required 

for the back surface to reach half of the maximum measured temperature rise ( T/2). Then it 

emerges that the thermal diffusivity of the sample is given by the following expression [187, 

188].

2/1
2

2L 1.73

t
 (3.13) 

Where L is the thickness and is the thermal diffusivity of the sample. A minimum of five 

concordant measurements were carried out at 50 K temperature interval. The average of these 

five measurements at each temperature was taken as typical thermal diffusivity estimate at 

the measurement temperature. The accuracy of each measurement is found to be ±5 %. In 

case of materials where the conduction is the mode of heat transmission, the flash method has 



temperature ( T). The infrared detector is cooled with the help of liquid N2 at regular 

intervals during an experimental schedule. 

(iii) High temperature furnace 

The high temperature SiC furnace is positioned inside the diffusivity set up. The maximum 

temperature achieved by the furnace is 1873 K. The heating rate can be varied from 2 K min- 

1 to 50 K min-1 depending on the experimental conditions. In the present investigation an 

optimal heating rate of 7 K min-1 has been chosen for the measurement of thermal diffusivity. 

(iv) Sample holder 

A fully motorized sample robot is placed at the center of the furnace which can carry up to 6 

samples. There are three sample slots for square shaped (length- 10 mm) as well as circular 

disc shaped specimens (25.4 mm diameter). This design allows unbeaten sample throughput  

and sample size at the same time. Measurement of liquid samples can also be made in special 

containers.  

(v) Gas, vacuum, chill-water circuit and controller 

An external turbo molecular pump (10-5mbar) attached to the furnace chamber is used for 

evacuating the furnace chamber. Furthermore a manual or automatic software controlled gas 

control box (2, 3 or 4 gases) is also attached to generate specific gas atmosphere. The 

recorded data from the IR detector is analyzed through the LFA software provided by Linseis

which evaluates the thermal diffusivity by the selection of appropriate conduction model 

which best fits the measured time variation of temperature data. 

3.7.2. Measurement details 

 Square shaped samples with length 10 mm, and thickness of about 2.3 mm was 

prepared for the diffusivity measurement. In order to ensure the maximum absorption of heat 

from the incident laser pulse, the sample was coated with a thin layer of graphite. It is 

noteworthy to mention here that, with increase in temperature, the absorptivity of laser is 



  

Fig. 3.14. Experimental set up for the Linseis® Laser flash Apparatus 

Fig. 3.13. Schematic representation of a laser flash diffusivity measurement system 



3.7. Laser flash thermal diffusivity 

 The laser flash method is generally acknowledged as the standard and the most 

popular method for measuring thermal diffusivities of solid materials above room 

temperature [182, 183]. This is because the method employs non-contact, non-destructive 

temperature sensing to achieve high accuracy [184]. The basic principle of a laser flash thermal 

diffusivity is the measurement of the temperature rise of one surface of the specimen as a 

function of time when the other surface is irradiated with a programmed laser flash. The 

resulting measuring signal computes the thermal diffusivity. If the temperature dependences 

of density and specific heat (Cp) is known for the sample, the thermal conductivity of the 

sample is estimated from the measured thermal diffusivity values. 

3.7.1. Instrumental details 

 In the present study the measurement of temperature dependant thermal diffusivities 

was carried out using a Linseis® laser flash apparatus (LFA). A schematic of the LFA is 

given in figure 3.13 [185]. The experimental set up for the thermal diffusivity measurement 

carried out in this study is portrayed in figure 3.14. The major components of the LFA are 

described below.

(i) Laser source 

The sample was irradiated with an Nd-YAG laser source with adjustable incident pulse 

energy and a pulse length 

per pulse. Both the power and the pulse length can be easily adjusted by the controlling 

Software. 

 (ii) IR detector 

The diffusivity system is equipped with one InSb infrared detector at the rear end of the 

sample. The transient thermal energy conducted through the thickness of the thin sample after 

the irradiation of laser flash is detected at the back surface of the flat sample by the rise in  



)()()( TlTlTl pushrodholdersampleblank     (3.7)

For the blank run, the extra length of the pushrod introduced inside the furnace due to the 

absence of the sample needs to be considered. The extra contribution from the (sample holder 

+ pushrod) towards the dilatational strain in the blank run is an outcome of the extra length of 

the pushrod (equivalent to the length of the sample) introduced inside the furnace due to the 

sample push-rod are the thermal expansion coefficient of sample 

and the push rod respectively, then the dilatational strain is represented as 

)()( TLTll samplesampleholdersamplesample      (3.8) 

)(TLTll pushrodpushrodholdersampleBlank      (3.9) 

In a similar manner the temperature dependant dilation can be recorded for a reference 

specimen with known thermal expansion. The dilation in the reference can be written as: 

referencereferenceTholdersamplereference Lll )(  (3.10)

Subtracting Eq. (3.9) from Eq. (3.10) and Eq. (3.10) from Eq. (3.8) one can obtain 
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push-rod(T) is evaluated from Eq. (3.12) using known value of reference the dilation 

due to sample alone and the thermal expansion of the sample can be evaluated using Eq. 

(3.11). Sapphire standards (supplied by Setaram®) with known thermal expansion coefficients 

has been used as the reference in the present study. 



purity iron (Sigma Aldrich iron with 80 mass ppm of impurities) under slow heating (5 K 

min-1) conditions. The temperature accuracy was found to be ±2 K.  

3.6.3. The baseline correction in push rod dilatometer 

 The recorded dilation in a push rod dilatometer for any specimen is the overall 

dilation due to the sample, the sample holder, as well as the push rod. In order to obtain the 

dilatational strain due to the sample alone, a baseline correction is essential in a push rod 

dilatometer. The details of baseline correction in a pushrod dilatometer have been 

documented in the literature [177, 180-181]. A brief account of the baseline correction 

method adopted in this study is presented here. For each experiment with the sample, one 

blank run (without sample) has been carried out to monitor the dilatational strain due to the 

sample holder and push rod assembly. The measured values of temperature dependent 

l) with the sample placed on the holder and without sample can be expressed by 

the following equations. 

)()()()( TlTlTlTl samplepushrodholdersamplesample     (3.6)

Fig. 3.12. Calibration of push rod dilatometer using sapphire standard 



(iii) Linear variable differential transformer (LVDT) 

The LVDT is connected to the pushrod with a spring load configuration. The maximum range 

of displacement for the LVDT is ±2 mm. The lower range resolution of the LVDT is 0.23 

order to obtain a temperature and time variation of dilatational strain in the measured 

specimen. 

(iv) Gas, vacuum, chill-water circuit and controller  

An external rotary vacuum pump (EDWARDS) supplied by Setaram® is used for evacuating 

both the experimental and furnace chambers before starting the experiment. After the 

pressure inside the experimental chamber reaches 1x10-2 mbar, both the chambers were filled 

with high pure argon gas to maintain atmospheric pressure. An external chill water supply 

with controlled flow is provided for the furnace cooling. The heating schedule programming, 

the data acquisition and storage are performed through controller interfaced with the Calisto 

software through a personal computer.  

3.6.2. Measurement details 

 Samples for dilatometry are taken in the form of small rectangular (20 x 20 mm) 

slices with smooth and flat surface. The starting thickness of the sample has been measured 

by a digital Vernier gauge with least count of ±0.01 mm. The entire experiment has been 

carried out in flowing high purity Ar gas atmosphere. Pure Sapphire supplied by Setaram®

with known bulk thermal expansion values was used as calibration standard [179]. Figure 

3.12 l/l) observed for the sapphire standard supplied by 

Setaram® along with the repotted values. The relative accuracy of the measured normalized 

dilatational strain in percentage ( / l298) has been estimated to be 5%. The calibration of 

temperature has been carried out by measuring the allotropic transition ( - -fcc) of high 



  

Fig. 3.10. Schematic representation of a vertical push rod dilatometer 

Fig. 3.11. Experimental set up for Setaram® setsys Evolution TMA 16 



l / lo) [178]. Figure 3.11

depicts the experimental set up for the Setaram® Setsys evolution TMA 16. 

(i) High temperature furnace 

The high temperature furnace is made up of graphite tube which serves the purpose of 

heating element that surrounds the experimental chamber. A type-B thermocouple (PtRh 6% / 

PtRh 30%) was fixed along the wall of the sample holder tube to measure the furnace 

temperature. The temperature controller is placed below the sample holder tube mounded on 

the bottom of the furnace wall. 

(ii) Sample holder and push rod assembly 

The sample holder and the push rod assembly consist of a flat-ended recrystallized (RC) 

alumina sample holder tube and a RC alumina push rod with a hemispherical end. A 

rectangular cut was made at the bottom end of the sample holder tube to hold an RCA 

alumina plate over which the sample is positioned. The top end of sample holder tube was 

fixed with an aluminum support, which is connected to LVDT protective shell for vertical 

movement of the holder tube. The push rod used is mounted exactly at the center of the 

sample holder tube, and transmits the dilation signal to LVDT through a connected plunger. 

The bottom end of the push rod rested on the RCA alumina plate. The push rod is enabled to 

move up and down from the software control. When the pushrod is moved up, the sample is 

placed over the RCA alumina plate. Once the sample is placed properly, the pushrod is 

allowed to move down to touch the sample. For vertical movement of the sample holder and 

push rod assembly, a motor-controlled lifting mechanism has been positioned on the top. 

Once the sample is loaded, the entire assembly along with the sample is brought inside the 

furnace using the motor controller.  



3.6. Thermo mechanical analyzer/ dilatometer: Basic principles 

 Thermo Mechanical Analyzer (TMA) or Dilatometry is a thermo-analytical technique 

for measuring the linear thermal dilation (expansion/shrinkage) of a solid material that is 

subjected to a programmed heating/cooling. The dilation that results from a specimen with 

change in temperature is mechanically detected by a pushrod in contact with the sample and 

is transmitted to a sensor which records the variation of dimension changes as a function of 

temperature. In general the push rod dilatometers are mounted in two different designs, 

namely (i) horizontal push-rod dilatometers and (ii) vertical push rod dilatometers. A 

horizontally mounted push rod dilatometer gives better temperature uniformity within the 

furnace although a small tracking force is always required for the push rod to ensure good 

contact between the sample and pushrod [177]. In contrast, components in a vertical 

dilatometer can remain in contact under their own weight, which may be at the expense of an 

inferior thermal gradient in the specimen due to furnace convection currents [177]. Figure 

3.10 portrays the schematic of a vertical push rod dilatometer. The push rod is thermally 

stabilized and insensitive to mechanical vibration. The specimen is positioned just below the 

push rod inside the furnace. The linear variable differential transformer (LVDT) which is 

insulated from the furnace is mounted over the push rod which measures the dimensional 

change in the sample. The thermocouple is placed very close to the sample in order to 

measure the specimen temperature precisely. In the present investigation, the dilatational 

strain has been measured using Setaram® Setsys evolution TMA 16 equipment. A brief 

description on the equipment is what follows in the next section. 

3.6.1. Instrument details 

 Setaram® Setsys evolution TMA 16 is a vertically mounted single pushrod type 

dilatometer equipped with a resistance heated graphite furnace and an LVDT sensor for 



taken from more than 10 different experimental runs that have been carried out on alumina 

when used as the standard during enthalpy measurement. It is found that the standard 

deviation ( ) of Q is less than 5 Jg-1up to 810 K and is less than 15 Jg-1 for higher 

temperatures.

3.5.5. Estimation of enthalpy 

 Assuming that quasi-adiabatic conditions are maintained in the experimental chamber, 

the heat energy transported (QS (T)) from the hot alumina bed to the cold sample can be 

written as: 

QS (T) = C (T) (mS / MS) (HT H298.15)S     (3.4) 

In the above expression, mS is the mass of the sample, MS its molecular weight, (HT H298.15)S

is the measured enthalpy increment with respect to the reference temperature 298.15 K 

(250C) and C(T) is the temperature dependent calibration constant. The calibration constant 

can be obtained from the heat change QR (T) recorded with the standard alumina reference 

drop, whose critically assessed enthalpy values are known from literature [176, 177]. Thus 

QR (T) = C (T) (mR / MR) (HT H298.15)R     (3.5) 

In this equation, mR is the mass of the reference and MR its molecular weight which is taken 

to be 101.96 Kg m-3 [176]. It is worth noting that C (T) remains the same in both expressions. 

Considering Eq. (3.4) and (3.5) together, it is clear that the quantities QS (T), QR (T), (heat 

flux transferred between the sample, reference and the alumina bed) are measured at each 

temperature, as the respective area under the peak (see figure 3.8). The quantity C (T), the 

calibration constant is obtained by substituting in Eq. (3.5) the known enthalpy value (HT

H298.15)R of standard reference for each temperature. This calibration constant, C (T) is 

subsequently used to determine the unknown enthalpy (HT H298.15)S of the sample at each 

temperature. 



3.5.4. Calibration of drop calorimeter 

The temperature of the calorimeter has been calibrated with melting of pure element 

standards such as In, Sn, Al, Ag, Au, and Cu. The heat change (Q) calibration is made by 

dropping the -alumina standard reference material. The performance of the thermocell has 

also been monitored by repeatedly observing the standard deviation of the value of heat 

change (Q) of the standard  - alumina in the temperature range 460 to 1373 K. The 

temperature variation of Q measured over one typical experimental schedule is graphically 

shown in figure 3.9. In this figure, an inset is shown for a typical sensitivity curve used for 

enthalpy evaluation. The polynomial fit expression used is: a + bT+cT2+dT3 and the fit 

coefficients obtained are: a=0.248 0.078, b=7.84 2 10-4, c=8.795 3 10-8, d=-2.5 1 10-10.

Different symbols in the figure correspond to different sets of data obtained at different 

instances of time with standard -alumina. The individual data points of Q quoted here are 

Fig. 3.9. Illustration of the temperature variation of Q for a typical 
experimental schedule and Calibration constant (inset) 



digital conversion. An identical experiment is carried out at the same temperature by 

dropping the known mass of calibration standard to quantify the heat flux, which is measured 

as area under the time curve [175]. The typical time for the data acquisition is 

maintained between 20 and 25 minutes for each drop and after each measurement a time of 

about 30 minutes is allowed to elapse between successive drops. Normally, about two drops 

are performed for each temperature in order to monitor the intrinsic scatter associated with 

the experiment at one temperature. A total of three experimental schedules covering the 

temperature range of 400 to 1273 K are conducted. Each experimental schedule consists of a 

series of successive drop experiments performed at prefixed discrete temperature steps 

(approximately 25 K). Before the measurement was carried out for the experimental 

specimens, the inverse drop calorimeter was calibrated using standard procedure which is 

discussed below. 

Fig. 3.8. Snapshot of the output signal from the drop calorimeter 



pump (EDWARDS) supplied by Setaram® is used for evacuating both the experimental and 

furnace chambers before starting the experiment. An external chill water supply with 

controlled flow (Julabo FC 1600 T) is provided for the furnace cooling. The heating schedule 

programming, the data acquisition and storage are performed through the RS 232 controller 

interfaced with the personal computer. In the following section, the procedure for performing 

inverse drop calorimetry experiment is discussed. 

3.5.3. Drop calorimetry experimental procedure 

 Samples of dimension (2x2x2) mm and mass 50-75 mg were prepared and loaded in 

the specimen slots of the multi sample introducer of Setaram® multi HTC inverse drop 

Al2O3) samples weighing 66.8 mg 

(supplied by Setaram®) are also loaded into respective vacant slots. The calorimeter bed onto 

which the sample is dropped is the one which contains the high pure alumina powder inside 

an alumina crucible. After loading the samples and setting the working crucible in its 

position, the experimental as well as the furnace chambers are evacuated followed by 

flushing both the chambers with high purity argon gas a few times, and continuing the 

process of evacuation and controlled argon gas leaking in an alternate manner. When the 

argon gas pressure level reaches one atmospheric pressure in both chambers, the chill water 

supply is switched on. Then the furnace is gradually heated to a desired experimental 

temperature at a rate of about 3 5 K min-1. Once the pre-set value of the temperature of the 

alumina bed is attained to within an accuracy of 0.1 K, the respective samples are dropped 

from the corresponding slots in to the hot alumina bed through the guiding ceramic drop tube. 

The heat absorbed by the sample upon dropping produces a sudden change in the temperature 

of the alumina bed. The thermocell measures the temperature difference between the sample 

V vs. time (t) which is shown in 

figure 3.8. The RS 232 controller serially interfaced with the computer provides for this 



(iii) Multi-sample introducer and the drop tube  

The multi sample introducer equipped at the top portion of the experimental chamber shown 

in figure 3.7(a) provides 23 slots to load samples into it. Normally four to six samples are 

loaded for each measurement. For each sample, a reference sample is also loaded into the 

adjacent slot. The drop tube called sample-guiding tube shown in figure 3.6(b), guides the 

sample to fall exactly into the sample crucible during the course of the experiment. 

(iv) Gas, vacuum, chill-water circuit and controller  

The equipment contains two separate gas circuits, one for the furnace and another for the 

analysis chamber to maintain the required inert gas atmosphere. An external rotary vacuum 

Fig. 3.7. (a) High temperature furnace with cabinet (b) Measurement head  



(ii) Measurement head  Drop transducer 

The experimental chamber containing the transducer is usually called the drop transducer 

or detector whose cross sectional view is displayed in figure 3.7(b). This measurement head 

itself is an integrated structure made of a cylindrical recrystallized alumina tube in which two 

grooves are cut at its bottom to introduce the sample crucible. The crucible has a working 

volume of 6.25 cm3 with dimensions 16.20 mm in diameter and 44.50 mm in height. The 

-type 

thermocouples distributed over the bottom and all over the side surface of the crucibles. 

Similarly a dummy reference crucible having an identical thermocell arrangement is kept 

underneath the sample crucible. This vertically aligned arrangement of both the sample and 

reference crucible is placed in the uniform temperature zone of the graphite furnace. 

Measurement of the sample and furnace temperatures is undertaken by two thermocouples of 

B type (PtRh-6% / PtRh-20%). 

Fig. 3.6. The experimental setup for Inverse Drop calorimeter used in the present study 



temperatures, although the enthalpy change accompanying phase changes are accurately 

given in drop calorimetry.

3.5.1. Inverse drop calorimetry 

 As the name suggests, in the inverse drop calorimeter mode, measurements are made 

in the inverse manner, namely the cold sample is dropped onto the hot calorimeter bed. The 

principal advantage of this inverse drop mode over the direct one is that the heat losses in the 

direct mode of dropping the hot sample are minimized by resorting to dropping of cold 

samples [174]. Inverse calorimetry has some advantages; namely it can easily adopt small 

sample size, avoid any metastable phase retention from high temperature excursion, ability to 

study many different types of chemical reactions etc [165]. The calorimeter used in the 

present study for the measurement of enthalpy increment is one of such inverse drop 

calorimeter which is described in the following section. 

3.5.2. Instrument details 

 The drop calorimeter used in this study is manufactured by Setaram®, France; - the 

, functioning in inverse drop 

mode. Figure 3.6 portrays the experimental setup for the drop calorimetry. The instrument 

details are pictorially depicted in figure 3.7 [174].

(i) High temperature furnace 

displayed in figure 3.7(a). The furnace is made out of graphite tube which acts as the heating 

element that surrounds the experimenting chamber containing the calorimeter. A sealed 

alumina tube running from the top portion of the furnace into the bottom separates the 

experimental chamber from the furnace atmosphere. 



due to radiation are invariably present in any calorimetry set up. However the heat loss is 

minimized in a good calorimeter design. The net heat change Q is determined as: 

        (3.3) 

Where C (T) is the usual calibration constant which is determined by calibration with known 

enthalpy standards like -alumina. The parameter V (normally in microvolts) stands for the 

thermopile output which is continuously monitored with time until the thermal equilibration 

( ) is complete. By determining Q (T) as a function of temperature T, the curve of 

enthalpy versus sample temperature is readily obtained. A schematic of one such enthalpy 

curve or drop curve is shown in figure 3.5 which indicates a sudden jump in the enthalpy that 

is associated with a phase transformation event. In cases where the transformation occurs 

over a temperature domain, then the enthalpy exhibits a gradual change of slope. A

continuous enthalpy increment versus temperature data is not obtained through drop 

calorimetry. This has important bearing on the precise fixation of the transformation 

Fig. 3.5. Schematic of the temperature variation of enthalpy increment 



construction [170-173]. The conversion factor k (T) is obtained by measuring the peak area 

recorded with the melting reactions of standards like pure aluminum, zinc, tin, copper and 

iron etc. of known enthalpy [170-173]. In case of metals it is a usual practice to estimate the 

calibration constants with small heating rates in order to avoid the effect of undercooling. In 

addition, it is also desirable to employ a calibrant that shares similar thermophysical 

characteristics with the alloy under investigation. In view of this, pure iron has been taken as 

the calibrant in the present study for characterizing accurately the enthalpy effects of steels.  

 It is instructive to note here that, with the adaptation of proper calibration procedure, a 

DSC can also be effectively used to get estimates of specific heat [170-173]. However in the 

present study, the specific heat has been estimated from the measured enthalpy increment 

using drop calorimeter which provides more reliable and accurate heat capacity as the 

measurements are carried out under near-equilibrium conditions. The details of the inverse 

drop calorimeter are presented in the ensuring section. 

3.5. Principle of drop calorimeter 

 In a direct drop calorimeter the relative enthalpy of a specimen at a chosen 

temperature T is measured with respect to its value at the reference temperature (usually 

taken as 298.15 K). This is realized by heating the sample to a desired temperature and after 

equilibration at this temperature for some fixed time, is dropped in to a well-equilibrated 

calorimeter block or bed that is maintained at fixed reference temperature. The rise in 

temperature of the calorimeter bed due to the heat transferred from the sample to the 

calorimeter bed is measured maintaining near-adiabatic conditions. The experiment is usually 

repeated by dropping the reference or calibrating sample of known mass and known enthalpy 

under identical experimental conditions to evaluate the calorimeter constant. This calorimeter 

constant is used to calculate the enthalpy for the sample from the measured heat flow at a 

fixed temperature. It must be mentioned here that, some thermal loss mechanisms, such as 



maximum inclination (inflection point of the peak); - their intersection is taken as the 

transformation temperature. This construction is also illustrated in figure 3.3.

3.4.4. Temperature calibration in DSC

 The temperature calibration is carried out using the melting points of pure aluminum, 

zinc, tin, copper, silver, gold, and iron standards [168]. The onset value TS of the melting 

point has been determined, based on the procedure explained above. These onset 

temperatures are determined for various heating rates such as 1, 3, 5, 7, 10, 15, 20, 30 K min-1

etc., and the resulting data are plotted in figure 3.4. In order to obtain the so-called 

equilibrium onset temperature, generally the plot in figure 3.4 is extrapolated to hypothetical 

heating rate of 0 K min-1 [169, 170].  

 These values are compared with the standard literature values in order to estimate the 

correction to be employed for obtaining the true transformation temperatures. The 

temperature accuracy in case of low heating rate experiments (1 30 K min ) is found to be 

±2 K for samples of mass up to 50 100 mg; while, it is ±4 K for high heating rates (99 K 

min ). The extrapolated melting temperature of Cu and Al is compared with literature values 

and the deviation is found to be within ± 4 K. The degree of reproducibility is also checked 

with repeat runs and the error in temperature measurement is found to be ±1 K.

3.4.5. Determination of phase transformation enthalpy 

 From a standard non-isothermal DSC scan exhibiting a peak due to distinct phase 

transformation; it is generally assumed that the heat of phase transformation is directly 

proportional to the peak area after suitable baseline normalization. Thus, 

Htr = k(T)  (Peak Area)       (3.2) 

Htr is the enthalpy change accompanying phase transformation, k (T) is the temperature 

dependent calibration constant. Peak area is the total area under the transformation peak 

which is readily obtained by the data processing software after appropriate baseline 



  

Fig. 3.3. Typical cooling cycle DSC thermogram for the solidification of SS 
304H Cu alloy from liquid. The two separate exothermic peaks indicates two 
transformation thermal arrests 

Fig. 3.4. Temperature calibration in DSC with Copper and Aluminum 



IFAC-1 and SS304H Cu were studied by heating the samples from 473 to 1773 K, 

equilibrated at this temperature for about 15 minutes and then cooled to 473 K at the same 

scan rate. The heating and cooling rates adopted are in the range 1-99 K min-1. Fresh samples 

are employed for each individual run and a few repeat runs are also performed for select 

heating rates (10 and 100 K min-1) in order to ensure the reproducibility at either end of the 

scan rate spectrum. In general DSC is employed for following studies: 

(i) Accurate determination of solidus, liquidus and other phase transformation 

 temperatures 

(ii) Estimation of heat effects accompanying phase changes 

(iii) Estimation of the kinetic parameters of phase transformation 

(iv) Estimation of specific heat 

The measurement details of the transformation temperature, enthalpy of transformation as 

well as the estimation of kinetic parameters are described in the following section. 

3.4.3. Determination of phase transformation temperature 

 A typical cooling cycle DSC thermogram for SS 304H Cu is shown in figure 3.3

where the alloy is cooled from the liquid state. When the sample experiences no phase 

change, the basic DSC signal is a smooth baseline (parallel to the x- axis) without any 

characteristic features. However, in a heat flux DSC, mild deviation from horizontal base line 

is generally observed, due to the slight difference in thermal character of apparently the same 

set of crucibles. However, when there occurs a phase transformation in the sample, the 

differential heat flow due to the latent heat of transformation which is transported across the 

heat flux resistor results in the production of a distinct thermal arrest which is seen as a peak 

in the baseline plot. This is illustrated in figure 3.3. The phase transformation onset (Ts) and 

finish temperatures (Tf) are determined by drawing a tangent to the baseline from the point of  



which is hung from the top balancing plate. The DSC probe is always kept within the uniform 

temperature zone of the water cooled graphite furnace.  

(iii) Vacuum Circuit, Gas Circuit, Chill water Cooling Circuit 

A rotary vacuum pump serves the purpose of evacuating both analysis and furnace chamber. 

A separate chiller (Julabo FC 1600 T) for water circulation is connected to cool the graphite 

furnace. The vacuum and the water supply operations are done through an electro valve 

command option. The programming and temperature control of the furnace is done by the 

controller which is integrated with the CPU. 

3.4.2. DSC experimental procedure 

 Samples of dimension 2 2 2 mm were cut for DSC study using a diamond saw in 

order to reduce the mechanical damage and stress due to cutting. The sample mass is kept 

nearly identical to about 80-100 mg. Further, the samples are polished to obtain a flat surface 

to ensure better heat conduction. In the present study, an empty cylindrical alumina crucible

with a volume of 100  is taken as reference and another identical crucible is loaded with 

the sample. Before starting the experiment, the experimental chamber consisting of DSC 

probe and the furnace is evacuated and purged with pure argon gas with a flow rate of about 

50 ml per minute. The flow rate is maintained by means of electronic mass flow controller 

(MFC) throughout the experiment. An argon pressure of about 1300 mbar is maintained in 

the graphite furnace chamber. 

In the first step of the experimental schedule, the furnace temperature is gradually raised 

to 473 K at a heating rate of 5 or 10 K min-1 and is allowed to stabilize at this temperature for 

about 15 minutes. This leads to a smooth baseline which ensures the attainment of thermal 

equilibrium of the system before starting any measurement, which is essential for quantitative 

DSC experiments. Following this step, suitable heating and cooling programmes are adopted 

as per the requirement. For example, the thermal stability and solidification behavior of 



crucibles are made of recrystallized alumina having nearly identical mass of about 240 250 

mg and a volume of about 100 µL. The metallic plate consists of an embedded thin wire of 

highly conductive platinum that serves the purpose of heat resistor between sample and the 

reference. The differential thermocouple of B-type (PtRh 6%/PtRh 30%) is positioned exactly 

below the DSC plate and the gap between them is less than 2 mm. In addition, the central 

section of the DSC plate sensor contains a thermocouple of B- type that measures the sample 

temperature directly. The whole set up comprising DSC plate, sample and reference 

crucibles, thermocouples, guiding alumina tube together make up the heat flux DSC probe 

Fig. 3.2. (a) Setaram® high temperature DSC furnace (b) Heat flux DSC plate-rod 



made through the proprietary software that is interfaced with the equipment. The essential 

components of this DSC are as follows [167].

(i) High Temperature Furnace

The high temperature furnace shown in figure 3.2(a) is of cylindrical shape with a graphite 

tube heating element. An inert gas atmosphere is always maintained at the furnace chamber 

to avoid carbon evaporation at higher temperature. A thermocouple of B-type (PtRh 

6%/30%) is placed in the analysis chamber and furnace chamber for respective temperature 

measurement.

(ii) Measurement Head  DSC Probe

The DSC  plate is called the measurement head which is displayed in figure 3.2(b). This is a 

machined metallic plate made of platinized copper-constantan containing two housings for 

the sample and reference crucible fitted to a narrow alumina rod. The sample and reference 

Fig. 3.1. The experimental set up for heat flux DSC used in the present study 



 In heat flux DSC, the test specimen S and reference material R (usually an empty 

sample pan + lid) are enclosed in the same furnace together with a metallic block of high 

thermal conductivity that ensures a good heat-flow path between S and R. Further, the 

enthalpy or heat capacity changes in the specimen S leads to a temperature difference 

between both S and R pans which results in a finite heat-flow between the sample and the 

reference. The temperature difference  between S and R is recorded and further related to 

the enthalpy change in the specimen using calibration experiments. The heat-flux DSC 

system is thus a slightly modified DTA system with a good heat-flow path between the 

specimen and reference crucibles. The radiation loss at high temperature is same for both 

sample and reference materials and hence the heat flow between the sample and reference is 

not affected due to the radiation loss. The instrument used in the present investigation is a 

heat-flux type differential scanning calorimeter (Setaram® Setsys 1600), which is described 

below.  

3.4.1. Setaram® Setsys 1600 DSC 

 Figure 3.1 portraits the heat flux DSC used in the present study (Setaram® Setsys 

1600). The heat flux calorimeter consists of two pans, one for sample and the other for 

reference. The two pans are connected by a low resistance heat flow path, with the 

thermocouple meant to sense the differential temperature positioned exactly underneath and 

midway connecting sample and reference. The accuracy of results obtained with DSC is 

slightly inferior at high temperature, notwithstanding the possibility of ensuring adequate 

experimental precaution [166].  

 The Setaram® Setsys 1600 heat flux differential scanning calorimeter is basically a 

single structure integrated unit, wherein furnace, measurement head, mass flow controller, 

gas circuits and the controller are housed on a single mount. The control of equipment is  



conditions which can be put to effective use for studying a variety of non-equilibrium 

phenomenon, such as phase transitions, relaxation phenomena etc. [164].

The static calorimetry technique on the other hand is useful in studying the time 

dependent stability at a fixed temperature which is suited for making equilibrium 

thermodynamic property measurements of a stable phase as a function of temperature. The 

major characteristics of many different versions of static and dynamic calorimetry techniques 

are adequately summarized by Cezairliyan et al [165]. In this thesis, the description is 

confined to only drop and scanning calorimetry techniques. The detailed discussion on the 

differential scanning calorimetry technique is taken up first in the following section.  

3.4. Dynamic or differential scanning calorimetry (DSC) 

 The principle behind DSC is the comparison of the heat flow to the sample and to an

inert reference material when both are heated or cooled at a fixed rate. Phase changes that are 

associated with heat absorption or evolution induce a commensurate change in the differential 

heat flow between sample and reference, which in effect appears as an uncompensated 

temperature differential T, spread over the transformation event. Two types of DSC systems 

are commonly in use and that are power compensating type and heat flux type. 

 In a power compensated DSC, both sample and reference materials are heated by two 

separate identical furnaces at equal heating rate. Any change in the sample or reference

temperature is being compensated by means of an electric power from external source to 

and reference material either 

zero or constant. The compensating heating power is linearly proportional to the temperature 

temperature (above 700 0C) is limited because the heat loss is more prominent at high 

temperature due to radiation. 



were further subjected to an aging treatment for 150 h at 873 K (600 0C). The aging 

treatment was carried out to promote the precipitation of nano-scale coherent Cu-precipitates 

-austenite matrix [160,161].

3.3. Calorimetry: Basic principles

The basic principle of calorimetry is based on an accurate quantitative measurement 

of the temperature or its differential in terms of the heat transfer between a sample and a 

reference under thermal equilibrium [162]. The heat transferred from a body at a higher 

temperature to a body at lower temperature under adiabatic conditions is directly 

proportional to the temperature difference between the two bodies. The relationship between 

the heat (Q) that is transferred and the change in

TTCQ  )(          (3.1) 

 In the above equation the parameter C (T) is the calorimeter constant which is a 

function of temperature. The calorimeter constant is generally evaluated using suitable 

standards with known heat capacity which represents the heat capacity of the sample as well 

as the heat transfer characteristics of the entire calorimetry cell, including ambience, gas 

flow rate etc. In practice, the constant C (T) is estimated, by performing the experiment with 

a suitable standard of known Q or enthalpy under identical and reproducible conditions.  

 The actual methodology employed in calorimetry calibration is dependent on the type 

of calorimeter used, which in turn is decided by the choice of material systems, and the 

temperature range of interest and the nature of physical problem studied [163, 164]. While 

there are many designs of static calorimeters, in which the experiment and measurement are 

done under constant temperature or probably at near-equilibrium conditions, there are also 

dynamic techniques in which the thermal response of a system is monitored as a function of 

time, during which the temperature of the sample is continuously changed. Therefore in a 

dynamic or scanning technique, the measurement is often carried out under non-equilibrium



optical emission spectroscopy (ICP-OES) at MIDHANI India and the details are listed in 

table 3.1.

The chemical composition of the steels has been carefully chosen to meet the intended long 

term application under the service environments. For example the ratio of (Ti/C) in IFAC-1 

is deliberately chosen as 6 to facilitate enough TiC precipitation for enhanced void swelling 

resistance under intense neutron irradiation in the core of fast breeder reactors. On the other 

hand a higher concentration of C with the addition of required amount of Cr and Nb is 

desired in SS 304H Cu in order to precipitate out the M23C6 and MX which enhances the 

high temperature creep strength under elevated temperature and pressure in the coal fired 

advanced ultra supercritical thermal power plant. It is also noteworthy to mention that the 

composition of minor alloying elements has been controlled during the steel making to 

achieve desired properties for these alloys. 

 The as received IFAC-1 samples, were solution annealed for two hours at 1323 K 

(1050 o C), followed by furnace cooling to room temperature for homogenization and to 

relieve the stresses if any in the specimen. For SS 304H Cu, the samples were annealed at 

1250 o C (1523 K), followed by furnace cooling to room temperature. The choice of time and 

temperature of annealing is to obtain a strain free homogeneous microstructure with the 

complete dissolution of Cu and M23C6 precipitates. A part of the above annealed specimens 

Table 3.1  

Chemical compositions (wt. %) of IFAC-1 SS and SS304H Cu steels 

Element Cr Ni Mn Mo Cu Ti Nb C N Si P S Al B Fe

IFAC-1 14.4 15.4 2.36 2.4 -- 0.25 -- 0.042 0.008 1.02 0.040
max 

0.01
max 

-- 0.005 Bal 

SS 304H 
Cu

17.7 9.3 0.91 -- 2.95 -- 0.58 0.1 0.12 0.24 0.030
max 

0.01
max 

0.003 0.002
to

0.006

Bal 



have also been measured using impulse excitation techniques which estimate the bulk elastic 

moduli of the present alloys. These fundamental quantities not only provide a handy database 

for the design engineers but also help in understanding the underlying physics of these multi-

component alloys. 

 Beside these major experimental tools, other supplementary techniques such as 

optical microscopy, scanning electron microscopy (SEM), transmission electron microscopy 

(TEM), microhardness testing and X-ray diffraction (XRD) are also employed for the 

structural and microstructural characterization in these alloys  

 The present chapter deals with a brief description of the alloy preparation, details on 

composition and heat treatments of the specimens. This is followed by a detailed description 

on the static and dynamic calorimetry, dilatometry and laser flash thermal diffusivity 

techniques employed for the measurement of high temperature thermophysical properties. 

Following this section the details of impulse excitation techniques employed for the 

measurement of thermomechanical properties is elucidated. Finally a short account on the 

structural characterization techniques such as optical microscopy, SEM, TEM, hardness tester 

and X-ray diffraction (XRD) is provided. 

3.2. Alloy preparation, compositional analysis and heat treatment 

 The alloy systems investigated in this study i.e. IFAC-1 and SS 304H Cu mainly 

belong to two different compositions of AISI300 grade austenitic stainless steel. Both the 

alloys were developed indigenously by IGCAR in collaboration with Mishra Dhatu Nigam 

Ltd (MIDHANI) and Nuclear Fuel Complex (NFC), Hyderabad India. The steels were 

melted using vacuum induction melting and hot forged to different shapes. The IFAC-1 steel 

was obtained in the form of 25mm thick plates whereas SS 304H Cu was received in the 

form of tubes with 30 mm inner diameter and 53 mm outer diameter respectively. The 

chemical composition of steel samples was analyzed using inductively coupled plasma 



Chapter-3 

Experimental Methodology 

3.1. Introduction 

In recent times, with the development of Multiscale computational tools, it is possible 

to predict the phase stability and thermophysical properties of the materials with reasonable 

degree of accuracy. However, the assessment based on these computational techniques is 

limited to binary or ternary systems. For multi component alloys like steels, accurate 

prediction of the phase stability, thermophysical and mechanical properties is practically 

impossible using only computational tools. This calls for reliable and reproducible 

experiments by which accurate measurements on thermo-chemical, thermo-physical and 

thermo-mechanical data can be obtained. 

 In the present investigation, several measurement techniques as well as modelling 

tools have been employed for the measurement of phase stability, thermophysical and 

mechanical properties of two advanced austenitic stainless steels namely IFAC-1 SS and SS 

304H Cu. The major experimental technique employed for thermodynamic and kinetic 

measurements is static and dynamic calorimetry. Static calorimetry is a useful tool in 

measuring the enthalpy increment under near equilibrium conditions, while dynamic 

calorimetry is employed under non-isothermal conditions to study the kinetic aspects of phase 

transformations that occur during continuous heating and cooling cycles. Besides the 

calorimetry techniques, thermomechanical analyzer (TMA) /dilatometry techniques have also 

been employed for the measurement of temperature dependant dilation in order to estimate 

the linear thermal expansivity. Further the measurement of thermal diffusivity is carried out 

using laser flash thermal diffusivity technique and the temperature dependence of thermal 

conductivity has been evaluated. In addition, high temperature thermomechanical properties 
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(10470C) respectively. The enthalpy of precipitation of Cu+ M23C6 is found to be 

20 2 J g-1.

V. For IFAC-1, the liquidus and solidus temperatures are found to be 1684 K (1411 C) 

and 1631 K (1358 C) respectively under 3 K min 1 cooling rate. The latent heat of 

solidification is 190 220 15 J kg 1. Similarly for SS 304H Cu the observed liquidus 

and solidus temperature are 1723 K (1450 oC) and 1607 K (1334 oC) respectively. 

VI. The standard annealing temperature above 1323 K (1050 C) for IFAC-1 makes it 

only reasonably homogeneous, since the complete dissolution of TiC precipitates in 

IFAC-1 occurs only above the solidus temperature 1323 K (1050 C). For the 

dissolution of Cu and M23C6 in SS 304H Cu, solution-annealing temperature of about 

1413 K (1140 oC) is adequate. However for the complete dissolution of M23C6, longer 

annealing times is required. On the other hand the Nb rich MX precipitates in SS 

304H Cu dissolve just below the solidus temperature of 1607 K (1334 oC). 



Thermocalc® predicts primary ferrite or, In 

fact, the 3-wt % Cu composition sits just at the transition zone of primary ferrite to austenite+ 

ferrite mode of solidification. Thus, the observed A F mode of solidification in the current 

steel having 2.95 Cu and 0.58Nb appears well supported on thermodynamic grounds. 

4.4. Conclusions 

 The high temperature phase stability has been investigated using differential scanning 

calorimetry with supporting Thermocalc® simulation for two advanced austenitic stainless 

steels namely IFAC-1 and SS 304H Cu. The major results obtained in the present 

investigation are summarized below. 

I. The initial microstructure in IFAC - -austenite with fine scale TiC precipitates. In 

-austenite + 

MX+ M23C6+ Cu). 

II. Under slow cooling conditions, IFAC-1 is found to follow austenite + ferrite (AF) 

-ferrite solidification. The small 

amount of - -austenite just 

below the solidus. In contrast to IFAC-1, SS 304H Cu also undergoes a mixed 

-ferrite 

formed is appreciable. 

III. The Thermocalc® Scheil- -

ferrite during slow cooling for both steels. 

IV. The homogenization of IFAC-1 is found to be initiated at 1323 K (1050 0C), with an 

endothermic heat effect of 16 2 J g-1. Similarly the dissolution of Cu and M23C6

precipitates in SS 304H Cu is found to initiate at 1167 K (8940C) and 1320 K 



4.3.2. Effect of Cu on solidification mode in SS 304H Cu 

 The austenitic-ferritic mode of solidification observed in SS 304H Cu has been 

supported by empirical deductions based on Creq /Nieq ratio. As mentioned before, the 

primary reason behind the A-F mode of solidification in this steel is the non-equilibrium 

segregation of ferrite stabilizers (Cr and Nb) in the inter-dendritic liquid after the nucleation 

of austenite. However the effect of Cu on the solidification behavior of austenitic stainless 

steel has not been investigated before as Cu is not a common alloying element in austenitic 

steels. In this regard an investigation on the effect of Cu on the primary solidification mode in 

SS 304H Cu using equilibrium Thermocalc® simulation has been attempted. Figure 4.19

depicts a collage of calculated vertical sections for various Cu contents (0, 1, 2, 3, 4, 5 wt %) 

in the solidification domain of the steel. It is readily seen that for low copper concentration 

Fig. 4.19. Thermocalc®-based vertical sections for various copper contents ranging from 0 to 5 
wt. pct are collated. The vertical line in each denotes the Ni composition for SS 304H Cu 



basis of non-equilibrium solidification under finite cooling rate in experimental situations. 

Upon solidification, if the first nuclei of -austenite do not form through a massive mode 

liquid), then it emerges that liquid -austenite grains will be 

relatively enriched with ferrite stabilizing elements. Thus, as solidification proceeds, the 

inter-dendritic liquid becomes progressively more ferritic than what is stipulated by the 

starting alloy composition. This change in composition of the coexisting liquid towards 

-ferrite phase [209, 

210

liquid is relieved of the thermodynamic excess Cr and Mo [210]. In case of IFAC-1, it is the 

Cr and Mo which is segregated to the inter-dendritic liquid and primarily responsible for the 

non-equi -ferrite. However as the Ni composition of this steel is 

-ferrite formed is very small and it -

austenite below the solidus point. On the other hand in case of SS 304H Cu containing Nb, 

the lack of full thermodynamic equilibrium prevailing at the liquid/solid interface under 

practical, finite cooling rate conditions would result in appreciable segregation of Nb to the 

-interface. The 0.58 wt. % of Nb in SS 304H Cu is appreciable, as compared to that of 

SS 304 or SS 316 etc. [214, 224]. Because of this, the effective composition of liquid after 

-austenite + MX nucleation will be still higher in effective (Creq / Nieq) ratio, than 

- -ferrite so 

formed is obviously metastable, and must eventually tr -austenite through 

favorable for facilitating necessary solid state diffusion [219, 224].



4.3. Discussion 

4.3.1. Cr/Ni equivalent and solidification of austenitic stainless steels 

 The solidification mode plays an important role in steel design. Generally the 

solidification mode is strongly dictated by the effective [Creq/Nieq] ratio. This ratio is 

estimated by evaluating the Creq and Nieq of steels which are reported in the literature by 

several groups [216, 219, 220, 222]. The most popular expressions for evaluating the Creq and 

Nieq for austenitic steels and the calculated values for the present steels due to Brooks et. al 

and Hammer et.al are listed in table 4.6. The parameter Wi in table 4.6 stands for the weight 

fraction of the alloying element i. Notwithstanding the difference between these two 

empirical recommendations of estimating Creq and Nieq, many studies on the solidification 

behavior of austenitic stainless steels reveal that for [Creq /Nieq

austenitic or austenite+ ferrite mode of solidification is preferred [209, 215, 223]. Following 

the results of Elmer et al [215], steels with Creq /Nieq 1.25, the solidification mode is 

anticipated to be fully austenitic. In view of this, the ratio Creq / Nieq in the present case 

suggests a primary austenitic mode of solidification for both IFAC-1 and SS 304H Cu. 

However the DSC investigation as well as the non-equilibrium Scheil solidification using 

Thermocalc® -ferrite in both steels. This can be rationalized on the 

Table 4.6 

The calculated values of [Creq / Nieq] ratio for IFAC-1 SS and SS 304H Cu 

Reference Expression for Creq and Nieq

Creq / Nieq

IFAC-1 SS SS 304H Cu 

J.A. Brooks 

et. al [216] 

Creq =WCr +WMo +1.5WSi +0.5WNb

Nieq =WNi +30WC +0.5WMn +30WN

1.016 1.122

O. Hammar 

et. al [223] 

Creq = WCr+1:37Mo+1:5WSi + 2WNb + 2 WTi

Nieq = WNi + 22WC+0.31WMn+14.2WN + 1WCu

1.14 1.169



for temperatures above 1398K (1125 oC), the kinetics are accelerated. From Figure 4.18 (b), 

it is clear that at 1413 K, the dissolution of M23C6 carbides reaches near completion only after 

3 hours of annealing. In figure 4.18 (c) the time evolution of the fractional carbide area has 

been portrayed which reveals the behavior of a typical diffusion limited phenomena. In view 

of this, a numerical fit to the following Kolmogorov Johnson Mehl Avrami (KJMA) type 

functional form is attempted (see chapter 2, Eq. (2.15)).[ 118, 126-128, 139, 140] 

The solid line in figure 4.18 (c) represents the fit to KJMA kinetics expression. The 

estimated values of kinetic parameters (ko, Qeff, n) are found to be 2.35x103 s-1, 277 kJmol-1

and 1.94 respectively. It is interesting to note that the estimated effective activation energy is 

close to the activation energy for bulk diffusion of Nb in austenite.  

Fig. 4.18. Estimated percentage area of M23C6 precipitates plotted (a) as a function of 
temperature, for 30 min. annealing time; (b) as a function of time, at an annealing temperature 
1413 K (1140 oC) (c) Fraction of precipitates as a function of time during annealing at 1413 K 
(1140 oC). The solid line represents the fit to KJMA model equation (Eq. 2.15). 



scanning electron microscopy and the fraction of carbides were estimated from the 

microstructure in terms of percentage carbide area with the help of Image-J software. The 

accurate quantification of the carbide area fraction was achieved by setting a suitable gray-

level threshold depending on the contrast difference between the matrix and the second-phase 

M23C6 precipitates. This procedure is repeated over three different images of the same sample 

and then averaged out for the estimation of final area fraction of the second-phase carbides.  

The microstructures of samples annealed at 1413 K (1140 oC) for different durations of time 

are presented in figure 4.17. The results of Image-J semi-quantitative analysis are plotted in 

figure 4.18 (a) and (b) respectively, for isochronal [fixed time of 30 minutes, 1273 K to 

1498 K (1000 oC to 1225 oC)] and isothermal (1213 K (940 oC); 0 to 3 hours) annealing 

experiments. It emerges from figure 4.18 (a) that the dissolution proceeds rather slowly from 

1273 K to 1498 K (1000 oC to 1225 oC), which is suggestive of sluggish kinetics. However, 

Fig. 4.17.  Microstructural evolution depicting the dissolution of second-phase precipitates as 
a function of time after annealing at 1413 K (1140 oC). 



cooling rates above 50 K min-1 -ferrite is observed in 

microstructure. The typical microstructure obtained for 60 K min-1 cooled sample contains 

-ferrite [214].

4.2.7. Stability of second phase carbides in SS 304H Cu 

 In SS 304H Cu, the major second phase precipitates are the MX type carbo-nitrides, 

M23C6 and the elemental Cu precipitates. This fact has been conformed from the 

Thermocalc® (See section 4.2.4) as well as our electron microscopy investigation (see section 

4.2.1). As a candidate material for AUSC applications, SS 304H Cu is desired to have 

adequate mechanical properties by suitable choice of heat treatments. Therefore the 

temperature domain of stability of second phase precipitates and their dissolution kinetics 

play a major role in the overall phase stability of the material. The nano-sized Cu rich 

-austenite matrix, [51, 160 ] have a very 

small phase fraction of about 0.02 mole % at the maximum (Thermocalc®). Upon heating, 

-matrix is fairly quick, once a temperature of about 1167 K (894 oC) is 

reached. From the on heating DSC thermogram shown in figure 4.12 (a), the onset of M23C6

(~0.018 mol. %) dissolution starts around 1320 K (1047 oC); but the dissolution occurs over a 

wider temperature domain and the complete dissolution is realized only above 1373 K (1100 

oC). On the other hand dissolution of MX (~0.015 mol. %) precipitates occurs at 

comparatively high temperatures, near about melting. To identify a suitable time temperature 

window for the solution treatment, a first set of samples of SS 304H Cu are aged at 1413 K 

(1140 oC), for various time durations, starting from 1 minute to 3 hours. The choice of this 

annealing temperature is based on our prior knowledge of the dissolution temperatures of Cu 

and M23C6. In the second set of experiments, fresh samples were isothermally annealed for 30 

minutes at varying temperatures with 25 K interval, starting from 1273 K to 1498 K (1000 oC

to 1225 oC). The microstructures of all these annealed samples were characterized using 



 The optical micrographs of the samples subjected to different rates of cooling are 

collated together in figure 4.16. It is readily observed that for low cooling rates the 

microstructure consists of broad austenite grains with dispersed carbide precipitates. This is 

anticipated as the slow cooling provides enough time for the diffusion driven precipitation of 

M23C6 and MX carbides along the grain boundary and within the austenite grain respectively.

The inset shown in 7 K min-1 microstructure represents a typically coarse M23C6 particle. For  

Table 4.5 

The transformation start (Ts),peak (TP) and finish (Tf) temperature along with  transformation 

enthalpy for two separate DSC solidification peaks for SS 334 H Cu 

Cooling 

Rate  

K min-1

L L+ L+ +MX +MX+

Ts

K (oC)

T p

K (oC)

T f

K (oC)

Enthalpy 

(J g-1) 

Ts

K (oC)

T p

K (oC)

T f

K (oC)

Enthalpy  

(J g-1) 

3
1706

(1433) 
1705

(1432) 
1678

(1405) 
77.5 

1634
(1361) 

1633
(1360) 

1630
(1357) 

5.8

7
1697

(1424) 
1696

(1423) 
1696

(1423) 
158.9 

1620
(1347) 

1619
(1346) 

1615
(1342) 

17.1

10 
1718

(1445) 
1711

(1438) 
1641

(1368) 
237.7 

1563
(1290) 

1561
(1288) 

1556
(1283) 

30.6

20 
1718

(1445) 
1708

(1435) 
1651

(1378) 
400.8 

1612
(1339) 

1609
(1336) 

1598
(1325) 

50.2

30 
1706

(1433) 
1699

(1426) 
1635

(1362) 
731 

1563
(1290) 

1561
(1288) 

1546
(1273) 

112.9

50 
1711

(1438) 
1691

(1418) 
1620

(1347) 
935.3 

1620
(1347) 

1617
(1344) 

1596
(1323) 

141.3

60 
1709

(1436) 
1688

(1415) 
1626

(1353) 
1194.9 

1626
(1353) 

1623
(1350) 

1594
(1321) 

192.7

70 
1702

(1429) 
1674

(1401) 
1610

(1337) 
1273.4 

1610
(1337) 

1607
(1334) 

1574
(1301) 

208.4

80 
1694

(1421) 
1668

(1395) 
1601
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Fig. 4.15. DSC solidification thermal arrests obtained at different cooling rates for SS 304H Cu 

Fig. 4.16. Optical micrographs of samples that are cooled from liquid at different rates. 
The inset in 7 K min-1 cooled sample marks the intragranular M23C6 phase. 



the primary austenite forms in a massive mode, then there is no (appreciable) segregation of 

ferrite stabilizing elements in the inter-dendritic liquid. This results in transformation of 

entire liquid to -austenite. However this can be realized only in case of high cooling rates,

since it is necessary to undercool the melt below the equilibrium temperature, at which the 

-austenite phase is realized [219]. In view of this, an 

attempt has been made in this study, to characterize the solidification behavior under varying 

cooling rates in the range, 3 to 99 K min-1. Figure 4.15 represents the collage of different 

solidification thermal arrest DSC profiles obtained at varying cooling rates. It is evident from 

this figure that with increasing cooling rate, the liquidus temperature decreases and the 

liquidus-solidus gap ( Tl-s) shrinks. Further, the separation between the two thermal events: 

min-1 cooling rate, the two peaks are extremely close to each other. In addition, with 

increasing cooling rate, the first solidification peak that 

-austenite formation from liquid and 

terface is unable 

to keep pace with the rate of cooling [221]. The transformation onset, finish, and the peak 

temperatures along with associated enthalpy value for the solidification peaks at various 

cooling rates are listed in table 4.5. For the estimation of enthalpy, pure Iron is used as the 

standard for the calibration. 

  



observed phase transformations sequence, the transformation temperatures and the 

solidification enthalpy are listed in table 4.4.

Table 4.4 

Experimentally determined transformation sequence, transformation 

temperatures and solidification enthalpy for SS 304H Cu.

Heating Cycle Cooling Cycle 

Transformation event 
Temperature 

K(oC)

Transformation 

event 

Temperature 

K(oC)

Cu-dissolution 1167 (894) L 1723 (1450) 

M23C6 dissolution 1320 (1047) L+ L+ +MX 1655 (1382) 

MX dissolution start  1440 (1167) 
L+  +MX

1607 (1334) 

+L; Melting start 1653 (1380) 
M23C6

precipitation 
1239 (966) 

+L L; melting finish 1721 (1448) 
Cu-

precipitation 
962 (689) 

Enthalpy of transformation (J g-1) 

Enthalpy of melting  62 7

Total precipitation enthalpy( M23C6+ Cu) 20 2

As a general remark, it may be said that these solid state transformations are diffusion-driven 

and occur over a time/temperature range. Hence, these events are not marked by sharp 

thermal arrests that are characteristic of liquid to solid type or typical first-order 

transformations; instead they appear as diffuse and spread-out exothermic humps, in an 

otherwise smooth, baseline-compensated DSC profile.  

4.2.6. Effect of cooling rate on solidification in SS 304H Cu 

 It is a well established fact that for highly alloyed austenitic stainless steels, the 

cooling rate plays a vital role in deciding the solidification mode [215, 219-221]. In fact, if 



Scheil solidification simulation, as seen in figure 4.12. The precipitation of MX starts from 

oC). Following the precipitation of MX, the exothermic 

arrest at 1607 K (1334 o -ferrite 

-ferrite actually appears at the end of the solidification, that is 

just before the solidus temperature (1585 K (1312 oC)) of the alloy. The observed temperature 

of 1607 K (1334 o -ferrite nucleation from the liquid is very close to the estimated 

value from Scheil simulation [1597 K (1324 oC)]. It is also noteworthy that Nb has a high 

affinity to segregate to the liquid after initial austenite formation. Therefore the extent of non-

equilibrium solidification is more prominent with increase in Nb content of the liquid, which 

-ferrite formation [217]. In fact, it is possible that higher Nb-containing 

steels might solidify through fully ferritic or ferritic- austenitic mode, under suitable cooling 

conditions [218]. -ferrite has formed, the local super saturation of liquid in Nb and Cr 

is relieved to a large extent and the situation is again conducive for further formation of 

austenite from Nb-

(1227 o ten, 

-ferrite is found in the final solidified product, if the cooling rate is 

high [219]. Such a situation is found in SS 304 and 304L welds, which are known to have 

-ferrite [219]. In the present DSC analysis, we have not observed any 

low- -ferrite phase. Now coming back to the cooling DSC thermogram, 

the comparatively weaker thermal arrest at 1607 K (1334 o

-austenite is formed, the precipitation of M23C6 (1239 K 

(966 oC)) and finally the elemental copper (962 K (689 oC)) follows one by one. The 



oC) followed by precipitation 

of Nb rich MX carbides at 1655 K (1382 oC). This point also emerges from the results of 

Fig. 4.14. (a) The cooling cycle DSC profile obtained at 3 K min-1, showing various thermal 
arrests due to phase changes. (b) The expanded view around solidification regime 



profile (figure 4.13 (a) and (b)) the solidification in cooling cycle represents two distinct 

exothermic thermal events. The observed solidification behavior is actually indicative of the 

Austenite-Ferrite (AF) mode of solidification in SS 304H Cu under slow cooling. The  

Fig. 4.13 (a) The DSC heating profile obtained at 3 K min-1 heating rate, showing various 
thermal arrests due to phase changes. (b) The expanded view around melting regime 
region. 



(a) for the heating cycle. The expanded view around the melting region is depicted in figure 

4.13 (b). The first distinct deviation from the baseline during heating is observed at 950 K 

(687 oC). This signifies the beginning of the second-phase precipitation or dissolution taking 

-austenite+MX+M23C6+Cu 

phases. The weak endothermic thermal arrest at 1167 K (894 oC) represents the onset of Cu-

dissolution. The dissolution domain of M23C6 type carbides is in the range 1320 K to 1368 K 

(1056 oC to 1095 oC). The beginning of MX carbo-nitrides dissolution is indicated by the 

thermal arrest at 1440 K (1167 oC). However, its full dissolution continues further into high-

-phase. In fact, the equilibrium Thermocalc® simulation shows that the full 

dissolution of MX precipitates occurs only slightly above the solidus temperature, namely, 

1650 K (1377 oC). The onset of melting begins at 1653 K (1380 oC) as marked in figure 4.13

(a). A careful observation of the figure 4.13 (b) indicates that the melting profile is 

somewhat split, which actually happens as a result of overlapping of two or more thermal 

arrests in a narrow temperature domain. This result is in agreement with the Thermocalc®

temperature domain of their occurrence is so close that they appear as split peak instead of 

separate thermal events. The dissolution of MX-type carbo-nitrides is diffusion-mediated and 

hence is gradual in nature [212]. The serrated nature of DSC profile observed near the 

melting region can be attributed to the gradual dissolution of these MX precipitates. The 

complete dissolution of MX precipitates occurs at 1700 K (1427 oC). Finally, the completion 

oC).  

Figure 4.14 (a) presents 3 K min-1 cooling cycle DSC thermogram for the solution 

annealed sample. The expanded view around the solidification regime is also shown in figure 

4.14 (b). The important point to note is the asymmetry in heating and cooling DSC profiles, 

which is generic to austenitic stainless steels [213-216]. Therefore in contrast to the heating 



The solidification proceeds further up to 1535 K, where the phase fraction of liquid 

approaches zero. This is the solidus temperature. A critical comparison of Scheil Gulliver 

phase forms invariably at the end of non-equilibrium solidification. This is unlike the case for 

equilibrium solidification, where the steel solidifies in a fully austenitic mode. The cooling 

rate plays a vital role in deciding the solidification behavior and the amount and morphology 

-ferrite. Similar to the case of IFAC-1, a systematic investigation of phase stability has 

also been carried out in SS 304H Cu using Differential scanning calorimetry (DSC). This is 

discussed in the next section. 

4.2.5. DSC investigation of phase stability in SS 304H Cu 

 In order to carry out a systematic DSC characterization of phase changes, samples of 

SS 304H Cu annealed at 1473 K/1200 oC for two hours are subjected to controlled heating 

and cooling at 3 K min-1. The baseline calibrated DSC thermogram is shown in figure 4.13

Fig. 4.12. Scheil simulation of the solidification in SS 304H Cu.



equilibrium path. Therefore an attempt has been made to study the non-equilibrium 

solidification behavior of SS 304H Cu using Scheil-Guliver solidification module in 

Thermocalc®. The weight fraction of solid as a function of temperature during solidification  

of SS 304 H Cu is shown in figure 4.12. It is evident from figure 4.12 that solidification 

starts at 1698 K (1425 oC), where the weight fraction of the solids is zero (Liquidus). At 1625 

K (1352 o

- -ferrite occurs at about 1597 

K (1324 oC). This confirms the austenitic+ ferritic mode of solidification of SS 304H Cu steel 

under practical conditions. In case of SS 304H Cu, both Nb and Cr are rejected into the liquid 

after the nucleation of -austenite. Because of this, the Nb-rich Nb (CN) precipitation is 

favored in SS 304H Cu. However, the liquid supersaturated with Nb and Cr does not relieve 

its non-equilibrium character fully by the precipitation of -ferrite 

-ferrite occurs at about 1597 K, 

where the total phase fraction of the solids amounts to ~91 %.

Table 4.3 

Thermocalc® predicted phase transformation sequence and corresponding temperature for 

SS 304H Cu. 

Phase Transformation Temperature(K)/ oC 

1710 / 1437 

1650 / 1377 

1640 / 1367 

23C6 1190 / 917 

23C6 23C6 +  Z-Phase 1120 / 847 

23C6 + Z- 23C6 + Z-Phase + Cu 777 / 504 

+ M23C6 + Z- 23C6 +

Z-Phase + Cu 
560/ 287 



H Cu using equilibrium Thermocalc® simulation. It has already been mentioned in the 

previous section that the solidification of a multicomponent alloy does not strictly follow the  

  

Fig. 4.11. (a) Temperature variation of phase fraction for different phases estimated from
Thermocalc® for SS 304H Cu (b) Magnified view of (a) showing phases with low volume fraction  

Fig. 4.10. Thermocalc®-based calculated vertical section as a function of Ni-content 
for SS 304H Cu. The vertical dotted line corresponds to the Ni content in the steel 



Table 4.2 

Measured transformation temperatures for IFAC-1 using slow scan DSC experiments

Phase Transformation Temperature (K / oC)

1684 / 1411 

- 

1631 / 1358

 MX+ 1610/1337 

4.2.4. Thermocalc® simulation of phase stability & solidification behavior in 304H Cu 

 The Thermocalc® based calculated vertical section for SS 304H Cu is shown in figure 

4.10. The fcc- Cu phase has been considered as one of the active phases in addition to liquid, 

- -ferrite, M23C6, MX and Z-phases. It is clearly evident from figure 4.10 that SS 

304 H Cu containing about 9.3 wt. % Ni should solidify in a fully austenitic mode under 

 The volume fractions of all the active phases have 

also been estimated using Thermocalc® which is shown in figure 4.11(a). The volume 

fraction of second phase precipitates like M23C6, MX, Cu and Z-phase are illustrated 

separately in figure 4.11(b) as these precipitates constitute only a small fraction as compared 

to austenite and liquid. From figure 4.11 (b) it is evident that, the mole percentage of Cu rich 

phase and M23C6 is about 2.2; whereas that of MX phase is about 0.75 at 773 K, under 

equilibrium conditions. The complete dissolution of Cu and M23C6 in -austenite matrix 

occurs at 1127 K and 1220 K respectively. On the other hand, the complete dissolution of Nb 

rich MX precipitates requires higher solutionizing temperature, around 1585 K, which 

happens to be just below the equilibrium solidus temperature of this steel. Table.4.3 lists the 

sequence of phase transformations and the transformation temperatures obtained for SS 304 



solidification peak indicating a primary austenitic mode of solidification. Typical DSC 

thermogram obtained at 99 K min-1 is depicted in figure 4.9. It is clear from this figure that 

only a single thermal arrest is seen during fast cooling. The insets to figure 4.9 give the 

expanded views of melting and solidification region. The absence of a second thermal arrest 

-ferrite has not formed in this case, or its formation has not occurred to any 

significant extent, so that it is clearly detected by accompanying thermal effects. Therefore 

the increase in cooling rate alters the solidification mode from (austenitic + ferritic) to fully 

austenitic mode. The experimental phase transformation temperatures as obtained from slow 

cooled DSC thermogram are listed in table 4.2. The estimated solidification enthalpy or the 

latent heat of solidification is found to be 200±15 J g 1. 

Fig. 4.9. DSC profile obtained at 99 K min-1 for IFAC-1 SS. The insets give the expanded view 
of the melting and solidification region. In contrast to slow 3 K min 1 cooling, only one peak is 
observed under fast cooling condition



Figure 4.8(c) shows the expanded view of the cooling cycle DSC thermogram in 

the solidification region. The solidification onset is found to be quite sharp to peak maximum, 

followed by a gradual fall in the heat flow as the event is actually caused by overlapping of 

.

However the MX (0.3 wt. -ferrite nucleation are not observed as 

separate peaks, since the volume fraction is small. The -ferrite subsequently transforms into 

-austenite with the reaction  the second 

exothermic peak in figure 4.8(c). -ferrite during 

solidification of IFAC-1 with a 14.9 wt. % Ni. As mentioned before, the equilibrium 

Thermocalc® simulation predicts no sign -ferrite formation during the whole 

solidification regime. This occurs only during non-equilibrium solidification, where the first 

nucleus of austenite that forms from liquid has a composition different from that of the parent 

liquid. As a result, the liquid surrounding the freshly nucleated austenite is enriched with 

ferrite stabilizing elements (Cr, Mo etc.). As the solidification proceeds, the remnant liquid 

-ferrite phase to relieve the excess 

Gibbs free energy [209, 210]. It is because of this non-equilibrium segregation effect, IFAC-1

exhibits mixed austenite + ferrite (AF) solidification path. Since the Ni content of the steel is 

-ferrite formed in this case is metastable and besides its volume fraction is 

-phase will transform 

C) in the cooling DSC profile 

(figure 4.8(c)). It is informative to note here that the rate of cooling from liquid has 

significant influence on the solidification mode [211]. In this regard the solidification of 

IFAC-1 has been investigated using DSC for varying cooling rates up to 99 K min-1. It has 

been observed that for cooling rates exceeding 5 K min-1 the DSC thermogram shows a single 



melting quickly proceeds to completion at 1701 K. During the course of cooling cycle, two 

sharp thermal arrests are clearly evident (figure 4.8(a)). Following the results of Scheil 

solidification simulation using Thermocalc®, the first cooling thermal arrest, with the onset 

temperature of 1684±5 K represents th

Fig. 4.8. (a) The on-heating and cooling DSC profile of IFAC-1 taken at 3 K min-1 (b). The 
expanded view of DSC on-heating thermogram around the melting region (c) The expanded view 
of cooling cycle DSC profile in the solidification region 



transformation of the liquid to solid occurs at 1490 K, which is lower than the equilibrium 

solidus temperature of 1657 K. 

 As mentioned before, the Thermocalc® equilibrium simulation can only predict the 

possibility of formation of different phases and their temperature domain of stability as a 

function of composition. However, under practical situations, the transformation 

temperatures, phase compositions, and even the sequence of phase changes solely depends on 

local kinetic factors prevailing at the transformation front. This in turn depends on 

composition [40-41, 205].

4.2.3. DSC investigation of phase stability and solidification behavior in IFAC-1 SS 

 The IFAC-1 sample was subjected to a slow DSC scan with a heating/cooling rate of 

3 K min-1. The experiment was conducted starting from room temperature up to 1773 K, 

which is above the melting regime. The sample was isothermally held for 5 minutes at 1773 

K. Figure 4.8a shows the on heating and cooling DSC thermogram obtained on IFAC-1 at 3 

K min-1. The on heating DSC trace shows an endothermic reaction centered at 1323 K which 

-austenite followed by the gradual 

dissolution of secondary TiC or Ti(C,N) precipitates with more diffused interface. This 

dissolution occurs by the way of sluggish diffusion in the fcc matrix at relatively lower 

temperatures Following the homogenization reaction, a clear evidence of an endothermic 

 L) is observed in the temperature domain, 

1657 1701 K. However, it is interesting to note that, the melting thermal arrest is actually 

associated with a secondary event occurring at 1687 K (1414 oC). This is reflected as a minor 

shoulder in the expanded view of melting region shown in figure 4.8 (b). In accordance with 

the equilibrium Thermocalc® simulation, the secondary peak actually corresponds to the 

dis



temperature induced phase transformation sequence in an alloy system under full 

thermodynamic equilibrium, where non-equilibrium segregation is not taken into account. 

One simple way to account for the non-equilibrium solidification profile is to follow the 

Scheil Gulliver scheme, which assumes only local equilibrium at the advancing solidification 

front [33, 34]. The Scheil Gulliver solidification can also be simulated with the Scheil 

module using Thermocalc®. Figure 4.7 shows the weight fraction of solid as a function of 

temperature in IFAC-1 using Scheil-Gulliver solidification module. It is observed from 

figure 4.7 that, the liquidus temperature during non-equilibrium cooling is found to be 1697 

K which is reasonably close to the equilibrium value of 1701 K. In this case, the solidification 

starts with the precipitation of primary MX phase. This is followed by the nucleation of -

austenite at 1690 K. The most important fact that emerges from non-equilibrium simulation is 

-

around 1603 K, which is in contradiction with the equilibrium phase formation sequence 

(figure 4.6 a), which suggests a fully austenite mode of solidification. The complete 

Fig. 4.7. Thermocalc®-based Scheil simulation of the solidification process for IFAC-1 SS



the predicted transformation sequence as a function of decreasing temperature is listed in 

table 4.1. -ferrite phase in figure 4.6 (a) stands for the high temperature nonmagnetic 

-phase represents the low temperature magnetic bcc ferrite, which again 

below about 777 K. However under normal 

-ferrite is seldom observed in practical situations 

due to kinetic considerations [205]. It is clear from the figure 4.6 that IFAC-1 SS containing 

about 15.4 wt. % Ni solidifies from the liquid state (L) in a primary  

noteworthy to mention that, if complete thermodynamic equilibrium were to be followed at 

the solid -ferrite phase is not

found during the post solidification cooling. However, this happens only for very slow 

cooling rates under actual experimental conditions. In the case of highly alloyed steels such 

as IFAC-1, the segregation tendencies invariably operate even in the liquid phase for finite 

cooling rates. This will influence the composition of the liquid phase ahead of the solid-liquid 

interface. Therefore, equilibrium Thermocalc® simulation predicts only the possible 

Table 4.1 

The Thermocalc® predicted phase transformation sequence and the transformation 

temperature for IFAC-1 SS

Phase Transformation sequence Temperature 

(K / oC)

1701/1428 

1690/1417 

1657/1384 

860/587 

-Phase 838/565 

- -Phase 777/504 



48, 208]. Figure 4.6(a) shows the calculated Ni isopleths (vertical section as a function of Ni 

composition) for IFAC-1 SS using Thermocalc®. The mole fractions of various phases under 

thermodynamic equilibrium as a function of temperature are shown in figure 4.6(b). Further, 

Fig. 4.6. (a) Thermocalc®-based calculated vertical section for IFAC-1 steel as a function 
of Ni-content. The vertical dotted line corresponds to the Ni content in the steel. (b) The 
mole fraction of different phases as a function of temperature



figure 4.5(c) through (g). Figure 4.5(c) shows the TEM bright field image of the aged 

sample which clearly reveals the presence of another coarse precipitate along the austenite 

grain boundaries, formed during the aging treatment. These are confirmed to be M23C6 type 

carbides by the selected area diffraction (SAD) pattern (figure 4.5(d)). In addition, the 

presence of fine Cu-rich metallic precipitate has been also identified in the aged sample as 

shown in figure 4.5(e). It is noted that the distribution of these spherical nano-sized Cu 

particles are fairly dense and by and large uniformly spread throughout the austenite matrix. 

The average size of Cu-particles is found to be in the range of 7 to 10 nm. It may be added 

that the close matching of lattice parameter -austenite phase gives rise to 

an SAD pattern that is indistinguishable from -austenite matrix. Nevertheless, the EDX 

spectra confirm the definite presence of Cu-rich particles (figure 4.5(f) and (g)). A 

comparison of these two EDX spectra shows clearly that the spherical nano-sized particles 

are Cu-rich precipitates. With the basic knowledge of equilibrium phases present in IFAC-1

and SS 304H Cu, obtained through metallography, the next step is to understand the high 

temperature phase stability and the temperature induced phase transformations in these alloy 

systems. In order to facilitate such an understanding, a differential scanning calorimetry 

investigation was carried out in combination with Thermocalc® simulation of phase 

equilibrium and Scheil Gulliver modelling of solidification [33, 34]. This is described in the 

following sections. 

4.2.2. Thermocalc® simulation of thermal stability & solidification behavior of IFAC-1 SS 

 This section deals with the equilibrium thermodynamic calculation of phase equilibria 

in IFAC-1 SS using Thermocalc®

-ferrite, MX, M23C6 and Z-phase have been considered as active phases for the 

2N are excluded from the calculation as 

these phases are likely to appear only after long aging durations under applied stress [40, 41,



austenite matrix. However, there was no signature of the M23C6 phase in the solution-

annealed sample.  This indicates that the solutionizing temperature and time adopted (1473 K 

(1200 o C) for 3 hours) are reasonably adequate to dissolve most of the M23C6 phase. 

Nevertheless, the MX precipitates have not dissolved fully at this temperature and their 

presence is clearly identified in the bright field TEM image. Further, the solution-annealed 

samples were aged at 923 K (650 o C) for 150 hours, followed by furnace cooling. The aging 

treatment was intended to facilitate the precipitation of Cu- -austenite 

matrix. These aged samples were then characterized by TEM, and the results are portrayed in 

Fig. 4.5. (a) Bright field TEM micrograph of the solution annealed SS 304H Cu showing Nb rich 
MX phase in austenite matrix (b) SAD pattern from MX phase and austenite matrix in the 
solution annealed steel (c) TEM image of the aged steel showing M23C6 precipitation along the 
austenite grain boundary (d) SAD pattern of M23C6 carbide shown in (c) (e) TEM micrograph 
showing the dense Cu rich metallic precipitates in the aged sample (f) EDX spectrum 
corresponding to Cu rich phase (g) EDX spectrum of austenite matrix



distributed all over the matrix. In order to characterize these second-phase precipitates, a 

scanning electron microscopy investigation has been carried out. Figure 4.4 presents the 

secondary electron micrograph with corresponding EDX spectrum for the solution annealed 

SS 304H Cu steel sample. It is interesting to note the presence of two separate second-phase 

precipitates distributed al -austenite matrix. These are shown by arrow marks in 

figure 4.4. The accompanying EDX spectrum suggests that the coarse grain boundary 

precipitates are rich in Cr indicating M23C6 type of carbides, while the intragranular

precipitates are preferentially rich in Nb, which suggests that they belong to MX-type carbo-

nitrides (Nb (C,N)). The average size of the entire precipitate distribution has been measured 

using image analysis and is found to be in the range of 1 to 4 . However, the preferential 

distribution of rather coarse M23C6 precipitates situated along the austenite grain boundaries 

is attributed to their formation by grain boundary nucleation mechanism and subsequent 

coarsening facilitated during slow furnace cooling. It is useful to mention here that besides 

M23C6 and MX type carbide phases, the presence of nano-sized Cu-rich metallic precipitates 

has also been reported in steels containing 3 to 4 wt. % Cu [51]. However, in our present 

microstructural characterization using SEM, the detection of these fine Cu-rich precipitates 

was not possible. Therefore, the transmission electron microscopy (TEM) characterization 

was attempted in aged samples of SS 304 H Cu where the presence of fine Cu-particles is 

-austenite matrix. Figure 4.5(a) and (b) show the TEM results for SS 

304H Cu sample, which was solution-annealed at 1473 K (1200 o C) for 3 hours followed by 

water quenching. The water quenching after the solution treatment was meant to restrict the 

precipitation of the second-phase carbides during cooling. The TEM bright field image for 

the solution-annealed sample is depicted in figure 4.5(a) indicating the presence of second-

phase precipitates. Further, the selected area diffraction (SAD) pattern shown in figure 4.5(b)

taken from these second-phase particles confirmed the MX type of carbides inside the  



Figure 4.3 shows the optical micrograph for SS 304H Cu material that is solution 

annealed at 1473 K for 2 hours. The presence of annealing twins, in addition to well-

developed austenite grain structure is observed in SS 304H Cu. The average grain size is 

estimated to be 46±4 . Figure 4.3 suggests in addition, the presence of small precipitates 

Fig. 4.3. Optical micrograph of SS 304H Cu solution annealed at 1473K for 2h

Fig. 4.4. Secondary electron micrograph and associated EDX spectra of a 
slow-cooled solution-treated SS 304H Cu sample



constant NA stands for the Avogadro number. The estimated molar volume for IFAC-1 and 

SS 304 H Cu are: 7.154 10-6 and 6.972 10-6 m3 respectively. Figure 4.2 depicts the optical  

microstructure for the solution annealed IFAC-1 SS sample containing broad and well 

developed annealing twins. The average grain size is measured to be 52±7 . It is 

instructive to mention that, although the formation of Cr rich M23C6 precipitates is anticipated 

in 300 grade austenitic stainless steels, containing medium to high carbon, the present 

candidate IFAC-1 containing only 0.04 wt.% carbon does not contain appreciable M23C6

precipitates [205]. It has been well documented in literature that in cold worked IFAC-1 SS, 

the presence of Ti promotes the precipitation of fine scale intragranular TiC precipitates 

during service conditions [206-207]. In this regard, several microstructural investigations 

have been carried out on IFAC-1 for the identification of nano-scale TiC precipitates using 

electron microscopy [206]. Hence, this aspect will not be dealt with here any further.  

Fig. 4.2. Optical micrograph of IFAC-1 SS solution annealed at 1323 K



microstructural constituent in both IFAC-1 and SS 304H Cu. The lattice parameters for the -

austenite phase are estimated from experimental XRD patterns. They are: a =0.3622±0.001 

nm for IFAC-1; and a =0.3591± 0.001 nm for SS 304H Cu steel respectively. The molar 

volume (Vm) of the -austenite phase is estimated using the relation, Vm = (a3/4)  NA. The 

Fig. 4.1. Room temperature X-ray diffraction pattern of (a) IFAC-1 SS and (b) SS 304H Cu 
showing the diffraction peaks for different phases 



void swelling resistance [10, 204]. Therefore the thermal and mechanical properties in these 

multi component alloys depend on the amount, nature of distribution and stability of these 

secondary phases. In the light of such situation, the present chapter describes the results of 

dynamic calorimetry investigation on thermal stability of IFAC-I and SS 304H Cu steels. The 

experimental results are compared and validated with Thermocalc® based simulations of 

thermodynamic phase equilibrium in these alloys. In addition, the melting and solidification 

behavior has also been studied by in-situ calorimetry under varying heating and cooling rates. 

This has been done to identify the possible solidification mode and the results are explained 

based on simple Scheil Gulliver non-equilibrium solidification modeling. Further, the 

transformations associated with the precipitation and dissolution of secondary phases have 

also been discussed. The M23C6 type carbide dissolution has been analyzed using KJMA 

formalism and relevant kinetic parameters have been estimated. A detailed account of various 

experimental techniques including sample preparation procedures for calorimetry, X-ray 

diffraction and metallography investigations has already been presented in chapter 3. The 

results are presented in the following section. 

4.2. Results 

4.2.1. Structural and microstructural characterization of initial alloys 

 The room temperature X-ray diffraction (XRD) profiles of homogenized IFAC-1 SS 

and SS 304H Cu is shown in figure 4.1(a) and. figure 4.1(b) respectively. As can be seen in 

figure 4.1a, the diffraction peaks for IFAC-1 confirm the presence of only fcc -austenite 

phase -austenite, 

cubic M23C6 and MX type carbo-nitrides. At this point, the possibility of any other phase 

present in these alloys cannot be completely ignored based on XRD alone, since phases if 

present in smaller volume fractions cannot be detected using routine X-ray diffraction 

analysis. The relatively higher intensity of the -austenite phase indicates that it is the major 



Chapter 4 

Investigation of Phase Stability in IFAC-1 and 

SS 304H Cu Stainless Steels 

4.1. Introduction 

 It is well-known that the selection of materials and the associated manufacturing 

technology depends to a large extent on the availability of reliable and critically assessed 

thermal, physical and mechanical property data [201]. This requirement is of paramount 

importance in the case of advanced materials used for high temperature, high pressure and 

high neutron flux applications in modern fossil fuel and nuclear power sectors [8-10, 14-19,

95]. Appropriate combination of strength coupled to good ductility, oxidation resistance and 

fabrication capability in terms of standard and advanced manufacturing processes are the 

desired attributes of advanced engineering materials. The realization of such a desirable 

combination of properties in any material depends on the ease with which the fundamental 

structure and microstructure can be tailored by suitable alloying additions and 

thermomechanical heat treatments [202]. Stated in an alternate fashion, the basic structure 

and microstructure stability of a material in response to an external stimulus decides the 

suitability of that material as a potential candidate for the concerned application. Since IFAC-

1 and SS 304H Cu have been developed on specific mission mode for tailor made 

applications, it is necessary to generate a comprehensive knowledgebase on basic physical 

metallurgy aspects that are concerned with high temperature phase stability. It may be 

mentioned that SS 304H Cu steel is precipitation strengthened by the addition of small 

amounts of Cu and Nb, which are dispersed in the -austenite matrix [51, 160, 203]. On the 

other hand, the presence of 2.5 wt. % Ti in IFAC-1 austenitic stainless steel, serves to bind 

carbon by forming again nano-sized TiC particles which are essential for providing enhanced 
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5.6. Conclusion 

I. The high temperature thermophysical properties have been measured for 

indigenously developed IFAC-1 SS and SS 304H Cu. A comprehensive database has 

been established for these two materials. Tabulation of values for select temperatures 

and analytical fit expressions in the temperature range, 298-1273 K are provided 

II. The measured thermophysical properties are compared with available experimental 

data on similar 300-grade austenitic stainless steels. It is found that data generated in 

this study compare well; and are certainly in expected order for typical 300-grade 

austenitic stainless steels 

III. The Debye-Grüneisen quasi-harmonic modelling of heat capacity and thermal 

expansion have been carried out in the temperature range, 0-1273 K. The model with 

suitably evaluated model parameters successfully reproduced the observed trend in 

thermal property data. 

IV. The thermophysical properties of IFAC-1 is found to vary smoothly with 

temperature, as the steel is a single phase alloy with no transformations involved in 

the investigated temperature domain. The thermophysical and elastic properties of SS 

304H Cu is found to change significantly due to the Cu precipitation. 



5.5. Discussion 

 Austenitic stainless steels as a class of engineering materials have diverse 

applications. In general, they are known for good high temperature creep and oxidation 

resistance, and further are known to be amenable to property tailoring by careful 

compositional control [20, 41]. In literature, the high temperature thermo-physical properties 

of a wide variety of austenitic stainless steels have been discussed and reliable 

recommendations have also been made for various thermo-physical properties [54-56]. The 

present alloys are developed indigenously and as of now there is no existing database on 

thermophysical properties of these alloys. In this regard a comprehensive database on high 

temperature thermophysical properties has been established for these alloys through this 

study. The experimental measurement results show that the heat capacity, the coefficient of 

linear thermal expansion and thermal conductivity of IFAC-1 SS are similar to the values 

obtained for other 300 grade austenitic stainless steels. However in case of SS 304H Cu, the 

heat capacity is slightly lower and the linear thermal expansion is found to be higher above 

850 K, as compared to the reported values on 300 grade austenitic stainless steels. Similarly 

the thermal conductivity for SS 304H Cu is also found to be significantly lower above 850 K. 

The abnormality observed above 850 K in this alloy is due to the dissolution of second phase 

Cu rich precipitates. IFAC-1 on the other hand does not undergo any phase transformations in 

the experimental temperature domain and hence the thermophysical properties indicate a 

smooth variation with temperature. 

 The present investigation of elastic properties indicates that both alloys have excellent 

room temperature strength. With increase in temperature, the modulus softens gradually, 

which turns out to be nearly 50% of the room temperature value at 1273 K in both alloys. 

Again, in case of SS 304 H Cu, the Cu precipitation contributes significantly to the high 

temperature elastic modulus. 



Fig. 5.17. The Debye- Grüneisen model CP values obtained for SS 304H Cu are co-plotted 
with the experimental low temperature data for SS 316 by Corson et al. The measured and 
model estimated volume thermal expansivity is shown as an inset to the figure  

Fig. 5.16. The Debye-Grüneisen model CP values obtained for IFAC-1 SS are co-plotted with 
the experimental low temperature data for SS 316 by Corson et al. The measured and model 
estimated volume thermal expansivity is also shown as an inset to the figure  



 Once the total isochoric specific heat (Cv) and the coefficient of thermal expansion 

v) and the isobaric specific heat (Cp) can be 

evaluated from the following equation 

V
T

T
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       (5.22) 

Figure 5.16 illustrates the individual Cv contributions calculated using Debye-Grüneisen 

model along with the measured experimental data for IFAC-1 SS. The measured low 

temperature Cp data for SS 316 [232] has also been co plotted for comparison. The measured 

and estimated values of volume thermal expansivity are shown as an inset to the same figure 

in the temperature range 0 K to 1273 K. The measured and model estimated heat capacity for 

SS 304H Cu is shown in figure 5.17 where the volume thermal expansivity is again shown as 

an inset. The model values agree well with the low temperature Cp data of SS 316 for both 

the steels. However, at high temperature the model predicts slightly lower Cp and this is 

attributed to the neglect of higher order anharmonicity. However, it is interesting to point out 

that the deviation of the measured values from the model prediction is relatively higher in 

case of SS 304H Cu compared to IFAC-1 SS. This deviation is ascribed to the minor 

contribution arising from the dissolution of second phase particles in case of SS 304H Cu 

which has not been incorporated in the model. Notwithstanding such limitations, the Debye-

Grüneisen scheme presents a reasonable approximation of high temperature thermal property 

data in a consistent fashion. The model based Cp and V values for IFAC-1 SS at T=298 K 

are 484 J Kg-1 K-1 and 4.93x10-5 K-1 respectively. The corresponding values for SS 304H Cu 

at 298 K are 447 J Kg-1 K-1 and 4.99 10-5 K-1. 

T 1 C VV GPC



In the above equations T is the absolute temperature in Kelvin, p is a constant representing 

the number of atoms per formula unit of the solid, R is the gas constant and  is the 

characteristic temperature. In the case of steel, which contain small amount of dissolved 

interstitial carbon atoms (0.042 mass %), the value of p exceeds unity by a small amount 

[236]. In the present estimation, the p value has been chosen to be 1.05 [59]. It must be 

mentioned here that in evaluating Cv, the characteristic temperature  is considered as a 

function of temperature through the following relation. 
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T         (5.20) 

Where o stands for the 0 K value and G represents the vibrational Grüneisen parameter. The 

idea of using a temperature dependent is to incorporate the role of lattice anharmonicity in 

its quasiharmonic approximation [60, 62]. The parameters used in the above equations for the 

estimation of heat capacity and thermal expansion are listed in table 5.7. 

Table 5.7 

List of input parameters used in Debye Grüneisen model of thermal properties 

Input parameters IFAC-1 SS 304H Cu 

Molecular weight (gram mol-1) 56.89 55.96

Zero Kelvin Debye temperature 454 470

Zero Kelvin Grüneisen parameter 1.69 1.63

) 484.4 498.4

e -the electronic specific heat coefficient 
0.464 0.464

Specific volume (m3kg-1) 1.244E-4 1.247E-4 

Zero Kelvin adiabatic bulk modulus (GPa) 162 165

Molar volume (m3) 7.154 10-6 6.972 10-6



5.4.3. Estimation of heat capacity and thermal expansivity 

 The total isochoric specific heat (CV) which is taken as the sum of the electronic (CV
e)

and lattice (CV
l) contributions is expressed by: 

e
V

l
VV CCC          (5.17) 

The electronic contribution is a linear function of temperature and is given by relation CV
e =

e T, where e is the electronic coefficient of specific heat, estimated usually from (very) low 

temperature Cp data [232, 234]. Since, at present, no data is available for the low temperature 

specific heat of the present steels, the e value of 0.464 J Kg-1 K-2 for SS316 is assumed 

[232]. The lattice contribution to heat capacity is estimated from the internal energy (UT)

which is generally obtained using Debye approximation. However, Debye model does not 

offer the facility of a single analytical expression for evaluating UT in the entire temperature 

range (0 298.15 K). Therefore the better choice is to use Nernst

approximation (interpolation function) for representing the temperature variation of UT in this 

range [59, 235]. This interpolation formula approximates well the Debye model of 

representing the internal energy as a continuous, analytic and differentiable expression of

temperature [235]. The Nernst Lindemann formulation has been successfully used in 

modelling the temperature and pressure dependence of thermal and elastic quantities of many 

minerals and ionic solids [235]. Without going further into details, the governing expression 

for UT is given as [59, 235].
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Now Eq. (5.15) can be written as: 

T

0
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VV oT        (5.16) 

Where UT is the internal energy of the system and K0, o are the 0 K bulk modulus and 

Grüneisen parameter respectively. It is important to note from Eq

o /Ko) can be estimated from the slope of the plot VT vs H.  

g is basically a weakly 

temperature dependent parameter for many condensed phases and that in practical 

g can be considered as a constant above the Debye characteristic temperature 

D) [60 g in the present study is allowed to vary with volume, which for 

complicated solids like stainless steels is rather difficult to estimate reliably. Nevertheless, the 

reasonable temperature independence of a composite quantity such as ( G /Ks) can be taken to 

compensate this gap partially as this approximation offers a simple and useful means of 

incorporating the volume (temperature) dependence of vibrational anharmonicity into 

practical calculations [233]. The implicit temperature dependence of specific volume and 

enthalpy measured in the present study is shown in figure 5.15. From figure 5.15, the slope 

o/Bo) is estimated as: 1.31 x 10-11 m3 J-1 and 1.43 x 10-11 m3 J-1 for IFAC-1 SS 

o/Bo are used to incorporate the vibrational 

anharmonicity for the estimation of thermal expansion and the heat capacity for the present 

alloys. 



Cu. The G values obtained in the present study are also found to be similar to the reported 

values for a 15Cr-15 Ni austenitic stainless steel [58].

5.4.2. Correlation of molar volume and enthalpy

 The effect of change in volume of a solid on the vibrational properties is generally 

g). As a consequence, the effect of 

temperature on the lattice dynamics can be described by the parameter g which characterizes 

the vibrational anharmonicity in the solid [60-62]. From the definition, Grüneisen parameter 

g) is generally expressed by the Eq. (5.13). Regrouping the terms in Eq. (5.13) one can 

obtain: 

T

VG

p
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C

T

V
V        (5.14) 

By integrating the Eq. (5.14) at constant pressure, one can obtain:  

Fig. 5.15. Linear correlation between enthalpy increment and specific volume for 
IFAC-1 SS and SS 304H Cu 



In the above relation, h KB is the Boltzmann constant; NA is the 

Avogadro number; Vm is the molar volume; and Cm is the averaged sound velocity, which 

assuming polycrystalline elastic isotropy, is given by the relation [62, 63].

333

213

tlm CCC
        (5.10) 

Here, Cl and Ct stand for acoustic velocities of longitudinal and transverse components 

respectively. These can be estimated from the values of polycrystalline elastic constants in 

the following manner [62, 63].
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The room temperature values of molar volume (Vm
298), density ( 298), elastic moduli (E, G, 

K) observed for the present steels are listed down in table 5.7. Using these measured values 

of parameters, the following estimates of D = 454 K for IFAC-1and 470 K for SS 304H Cu 

is obtained for T=298 K, which is reasonably close to the reported value of D=463 K for 300 

grade austenitic stainless steels [232]. The Grüneisen parameter, G can be obtained using 

experimental data on volume thermal expansion coefficient v, heat capacity Cp, specific 

volume VT, and adiabatic bulk modulus, Ks. [62] 

VP
G CC

VTTVsT K VK V
        (5.13) 

Here KT and Cv stand for the isothermal bulk modulus and the isochoric heat capacity 

v ,Cp , VT and Ks from the present study, the 

estimated room temperature G values are found to be 1.89 for IFAC-1 and 1.63 for SS 304H 



5.4. Integrated modelling of thermophysical properties by Debye-Grüneisen 

 formalism 

 Although austenitic stainless steels are mostly used for high temperature applications, 

they are also known for their suitability in cryogenic applications [228]. For both IFAC-1 SS 

and SS 304H Cu, there exist no low temperature thermophysical property data in open 

literature. Therefore to arrive at a comprehensive description of thermal properties right from 

zero Kelvin to high temperature, a suitable robust modelling approach, with minimal input 

data has been adopted. In this context, it must be mentioned that stainless steels are complex 

systems to model on rigorous first-principles basis, although some attempts have been made 

in the recent past in this direction [229]. The simultaneous presence of substitutional and 

interstitial disorder in addition to precipitated carbide or other intermetallic phases, make the 

ab initio theoretical study of phase stability and thermophysical properties of steels a difficult 

task. Nevertheless, it is possible to carry out an integrated modelling cum assessment of 

thermal properties of complex alloys on a phenomenological basis, such as Debye Grüneisen 

quasiharmonic formalism, which does not invoke the microscopic description of bonding 

forces and their susceptibility to the influence of external variables like temperature, pressure 

and alloying additions [60-62]. In the present study an integrated phenomenological Debye-

Grüneisen approach has been adopted to model temperature dependent heat capacity and 

thermal expansivity [59, 230-231].  

5.4.1. Estimation of elastic Debye temperature and Grüneisen parameter 

 It is well known that knowledge of elastic quantities readily enables an approximate 

determination of the Debye temperature, D through the following relation [62].
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 It must be mentioned here that, there exists very few literature data for the high 

temperature elastic property of the austenitic stainless steels from room temperature up to 

1273 K. The room temperature values of E and G for 304 SS reported by H. Ledbetter 

(E=200 GPa, G=80 GPa) match reasonably well with the measured values in the present 

study [65]. The E and G values of SS 304 and SS 316 reported by British stainless steel 

association [227] are plotted in figure 5.14 along with the measured values of E and G for 

IFAC-1 and SS 304H Cu. It can be observed from figure 5.14 that the temperature variation 

of elastic moduli for the steels in the present study follow similar trend to that of SS 304 and 

SS 316. Nevertheless the softening of these advanced austenitic stainless steels (IFAC-1 and 

SS 304H Cu) is relatively less than that of SS 304 and SS 316 at high temperatures. 

Table 5.6 

Fit parameters obtained from nonlinear least square fitting of the temperature variation of 

elastic modulus data to Eq. (5.8). 

Fit 

Parameters 

IFAC-1 SS 304 H Cu 

E 
/GPa 

G 
/GPa 

K 
/GPa 

E 
/GPa 

G 
/GPa 

K 
/GPa 

A 

(GPa) 

224.88 

±1.6 

95

±0

178

±1.7 

254.94 

±1

102.73 

±0.59 

165.52 

±1.97 

B 

(GPa K-1) 

-0.091 

±0

-0.072 

±0.001 

-0.07 

±0.003 

-0.194 

±0.004 

-0.082 

±0.002 

-0.112 

±0.009 

C 

(GPa K-2) 

1.8 x10-5 

±0.01x10-5

5.7 x10-5 

±0.3x10-5

9.2 x10-6 

±6.2x10-6

1.5 x10-4 

±0.1x10-4

5.8 x10-5 

±0.4x10-5

1.8 x10-4 

±0.12x10-4

D 

(GPa K-3) 

5.54 x10-9 

±0.03x10-9

-2.35 x10-8 

±0.2x10-8

1.76 x10-9 

±0.4x10-9

-6.5 x10-8 

±0.3x10-8

-2.3 x10-8

±0.2x10-8

-1 x10-7 

±0.01x10-7

R2 (fit)  0.99 0.99 0.95 0.99 0.99 0.98 



 In order to describe analytically the temperature dependence of E, G and K in the 

following equation. 

32 T TB/ DCTAGPaG, KE,      (5.8) 

The fit parameters A, B, C, D obtained for E, G, and K are listed in table 5.6 for both IFAC-1 

and SS 304H Cu. As stated earlier, the variation of  with temperature is dependent on 

relative changes in both E and G. Therefore the relative softening in E and G for an alloy can 

 parameter is evaluated using 

 /dT= -1.33x10-6 K-1 for IFAC-1 SS and 

6.77x10-5 for SS 304H Cu. This abnormality in the temperature dependence of  requires 

further investigation. 

Fig. 5.14. r modulus for IFAC-1 and SS 304H Cu 
obtained in the present study are compared with literature data on other related 
austenitic stainless steel 



Fig. 5.12. E), Shear Modulus (G), 
Bulk Modulus (K) ) for IFAC-1 SS

Fig. 5.13. E), Shear Modulus (G), 
Bulk Modulus (K) ) for SS 304H Cu 



the Poisson ratio ( ) are evaluated using standard relations expressed in Eq. (3.20) and Eq.

(3.21) (chapter 3). 

Figure 5.10 and figure 5.11 depict the temperature variation of measured resonant 

frequency in both flexure and torsion mode for IFAC-1 and SS 304H Cu respectively. It is 

evident that the variations of resonant frequency in both flexure and torsion modes exhibit 

qualitatively similar temperature dependence for both heating and cooling cycles in the two 

steels studied here. The temperature variation of resonant frequency for flexure and torsion 

modes in IFAC-1 does not show any abnormal change in the temperature range of 298-1273  

K. This is expected as the alloy does not undergo any phase transformation in this 

temperature domain and the elastic softening of the material with increase in temperature is 

due to thermal expansion effects associated with austenite phase. However, in the case of SS 

304H Cu, the resonant frequency for both modes shows a minor inflection at 746 K in 

cooling cycle, although no abnormality was observed in the heating cycle. The values of 

elastic (E), shear (G), bulk moduli (K) and Poisson ratio ( ) values for IFAC-1 estimated 

from flexural and torsional frequencies, using Eq. (5.9)-(5.15) are shown in figure 5.12. The 

corresponding values for SS 304H Cu are shown in figure 5.13.

 It emerges from figure 5.12 and figure 5.13, that elastic moduli E, G and K exhibit a 

decrease with increasing temperature. It is interesting to note that in case of SS 304H Cu 

clear inflections are observed at 746 K, in E, G and K moduli (figure 5.14). Recalling the 

results obtained using dynamic calorimetry (chapter 4), it is clear that precipitation of Cu rich 

particles occurs in this alloy in the temperature interval 962-750 K (689-477 0C). The small 

step in E, G, K and  in the same temperature range, in which Cu precipitation is found upon 

continued cooling also supports this observation. 



(Eq. (3.15) and Eq. (3.16), chapter 3) [194-196]. In a similar manner, the shear modulus G is 

estimated from the fundamental torsional frequency ftor using the Eq. (3.17) to Eq. (3.19) 

(chapter 3). [194-196]. Once the values of E and G are evaluated the bulk modulus (K) and 

Fig. 5.10. Variation of flexural and torsion mode frequency with 
temperature for IFAC-1 SS 

Fig. 5.11. Variation of flexural and torsion mode frequency with 
temperature for SS 304H Cu 



treatments [39, 68]. Further, the composition and distribution of secondary phases also 

depend strongly on the thermo-mechanical treatments [226].  

Therefore the temperature and thermal history play a vital role in thermal conductivity in 

steels. As observed from the DSC results in Chapter 4, IFAC-1 does not undergo any thermal 

event in the 298-1273 K temperature domain. Therefore there is no significant contribution 

-austenite. Therefore the thermal conductivity is by and 

large a monotonically increasing function of temperature. However, in case of SS 304H Cu, 

the addition of Cu (2.95 wt.%) and Nb (0.58 wt.%) results in second phase precipitates, such 

as MX, M23C6 -austenite matrix acts as 

disturbances in lattice periodicity and influence the total thermal conductivity in a manner 

that varies depending on the volume fraction and morphology of phases, while it is difficult 

to quantify their effects. The estimated values of thermal conductivity for SS 304H Cu are 

similar to values reported by Kim for SS 316L and SS 304 L up to 873 K (see, figure 5.9)

[55]. The measured values of thermal diffusivity and the thermal conductivity are presented 

in table 5.5.

5.3.4. Measurement of dynamic elastic moduli 

 The resonant vibrational frequencies corresponding to flexure and torsion modes have 

been measured using IET and RFDA software for both IFAC-1 and SS 304H Cu. The 

measurement was carried out during both heating and cooling cycles. Heating is done at the 

rate of 7 K per minute, while natural furnace cooling (forced cooling would rupture the 

ceramic support) is adopted for all experiments. The experimental frequency spectrum 

measured is Fourier transformed and compared against a simulated one, using the proprietary 

RFDA software from which the frequencies corresponding to flexure mode (fflx) and torsion 

mode (ftor) is determined [193 , E (T) at the measurement temperature 

T, is estimated from fflx by the analytical relation that is valid for a rectangular bar specimen 



although the thermal conductivity of IFAC-1 reveals reasonable agreement with values 

reported for 300 grade austenitic steels in the current experimental temperature domain, the  

values for SS 304H Cu show a substantial drop in the conductivity for temperatures above 

873 K. It is a well-known fact that in metallic systems the thermal conductivity is determined 

from both electron and phonon contributions. Therefore the thermal conductivity in such 

systems is dependent on electron-phonon interactions. In case of alloys, the lattice distortions 

created by alloying elements and precipitate phases also act as scattering centers for electrons 

and phonons and hence play a major role in deciding the transport properties. In steels, 

different microstructures can be attained for the same composition by adopting different heat 

Table 5.5 

Measured thermal diffusivity and estimated thermal conductivity data for IFAC-1 and SS 

304H Cu are tabulated for different temperatures

IFAC-1 SS 304H Cu 

Temperature 
(K) 

Thermal 
diffusivity 
(10-6 m2 s-1) 

Thermal 
conductivity 
(W  m-1 K-1) 

Temperature 
(K) 

Thermal 
diffusivity 
(10-6 m2 s-1) 

Thermal 
conductivity 
(W  m-1 K-1) 

293 3.23 13.55 293 3.45 13.78 
323 3.34 13.98 323 3.55 14.33 
368 3.47 15.02 373 3.71 15.18 
423 3.56 16.13 423 3.83 15.92 
473 3.65 17.02 473 3.98 16.74 
523 3.72 17.58 523 4.12 17.53 
573 3.81 18.44 573 4.22 18.20 
623 3.89 19.42 623 4.37 19.05 
673 3.95 20.07 673 4.47 19.72 
723 4.01 20.91 723 4.57 20.36 
773 4.08 21.79 773 4.66 21.01 
823 4.14 22.60 823 4.73 21.57 
873 4.19 22.92 873 4.80 22.10 
923 4.25 23.90 923 4.85 22.57 
973 4.31 24.85 973 4.89 22.96 

1023 4.34 25.16 1023 4.87 23.12 
1073 4.41 26.37 1073 5.03 24.10 
1123 4.46 26.69 1123 5.11 24.72 
1173 4.51 27.91 1173 5.39 26.33 
1223 4.58 28.61 1223 5.57 27.47 
1273 4.66 29.34 1273 5.66 28.19 



  

Fig. 5.9 Thermal conductivity for IFAC-1 and SS 304H Cu obtained in the present study 

are compared with literature data on other related austenitic stainless steels 

Fig. 5.8. Temperature variation of measured thermal diffusivity for IFAC-1 and SS 304 H Cu 



5.3.3. Thermal diffusivity 

 The measured values of thermal diffusivity ( ) as a function of temperature for both 

IFAC-1 SS and SS 304 H Cu are graphically displayed in figure 5.8. The standard deviation 

of five compatible measurements at each temperature is depicted as the error bar in the same 

figure. It is evident from figure 5.8 that thermal diffusivity increases nonlinearly with 

temperature for both the steels in the measured temperature regime. However in case of SS 

304H Cu, a clear inflection is noticed in the 873-1123 K temperature region. Above 1123 K, 

 again increases almost linearly up to 1273 K. In order to ensure this significant deviation in 

the measured diffusivity values in case of SS 304H Cu, the measurement was repeated for 

three different specimens. Similar variation of diffusivity is observed for repeated 

experiments. 

 The abnormality in the thermal diffusivity variation for SS 304H Cu in the 

temperature range of 873-1123 K, is clearly a manifestation due to dissolution of Cu-

precipitates, as witnessed in the case of temperature dependence of enthalpy and dilatational 

strain. The measured diffusivity data, together with density and specific heat have been used 

to evaluate the bulk thermal conductivity (k) for both IFAC-1 SS and SS 304H Cu using Eq. 

(5.7), Where K is the thermal conductivity,  is the thermal diffusivity  is the density and Cp

is the isobaric heat capacity. 

pCK          (5.7) 

The temperature variation of density and specific heat estimated in the previous section is 

used for the evaluation of thermal conductivity using Eq. (5.7). The estimated temperature 

variations of thermal conductivity for IFAC-1 and SS 304H Cu are portrayed in figure 5.9

along with literature data on 300 grade austenitic stainless steels [55, 56]. It is clear that  



Table 5.4 

Values of enthalpy increment, specific heat, linear thermal expansion coefficient and 

density for SS 304H Cu are tabulated as a function of temperature.

Temperature 
(K) 

HT-H298

(exp) 
(J g-1) 

HT-H298

(fit) 
(J g-1) 

Percentage 
deviation 

=100 { H(exp)-
H(fit)}/ H (exp) 

(%) 

CP

(J kg-1 K-1) 
l 

10
-5

 K-1 (Kg m-3) 

466 91.7 95.5 -7.4 532.53 1.69 7965 
495 105.1 108.8 -4.5 536.49 1.71 7954 
516 116.6 122.0 -7.0 539.46 1.73 7943 
539 126.0 135.3 0.5 542.59 1.74 7932 
564 142.2 148.6 -4.3 545.86 1.76 7921 
589 151.7 162.3 -6.2 549.19 1.78 7909 
613 176.3 175.5 -7.1 552.36 1.79 7898 
639 182.1 189.9 -4.0 555.77 1.81 7886 
662 191.5 203.3 -1.9 558.80 1.83 7874 
686 203.0 217.5 -2.5 561.91 1.84 7862 
710 222.3 231.1 -3.6 565.01 1.86 7850 
736 241.3 245.8 -1.6 568.39 1.88 7837 
762 252.8 259.2 0.1 571.76 1.89 7825 
787 264.3 273.8 -0.7 574.94 1.91 7812 
811 283.2 287.8 -2.8 578.06 1.93 7799 
836 302.8 302.5 -3.7 581.24 1.94 7786 
860 314.4 316.6 -4.9 584.29 1.96 7773 
886 322.5 331.4 -4.7 587.59 1.98 7759 
910 333.4 345.7 -2.3 590.66 1.99 7746 
936 343.7 360.6 -6.0 593.86 2.01 7732 
960 357.9 374.9 -3.8 596.90 2.03 7719 
985 381.4 390.0 -3.0 600.09 2.04 7704 
996 374.5 396.8 -2.5 601.53 2.05 7698 
1008 390.3 405.0 -0.7 603.23 2.06 7690 
1018 397.6 409.7 0.4 604.23 2.06 7686 
1034 409.5 419.8 -2.7 606.33 2.08 7676 
1046 423.9 426.7 3.4 607.76 2.08 7669 
1059 436.8 435.0 1.5 609.48 2.09 7662 
1070 429.8 441.4 2.2 610.81 2.10 7655 
1083 465.6 450.0 1.2 612.42 2.11 7647 
1094 463.6 456.5 0.5 613.91 2.11 7641 
1108 475.7 465.2 1.1 615.69 2.12 7633 
1123 479.8 474.1 1.2 617.52 2.13 7626 
1134 483.6 481.0 -0.0 618.92 2.14 7618 
1159 502.0 496.3 -7.4 622.01 2.16 7602 
1182 517.4 511.1 -4.5 625.00 2.17 7588 
1205 526.9 527.1 -7.0 628.22 2.19 7573 



Table 5.3 

Values of enthalpy increment, specific heat, linear thermal expansion coefficient and 

density for IFAC-1 are tabulated as a function of temperature 

T 

(K) 

HT-H298.15

exp
(J g-1) 

HT  H298.15

(Fit) 
J g-1

Percentage 
deviation 

=100 { H(
exp)-

H(fit)}/ H
(exp) 
(%) 

Cp

(Fit)
(J Kg-1 K-1) 

l

(Fit) 
10-5 K-1 (Kg m-3) 

464 75.32 84.22 -11 526.8 1.69 7966 
489 90.44 97.45 -7.8 531.6 1.70 7955 
516 105.0 111.9 -6.7 536.6 1.71 7944 
539 117.3 124.3 -5.7 540.8 1.72 7934 
563 128.9 137.3 -6.5 545.0 1.73 7924 
588 138.6 151.0 -9.0 549.2 1.74 7913 
613 150.5 164.8 -9.4 553.4 1.75 7902 
638 162.6 178.6 -9.7 557.5 1.76 7891 
663 180.4 192.6 -6.6 561.5 1.77 7880 
687 197.5 206.2 -4.4 565.4 1.78 7869 
712 215.2 220.3 -2.4 569.3 1.79 7858 
737 227.4 234.6 -3.0 573.2 1.80 7846 
761 236.1 248.4 -5.3 576.9 1.81 7835 
786 250.4 262.9 -4.9 580.7 1.82 7824 
811 262.4 277.5 -5.6 584.5 1.83 7812 
836 276.2 292.1 -5.6 588.3 1.84 7801 
860 290.7 306.3 -5.3 591.9 1.85 7789 
885 310.7 321.1 -3.3 595.6 1.86 7777 
910 325.2 336.1 -3.2 599.3 1.87 7766 
934 347.8 350.5 -0.77 602.8 1.88 7754 
959 371.8 365.6 1.7 606.5 1.89 7742 
984 384.5 380.8 1.0 610.2 1.90 7730 
1009 400.1 396.1 1.1 613.8 1.91 7718 
1036 426.6 412.7 3.3 617.8 1.92 7704 
1059 445.1 427.0 4.1 621.1 1.93 7693 
1082 455.3 441.3 3.1 624.5 1.94 7682 
1106 468.8 456.3 2.8 627.9 1.95 7670 
1133 486.6 473.3 2.8 631.8 1.96 7656 
1158 499.9 489.2 2.3 635.4 1.97 7643 
1182 512.6 504.5 1.6 638.9 1.98 7631 
1207 525.7 520.5 1.0 642.5 1.99 7618 
1232 550.7 536.6 2.6 646.1 2.00 7605 
1264 568.4 557.3 2.0 650.7 2.01 7589 



steels has been calculated from the measured values of room temperature density using the 

exp  /VNA), where V and NA represent 

number respectively and n stands for the effective number of atoms in the unit cell. In the 

present study n = 4:2 is assumed in accordance with the requirement that there is a nominal 

agreement between the measured and approximately estimated density from the chemical 

composition [59]. Estimated density data for IFAC-1 and SS 304H Cu are graphically 

portrayed in figure 5.7 along with literature data on 300 grade austenitic stainless steels [55,

56]. The measured enthalpy increment, heat capacity, average thermal expansion and density 

values for IFAC-1 SS and SS 304H Cu are presented in table 5.3 and table 5.4 respectively. 

These are obtained using the fit expressions obtained in this study. 

  

Fig. 5.7. Density versus temperature data on IFAC-1 SS and SS304 H Cu compared 
with literature values on related austenitic stainless steels 



reported by Kim [55] for SS 304 L are found to be lower than the present value for the entire 

temperature regime. 

 The thermal expansion data obtained in this study have also been used to obtain bulk 

density as a function of temperature. The temperature variation of density is given as:  

29831 V

M
)(

o T
T

l

      (5.6) 

Where M is the molecular weight, Vo is the molar volume at 298 K and l is the linear 

coefficient of thermal expansion. While evaluating the temperature dependence of density, 

the value of M and Vo for IFAC-1 are taken to be: 56.01 10-3 kg and 6.923 10-6 m3 mol-1

respectively [59]. The corresponding values for SS 304H Cu were estimated to be 55.97x10-3

kg and 6.973 10-6 m3 mol-1 respectively [59]. The average molecular weight (M) for the 

Fig. 5.6. Comparison of measured linear thermal expansion coefficients of IFAC-1 and 
SS 304H Cu austenitic stainless steel with literature data on 300 grade austenitic
stainless steels



It is evident from table 5.2 that the coefficient for cubic and quartic terms in Eq.(5.3) are 

indeed small and hence for all practical calculations the 3rd order temperature dependence of 

thermal expansion for both the steels can be ignored. Using the fit expression given in Eq.

(5.3), the linear thermal expansivity values have been estimated in the temperature range 373 

to 1273 K. The average ( avg) and instantaneous ( inst) linear thermal expansion coefficients 

are given by Eq. (5.4) and (5.5). 

dT

dl

l
T

avg

298

1
        (5.4) 

dT

dl

l
T

T

inst

1
        (5.5) 

Here, l298 and lT represent the length of the sample at T=298 K and at any temperature T 

respectively. The measured values of l298 for IFAC-1 and SS 304H Cu are 1750 and 1616.2  

avg for IFAC-1 and SS 304H Cu are plotted as a function of 

temperature in figure 5.6 along with available literature data on AISI 304, 304L, 316 and 

316L grade austenitic stainless steels [54, 55]. It is observed that present experimental 

measurement values for the average thermal expansion of IFAC-1 are close to the reported 

values for SS 316 in the low temperature domain; but above 800 K, the values are found to be 

lower than that of SS 316. It must be mentioned that IFAC-1 is basically a low carbon 

austenitic stainless steel, whose composition is similar to SS 316 L, but with small additions 

of Ti and Si. In addition, IFAC-1 is compositionally tailored with respect to minor alloying 

elements like B, P and S. Therefore the thermal expansion characteristics of IFAC-1 and SS

316 are expected to be similar only on broad basis. The present experimental values of the 

average thermal expansion coefficient for SS 304H Cu is in good agreement with the reported 

data on SS 304 by Bogaard et al [54]. However, for temperatures above 700 K, the avg data

for SS 304H Cu is systematically higher. On the other hand, the thermal expansion data 



this temperature region, which marks the dissolution of Cu-precipitates; there is a perceptible 

oscillation in the corresponding linear thermal expansivity, which is proportional to 

(d T/dT). In other words, the dissolution of precipitated Cu-particles at high temperatures 

influences linear thermal expansion coefficient in a subtle manner. But this feature is absent 

in the cooling cycle, since the time given is inadequate to precipitate Cu from supersaturated 

austenite matrix. Based on our earlier ThermoCalc® simulation results on temperature 

induced phase instabilities in SS 304HCu (see section 4.2.4), the temperature domain where 

the deviation is observed in the T versus temperature, matches well with the dissolution 

temperature of nano-sized Cu-precipitates. Nevertheless, continuous cooling at 7 K min-1

does not result in appreciable Cu-precipitation for kinetic reasons. In fact, an additional 

isothermal aging step is needed to promote Cu-precipitation. This explains as to why a 

corresponding cusp is not observed in the cooling dilatometry trace. For the purpose of 

estimating linear thermal expansivity, the dilatometric strain recorded during heating has 

been fitted to a third degree polynomial in temperature increment (T-373). Here, T=373 is 

taken as the reference temperature. 

3
4

2
321 )373(373373 TlTlTlllT     (5.3) 

The values of fit parameters estimated for both IFAC-1 and SS 304H Cu by the nonlinear 

least square regression is listed in table 5.2.

Table 5.2

The fit coefficients appearing in Eq. (5.3) of measured dilatational strain as a function of 

temperature for IFAC-1 and SS 304H Cu. 

Fit 

Parameters 

l1 l2 

-1) 

l3 

-2) 

l4 

-3) 

R2

(fit) 

IFAC-1 SS 1750 0 0.0297 5.19x10-5 (3.55 0.07 )x10-6 1.07x10-23 0 0.99

SS 304H Cu 1648.1 0.07 0.026 0 (5.853 0.19) 10-6 2.20x10-24 0 0.99



  

Fig. 5.5. Temperature variation of measured dilatational strain for SS 304H Cu. The inset 
portrays the enlarged region in the temperature domain 850-1200 K along with the temperature 
derivative of the dilatational strain. A subtle variation in apparent linear expansion coefficient is 
observed in this region.  

Fig. 5.4. Temperature variation of measured dilatational strain for IFAC-1SS 



temperatures above 800 K; while below 800 K, the measured values are higher than that of 

SS 316 [55]. On the other hand, the measured values of heat capacity for SS 304H Cu is

similar to that of the SS 304 below about 700 K. As the temperature increases above 700 K, a 

consistently lower value of Cp is noticed. This discrepancy is due to difference in the 

chemical composition and hence the microchemistry of various precipitate phases present in 

these steels, although all of them fall under the 300-series of austenitic stainless steels. 

5.3.2. Thermal expansion and density 

 The thermally induced linear dilatational strain ( T /lo) has been measured in the 

temperature range 373 to 1273 K at 7 K min-1 heating and cooling rate. Here, lo refers to the 

starting length of the sample at 298.15 K; lT refers to the measured change in length as a 

function of temperature. Pure alpha alumina sintered pellet certified by Setaram has been 

employed as calibration standard. Figure 5.4 and figure 5.5 depict the experimental 

dilatometry trace obtained on IFAC-1 and SS 304 H Cu respectively. It is evident from figure 

5.4 that for IFAC-1 steel, the measured displacement T below 800 K differs between 

heating and cooling cycle. However for SS 304H Cu, it is found almost to be linear and 

reversible, except at low temperature region. It is also interesting to note that T in the case 

of SS 304H Cu exhibits a minor change of slope at 924 K, as shown by the arrowhead in 

figure 5.5. It is noteworthy that the observed deviation in T in the low temperature region, 

for both steels as well as the minute variation at 924 K observed during heating in SS 304H

Cu has been found to be repeatable, on three different runs carried out with similar samples 

under identical experimental conditions. In figure 5.5, the first derivative of linear thermal 

strain (d T /dT) for SS 304H Cu material is presented as an inset in the temperature region 

924 to 1102 K. Though it might appear that T varies only by a small value around  



Table 5.1

Fit parameters of measured enthalpy data as a function of temperature for IFAC-1 and 

SS 304H Cu. 

Fit 

Parameters 

A 

(J gm-1) 

B 

(J gm-1K-1) 

C 

(J gm-1K-2) 

D 

(J gm-1K)
R2 (fit) 

IFAC-I 157.49 1.88 0.475 0 7.02x10-5 0 2876 0 0.98

SS 304 H Cu -144.73 2.04 0.478 0 6.24 10-5 0 789 0 0.99

Cu and IFAC-1 respectively [54, 55]. In this sense, care has been taken to get physically 

meaningful value of specific heat from empirically arrived at fit function. The comparison of 

estimated Cp for IFAC-I and SS 304H Cu with reported values for related 300-grade steels, is 

made in figure 5.3. It emerges from figure 5.3, that Cp of IFAC-1 is similar to that SS316 for 

Fig. 5.3. Comparison of measured heat capacity (CP) values of IFAC-1 and SS304H Cu 
with the reported data on the related 300 grade austenitic stainless steels [54, 55] 



-austenite lattice vibrations can also 

contribute to enthalpy at high temperatures. But this is a minor effect in the temperature range 

studied here. 

 The measured temperature variations of enthalpy in the temperature range 298 1273 

K for both IFAC-1 and SS 304 H Cu are fitted to the Maier-Kelly expression (Eq. 5.1), using 

the method of nonlinear least square regression [225].

T

D
CTBTAHHT

21-
298 Jg /       (5.1) 

In the above expression, T is temperature in Kelvin; H298 is enthalpy at 298.15 K, set equal to 

0. In the present study, following standard convention, T=298.15 K is taken as the reference 

temperature, and HT is given with respect to T=298.15. The boundary condition that is 

employed in this fit are: HT-H298 = 0 at 298 K; further the calculated specific heat Cp at 

298.15 K should agree reasonably well with the value that is typical of SS 304H Cu or related 

grades of austenitic stainless steels [54-56]. Since no low temperature calorimetry based Cp

data are available for both IFAC-I and SS 304H Cu steels, it was not possible to obtain a 

precise experimental value for Cp at 298.15 K. Nevertheless, a plausible estimate is arrived at 

based on literature reports on similar grade austenitic stainless steels [58-59]. The fit 

coefficients are listed in corresponding figures and also tabulated in table-5.1. From Eq.

(5.1), the heat capacity Cp is estimated as follows. 

10002Kg J / 
2

11-

T

D
CTBKCP      (5.2) 

It is important to mention that in fitting the enthalpy data to Eq. (5.1), the fit was constrained 

to yield nearly a similar value of room temperature heat capacity (CP ) that is reported for 

similar grades of austenitic stainless steels. The data of Bogaard for AISI 304; that of Kim for 

316L have been considered in making plausible room temperature CP estimates for SS 304H  



  

Fig. 5.1. Enthalpy variation with temperature for IFAC-1 SS 

Fig. 5.2. Enthalpy variation with temperature for SS 304H Cu 



specimens of known dimensions, as per ASTM practice [194, 195]. The resonance 

frequencies corresponding to flexure and torsion modes have been measured based on 

Impulse Excitation Technique (IET), using the equipment supplied by IMCE Belgium. The 

principle, operation and calibration details of the above experimental techniques have been 

described in detail in Chapter 3. The results, analysis of data and conclusions are presented in 

the subsequent sections. 

5.3. Results 

5.3.1. Enthalpy increment measurements and specific heat as function of temperature 

 The measured enthalpy increment (HT-H298) values as a function of temperature for 

IFAC-1 SS are displayed in figure 5.1. The line through the data points represents the best 

fit. Similar data on SS 304H Cu are presented in figure 5.2. The uncertainty, estimated as the 

standard deviation of three consecutive measurements on different samples, under the same 

experimental conditions, is shown as vertical error bar in both figures. It is observed from 

figure 5.1 that except for a minor inflection at about 923 K (700oC) in the enthalpy behavior 

of IFAC-1, no significant change is found in the smooth nonlinear temperature variation of 

measured enthalpy. Although such nonlinear temperature dependence of enthalpy increment 

is also observed in SS 304H Cu, a clear dip is observed in the temperature region 886-1045 

K, which is marked by the arrow head (figure 5.2). Based on the inference drawn from 

Thermocalc® based phase equilibria simulations, as well as results obtained from DSC 

investigations (Chapter 4), it is clear that the above mentioned temperature range 

characterizes the dissolution of nano-sized Cu-precipitates present in the austenite matrix of 

SS 304H Cu. Since the estimated volume fraction of these second phase Cu-particles is small; 

the observed change in enthalpy is only small. Hence this feature does not appear as a 

discrete step in figure 5.2. However, the observed dip is attributed to dissolution of Cu-

precipitates and related changes in the microstructure of SS 304H Cu. It is useful to mention  



Chapter 5

Measurement and Modelling of High Temperature Thermophysical 

Properties of IFAC-1 & 304H Cu Stainless Steels 

5.1. Introduction 

 The present chapter deals with the measurement and assessment of the high 

temperature thermophysical and thermomechanical properties of IFAC-1 SS and SS 304H 

Cu. In particular, the temperature variation of enthalpy increment (HT-H298), dilatational 

l/lo

temperature range of 298-1273 K. The experimental techniques adopted for this purpose are: 

(i) drop calorimetry for enthalpy measurements; (ii) dilatometry for thermal expansion 

measurements; (iii) laser flash method for thermal diffusivity and (iv) impulse excitation 

technique (IET) for elastic property measurement. In addition, an integrated modelling of 

measured thermal and elastic properties, based on Debye Grüneisen formalism has also been 

presented in this chapter. 

5.2. Experimental details 

-I and SS 304H Cu samples were annealed for 1 hour at 1473 

and 1523 K respectively. SS 304H Cu specimen was further subjected to an aging treatment 

at 923 K for 150 hours in order to facilitate full precipitation of Cu rich phase in austenite 

matrix. The details of sample preparation and heat treatment schedules have already been 

elaborated in chapter 3. The enthalpy increment and dilatational strain measurements were 

carried out using a Setaram® inverse drop calorimeter and thermo mechanical analyzer from 

298 to 1273 K. The temperature dependence of thermal diffusivity was measured using the 

Linseis® laser flash equipment. The determination of elastic modulus is based on accurate 

measurement of resonant vibrational frequencies in both flexural and torsional modes on 



Chapter 5 

  



VII. A critical comparison of the estimated activation energy values in these steels suggest 

that, both recovery and recrystallization in SS 04 H Cu are mostly controlled by grain 

boundary diffusion. However for IFAC-1 SS the recovery process happens to be 

controlled by grain boundary diffusion. The recrystallization on the other hand is 

influenced by bulk diffusion mechanism. 



understanding of these individual processes is essential to explain the behavior of Avrami 

exponent in these steels. In this regard a geometrical simulation approach is adopted in this 

study to investigate the role of nucleation mode on the kinetics of static recrystallization and 

microstructure evolution in IFAC-1 SS. This is discussed in the next chapter. 

6.5. Conclusion 

I. Dynamic calorimetric recovery and recrystallization processes taking place upon 

continuous annealing of severely cold worked IFAC-I and SS 304H Cu has been 

carried out. 

II. The peak recovery and recrystallization temperatures for IFAC-1 SS have been 

determined to be 815 K and 1070 K respectively. The corresponding temperatures for 

recovery and recrystallization in SS 304H Cu are found to be 826 and 986 K. These 

data are also supported by observed temperature variation of hardness measurements 

carried out on post-anneal specimens. 

III. The average value of the total stored energy release in IFAC-1 is found to be 9.4 ± 1.4 

J g-1. The corresponding value for SS 304 H Cu is 17.3 ± 1.4 J g-1. 

IV. SS 304H Cu undergoes simultaneous precipitation and recrystallization. Therefore 

pre-aging treatment is required to avoid the simultaneous occurrence of the two 

events. 

V. For temperatures exceeding 1273 K/1000oC, partial dissolution of TiC particles in 

IFAC-1 SS resulted in secondary recrystallization. 

VI. The effective activation energy for recovery and recrystallization for IFAC-1 are

estimated to be 198 ± 7 kJ mol-1 and 336 ± 9 kJ mol-1 respectively. In case of SS 

304H Cu the effective activation energies for recovery and recrystallization are found 

to be 144± 14 and 192± 12 kJ mol-1 respectively. 



value of 177.2 kJ mol-1, which he interpreted as suggestive of grain boundary diffusion in 

austenitic steels [249]. Varin also listed the average value of activation energy for grain 

boundary diffusion in quite a few austenitic stainless steels in the range, 150 to 195 kJ mol-1.

Therefore it appears that the kinetics of static recovery and recrystallization in severely 

deformed SS 304 H Cu is controlled by grain boundary diffusion phenomenon. Recently, 

Mohapatra and Sahay modelled the recrystallization kinetics in Fe-25Mn-1Al (wt.%) alloy 

using an impingement corrected KJMA formalism and obtained an activation energy of about 

330 kJ mol-1, which is suggestive of volume diffusion [268]. In the present study, Qeff = 336 

has been obtained for static recrystallization in IFAC-1. In view of their result it can be said 

that, recrystallization in IFAC-1 is mostly influenced by bulk diffusion mechanism. It is 

noteworthy to mention here that, the apparent activation energy for recovery and 

recrystallization, as evaluated by a particular technique is only indicative of that part of the 

activation barrier associated with the defect relaxation process. The measured values are 

meaningful within the specified context of defect relaxation [72]. In this context, since 

recovery is aided by rearrangement of the defect structure by the movement of low angle 

boundaries, the DSC based estimation of the apparent activation energy is taken as a measure 

of the overall activation barrier for the relaxation processes which in the present case is close 

to the value of activation energy for grain boundary diffusion. Similarly the values obtained 

for activation energy for the recrystallization is close to the reported activation energy of bulk 

diffusion in the steel which indicates that the process is controlled by volume diffusion 

although indirectly 

The Avrami exponent obtained for the present steels is smaller than the theoretical prediction 

of KJMA approach (see section 2.12.1). As the Avrami exponent is a function of modes of 

nucleation, growth as well as the impingement during the transformation, a fundamental 



 recrystallization steps. The Qeff values for recovery and recrystallization during static 

recrystallization in austenitic stainless steels have not been explored extensively in the 

literature. Most of the quoted values of Qeff are obtained from models of dynamic 

recrystallization at high temperatures, where volume diffusion is the rate controlling step. In a 

recent study on 50% cold worked Fe-21.6Mn-0.38C (mass %) steel, Lu et al estimated a 

value of 182 kJ mol-1 for the thermally activated recovery step [265]. This was obtained from 

the analysis of the measured decay in the grain boundary migration rate during the course of 

recovery which is assumed to follow the classical model put forth by Kuhlmann et al [266]. 

In other words, the recovery process is assumed to be diffusional in nature where the grain 

boundary diffusion is taken as the rate controlling step. The present value of 198 kJ mol-1 for 

IFAC-1 steel is of the same order as the one obtained for Fe-21.6Mn-0.38C steel. In his 

systematic investigation of activation energy for static recrystallization in austenite, Medina 

et al have estimated Qeff for recrystallization in eleven austenitic steels micro-alloyed with Nb 

and Ti [267]. The activation energy for recrystallization in their study was found to vary 

between 92 to 293 kJ mol-1. As a general observation, they have found that carbon accelerates 

the kinetics of recrystallization in austenite whereas other elements either in solution or by 

forming precipitates, slow down the kinetics. For IFAC-1 SS, low carbon and high alloying 

element content slow down the kinetics of recrystallization. Therefore the activation energy 

in case of IFAC-1 is slightly higher, namely 336 kJ mol-1. On the other hand SS 304H Cu, 

containing nearly 2.5 times more carbon than IFAC-1 SS supports the acceleration of 

recrystallization kinetics. In addition to this, the extent of alloying is also small as compared 

to IFAC-1. This might be the reason as to why the activation energy of static recrystallization 

in SS 304H Cu (192 kJ mol-1) is not too high as is the case with IFAC-1. In an earlier 

investigation on the change in grain boundary characteristics upon recrystallization of 

plastically deformed austenitic stainless steels, R. A. Varin obtained an activation energy 



corresponding analysis for recovery and recrystallization in SS 304H Cu is shown in figure 

6.15(a) and (b) respectively. The effective activation energies obtained for recovery and 

recrystallization processes are listed in table 6.1 as well as in the corresponding figures. It is 

interesting to note that Qrecryst is higher than that of recovery in both steels. The average value 

of exponent n remains fairly constant with regard to heating rate variation. It is believed that 

this constancy of n reflects the fact that both in recovery and recrystallization processes, the 

fundamental defect structure reorganization mechanisms involved remained robust and did 

not change significantly during the nonisothermal annealing process. The effective activation 

energy (Qeff) is one such fundamental parameter which provides some information about the 

fundamental processes involved in the defect structure reorganization during recovery and  

Table 6.1:

Tabulation of kinetic parameters for the recovery and recrystallization processes for IFAC-1 

and SS 304H Cu obtained in this study under different heating rates ( )

IFAC-1 SS 304H Cu 
/ 

K
min-1

n
Q/
kJ 

mol-1

ko/

1016 s-1

R2

(fit) 

/ 
K

min-1
n

Q/
kJ 

mol-1

ko/ 

109 s-1

R2

(fit) 

Recovery Recovery 
5 0.60 0.002 198  2.8 0.012 0.99 15 0.77 0.001 144 1.02 0.001 0.99 
7 0.64 0.001 198  2.9 .006 0.97 20 0.9 0.002 144 0.97 0.003 0.99 

10 0.60 0.002 198  5.7 0.02 0.97 30 0.72 0.001 144 1.24 0.002 0.99 
15 0.56 0.001 198  2.7 0.004 0.98 40 0.94 0.006 144 0.73 0.005 0.94 
20 0.60 0.002 198  5.9 0.03 0.99 
30 0.56 0.001 198  4.2 0.02 0.98 
40 0.64 0.003 198  3.0 0.01 0.99 

Recrystallization  Recrystallization 
5 0.48 0.001 336  6.67 0.02 0.99 15 0.73 0.002 192 5.4 0.02 0.99 
7 0.56 0.003 336  6.69 0.04 0.99 20 0.72 0.004 192 5.0 0.03 0.99 

10 0.48 0.002 336  2.1 0.014 0.98 30 0.69 0.001 192 4.4 0.01 0.99 
15 0.56 0.001 336  4.39 0.01 0.97 40 0.84 0.002 192 11 0.03 0.99 
20 0.56 0.001 336  2.08 0.06 0.97 
30 0.47 0.001 336  1.06 0.05 0.98 
40 0.49 0.001 336  1.23 0.05 0.99 



scattered points in figure 6.12 & figure 6.13 show the curves fitted in accordance with Eq.

(6.5). The fit parameters obtained from the analysis are listed in table 6.1. It must be 

mentioned here that in the above fitting procedure, Qeff values were kept fixed. This value is 

estimated by the Kissinger linearization procedure which predicts a more accurate value for

the activation energy of the heating rate dependence of peak recovery and recrystallization 

temperatures. Since the details of these Kissinger and KJMA models have already been 

discussed in Chapter 2, they are not discussed here. Figure 6.14(a) and (b) show the 

Kissinger plot for recovery and recrystallization respectively for IFAC-1 SS. The 

Fig.6.15. Kissinger linearization plots of (a) recovery (b) recrystallization for SS 304H Cu.  

Fig.6.14. Kissinger linearization plots of (a) recovery (b) recrystallization for IFAC-1 SS. Tp

represents the peak temperature corresponding to the exothermic hump obtained using DSC. 



somewhat resistant to full recrystallization up to high temperatures, but once the 

recrystallization event is initiated it proceeds at a rapid pace. The fractional recovery and 

recrystallization plots for SS 304H Cu are shown in figure 6.13(a) and (b). The onset of 

recovery is found to be a function of heating rate. For heating rates 15 and 20 K min-1, the 

fractional recovery curves are very similar. However there is an obvious difference between 

the fractional recovery curves with heating rate 20 and the 30 K min-1 which is clearly 

observed from figure 6.13(a). This indicates that there is a certain change in the kinetics of 

recovery when the heating rate exceeds 20 K min-1. This fact is also observed in case of 

recrystallization (figure 6.13(b)) when the heating rate is changed from 20 to 30 K min-1. 

 The fractional recovery and recrystallization versus temperature data have been 

modelled in terms of the site saturation approximation of KJMA formalism [133]. The site 

saturation approximation is based on the fact that all the potential nuclei for recrystallization 

are already present in some form or the other in the starting cold worked microstructure itself 

(see section 2.10.1). Under such assumptions the transformed fraction as a function of 

temperature under anisothermal conditions can be expressed by the following equation [119,

133] (see section 2.12.1).
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In the above expression k is the Arrhenius rate constant for the overall transformation 

process; n is the effective kinetic exponent, Qeff is the effective or overall activation energy 

and Ts is the transformation onset temperature. The fractional recovery and recrystallization 

plots in figure 6.12 & figure 6.13 were subjected to a nonlinear least square fitting with Eq.

(6.5) and the fit parameters (ko, Qeff, n) are estimated. The solid lines passing through the  



recrystallization is reduced in the case of slow annealing processes. Stated in an alternate 

fashion, the temperature interval between the start and finish of the principal recrystallization 

event is becoming small for increasing heating rates. This aspect is reflected in figure 6.12b,

wherein, the fractional recrystallization curve is not so steep for small heating rates (5 K min-

1); but it is the other way round for 40 K min-1. Further the temperature interval between the 

start and finish of the principal recrystallization event is becoming small for increasing 

heating rates. The practical implication of this point is that under fast heating, IFAC-1 is 

Fig.6.12. The fractional extent of (a) recovery and (b) recrystallization registered as a function 
of temperature under different heating rates for 85% cold work IFAC-1 SS 

Fig. 6.13. The fractional extent of (a) recovery and (b) recrystallization registered as a 
function of temperature under different heating rates for 85% cold work SS 304H Cu 



Therefore, the higher values of stored energy measured in this study are unlikely to be 

clouded by the countering effect coming from martensite reversion. 

6.4.3. Kinetics of recovery and recrystallization in IFAC-1 and SS 304H Cu 

 In general the recrystallization kinetics is modelled using the empirical model 

developed by Kolmogorov-Johnson-Mehl-Avrami (KJMA) for diffusional phase 

transformation kinetics [126-128, 139, 140]. A detailed description on KJMA approach and 

its limitations are provided in chapter 2 (see section 2.12.1).

In the present study, the fractional extent (f) of recovery and recrystallization as a function of 

temperature (T) under different heating rates ( ) are obtained as the ratio of the partial peak 

area from Ts to T to that of the total peak area spanning Ts and Tf [261]. Here, Ts and Tf stand

respectively for transformation start and finish temperatures. 
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In the above expression (T) is the baseline calibrated DSC output. In figures 6.12(a) and 

(b), the temperature variation of fractional recovery and recrystallization estimated using 

Eq.6.4 is plotted for different heating rates for IFAC-1 SS. It is clear that in both cases, the 

transformation plots are fairly sigmoidal in character, justifying the adoption of KJMA 

formalism for empirically describing them. In case of IFAC-1 SS, the fractional recovery 

curves are extremely self-similar for different heating rates and that the heating rate variation

of recovery onset temperature also is not very drastic (figure 6.12(a)). For a fixed 

temperature, the fractional recovery increases inversely as the heating rate which indicates 

that slow heating is conducive for realizing nearly full recovery before it paves way for 

recrystallization. The consequence of this situation is that the driving force for  



251]. Although austenitic stainless steels belong to the typical class of low sfe fcc alloys, the 

typical composition of P-added IFAC-I steel makes the sfe slightly higher compared to SS 

304 and SS 316 grades [83]. In general it is believed that lower sfe makes dislocation cross 

slip more difficult, and as a result, the dislocation mobility is also kept low. This helps in 

promoting more homogeneous defect density distribution in the plastically deformed state. In 

addition, the lower the sfe, the larger could be the stored energy and hence the driving force 

for recrystallization [83]. The sfe of IFAC-I is estimated to be of the order of 65 to 76 m J m-2

while the corresponding values for 304 and 316 stainless steels are in the range, 9.2-32.5 m J

m-2 (9.2-41.8 m J m-2 for 304L) and 34.6-80.7 mJ m-2 respectively [83]. Although there is no 

reported experimental value of sfe of 304H Cu, an empirical estimation of sfe using a recent 

thermodynamic model by Curtze et al shows that the sfe value for the steel is nearly about 28 

m J m-2 [263]. In essence, the SS 304H Cu with low stacking fault energy possesses relatively 

high driving force, which is unlike the case for IFAC-1, though it belongs to the category of 

low to medium sfe material. This is the reason as to why the release of stored energy is 

relatively high in SS 304H Cu as compared to IFAC-1. It is also important to mention here 

that simultaneous precipitation and recrystallization can lead to an inhibited recrystallization 

in several alloy systems [248]. Such a situation is highly probable in SS 304H Cu as well. 

The pre aging treatment on SS 304H Cu as carried out in this study, produces some Cu-solute 

clustering at nano-metric scale [51-53]. In view of these facts it can be said that, although SS 

304H Cu is a (relatively) low sfe material, the simultaneous precipitation of Cu inhibits 

recrystallization. This in some sense is responsible for the relatively higher stored energy 

release during recovery as compared to IFAC-1. It is additionally useful to mention here that,

interference from the reversion of strain induced martensite during annealing is absent in 

medium to high sfe austenitic steels [89]. The addition of Cu in case of SS 304H Cu can 

significantly suppress the formation of strain-induced martensite during deformation [264]. 



stored energy values of 1.6 and 7.8 Jg-1 for the recovery and recrystallization stages 

respectively. The corresponding values for SS 304H Cu is found to be 3.4 and 9.45 J g-1

respectively. The measured values of stored energy release for IFAC-1 and SS3 04H Cu for 

different heating rates are shown as histograms in figure 6.11(a) and (b) respectively. While 

measuring the stored energy release from the DSC thermograms, it has been observed that the 

recovery and recrystallization thermal events overlap in certain heating rates, where the 

stored energy release during individual recovery and recrystallization cannot be separated. 

Although the measured stored energy due to recovery and recrystallization varies differently 

with heating rates in both the steels, it is interesting to note that, the total energy released in 

recovery and recrystallization is slightly higher in case of SS 304H Cu in comparison with 

IFAC-1 steel. In addition, the ratio of the stored energy release due to recovery and 

recrystallization is relatively high in SS 304H Cu. This difference in the measured stored 

energy release is due to the difference in the fundamental mechanism of defect relaxation in 

both the steels. A major factor that decides the extent of stored energy relaxation mechanisms 

during thermal annealing in austenitic stainless steels is the stacking fault energy (sfe) [83,

Fig. 6.11. Histogram showing the measured stored energy releases during recovery and 
recrystallization for (a) IFAC-1 SS and (b) SS 304H Cu 



following approximation correlating the instantaneous hardness (Ht) at time t with (t) is 

often employed in literature [260].
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In Eq. (6.2), A is a constant (~ 0.4) and Ho is the initial hardness. A typical value b of Burgers 

vector 2.48 10-10 m may be employed in case of austenitic steels [261]. In the case of alloy 

systems having hard pinning particles of radius R(t) with volume fraction fv(t) coming out of 

the supersaturated matrix due to precipitation at high temperatures, the processes of recovery, 

recrystallization and precipitation may interact in a complicated manner to modify the overall 

driving force F(t) in the following manner [257, 258].
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The second term on the right hand side of the above equation is the Zener pressure exerted by 

fine precipitates to the overall driving force for grain growth. In essence, the models 

employed to estimate the stored energy release during the process of recovery and 

recrystallization only provide approximate values without invoking the heterogeneity in 

stored energy distribution. Calorimetry on the other hand is the only direct method available 

to make meaningful estimates of the energy released during relaxation from the internally 

stressed state [68,105,260-262]. Further careful calorimetric investigation of stored energy 

release can also provide useful supplement in understanding the kinetics of recovery and 

recrystallization phenomena taking place in plastically deformed alloys [261].

6.4.2. The stored energy release during annealing 

 The stored energy due to recovery and recrystallization has been estimated from the 

peak area of corresponding DSC thermal event during different heating and cooling rates. In 

the case of 85% cold worked IFAC-1 stainless steel, the present DSC experiments yielded 



6.4. Discussion 

6.4.1. Calorimetry and the strain energy relaxation process 

 Both recovery and recrystallization belong to the class of strain energy driven, crystal 

structure and composition invariant phase transformations. In principle the dynamics of these 

processes are governed by the structure and mobility of grain boundaries [68, 70, 258-259]. 

The stored energy due to deformation is the driving force which is released upon adequate 

thermal activation and this culminates in the process of recovery and recrystallization. 

However the magnitude of the stored energy is relatively small in comparison with typical 

solid state transformations. Further the process of recovery and recrystallization is a 

discontinuous transformation (spatially and time wise these phenomenon are localized) due to 

the heterogeneity in the stored energy distribution. Therefore accurate estimation of stored 

energy, and hence estimation of kinetics of recovery and recrystallization using dynamic 

calorimetry needs special attention in planning the experiments and interpreting results. 

 Assuming that dislocations are the major source of stored-in energy due to plastic 

work in metals and alloys, the driving force for recrystallization can be approximated as 

follows [70, 259].
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In the above expression, G is the shear modulus at the annealing temperature; b is the Burgers 

vector and  is the average dislocation density due to plastic deformation. Thus, it is possible 

to obtain a reasonable measure of energy release from thermally induced complex 

reorganization of dislocation networks, if the time dependence of dislocation density (t), can 

be estimated by measuring changes in the mechanical or physical property such as the 

variation in hardness or resistivity as a function of time [70, 73]. Thus for example, the 



823 K which represents the onset of recrystallization. This fact is in accordance with the DSC 

observation regarding the onset of recrystallization. The microstructure of the specimen 

annealed for 1023 K which is above the peak recrystallization temperature shows freshly 

nucleated strain-free grains.  

Fig. 6.10. The evolution of microstructure in deformed SS304H Cu samples as a function of 
annealing temperature for 30 min annealing time. 

Fig. 6.9. Variation of micro hardness in SS 304H Cu for 30 minutes of annealing at different 
temperatures. The temperature domains of recovery, recrystallization and grain growth is noted 



6.3.6. Microhardness variation and microstructural evolution during stain energy 

 relaxation in SS 304H Cu 

The microstructure evolution during static recrystallization and the corresponding 

microhardness variation in SS 304H Cu have been carried out in a similar fashion to that of 

IFAC-1 SS. In this regard, 80% rolled specimens of SS 304H Cu were annealed inside a

muffle furnace for 30 minutes duration at temperatures starting from 623 K to 1273 K. The 

variation of microhardness as well as microstructure evolution has been monitored in this 

experiment. Figure 6.9 shows the hardness variation as a function of temperature and the 

corresponding microstructure evolution is depicted in figure 6.10. The gradual change in the 

hardness values up to an annealing temperature of 823 K represents the recovery domain for 

this steel. The corresponding microstructure changes are illustrated in figure 6.10 for samples 

annealed at 673 and 823 K. It is interesting to observe the subgrain structure evolution for the 

sample annealed at 823 K (see arrow head). It is a well-known fact that, the dislocation 

recovery is not a one step process but proceeds as a series of steps involving different micro 

mechanisms where the stored energy is gradually released by the restructuring and 

annihilation of dislocations in each step [68]. The random dislocations in a heavily deformed 

material gradually reorient themselves to form a cellular structure which gradually coarsens 

into well-defined subgrain structures. However the subgrain structures are not observed in 

case of materials with low stacking fault energy as the recrystallization occurs before 

significant recovery takes place [68, 70, 79]. In the present case for SS 304H Cu the presence 

of small Cu precipitates inhibits the recrystallization process and hence a significant recovery

is achieved; this leads to the formation of well-developed subgrain structure in SS 304HCu. 

This is expected in case of alloys containing second phase precipitates [68]. The cellular 

structures are observed in the recovered specimens of SS 304H Cu for specimen annealed at 

823 K (figure 6.10). The hardness values are observed to fall drastically for annealing above 



much solute super-saturation; the driving force is rather small for homogeneous mode of 

precipitate nucleation to take place [248]. Therefore SS 304H Cu containing only about 3 wt

% Cu, exhibits heterogeneous precipitation reaction, due to which several minor humps are 

actually observed in the DSC output in figure 6.7 for all the three successive heating cycles. 

Further the simultaneous occurrence of recrystallization and precipitation in this alloy leads 

to complex interactions which make it difficult to study the kinetics of recrystallization in an 

isolated fashion. In view of this, the specimens of SS 304H Cu was aged at 923 K for about 

150 hour, prior to cold rolling. This prior aging facilitates the full precipitation of Cu. 

Subsequently these deformed samples were subjected to heating with moderately higher 

heating rates for the investigation of kinetics of recovery and recrystallization in this alloy. It 

is believed that in such samples the interference between concurrent precipitation reaction 

and recrystallization transformation is minimal. 

Figure 6.8 depicts the on-heating DSC thermogram for aged and cold worked 

specimens for heating rates, 15, 20, 30 and 40 K min-1 respectively. It is interesting to note 

that there is no sign of a distinct precipitation event noticed in figure 6.8 except for the two 

thermal events corresponding to recovery and recrystallization steps. The peak temperatures 

for these events are also noted in the same figure. With increase in the heating rate, the peak 

recrystallization is gradually shifted to a higher temperature domain, which is reflective of all 

transformations mediated through a nucleation and growth process. The rate of variation for 

the recovery and recrystallization temperatures has been calculated using a linear fitting 

procedure in manner as explained in figure 6.4 with respect to IFAC-1 SS. The estimated 

equilibrium temperatures for recovery and recrystallization are found to be 800 and 965 K by 

extrapolating the linear fits to 0 K min-1 heating rate. 



corresponding to the precipitation appears repeatedly in the 2nd and 3rd cycle DSC 

thermogram at 939 and 946 K respectively. It is a well-known fact that, a large driving force 

is required for homogeneous precipitation reaction and in the case of dilute alloys with not 

Fig. 6.7. DSC thermogram for the 85% cold rolled SS 304H Cu specimen. The three 
consecutive runs for the same specimen are denoted as 1st, 2nd and 3rd cycle. 

Fig. 6.8. DSC thermogram for 85% rolled SS 304H Cu for different heating rates. The 
samples were aged at 923 K for 150 h duration prior to deformation in order to avoid the 
simultaneous precipitation and recrystallization in this steel. 



recovery and recrystallization as a function of time under anisothermal conditions using a 

suitable theoretical framework of transformation kinetics, such as Kolmogorov Johnson

Mehl Avrami formalism which will be focused in a latter section [133, 252]. The results of 

DSC studies on SS 304H Cu is taken up next. 

6.3.5. DSC investigation of recovery and recrystallization in SS 304H Cu  

 In order to monitor the temperature domain of recovery and recrystallization, 

deformed specimens (85% thickness reduction) of SS 304H Cu were characterized using heat 

flux DSC with different heating rates. Figure 6.7 depicts three successive on-heating DSC 

thermogram for a single deformed specimen of SS 304H Cu. The three consecutive runs are 

denoted as 1st, 2nd, and 3rd cycle in the corresponding figure. It is interesting to note that the 

exothermic events shown in 1st cycle DSC thermogram in the temperature domain 753-851 K 

and 919-1034 K, disappear in the 2nd and 3rd cycle. This indicates that these thermal events 

are obtained as a direct consequence of recovery and recrystallization in this steel where most 

part of the stored energy is released, in the 1st cycle itself. Nevertheless the exothermic event 

in the temperature domain 919-1034 K as shown in figure 6.7 is appearing as two 

overlapping exothermic events. With inference from the cooling DSC thermogram for the 

annealed SS 304H Cu (see figure 4.13a in chapter 4), the precipitation of Cu occurs in the 

temperature domain 817-962 K. Therefore the simultaneous precipitation and 

recrystallization in this alloy appears as two overlapping thermal events in the DSC output. It 

is also interesting to note here that, the thermal event with the peak temperature denoted at 

941 K is appearing repeatedly in the 2nd and 3rd cycle on heating DSC profile. This 

exothermic event is reflective of the precipitation reaction in this steel. As the precipitation 

involves long range diffusion of solute particles, generally longer time duration is desired 

under suitable aging temperature. However in the present case with a heating rate 10 K min-1,

st cycle. Hence the exothermic event 



morphology decorated by thick rectangular annealing twins. This is typical of the fully 

annealed microstructure of austenitic stainless steel. The effective activation energies 

involved in the lattice softening process can be obtained by modeling the fractional extent of 

Fig. 6.5. Variation of microhardness with annealing temperature for the 85% cold rolled IFAC-1 

Fig. 6.6. The microstructure evolution during annealing of cold rolled IFAC-1 SS as 
observed through optical microscopy 



6.3.4. Microhardness variation and microstructural evolution during strain energy 

 relaxation in IFAC-1 

 In line with the dynamic calorimetric investigation, the recovery and the

recrystallization in IFAC-1 have also been investigated using the variation in microhardness 

values during annealing. A set of specimens were annealed for 15 minutes and 30 minutes 

duration at 50 K interval in the temperature domain 650 K to 1450 K. The choice of this wide 

temperature domain of annealing is intended towards clearly identifying the recovery, 

recrystallization and grain growth domains by the help of both microhardness variation and 

the microstructure evolution. The samples subsequent to annealing treatment are immediately 

cooled to room temperature at 100 K min-1.

 In figure 6.5, the variation of hardness as a function of annealing temperature is 

graphically portrayed for both 15 and 30 minutes of annealing time. The accompanying 

changes happening to the microstructure during annealing are also shown in figure 6.6. It is 

clear from figure 6.5 that the hardness variation with annealing temperature exhibits an 

inverse sigmoidal character that is typical of diffusional transformations. It is clear that the 

onset of significant lattice softening as measured by the decrease in hardness sets in at about 

0.5T/Tm, where Tm is the melting point. But the microstructure at the resolution level of 

optical microscopy does not exhibit any drastic restructuring as yet at this temperature. 

However with increasing temperature, the rate of lattice softening increases dramatically and 

reaches its maximum at about 0.6T/Tm or 1150 K. This matches well with the peak 

temperature of the principal recrystallization, as registered in the DSC trace (figure 6.2a&b). 

With further rise in temperature, the rate of hardness change exhibits a gradual decrease, but 

this stage is attested by pronounced microstructural changes which include the formation of 

copious amount of small recrystallized grains and their growth with time. The final 

microstructure seen at the end portion of the annealing cycle is one of regular polygonal grain 



f the incubation time 

said that for the recovery process, the heating rate sensitivity of the onset temperature does 

not exhibit appreciable dependence on the e Rc=83 s for both 70 and 

85% cold work; see, figure 6.4). However the heating rate dependence of the recrystallization 

onset shows a clear decrease with increasing extent of cold work and hence stored energ Rx

=113 and 65 s for 70 and 85% cold work). This implies that the incubation time for 

recrystallization decreases with increase in stored energy. This kinetic asymmetry noticed 

with regard to the role of prior cold work in influencing the heating rate sensitivity of 

recovery and recrystallization phenomena is indeed interesting, as it must have some 

interpretable links with the micromechanics of the unit processes that are responsible for 

lattice recovery and subsequent recrystallized microstructure development. It is generally 

held that recovery upon annealing does not entail any incubation time as it is a spontaneous 

process not requiring long range atom diffusion [68, 70, 75]; but the difficulty in detecting 

the first measurable trace of recovery in terms of corresponding changes that it induces in 

parameters like hardness, enthalpy, electrical resistance, etc., always introduces a small time 

lag in the measurement. But the important point to notice here is that increasing the extent of 

prior cold work beyond a threshold level does not serve to catalyze the speedy initiation of 

defect recovery. On the other hand the nucleation of recrystallization which is invariably a 

heterogeneous process is characterized by definite incubation time that varies inversely as the 

magnitude of driving force, namely the stored energy [68, 70]. It is believed that the 

recrystallized nuclei are already present in the heterogeneously cold worked state itself and 

that their transformation into strain free nuclei occurs through the movement of strain energy 

driven high angle boundaries [70]. Therefore increasing the severity of plastic strain 

promotes the initiation of recrystallization event as observed in figure 6.4.



kinetics therefore is a function of the heating and cooling rate. In this regard the effect of 

heating rate on recovery and recrystallization thermal arrests is analyzed using DSC. The 

results are discussed in the following section. 

6.3.3. The effect of heating rate on recovery and recrystallization 

 IFAC-1 specimens rolled up to 70 % and 85% thickness reduction were subjected to 

continuous heating at different scanning rates (5 to 40 K min-1) in a heat flux dynamic 

calorimeter and corresponding on heating DSC thermogram have been recorded. From this 

the heating rate variations of recovery and recrystallization onset temperatures were obtained. 

Figure 6.4 illustrates the variation of recovery and recrystallization peak temperatures for 

both 70% and 85% rolled IFAC-1 samples. The peak temperatures of both recovery and 

recrystallization are found to increase with heating rate, but with different slopes. It is also 

observed that the extent of prior cold work influences the heating rate sensitivity of the peak 

temperature for both recovery and recrystallization was subjected to a linear fitting procedure 

Fig. 6.4. Variation of recovery and recrystallization peak temperatures with 
heating rate for 70 and 85% cold worked IFAC-1 specimens. 



 In figure 6.3, the optical micrograph of the sample quenched from 1323 K is shown. 

It is clear that the region outlined in dotted rectangle bears evidence for anomalous grain 

growth. It must be mentioned here that the abnormal grains observed in figure 6.3

be confused with the strain induced boundary migration (SIBM) which generally occurs 

during recrystallization for low strains [68]. At higher strains, the internal deformation 

substructure leads to a more homogeneous distribution of the internal deformation energy 

which leads to discontinuous nucleation due to subgrain coarsening. An important 

observation is that the microstructures of IFAC-1 SS annealed below 1023 K does not show 

any signs of abnormal grains. This indicates that the microstructures shown in figure 6.3 are 

due to the dissolution of secondary TiC precipitates leading to secondary recrystallization. 

 It is important to note that the phenomenon of strain energy relaxation in a deformed 

lattice intrinsically depends on atomic diffusion process. A diffusional transformation 

normally proceeds with the nucleation and growth of product phase nuclei, once adequate 

amount of thermal activation is supplied to the system. In such conditions, the transformation 

Fig. 6.3. Optical micrograph of the IFAC-1 sample annealed at 1323 K for 15 minutes in DSC 
and fast cooled to room temperature. The part of the microstructure outlined by the dotted
rectangle bears evidence for secondary recrystallization 



actually the resultant of enthalpy associated with the sequence of unit processes that are 

responsible for lattice softening and the development of a low energy defect configuration 

[68, 71]. The tail of this recovery peak is followed by the onset of principal recrystallization 

thermal arrest peaked at 1070 K. It is interesting to note that recrystallization in this case 

seems to proceed in discrete bursts, as evidenced by two subsidiary shoulders at 1162 and 

1225 K respectively. It is probable that these smaller peaks are associated with secondary 

recrystallization phenomenon, which occurs following the dissolution of nano-sized 

secondary TiC particles, which in this class of steels normally occurs in the temperature 

range of 1323 1373 K [83, 251]. It may be added that the endothermic TiC dissolution event 

in itself is rather difficult to detect separately in a DSC experiment, as the volume fraction of 

the precipitate is rather small which is observed in the Thermocalc® simulation (see section 

4.2.2). In fact, we have not observed any evidence of TiC precipitate dissolution in the 

dynamic calorimetry investigation of a fully annealed specimen which is already reported in 

chapter 4. However, the dissolution of TiC located on prior dislocations has an indirect effect, 

in that, the grain boundaries whose mobility was earlier restricted due to pinning by TiC 

particles, have now been rendered free to undergo migration and thus contribute to secondary 

recrystallization. It is useful to note that the small post recrystallization exothermic humps 

seen at 1323 K are still present in 2nd and 3rd cycle DSC scans (figure 6.2(a)) with a gradual 

reduction of intensity. This suggests that some microstructural evolution still continues to be 

active even after the occurrence of bulk recrystallization process. The gradual dissolution of 

TiC particles results in unpinning of some of the favorably oriented grain boundaries which 

promotes secondary recrystallization or anomalous grain growth phenomenon happening at 

post 1273 K temperature region [83]. In order to observe the secondary recrystallization event 

in detail, metallographic characterization was carried out on DSC samples quenched directly 

from 1323 K.  



primary heating cycle (1st run), for identifying the minor shoulders associated with the two 

major exothermic events. The recovery thermal arrest observed at 815 K is found to be 

associated with a few minor humps in the DSC profile. The recovery thermal arrest is 

Fig. 6.2. (a)Three successive heating DSC traces of 85 % cold rolled IFAC-1 obtained on 
same sample under identical experimental conditions (b) The expanded view of the on-
heating DSC thermogram for the 1st cycle shown in (a). Distinct thermal arrests due to 
recovery and recrystallization events are seen. 



microhardness value of the cold rolled IFAC-1 SS is found to be in the range 455 (70%)-521 

(85%) VHN. 

 Figure 6.1(b) depicts the optical micrograph for cold rolled SS 304H Cu for 70% 

thickness reduction. The figure indicates elongated grains in the rolling direction. Unlike 

IFAC-1, the deformed microstructure of SS 304H Cu shows the presence of a large amount 

of deformation twins (arrow #I). Further somewhat serrated grain interfaces (arrow #II) are 

also observed in the deformed microstructure. In addition, the presence of second phase 

precipitates are also noticed along the deformed grain interfaces. The average microhardness

value of the 70% deformed SS 304H Cu is found to be 476 VHN. The observed 

microhardness values for both IFAC-1 and the SS 304 H Cu are in good agreement with the 

reported ones for cold worked SS316 austenitic steels [251]. 

6.3.2. DSC investigation of recovery and recrystallization in IFAC-1 SS 

 In order to identify recovery and recrystallization temperature domains in IFAC-1 SS, 

the 85% cold rolled samples were subjected to controlled heating and cooling in a differential 

scanning calorimeter. Figure 6.2(a) depicts the baseline subtracted on heating DSC profile 

for three successive scans which were carried out for the same sample under identical 

experimental conditions without removing the sample from DSC cradle. Figure 6.2(a) brings 

out the sequence of major events that accompany the lattice softening behavior in IFAC-1

austenitic stainless steel. The primary heating cycle (1st cycle) constitutes two major 

exothermic events located at 815 K and 1070 K corresponding to recovery and 

recrystallization. Further a careful observation of three successive thermal arrests in figure 

6.2(a) indicates that bulk of stored energy is released during recovery and recrystallization 

events in the primary heating cycle itself, as there is no clear evidence of any thermal events 

in the 2nd and 3rd heating cycles, in the temperature domain corresponding to recovery and 

recrystallization. Figure 6.2(b) shows the expanded view of the DSC thermogram for the 



6.3. Results 

6.3.1. The deformed state 

 The optical micrograph of the typical deformed microstructure (70% thickness 

reduction) for IFAC-1 SS is shown in figure 6.1(a). The presence of elongated grains is 

clearly observed along rolling direction, as marked by the arrow head pointer #1 in figure

6.1(a). In addition, the presence of deformation twins is also found in the microstructure 

(arrow #2). Further in some parts of microstructure, the presence of macro deformation bands 

(arrow #3) and numerous crisscrossing slip traces (arrow #4) are also noticed. This appears to 

be generic of the deformed microstructure in austenitic stainless steels [83, 249-251]. The 

Fig. 6.1. Optical microstructure for 70% deformed (a) IFAC-1 (b) SS 304H Cu 
austenitic stainless steel 



properties. Therefore it is highly essential to monitor both recovery and recrystallization 

behavior of this material. 

 In the present study a dynamic calorimetry investigation has been carried out in 

conjunction with the measurement of microhardness and microscopy studies to monitor the 

recovery and recrystallization behavior in IFAC-1 and 304H Cu. The recovery and 

recrystallization temperatures and their dependence on prior cold work have been estimated. 

The kinetics of recovery and recrystallization has also been characterized using standard 

analytical formalisms [126-128, 139-140, 157-158]. Before proceeding further, a brief 

account of experimental details is presented in the next section. 

6.2. Experimental detail 

 The as-received samples of IFAC-1 and SS 304H Cu were annealed at 1573 K for 

about 30 minutes (which is above the normal homogenization temperature of the steel) and 

this is followed by furnace cooling to room temperature. This choice of the annealing 

temperature is based on our DSC results discussed in chapter 4. The annealing temperature of 

1573 K is well above the standard homogenization temperature for 300-grade austenitic 

stainless steels. For SS 304H Cu this temperature is also above the temperature required for 

complete dissolution of M23C6 and Cu rich metallic precipitates. The annealed plates were 

subjected to cold rolling to the tune of 70% and 85% thickness reduction at room 

temperature. These samples are then used in the present calorimetry studies. The cold worked 

and annealed samples were polished and etched with dilute HNO3 solution for metallographic 

characterization and microhardness measurements. The details of DSC, microscopy and 

microhardness measurement techniques have already been elaborated in Chapter 3. Only the 

results are presented and discussed in this chapter. 



movement. In many cases, overlap of recovery and recrystallization or their simultaneous 

occurrences cannot be avoided. 

 In general practice, engineering materials on numerous occasions undergo various 

thermomechanical processing routes like hot working, cold working, annealing etc., before 

they achieve a stable topology of microstructure that is suitable for the end use. In such a 

scenario, recrystallization is an inevitable phenomena which needs to be controlled carefully 

to obtain suitable grain size, shape, orientation and distribution in the final microstructure 

[238]. The mechanism and the kinetics of recrystallization have been widely investigated in a 

variety of materials, especially, the austenitic stainless steels [239-247]. However, in the case 

of alloys where recrystallization can occur simultaneously with second phase precipitation, 

the actual mechanism and kinetics of recrystallization are largely affected by precipitate 

characteristics [237, 248]. Depending on initial microstructure, composition and processing 

conditions, the precipitation can either precede, follow or occur simultaneously with the 

recrystallization. Therefore the final microstructure is actually decided by the interaction 

between recrystallization and the precipitation kinetics. Alternately, the deformed state of a 

material can also influence the nature of precipitation and in turn, the precipitation influences 

the mechanism and kinetics of recrystallization to a large extent. In this way there operates a 

synergy between these two solid state transformation processes. 

 In the present study, the recrystallization processes occurring in two austenitic 

stainless steels, namely IFAC-1 and SS 304H Cu are investigated. Since the details of choice 

of material and the service condition have already been presented in chapter 1 and chapter 2, 

these will not be elaborated in this chapter. Nevertheless, it is important to mention that 

IFAC-1 SS, which is the candidate structural material for the fast breeder reactor in India, 

will be used under 20% cold worked condition for improved irradiation swelling resistance 



Chapter 6

Investigation of Recovery and Recrystallization Processes in IFAC-1

& SS 304H Cu Stainless Steels using Dynamic Calorimetry 

6.1. Introduction 

 It is a well-known fact that a material when subjected to an external load undergoes 

both elastic and plastic deformation depending on the magnitude of applied stress. When it is 

deformed plastically, a part of the mechanical energy supplied to the system is dissipated in 

the form of heat and the remnant portion is stored inside the bulk as internal energy [68, 70,

87, 237]. The internal energy increase due to plastic deformation is retained inside the 

material in the form of complex defect networks. The magnitude of the stored energy 

depends on several factors, namely the magnitude of deformation, the rate of application of 

applied strain, the temperature of deformation, the initial microstructure and the 

thermophysical characteristics of material i.e. elastic moduli and thermal conductivity etc. 

The stored energy of deformation is an essential feature of the deformed state of the material, 

which develops certain degree of thermodynamic instability under the action of external 

stress. Under adequate thermal activation, a deformed material can therefore undergo a 

restoration process in the form of recovery and recrystallization to achieve a new strain free 

microstructure, and during which process, the stored energy is fully or partially released [70,

73-74, 79, 238]. The process of recovery which generally occurs prior to recrystallization 

involves defect reorganization at microscopic level; which ultimately ends up with a low 

energy defect structure in the material. During recrystallization, new strain free grains 

nucleate in the recovered material and grow towards the deformed regions. The deformation 

induced defects are also getting swept away in the process along with the advancement of 

interface. It is the strain energy gradient that is the primary driving force for interface 
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VII. The grain size distribution as well as the average grain size in the simulated 

microstructure for AN mode is found to be similar to the experimentally observed 

grain size distribution for the IFAC-1 SS.  

VIII. The algorithm presented here to monitor the grain size distribution under different 

nucleation modes can be further extended to check the nature of grain size distribution 

for arbitrary mixing of pure SSN and CN modes.  



for intermediate nucleation modes, the parameters are found to vary continuously 

depending on the individual contribution from pure SSN and CN mode. 

II. Due to the limited availability of nucleation sites in a heterogeneous recrystallization 

in comparison to a homogeneous one, the rate of increase or decrease in the Avrami 

exponent in a mixed or Avrami nucleation mode is always more for the heterogeneous 

recrystallization. However, the variation of Avrami exponent is sensitive to the 

nucleation rate for both mixed and Avrami modes of nucleation. 

III. The variation of kinetic parameters (q, m) in the MPM model behaves similarly to the 

Avrami exponent (n) irrespective of nucleation modes. 

IV. The experimental results for Avrami exponent in IFAC-1 show a minor deviation at 

the end of the transformation which is similar to the simulation results for Avrami 

nucleation mode. 

V. The grain size distribution due to static recrystallization is found to be sensitive to the 

nucleation mode. In case of CN, MN and AN mode, the size distributions are found to 

be lognormal whereas for SSN mode the observed distribution is normal. The grain 

size distribution observed in the present simulation for the MN mode is a mixture of 

large grains and a continuous band of smaller grains. For AN mode, the grain size 

distribution can differ widely depending on the nucleation rate.  

VI. The grain size distribution in pure site saturation and continuous nucleation is unique. 

But the average grain size depends on both the nucleation rate and the number of 

preexisting nuclei. However both average grain size and the size distribution can be 

controlled for Mixed and Avrami nucleation modes by suitably adapting the initial 

microstructure as well as the time-temperature path of annealing. 



experimental results by fitting with appropriate analytical expressions for various nucleation 

and growth modes. These parameters are then used in the simulation to monitor the kinetics 

and grain size distribution for different nucleation modes to obtain an optimized initial 

microstructure and the time-temperature path to reach at a desired average grain size and size 

distribution. It is important to mention here that the interface energy, curvature as well as the 

presence of impurities have a finite effect on the kinetics and the grain size distribution in the 

final microstructure, which is not introduced explicitly in the present model. However, by 

incorporating these factors, the current approach can be extended to study the combined 

effect of nucleation and growth using more sophisticated modes such as cellular automata 

and phase field modelling etc. Nevertheless, the final grain size distribution in IFAC-1 SS is 

qualitatively similar to the simulation results observed for Avrami nucleation mode although 

a quantitative agreement cannot be claimed only on the basis of nucleation mode.  

7.8. Summary and conclusions 

 An algorithm is proposed to study the role of nucleation modes on the kinetics of 

static recrystallization under isothermal annealing conditions. The kinetic parameters are 

evaluated from the simulation using KJMA and MPM formalism to verify the validity of 

isokinetic assumption in case of pure site saturation, pure continuous nucleation modes as 

well as a mixture of these two pure nucleation modes. The model also provides considerable 

insight into the microstructure evolution as governed by the intricacies of various nucleation 

possibilities and delivers a logical approach to control the average grain size and their size 

distribution under different conditions of nucleation.  

The salient results of the present study are listed as follows. 

I. The kinetic parameters (n, q, m) for pure site saturation and continuous nucleation 

modes are found to follow the isokinetic assumptions of KJMA approach. However 



of preexisting nuclei under SSN mode. For CN mode, the available time for growth is small 

for those nuclei which appear at a later stage of transformation, as compared to those which 

appear rather early. But the same growth time is available for all the nuclei that appear at the 

same instant during the transformation. Therefore the statistical grain size distribution 

consists of a continuous band of grains (figure 7.15 (b)). Nevertheless, the average grain size 

in CN mode depends on the nucleation rate. Further, in the MN mode, the grain size 

distribution is a mixture of large grains due to preexisting nuclei and a continuous band of 

smaller grains due to continuous nucleation (figure 7.15 (c)). Hence, the grain size 

distribution and the average grain size are functions of both N* and No. Similarly for AN 

mode, as the nucleation rate varies continuously, the individual grain sizes also differ widely 

(figure 7.15 (d)). Therefore both the grain size distribution and the average grain size depend 

on the nucleation rate ( o). In essence, for intermediate nucleation modes, both grain size 

distribution and average grain size can be controlled by controlling the parameters N* and o.

Based on present results, the grain sizes can be controlled by the choice of the temperature of 

annealing for SSN and CN modes; but the size distribution cannot be altered. However, for 

intermediate nucleation modes, both grain size and its distribution can be modified for a 

suitable choice of annealing temperature and time.  

 The observed variation of the kinetic parameters in this study during an isothermal 

transformation provides a fundamental insight to identify the nucleation mode from complex 

experimental results. A gradual increase and decrease in the kinetic parameters during the 

transformation in a mixed and Avrami nucleation mode straightaway differentiates the two 

intermediate modes. However, a prior knowledge of the growth mechanism is absolutely 

necessary, as different combinations of nucleation and growth can lead to a change in the 

transformation kinetics and hence the final grain size distribution. Once the growth 

mechanism is known, the nucleation and growth parameters can be obtained from 



explaining the varying kinetic parameters during the transformation. The estimated Avrami 

exponent in the present experimental investigation is found to be 2.4 for an isothermal 

annealing at 1073K. This value also leads to the inference that the nucleation mode for the 

IFAC-1 in this study follows an intermediate mode of nucleation.  

 The algorithm presented in this study is also employed to demonstrate the 

development of grain morphology during static recrystallization for different nucleation 

modes. Several attempts have been made previously to study the microstructure evolution 

during primary recrystallization for SSN and CN modes with different growth models [273-

276]. Although the grain size distributions obtained by simulation did not agree with the 

experimental observations, most of them were found approximately to be lognormal. This 

disagreement was attributed to the inadequacy of the computer model to incorporate the 

complexity of the recrystallization phenomena. In general the grain size distribution depends 

on several factors like the mode of nucleation, the mechanism of atomic diffusion for 

interface migration, the grain boundary energy as well as the presence of impurities and 

second phase precipitates [284, 285]. All these factors need to be suitably introduced in the

model to understand fully the nature of grain size distribution in a real material. Alternatively, 

the individual aspects can also be studied separately to point out the role of different factors 

on the final grain size distribution. In this spirit, in analyzing the role of nucleation modes 

alone, the present study reveals that the size distribution and the average grain size of the 

recrystallized microstructure are very sensitive to the nucleation mode. For SSN mode, all the 

nuclei are subjected to grow for the same time duration until completion of transformation. 

Therefore the individual grain sizes depend only on the impingement between the 

recrystallized grains which results in a normal grain size distribution (figure 7.15 (a)). 

However, increase in the number of preexisting nuclei leads to the cessation of growth at an 

early stage of the transformation. Therefore the average grain size is a function of the number 



It has been observed that the grain size distribution for SSN mode fits the normal distribution 

function with better accuracy. However, for CN, MN and AN mode, the grain size is found to 

follow a lognormal distribution. The grain size distribution for the experimental specimen is 

also found to be lognormal with the average grain size similar to the simulated one with 

Avrami nucleation mode. 

7.7. Discussion 

 Although the model presented here is introduced in the context of static 

recrystallization, it is applicable for any solid state transformation, that is governed by 

nucleation and growth processes. In general, the kinetic parameters are often derived by 

linear fitting of the measured data from appropriate experiments using KJMA and MPM 

formalism. However, these models are based on isokinetic approach, valid only for pure SSN 

and pure CN mode. In case of transformations mediated through a mixture of pure SSN and 

CN modes, this linear fitting procedure can produce a unique value for the parameters (n, q, 

m) which leads to imprecise information about the nucleation and growth modes. Due to this 

inadequacy of the KJMA approach, various models are developed in order to correctly 

describe the transformation kinetics and the grain size distribution during static 

recrystallization [119, 270, 282-283]. The present simulation results demonstrate that, if the 

nucleation rate ( o) in AN mode and the number of preexisting nuclei (N*) in MN mode are 

large enough, the contribution from the pure SSN mode is higher. Therefore the estimated 

kinetic parameters are also close to that of the pure SSN mode. Similarly, for low values of o

in AN mode and higher values of No in the MN mode, the kinetic parameters are close to a 

pure CN mode. In addition, the homogeneous and heterogeneous choice of nucleation sites is 

also responsible for the relative contribution of pure SSN and CN modes in case of 

intermediate modes. Therefore it is possible to estimate the relative contribution of pure SSN 

and CN modes towards the intermediate modes using the present model, which helps in 



recrystallized. This is shown in figure 7.15 (e), where the grain size is normalized to the 

average grain size of the experimental deformed microstructure (R) in rolling direction 

(figure 7.1 (a)). In order to verify the nature of the grain size distribution under different 

nucleation modes, the distribution plots in figure 7.15 are subjected to non-linear fitting with 

normal and lognormal distribution functions expressed as in Eq. (7.10) and Eq. (7.11) 

respectively.  

     (7.10) 

      (7.11) 

Where Y is the distribution function, Xc is the average grain size and w is the full width at half 

maxima of the distribution. Yo and A are constants. The solid lines shown in figure 7.15

illustrate the fitted distribution function for grain size distributions and the corresponding fit 

parameters are listed in table 7.4.
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Table 7.4 

The fit parameters obtained from the grain size distribution fits ( Eq. (7.10 & 7.11)) for 

simulated (different nucleation modes) and experimental microstructures

Nucleation mode 
Grain size 
distributio
n function 

Yo A 
XC

(Average 
grain size) 

w 
R2 

(fit)

Site saturated 
Nucleation 

Normal 0.012 0.327 0.35Ro 0.25 Ro 0.96

Continuous 
Nucleation 

lognormal 0.014 0.353 0.24Ro 0.67 Ro 0.84

Mixed Nucleation lognormal 0.013 0.439 0.305Ro 0.731 Ro 0.97

Avrami Nucleation lognormal 0.051 0.201 0.192Ro 0.510 Ro 0.9

Experimental lognormal 0.022 0.224 0.186R 0.514 R 0.97



corresponding to f=1 (complete recrystallization) for all the four different nucleation modes. 

The grain size(r) for the recrystallized microstructures, in this case is defined as the diameter 

of a circle with the same area as that of a grain and then normalized with respect to the 

diameter of the circle with an average grain area of the parent deformed microstructure (R0)

in the rolling direction (figure 7.5 (b)). The normalized grain size distribution for the 

simulated microstructures is illustrated in the figure.7.15 (a-d) for SSN, CN, MN and AN 

modes respectively. In order to compare with experimental results, the grain size distribution 

is also measured in the experimental sample (figure 7.1 (c)) which was completely 

Fig. 7.15. A comparison of grain size distribution in the fully recrystallized microstructure from 
simulation and experiment for different nucleation modes.(a) Site saturation (b) Continuous 
nucleation (c) Mixed nucleation (d) Avrami nucleation.(e) from experiment. The grain size is 
normalized to the average grain size of the corresponding deformed microstructure for both 
simulation (R) and experiment (Ro).The solid lines in (a) is fitted to Eq. (7.10) and for (b), (c), (d) 
and (e) is fitted to Eq.(7.11). 



  

Fig. 7.14. Snapshots of microstructure evolution in (a) Site saturation (SSN) (b) continuous 
nucleation (CN) (c) Mixed nucleation (MN) and (d) Avrami Nucleation (AN) mode for 
heterogeneous recrystallization 



of o. In the present case, the transformation seems to complete well before all the sites are 

saturated for nucleation. Therefore Avrami exponent for homogeneous recrystallization in 

AN mode is found to be constant and similar to that of CN mode throughout the 

transformation (figure 7.8 (a)). In order to further investigate the effect of o on the variation 

of Avrami exponent, simulations were carried out with varying o under heterogeneous 

recrystallization module. Figure 7.13 depicts the variation of Avrami exponent during the 

transformation for different values of o ( o o o, o). It can be clearly noticed that 

with doublin o the n value approaches quickly towards the n value of SSN 

mode whereas changing the value of o to o /4, the Avrami exponent remains almost constant 

which is the characteristics of CN mode. Further figure 7.9 (a) and figure 7.9 (b) clearly 

establish a higher value of Sv for AN mode compared to other modes for both homogeneous 

and heterogeneous recrystallization, which is attributed for the higher nucleation rate. The 

behavior of q and m parameters is found to be similar to that of n for obvious reasons (figure 

7.10 and figure 7.11).

7.6. Simulated and experimental grain size distribution: A comparison 

 This section deals with the role of nucleation mode in dictating the microstructural 

evolution under isothermal annealing conditions. Figure 7.14 (a)-(d) depict the time 

evolution of the simulated microstructure under isothermal annealing at 1073 K for SSN, CN, 

MN and AN mode with heterogeneous recrystallization. The microstructures are chosen for 

four different transformed volume fractions (f=0.3, 0.6, 0.8 and 1) in both cases. In general, 

higher nucleation rate and/or preexisting nuclei leads to severe impingement between the 

product phase and the nuclei cease to grow even at a relatively early stage of transformation. 

Therefore the final grain size distribution and the average grain size are also explicit 

functions of the nucleation parameters No, N* and o. In order to understand the role of these 

parameters, the grain size distribution has been measured from the simulated microstructures  



(b)). However, as the transformation proceeds, the n value for homogeneous recrystallization 

remains practically constant whereas for heterogeneous recrystallization the value of n

decreases gradually. This can be explained on the basis of individual contributions from pure 

SSN and CN mode which is basically decided by the value of o. Pure SSN and CN modes 

are extreme cases of AN mode with very high and very small value of o. In other words, the 

parameter o actually decides the rate of saturation of the available nucleation sites. Therefore 

with identical values of o, the AN mode under heterogeneous recrystallization approaches 

faster towards the SSN mode compared to homogeneous recrystallization, as the number of 

available nucleation sites is comparatively very small in the heterogeneous case. This 

explains why the observed n value gradually approaches towards the n value of SSN mode 

during heterogeneous recrystallization (figure 7.8(a)). In the present simulation for AN 

mode, the complete transformation occurs before all the heterogeneous sites are saturated 

which results in an n value of 2.5 at the end of the transformation. In a similar line of 

argument for homogeneous recrystallization, the AN mode approaches towards the SSN 

mode as all the sites are saturated for nucleation which is only possible for a very large value 

Fig. 7.13. 0) in the Avrami nucleation 
0=6.4x108 Nuclei m-2)

Heterogeneous Recrystallization 

Avrami Nucleation 



in the Avrami exponent in a MN mode actually depends on the nucleation rate (No). In order 

to monitor the dependence of Avrami exponent on the nucleation rate in MN mode, 

simulations were carried out under heterogeneous nucleation module by altering the values of 

No with the same value for N*. These results are shown in figure 7.12 with nucleation rates 

(No/2, No/4, 1.5No, 2No). It can be noticed from figure 7.12 that by doubling the nucleation 

rate from N0 to 2N0 the Avrami exponent quickly attains a maximum value and behaves 

similar to a continuous nucleation mode. On the other hand, if the nucleation rate is changed 

from N0 to N0/4, a gradual increase in the Avrami exponent is observed which attains its 

maximum value nearly at the end of the transformation. The values of q and m for MN mode 

behave in an identical manner to that of Avrami exponent and vary continuously (table 7.3)

between the corresponding values of q and m for pure SSN and CN mode in both 

homogeneous and heterogeneous recrystallization. 

7.5.3. Avrami nucleation mode 

 In contrast to MN mode, the Avrami exponent in case of AN mode is observed to start 

with an initial value of 3 at the beginning of transformation (figure 7.8 (a) and figure 7.8

Fig. 7.12. Variation of Avrami exponent for varying nucleation rate (N0) in the mixed mode 
nucleation for heterogeneous recrystallization. (N0=2.1x1016 Nuclei m-2)

Heterogeneous Recrystallization 

Mixed Mode Nucleation 



boundary area per unit time) adopted in the present study. This lower nucleation rate in CN 

mode leads to a slightly higher value of q and m (q=0.82 and m=2.44) in comparison to the 

reported values of Goetz and Seetharaman (q=0.67 and m=2) for homogeneous 

recrystallization with a nucleation density of 3x10-4 nuclei per unit grain boundary area per 

unit time [150]. The observed q and m values for SSN mode (table 7.3) are in good 

agreement with the predicted values of q and m by Goetz and Seetharaman [150]. Similar 

observations have been obtained for heterogeneous recrystallization under both SSN and CN 

modes. 

7.5.2. Mixed nucleation mode 

 The Avrami exponent for the MN mode (figure 7.8 (a) and figure 7.8 (b)) starts with 

a value of 2 at the beginning of the transformation where the contribution is purely from SSN 

mode. However as the transformation proceeds, nuclei add up continuously and the Avrami 

exponent gradually approaches towards the theoretical values of CN mode (n=3). This is 

because the MN mode is actually a mixture of pure SSN and CN modes depending on the 

values N0, and N* (Eq. (2.5)). Therefore the overall kinetics is also decided by individual 

contributions from pure SSN and CN modes. Although this happens in both homogeneous 

and heterogeneous recrystallization, the Avrami exponent is found to increase rapidly in 

heterogeneous recrystallization as compared to homogeneous one. This is because; the 

availability of total nucleation sites in case of a heterogeneous recrystallization is small, when 

compared with homogeneous recrystallization. Therefore with identical nucleation rate for 

both homogeneous and heterogeneous recrystallization, the rate at which the available 

nucleation sites are filled up during continuous nucleation is higher in case of a 

heterogeneous recrystallization. This fact can also be witnessed from figure 7.9 (b) for 

heterogeneous recrystallization, where the difference in Sv for MN and CN mode is less in 

comparison to homogeneous recrystallization (figure 7.9 (a)). Therefore the rate of increase 



continuously for which it was evaluated for several domains of transformed fraction and the 

variation in the range of q is evaluated. Further, the m values for different nucleation modes 

are also estimated in a manner similar to that of q from the slope of the plot ln (Sv / (1-f)) vs ln 

(t) (see figure 7.11 (a) and figure 7.11 (b)). The estimated values of n, q, m from the 

simulation are listed in table 7.3.

7.5. Analysis of kinetic parameters under different nucleation modes 

7.5.1. Site saturation and continuous nucleation mode 

 The observed value of n during heterogeneous recrystallization for SSN mode 

(n=1.77) and CN mode (n=2.83) is slightly lower than the KJMA model prediction (n=2 for 

SSN and n=3 for CN) whereas a good agreement is observed for the case of homogeneous 

heterogeneous recrystallization which states that the n value in a heterogeneous 

recrystallization comes down due to the reduced dimensionality of growth [281]. Further the 

delayed occurrence of Sv = (Sv)max observed for the CN mode, in contrast to SSN mode 

(figure 7.9 (a) and figure 7.9 (b)) can be ascribed for the reduced impingement between the 

product phases resulting due to the lower nucleation rate (1.7x 10-5 nuclei per unit grain 

Table 7.3 

The variation of kinetic parameters calculated from the simulation using KJMA and MPM 

model [Hom. Rxtn. (Homogeneous Recrystallization), Het. Rxtn. (Heterogeneous Recrystallization)]

Nucleation 

Mode 

n q m 

Hom.

Rxtn 
Het. Rxtn Hom. Rxtn Het. Rxtn Hom. Rxtn Het. Rxtn 

SSN 1.98 1.77 0.47 0.46 0.88 0.86

CN 2.98 2.83 0.82 0.78 2.44 2.13

MN 2-3 2-2.83 0.48-0.83 0.52-0.67 0.86-2.42 1-1.7 

AN 3.15 3.2 - 1.5 0.79 0.77-0.53 2.42 2.01-1.41 



different for each nucleation mode depending on the number of preexisting nuclei and the 

nucleation rate. Figure 7.10 (a) and figure 7.10 (b) show the plot of ln (Sv (1-f)) vs ln (-ln (1- 

f)) for all the nucleation modes in homogeneous and heterogeneous recrystallization 

respectively. The data points were subjected to a linear fit with Eq. (2.24), excluding the 

nonlinearity part observed above (f > 0.97) and the slope of the linear fit (q) is estimated for 

SSN and CN mode. For MN and AN nucleation mode, the slope is observed to vary 

Fig. 7.10. Plots of ln (Sv /(1-f)) vs ln (-ln(1-f)) for 
different nucleation modes under (a)
homogeneous recrystallization (b) heterogeneous 
grain boundary recrystallization. The slope of the 
plots (q) is estimated using Eq. (2.24) excluding 
the nonlinear region observed at the end of the 
transformation. The q values are listed in the 
figure for corresponding nucleation modes 

Fig. 7.11. Plots of ln (Sv /(1-f)) vs ln (t) for 
different nucleation modes under (a)
homogeneous recrystallization (b) heterogeneous 
grain boundary recrystallization. The slope of the 
plots (m) is estimated using Eq. (2.23) excluding 
the nonlinear region observed at the end of the 
transformation. The m values are listed in the 
figure for corresponding nucleation modes 



volume because only a few growing nuclei are available at the very beginning and also at the 

end of the transformation [280]. Figure 7.9 (a) and figure 7.9 (b) show the variation of (Sv)

as a function of recrystallized fraction (f) for homogeneous and heterogeneous 

recrystallization respectively. It can be clearly observed that the value of Sv is always higher 

in case of homogeneous recrystallization as compared to the heterogeneous one; because of 

less impingement taking place in the former case. Therefore the variations of Sv are also 

Fig. 7.8. Variation of Avrami exponent with 
transformed fraction for different nucleation 
modes (a) homogeneous recrystallization (b)
heterogeneous recrystallization 

Fig. 7.9. Variation of Grain boundary area per unit 
volume as a function of transformed fraction estimated 
from the simulation for different nucleation modes (a)
Homogeneous recrystallization (b) Heterogeneous 
recrystallization



actual transformed fraction estimated from the microstructural parameters using Eq. (7.6); 

whereas the solid lines through these points are based on Avrami model derived using Eq.

(2.14) and Eq. (7.7). The observed difference in the KJMA model prediction and the actual 

transformed fraction is within 3%. This signifies that the present algorithm has high accuracy. 

The major source of error in this model arises primarily from space discretization scheme. In 

general, the ratio of the size of simulation volume to that of a single cell should be as high as 

possible, to achieve more accurate results. In this context, in the present model, the area of a 

single cell is assumed as 0.25 µm2 to enhance the accuracy. The actual transformed fraction 

estimated from Eq. (7.6) is used in the kinetic analysis of static recrystallization in this study 

which is described in the next section. 

7.4. Results 

7.4.1. Evaluation of kinetic parameters from simulation 

 In general, the Avrami exponent (n) can be estimated from the transformed fraction 

data by taking the double logarithm of Eq. (2.15).

      (7.8) 

The Avrami exponent n is the slope of the plot ln (-ln (1-f)) vs ln (t) and can be obtained by 

differentiating Eq. (7.8). 

        (7.9) 

The values of n estimated using Eq. (7.9) as a function of the transformed fraction are plotted 

in figure 7.8 (a) and figure 7.8 (b) for homogeneous and heterogeneous recrystallization 

respectively. Comparison of figure 7.8 (a) and figure.7.8 (b) clearly reveals that the Avrami 

exponent deviates from the normal trend below 3% and above 97% of transformation for both 

homogeneous and heterogeneous recrystallization in a similar fashion. This deviation, as 

pointed out by Hesselbarth and Gobel, occurs in all simulations with discrete space in a finite 
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7.2) for different nucleation modes for an isothermal annealing at 1073 K is illustrated in 

figure 7.6. Figure 7.7 represents the variation of transformed fraction estimated for different 

nucleation modes under homogeneous recrystallization. The scattered points represent the 

Fig. 7.6. Time evolution of number of nuclei per unit volume for different nucleation 
modes considered in the present simulation  

Fig. 7.7. The time evolution of recrystallized fraction as calculated from the microstructure 
evolution from the simulation for different nucleation modes in homogeneous 
recrystallization. The solid lines represent the transformed fraction calculated from KJMA 
model  



7.3.3. Evaluation of actual and extended transformed fraction 

 Once the recrystallization is initiated, the fraction of the recrystallized volume f (ti) is 

estimated at each time step by taking the ratio of the number of recrystallized cells to the total 

number of cells in the initial volume.

 volumeinitialin thecellsofnoTotal

0)(  variablestate with cellsofNo
)(t if       (7.6) 

In the present scheme, we have also calculated the time evolution of the extended volume 

fraction (fext (t)) using the following expression.  

       (7.7) 

Where, Nr is the number of nuclei appearing in the r th simulation time step, calculated from 

Eq. (2.3 - 

depends 

-dimensions respectively. The parameter s stands for the growth 

dimensionality and has a value of 2 and 3 for two and three dimensional growth respectively. 

For the calculation of total interfacial boundary cells at each time step, the total number of 

deformed cells with ( =0) was found out which have at least one neighboring recrystallized 

mulation volume to estimate the 

interfacial area between recrystallized and non-recrystallized regions (Sv) (see section 2.12.2).

7.3.4. Accuracy of the algorithm

 The relationship between actual and extended transformed fraction in Eq. (2.14) is 

exact, although the applicability of KJMA model is limited to certain conditions of nucleation 

and growth [279]. Therefore, the actual transformed fraction calculated from the present 

simulation (Eq. (7.6)) is compared with values estimated analytically from Avrami model 

using (Eq. 2.14) & (Eq. 7.7) to check the accuracy of the present algorithm. The time 

evolution of the number of nuclei per unit volume, calculated (using the parameters in table 
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appearing during the time step t= ti-1 to t=ti will be allowed to grow with a constant growth 

velocity calculated using Eq. x (ti)) during the growth of these 

nuclei in the time span of t=ti-1 to t=ti is estimated from the following equation. 

i

1-i

t

t

d vi Gtx         (7.4) 

Where Gv stands for the growth velocity. For all the previous nuclei appeared before time ti-1

having radii x (ti-1), will grow into the deformed region with an updated radius x (ti) at time ti. 

        (7.5) 

In accordance with the Avrami model, the radius calculated from Eq. (7.5) is called as the 

extended radius of the nuclei. For the calculation of actual growth, only those cells are 

identified at the ith time step, whose distance from the center of the nuclei lies between x (ti-1)

and x (ti). These cells are then checked to verify their state variables, to ensure that they 

belong to the deformed state. If this condition is satisfied, the identified cells are assigned the 

p1 as that of the center cell. Otherwise, those cells are left unattended 

without a change in the state variable. The capillary pressure arising from the grain boundary 

curvature is neglected in the present algorithm. The entire simulation was carried out at an 

annealing temperature of 1073 K in the defined simulation volume under periodic boundary 

conditions. Once the state variable of all the deformed cells in the simulation volume changes 

five such simulations was performed for each nucleation mode to check the accuracy of the 

algorithm. The entire code for the simulation has been developed in-house based on this 

algorithm. 

ii txtx ) x(t )( 1-i



7.3.2. Algorithm for simulation of static recrystallization 

x=0.5  in the deformed volume 

which represents the spatial resolution of the model. With this choice of cell length, the 

average grain size along the rolling direction (Ro) in the deformed microstructure, shown in 

figure 7.5 (b), is found to be 157 . Every individual cell in the grid is defined by an integer 

represents a fully recrystallized state inside the simulation volume. For the homogeneous 

nucleation module, nucleation sites are picked randomly from all cells in the simulation 

volume. However, under heterogeneous nucleation module, the integer coordinates of all the 

cells along the grain boundaries are identified and saved in a separate array from which 

heterogeneous nucleation sites are chosen randomly. The number of nucleation sites 

appearing during time step t= ti-1 to t=ti is evaluated from the following equation. 

      (7.3) 

Where  is the nucleation rate per unit volume calculated from Eq. (2.3) - (2.7), for SSN, CN 

MN and AN modes respectively and V is the simulation volume. Once a new nucleus has 

p1, chosen randomly in 

the range, 1-90. This cell serves as the center of the strain-free grain during the isotropic 

p1 assigned to a nucleated cell actually 

separates the cell from its surrounding cells which either belo

another strain-

belongs to a strain-free grain, it is considered as phantom nuclei, as termed by Avrami. A 

phantom nucleus is not allowed to appear in the simulation volume although they are 

included for the calculation of extended volume fraction. The  (ti) number of nuclei 
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deformed region. Additionally, the interface is assumed to move with a constant isotropic 

velocity, until and unless they impinge with another interface. At first sight, the assumption 

on constant and isotropic interface velocity appears to oversimplify the model because it is 

known that in practical situations the interface moves with varying velocity depending on the 

orientations of the neighboring sites. However, for the present purpose of evaluating the 

kinetic parameters under different possible nucleation modes and compare with the 

theoretically predicted values from KJMA and MPM method, this assumption can be 

justified. To serve this purpose, the present model is formulated in tune with the KJMA 

model which assumes random nucleation and constant isotropic growth for the product phase 

nuclei. 

Fig. 7.5. (a) The initial microstructure generated using the present algorithm (b) The 
70% rolled microstructure generated from microstructure shown in (a) by uniform 
compression in one direction 



and QG values. Similarly, a systematic deviation of 2% in the measured f curves results in a 

maximum of 22 % error in the original values of QN and QG.  It is noteworthy to mention here 

that the estimated activation energies for nucleation and growth (QN and QG) are valid only 

for CN, MN, AN modes of nucleation. In case of SSN mode, Qeff = QG. The estimated values 

of QN, QG as well as the numerical values of the parameters figuring in Eq. (2.3-2.7) and Eq.

(2.13) are listed in table 7.2 [119, 126]. These values serve as inputs for the simulation 

component of this study. This is discussed next. 

7.3. Simulation method 

7.3.1. Setup of the deformed microstructure 

 The initial microstructure was generated on a (5000  5000) grid of square cells by 

simulation of homogeneous recrystallization with continuous nucleation mode under periodic 

boundary conditions. This has been generated using the algorithm (Appendix-A) which has 

also been used to obtain the microstructures that evolve during recrystallization. The details 

of the algorithm are described in the succeeding section. In the next step, the initial 

microstructure generated is deformed homogeneously to the extent of 70% (thickness 

reduction) by simulations of plane strain compression test which is used in industrial rolling 

to produce genuine descriptions of microstructures [278]. This compressed grid of cells (5000 

 1500) generated by the above procedure serves as the deformed volume for the nucleation 

and growth of strain-free grains in all the simulations carried out in this study. The basic 

purpose of this thickness reduction procedure is to compare the grain size distribution of the 

recrystallized grains under different nucleation modes as a function of the average grain size 

of the deformed structure in the rolling direction. Figure 7.5 (a) and figure 7.5 (b) show the 

initial and the subsequent deformed volume generated in the above procedure. Before 

proceeding further, it is worthy of mentioning here that the stored energy due to deformation, 

which is the driving force for recrystallization is assumed to be uniform throughout the 



in figure 7.4 (scattered points) and fitted to Eq. (7.2) (solid line) to obtain the fit parameters 

QN =215±20 and QG =280±6 kJmol-1.  

Table 7.2 

Numerical value of the parameters in Eq. (2.3-2.7) and Eq. (2.13) used in the 

computer simulation [119, 126]. The activation energy for nucleation (QN) and 

growth (QG) is estimated from the experimental data. 

Nucleation Mode 
Pre-exponential 
Term (Nucleation) 
Nuclei m-2

QN 

kJ mol-1
QG 

kJ mol-1

Preexponential 
Term (Growth) 
m s-1

Site Saturated 
Nucleation (SSN) 

8 0 292

Go=8.55 X 107  

Continuous 
Nucleation(CN) 

No = 2.1x1016 215 280

Mixed mode 
Nucleation (MN) 

N* =3.3 x107

No = 2.1x1016 215 280

Avrami 
Nucleation (AN) 

=1.32 X108

o =6.4 X 108 215 280

In order to observe the robustness of the fit parameters, a sensitivity analysis was carried out 

to monitor the effect of the experimental error. It has been observed that a systematic 

deviation of 2 K in the temperature produces up to 10 % variation in originally estimated QN

Fig. 7.4. Effective activation energy (Qeff) as a function of Avrami exponent. The 
solid line represents the fitted curve according to Eq. (7.2) 



comes down slightly at the end of the transformation. It is important to mention here that, the 

concept of constant kinetic parameters is indeed a coarse approximation, which is valid only  

in the case of pure SSN and CN mode [126, 134, 137]. However, for transformations taking  

place with intermediate nucleation modes, the effective activation energy can be represented 

as a sum of individual contributions arising independently from nucleation and growth using 

the following equation [126, 134, 137].  

        (7.2) 

Where d and mG stand for the dimensionality of growth and the mode of growth respectively. 

The parameter mG has the value of 1 and 2 for interface and diffusion controlled growth 

modes respectively. The parameter n is the Avrami exponent which has the value (d/mG) for 

pure site saturation and (d/mG+1) for continuous nucleation. In the present experimental 

conditions, the value of (d/mG) is 3. The parameters QN and QG stand for individual activation 

energies for nucleation and growth. The estimated values of Qeff and n (table 7.1) are plotted  
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Fig. 7.3. The Avrami plot for isothermal static recrystallization at four 
different temperatures



correspond to the experimental values while the line depicts the fitted curve using KJMA 

model given in Eq. (2.15). By using similar procedures for different annealing temperatures 

of 1023, 1073, 1123, 1173 K, the effective activation energy and Avrami exponent are 

estimated. These parameters (n, Qeff, ko) are listed in table 7.1. Figure 7.3 depicts the so-

called Avrami plot obtained from the time variation of the measured transformed fraction 

(scattered points) along with the linear fits (solid lines) under isothermal annealing at the  

Table 7.1 

Experimentally measured kinetic parameters (n, Qeff and ko)for static recrystallization 

in IFAC-1 at different annealing temperatures in accordance with KJMA model 

Temperature of 
Annealing (K) 

Avrami 
Exponent(n) 

Effective Activation 
Energy (Qeff)

/ kJ mol-1

ko / s
-1 R2/fit 

1023 2.97 279 2.62x106 0.99

1073 2.4 293 1.08x108 0.99

1123 2.24 313 2.08x109 0.99

1173 1.703 328 8.07x1010 0.99

above-mentioned temperatures. It is interesting to note here that the Avrami exponent which 

is the slope of the plots in figure 7.3 is almost constant during the transformation although it 

Fig. 7.2. Variation of microhardness and the recrystallized fraction with annealing 
time for IFAC-1 austenitic stainless steel at annealing temperature 1073 K



521±12 VHN, which gradually decreases to 294±8 and 282±10 VHN after isothermal 

annealing for 600 and 900 s respectively. Complete recrystallization is observed after 900 s 

of annealing at 1073 K. The extent of recrystallization as a function of time has been 

calculated from hardness data under isothermal annealing using the expression given below.  

         (7.1) 

Where f is fraction transformed, Ht corresponds to hardness value for a typical annealing time 

t, Ho stand for starting hardness of the deformed sample and Hf is the hardness of sample 

annealed for the maximum time duration (900 s). This is depicted in figure 7.2, where the left 

Y-axis stands for the measured hardness values and the right Y-axis represents the fraction 

transformed at an annealing temperature of 1073 K. In figure 7.2 the scattered points 

f

ft

HH

HH
f

0

1

Fig. 7.1. (a) The optical micrograph for 70% rolled austenitic stainless steel showing 
elongated grains in the rolled direction (b) Nucleation of strain-free grains along the 
grain boundary of the deformed austenitic stainless steel after annealing for 240 s at 
1073 K (c) microstructure showing complete recrystallization for annealing time 600 s 
at1073 K 



parameters is analyzed to examine the applicability of isokinetic approach for different 

nucleation modes. In addition, the grain size distribution under different nucleation modes 

has also been evaluated from the simulated microstructures and compared with experimental 

results.  

7.2. Experimental study 

 Samples of size (5x5x2) mm were prepared from 70% cold rolled IFAC-1 SS plate

and isothermally annealed in a muffle furnace at four different temperatures (1023, 1073, 

1123 and 1173 K) in the time span ranging from 0 to 15 minutes. The annealed samples were 

water quenched in order to retain the microstructure that is representative of the annealing 

temperature. The selection of the above temperatures is based on the fact that they are well 

above the onset temperature of recrystallization for this steel [277]. The microstructural 

characterization and the micro-hardness measurements of deformed and annealed samples 

were performed using optical microscopy and Leitz microhardness tester. At least 8 to 12 

indentations were made for each sample and the average of all the measurements is accepted 

as the representative hardness value. 

7.2.1. Estimation of activation energy  

 Figure 7.1(a) illustrates the optical microstructure of the 70% rolled IFAC-1 showing 

elongated grains in the rolling direction. The average grain size is found to be 124

along the rolling direction. Figure 7.1(b) and figure 7.1(c) illustrate the optical 

microstructures after isothermal annealing of the deformed steel at 1073 K for a time span of 

240 s and 600 s respectively. Partial recrystallization is observed for the sample annealed for 

240 s with the appearance of new strain-free grains (figure 7.1(b)) nucleated preferentially 

along the grain boundary regions of the deformed grain structure. The microstructure of the 

sample annealed for 600 s (figure 7.1(c)) shows a fully recrystallized structure with very fine 

grains. It is observed that the average microhardness value for the 70% cold rolled IFAC-1 is 



272]. A detailed description on the possible nucleation and growth modes during diffusional 

phase transformations is provided in chapter 2 (see section 2.10).

 Several analytical and computational methods have been employed in the past to 

study the kinetics and microstructure evolution during recrystallization [273-274]. The grain 

size distributions in static recrystallization, resulting due to different nucleation and growth 

rates have been addressed by Saetre et al and Marthinsen et al using geometrical models 

[273-274]. Latter Srolovitz et al observed minor deviations of Avrami exponent from KJMA 

prediction for site saturated and constant nucleation modes using Monte Carlo simulation 

technique [275, 276]. The systematic variation of n, q, and m was demonstrated by Goetz et 

al using a cellular automata model and found reasonable agreement with the theoretical 

values of KJMA and MPM model [150]. However, the nucleation modes adopted in all these 

studies are either pure site saturation or continuous. In actual practice, the nucleation can 

occur in an intermediate mode i.e. a mixture of pure site saturation and continuous mode such 

as mixed or Avrami mode where the KJMA kinetics may not be applicable (see section 

2.10.1) [120-122]. It is important to mention here that, altering the nucleation mode to 

examine the effect of nucleation on the overall kinetics of recrystallization is almost an 

impossible task by experiment. In this regard the present chapter deals with an algorithmic 

approach that provides for accurate prediction of the time evolution of parameters f, fext, and 

Sv during the process of thermally activated static recrystallization, following plastic 

deformation. The static recrystallization in IFAC-1 has been experimentally studied to obtain 

the activation energies which are used as the input parameters for the simulation. The kinetic 

parameters (n, q, m) are explicitly evaluated from the simulation for pure site saturation 

(SSN), pure continuous nucleation (CN) and intermediate modes like mixed nucleation (MN) 

and Avrami nucleation (AN) in both homogeneous (spatially random nucleation) and 

heterogeneous (grain boundary nucleation) recrystallization. Further, the variation of kinetic 



Chapter 7

Role of Nucleation Mode on Kinetics of Static Recrystallization & 

Grain Structure Development: A Mesoscopic Simulation Approach 

7.1. Introduction 

 The kinetics of recrystallization has drawn substantial attention not only due to its 

technical importance in controlling the grain morphology to design materials with improved 

properties, but also to develop a fundamental understanding of the underlying mechanism of 

the process itself. The overall kinetics of recrystallization is basically decided by the 

cooperative dynamics of individual processes like nucleation, growth and impingement as 

pointed out by Kolmogorov-Johnson-Mehl-Avrami (KJMA) model [126-128, 139, 140]. The 

detailed description on the KJMA formalism is elaborated in Chapter 2 (see section 2.12.1).

The kinetic parameters n, Qeff, and k0 in the classical KJMA model depend solely on the 

dynamics of individual processes involved in the transformation and therefore the accurate 

estimation of these quantities provides an insight into the underlying mechanism of 

transformation, which in turn helps in controlling the final grain structure. However the 

general KJMA model is based on the isokinetic approach which implies that the kinetic 

parameters n, Qeff, and ko remain constant during the entire course of transformation [133-

137]. Similarly the microstructural path method (MPM) developed by Vandermeer and co-

workers (see section 2.12.2) to study the kinetics of transformation that is governed by 

nucleation and growth processes is also based on the isokinetic approach from KJMA 

formalism and the kinetic parameters q and m are again constant throughout the 

transformation [144-149]. It has been observed that experimentally measured kinetic 

parameters often deviate from ideal KJMA and /or MPM model predictions which are 

attributed to the simplified assumptions for the mechanism of nucleation and growth [269-
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Appendix

Appendix-A 

Algorithm for the generation of initial microstructure 

The initial microstructure was generated on a (5000x5000) grid of cells with periodic 

boundary conditions, assuming homogeneous nucleation and constant isotropic growth of the 

of nucleation. The nucleation sites (individual cells) were selected randomly from the grid of 

cells assuming continuous nucleation mode. The number of nuclei appearing at each time 

step was estimated using Eq. (2.4) and Eq. (7.3). The state variable of these selected 

These nucleation sites appearing at each time step served as the center of one grain and were 

allowed to grow with a constant velocity in the subsequent time. The growth velocity was 

estimated using Eq. (2.13) at an annealing temperature 1073 K. The incremental radius for 

each individual nucleus was calculated at each time step using Eq. (7.5) and the cells within 

this incremental radius were checked to ensure that they do not belong to another grain. The 

state variable of the cells inside the incremental ra

variable of the center cell. Otherwise, the state variable of the cells inside the incremental 

radius was left with their previous state variable. The simulation was allowed to proceed until 

none of the cells in the e

microstructure evolved in this procedure was used as the initial microstructure (figure 7.5

(a)) in the present study which was subsequently deformed to carry out the simulations of 

static recrystallization. 



I. CALPHAD based phase stability assessment based on the experimentally measured 

data on the solidus, liquidus together with corresponding enthalpy of phase change in 

IFAC-1 and SS 304H Cu  

II. Rationalization of the experimentally generated thermophysical properties of these 

advanced steels based on lattice dynamics to obtain a fundamental understanding of 

the nature of variation of these properties. For example the effect of Cu which 

significantly affects the thermal conductivity, linear thermal expansivity as well as 

the elastic moduli in SS 304H Cu needs to be addressed from a theoretical ground.  

III. Extension of the  thermo-kinetics analysis in the present study to obtain reliable 

values for interface energy and mobility which are currently unavailable in these 

advanced steels 

IV. Investigation on evolution of microstructure and texture during recovery and 

recrystallization using advanced electron microscopy techniques. 

V. Evaluation of valuable kinetic parameters for grain growth for these steels which is 

presently lacking, with special emphasis on the role of secondary phase precipitates 

on the kinetics of grain growth. 

VI. Extension of the present simulation study on the role of nucleation mode on the 

kinetics of static recrystallization by incorporating the heterogeneous stored energy 

distribution using crystal plasticity finite element method to predict the evolution of 

recrystallization texture. 

VII. Extension of the computer simulations carried out for IFAC-1 SS to SS 304H Cu by 

incorporating the effect of second phase precipitates. 



 Further a geometrical simulation approach has been adopted to study the role of 

nucleation mode on the kinetics of static recrystallization and the development of grain 

structure in IFAC-1. It has been observed that the rate of increase or decrease in the Avrami 

exponent in a mixed or Avrami nucleation mode is always higher for the heterogeneous 

recrystallization. However, the variation of Avrami exponent is sensitive to the nucleation 

rate for both mixed and Avrami mode of nucleation. The variation of kinetic parameters (q, 

m) in the MPM model behaves similarly to the Avrami exponent (n) irrespective of 

nucleation modes. The grain size distribution due to static recrystallization is found to be 

sensitive to the nucleation mode. In case of continuous nucleation (CN), mixed nucleation 

(MN) and Avrami nucleation (AN) mode, the size distributions are found to be lognormal 

whereas for site saturation nucleation (SSN) mode the observed distribution is normal. The 

grain size distribution for the mixed mode nucleation is a mixture of large grains and a 

continuous band of smaller grains. For the Avrami mode, the grain size distribution differs 

widely depending on the nucleation rate. The average grain size and the size distribution can 

be controlled for both, MN and AN mode by suitable selection of the initial microstructure 

as well as the time-temperature path of annealing. On the other hand the grain size 

distribution in pure site saturation and continuous nucleation is unique although the average 

grain size depends on both the nucleation rate and the number of preexisting nuclei. 

8.2. Further avenues of research 

 The present thesis reports an extensive characterization of phase stability, 

measurement of high temperature thermophysical properties as well as the recovery and 

recrystallization aspects of two advanced austenitic stainless steels i.e. IFAC-1 SS and SS 

304H Cu. This opens up numerous avenues for further research, a few of which are listed 

below. 



K) have been established. Although both the steels undergo austenitic + ferritic mode of 

solidification under slow cooling conditions, the amount of -ferrite formation in case of SS 

304H Cu is appreciable in comparison to IFAC-1 SS. Further the thermophysical properties 

of both have been measured and compared with the available literature data on AISI 300 

grade austenitic stainless steels. It has been observed that, in case of IFAC-1 SS, the 

measured thermophysical properties vary smoothly with temperature whereas the 

thermophysical and elastic properties of SS 304H Cu are found to change significantly due 

to the Cu precipitation. The heat capacity and the volume thermal expansivity have also been 

estimated for both the steels from 0 to 1273 K using quasi-harmonic Debye Grunissen 

formalism. 

 The peak recovery and recrystallization temperatures for IFAC-1 SS have been 

determined to be 815 and 1070 K respectively. The corresponding temperatures in SS304H 

Cu are found to be 826 and 986 K. The average value of the total stored energy release in 

IFAC-1 and SS 304H Cu is found to be 9.4 ± 1.4 J g-1 and 17.3 ± 1.4 J respectively. In case 

of IFAC-1, at temperatures exceeding 1273 K, partial dissolution of TiC particles resulted in 

secondary recrystallization. On the other hand SS 304H Cu undergoes simultaneous 

precipitation and recrystallization. Therefore pre-aging treatment is required to avoid the 

simultaneous occurrence of the two processes. The effective activation energies for recovery 

and recrystallization for IFAC-1 are estimated to be 198 ± 7 kJ mol-1 and 336 ± 9 kJ mol-1

respectively. In case of SS 304H Cu the effective activation energies for recovery and 

recrystallization are found to be 144± 14 and 192± 12 kJ mol-1 respectively. These activation 

energy values suggest that, both recovery and recrystallization in SS 304H Cu are primarily 

controlled by grain boundary diffusion. However for IFAC-1 SS, the recovery process is 

controlled by grain boundary diffusion and the recrystallization is influenced by bulk 

diffusion mechanism. 



Chapter 8 

Summary and Further Avenues of Research 

8.1. Summary of the present study 

 The scope of the present thesis is to investigate the high temperature phase stability, 

thermophysical properties as well as the recovery and recrystallization behavior of two 

advanced austenitic stainless steels that are candidate materials for fast breeder nuclear 

reactors (IFAC-1 SS) and advanced ultra-supercritical thermal power pants (SS 304H Cu). 

This study has been carried out using experimental techniques, modelling tools as well as 

computer simulation to evaluate several thermokinetic and thermodynamic data which not 

only provides a comprehensive database for the design engineers but also provides an insight 

into the physical metallurgy of these steels. Although dynamic calorimetry has been used as 

a major experimental technique in association with metallography and hardness 

measurements to study the phase stability and the recovery, recrystallization behavior of 

these steels, there are several other state of the art techniques such as drop calorimetry, 

dilatometry, laser flash thermal diffusivity and impulse excitation technique that have been 

employed to establish a comprehensive database on the thermophysical properties in the two 

advanced steels. The salient results of the thesis are summarized as follows. 

 The IFAC- -austenite with fine scale TiC/N (MX) precipitates 

whereas in case of SS 304H Cu, the initial microstructure consists of a mixture -austenite 

+MX + M23C6 + Cu. The homogenization of IFAC-1 is found to be initiated at 1323 K (1050 

C). Similarly the dissolution of Cu and M23C6 precipitates in SS 304H Cu are found to 

initiate at 1167 K (8940C) and 1320 K (10470C) respectively. The complete dissolution of 

MX precipitates occurs near melting temperatures for both the steels. The liquidus and 

solidus temperatures for IFAC-1 (1684 K and 1631 K) and SS 304H Cu (1723 K and 1607 
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