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Synopsis 
 

When a pulsed intense laser beam is focussed onto a solid target, a rapidly evolving 

hot dense plasma emitting intense x-ray radiation is created at the target surface. The 

spectrum of the x-ray emission is governed by the plasma parameters viz. electron 

temperature, electron density, target atomic number, degree of ionization of plasma etc. The 

above parameters depend on the various mechanisms through which laser energy is absorbed 

in the plasma, which in turn, are determined by the intensity and the temporal profile of the 

laser pulse. Under optimal conditions, up to ~ 10% of laser energy can be converted into x-

rays in the  >1 keV spectral range. This makes laser plasmas one of the most promising high 

brightness sources of x-ray radiation for many scientific and technological applications.  

The study of intense x-ray emission in laser – plasma interaction has been a subject of 

considerable importance for research investigations, especially those related to the laser 

driven inertial confinement fusion (ICF) scheme. As a potentially viable mechanism of 

energy production, it is being pursued actively at several large scale laser facilities across the 

globe and the most notable among them is the National Ignition Facility, USA. Various x-ray 

diagnostic techniques are utilized to derive information on the ion temperature Tion, the total 

areal density Rtotal, the core areal density Rcore, ion temperature and the other plasma 

parameters which are critical for understanding and improving the ICF fuel pellet deign 

parameters to achieve the break-even condition. Here  is the fuel density in the pellet and R 

is its radius. X-ray diagnostics complement the neutron diagnostics and can also be used for 

bench-marking hydrodynamics codes. The investigations in experiments relevant to ICF, 

such as probing of the high aerial density targets, require x-ray diagnostics capabilities with 

sufficiently large photon flux to record the event in a single shot, with high contrast and 

resolution. The development of highly efficient sources of high energy (10 – 40 keV) x-rays 

suitable for high resolution radiography for large ρR targets, and of low photon energy (1–2 

keV) sources which are more suitable for backlighting of low–Z material for optimal contrast, 

is the prime motivation to study the x-ray emission from plasma produced by the intense laser 

beams. 

The plasma created with a high intensity, ultra-short laser pulse has attracted attention 

as a potential source for time-resolved x-ray probing. The narrow bandwidth and short 

duration of the characteristic K-shell line radiation (K-) has generated much interest to be 

used as a probe pulse. The heating mechanism of plasma generated by ultra-short laser pulses 
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predominantly creates hot electrons (i.e. electrons with energy much higher than the thermal 

distribution) through collective mechanisms of resonance absorption, vacuum heating, jxB 

heating, etc. The interaction of the hot electrons with the cold target material behind the 

plasma leads to the emission of characteristic line radiation and continuum hard x-ray 

bremsstrahlung. Under optimized conditions, the x-ray emission typically lasts only for the 

duration of the laser pulse used, since the hot electrons responsible for the x-ray emission are 

generated only during the laser pulse. The x-ray photon energy can be suitably selected by the 

choice of the target material and optimum parameters for conversion efficiency and source 

size. The x-ray pulse duration can be controlled through the laser irradiation parameters. 

In the recent years, a number of studies have been reported on the ultra-fast dynamics 

performed using the laser plasma x-ray source. The ultra-short duration quasi-monochromatic 

x-ray pulses in the energy range of 1–10 keV, delivering sufficient photon numbers, from 

femtosecond laser produced plasma, allow investigation of materials with high temporal and 

spatial resolution. The experimental setup to probe a sample uses an optical pump to create 

disturbance, and the x-ray pulse to probe it. The pump pulse is a small fraction derived from 

the main laser pulse used to produce the x-ray source (probe). The main advantage offered by 

this scheme is that the x-ray probe pulse is exactly synchronized with the laser pulse and no 

jitter exists between the probe and pump pulses for the purpose of time resolved experiments. 

For practical applications in the ultra-fast x-ray diffraction or scattering experiments, there 

are three prime requirements. First, a large photon flux is required in single x-ray spectral line 

to record the diffracted x-ray spectrum from the sample in a single shot. Second, a smaller 

temporal pulse width of the x-ray pulse is required to resolve the rapidly changing conditions. 

Third, a narrow spectral bandwidth (small ∆E/E) is required to resolve the changes of few eV 

to few tens of eV in the spectral feature usually observed in such experiments. Generally, 

fulfilling the above requirements simultaneously is often difficult. It is important to know the 

effect of improvement in one parameter on other source parameters 

Efficient x-ray source can be generated through efficient absorption of the laser 

energy and producing hot electrons with the appropriate energy to optimally create inner-

shell vacancies in the target material. Few studies have been reported on the maximization of 

x-ray photon flux by varying the laser wavelength, pulse chirp, etc. There are some reports 

where the x-ray yield has been shown to increase by using a pre-pulse prior to the main laser 

pulse. All these studies were aimed at optimizing the plasma scale length for maximum K- 

conversion by increasing the laser energy absorption. Optimal hot electron parameters were 
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achieved by controlling the laser intensity either through offsetting the target from the best 

focus position or using a longer duration chirped laser pulse. The influence of the techniques 

used to enhance the x-ray yield on the duration of the x-ray line radiation is widely studied by 

several groups. For example, a high intensity of irradiation is necessary to increase the photon 

flux, but the resultant high energy of the hot electrons leads to emission over a longer 

duration. 

In the present research work, we have experimentally studied the x-ray emission from 

the plasma generated by the interaction of long (3 ns), short (30 ps), and ultra-short (45 fs) 

laser pulses. The influence of various laser and target conditions on the x-ray source has been 

investigated. The keV x-ray line emission yield from the magnesium plasma produced by 

laser pulses of duration extending from nanosecond to femtosecond, at a constant laser 

fluence, was studied to infer the role of ionization dynamics. There is a great interest in 

methods that could enhance the x-ray yield by variation of the laser or target conditions so as 

to make them competitive / attractive for various applications. We have studied the role of 

high–Z impurity on the keV x-ray emission from copper target. The key issue in the ultra-

short high intensity laser plasma interaction is the understanding of the initial processes 

leading to the production of hot dense plasmas. Further, any realistic high intensity ultra-short 

irradiating laser pulse has a pedestal and pre-pulse associated with it. The optical emission of 

2ω and 3/2ω harmonics in the ultra-short high-intensity laser plasma interaction was used as a 

diagnostic for pre-formed plasma. We have performed simultaneous measurements of the 

inner-shell and the ionic line radiation from ultra-short laser-produced magnesium plasma to 

investigate the laser energy absorption mechanisms. Bright ultra-short K- x-ray source 

between 1-8 keV photon energy, generated by high intensity femtosecond laser produced 

plasma, was optimized for maximizing the x-ray photon flux. The probe x-ray pulses were 

used for studying the shock wave propagation in a silicon crystal under laser excitation. A 

chapter-wise summary of these studies is given below. 

Chapter 1 gives a brief introduction to the theoretical background of the plasma and 

the laser-plasma interaction physics in the long pulse (ns) and the ultrashort pulse (fs) 

regimes. This is followed by a brief description of the ionization equilibrium in the plasma. 

Various x-ray emission processes in laser produced plasma interaction are briefly described.  

Chapter 2 starts with description of the nanosecond, picosecond and femtosecond 

laser systems used in present research work. The characterization of the parameters of the 

driving laser namely: pulse duration, spectral profile etc. is outlined. This is followed by a 
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brief description of the plasma chamber and the target setup. Two x-ray spectroscopic 

diagnostics were developed for characterization of the spectral properties of the x-ray 

emission from the plasma source. The first one was based on flat crystals, coupled with an x-

ray CCD camera recording the first order reflection of x-ray line radiation satisfying the 

Bragg condition. This diagnostic was aimed at achieving high resolution spectra capable of 

resolving the individual contribution of the x-rays of various transitions (K-1, K-2 etc.) to 

the total emission. Next diagnostic is the dispersion-less spectrograph, a spectroscopic 

technique based on the direct use of a cooled CCD operating in the single photon detection 

mode. This detection technique enables simultaneous measurement of the spectral properties 

and the incident flux of the x-rays. A detailed description on the characterization of the 

spectrograph and the reconstruction algorithms used to identify the single pixel event, is 

presented. 

The x-ray emission from highly charged ionic species was used to study the role of 

the ionization dynamics during the evolution of the plasma. Chapter 3 describes the 

measurements of the x-ray yield of different ionic lines from the plasma produced by the 

laser pulses of nanoseconds to femtosecond duration. It was observed that the x-ray yield of 

the resonance lines from the higher ionization states such as H-like and He-like ions 

decreases on decreasing the laser pulse duration, even though the peak laser intensities for the 

45 fs duration pulses are much higher than those for the 3 ns laser pulses. Analytical 

calculations of the ionization equilibrium time for the different ionization states in the heated 

plasma, carried out to explain the experimental observation, are described. 

In the indirect scheme of inertial confinement fusion using hohlraum targets, it is 

desirable to enhance the thermal x-ray yield in the sub-keV region. It has been shown that if 

two or more different elements are mixed such that the high opacity regions of one overlap 

with the low opacity regions of the other, the mixture can have a higher Rosseland mean 

opacity than that of the individual elements. On the other hand, an increase in the keV x-ray 

conversion may have negative implication for inertial confinement fusion as the harder 

component of the driver spectrum, having a longer penetration depth, can preheat the fuel 

which may result in a poor fuel compression. In Chapter 4, we discuss important findings 

related to the sharp decrease in the intensity of the copper L-shell line radiation (7.8–10.9 Å) 

as well as the integrated keV x-ray yield with increasing atomic fraction of gold in the mix-Z 

target. The results can be explained from the physical consideration of the high value of free-
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bound opacity of gold in the spectral region of the L-shell emission of copper ions and down 

conversion of the absorbed keV line radiation. 

In order to understand the effect of the laser irradiation on the laser energy absorption 

mechanism, simultaneous measurements of the inner-shell and the ionic line radiation from 

ultra-short laser-produced magnesium plasma was carried out. In Chapter 5, we describe the 

effect of the variation of the laser intensity, the offset from the best focus position, and the 

pre-pulse contrast on the He-α and K- line emissions. He-α and K-α x-ray yield are 

observed to scale with the laser intensity as IL
1.5 and IL

0.6 respectively.  The K-α x-ray 

conversion shows a maximum at the best focus and reduces symmetrically on either side of 

the best focus position, whereas the He-α conversion peaks when the target is placed before 

the focussed laser beam. The angular distribution for the He-α as well as the K- emission 

shows a maximum in the forward direction and the intensity reduces with the angle with 

respect to the target normal as cosα . The value of α is 0.7 and 3 for He-α and K-α 

respectively. The experimentally observed variation of the He-α line conversion for different 

laser parameters has been explained by considering the change in the pre-formed plasma 

conditions, and the variation in the K-α emission has been explained by considering the 

generation of hot electrons and their propagation in the bulk solid target. The plasma 

conditions prevalent during the emission of the x-ray spectrum were identified by comparing 

the experimental spectra with the synthetic spectra generated using the spectroscopic analysis 

code PrismSPECT. 

K- line emission  in the 1–8 keV energy region from Ti, Fe and Cu solid targets was 

experimentally studied using ultra-high intensity femtosecond laser pulses. In Chapter 6, we 

describe the absolute yield of the K- x-rays as a function of the laser pulse contrast ratio and 

irradiation intensity. The x-ray yield was maximized with the laser pulse duration (at a fixed 

fluence) which was varied in the range of 45 fs to 1.8 ps. It showed a maximum at a laser 

pulse duration of ~420 fs, 350 and 250 fs for Ti (4.5 keV), Fe (6.4 keV) and Cu (8.05 keV) 

respectively. The scaling of the K- yield ( IL
) for 45 fs and the optimized pulse duration 

were measured for laser intensities in the region of  3x1014 – 4x1017 W/cm2. The x-ray yield 

shows a high scaling exponent  = 2.1, 2.4 and 2.6 for Ti, Fe and Cu respectively at the 

optimized pulse duration, compared to the scaling exponents 1.3, 1.5, and 1.7 obtained for the 

45 fs duration laser pulses. The results are explained in terms of efficient generation of 

optimal energy hot electrons at longer laser pulse duration, and the change in density scale 

length by changing the laser pulse duration and energy. 



xix 
 

The influence of various laser and target conditions has been the subject of many 

recent studies. The pre-plasma formation has been investigated in detail as one of the 

prominent ways of improving the x-ray yield. The influence of techniques used for increasing 

photon flux on the crucial aspect of monochromaticity of the spectral line profile is generally 

overlooked. The K- spectral lines have a very high degree of monochromaticity. However, 

the blending of K- emission from the ionized medium with that from the cold material 

increases its bandwidth. The knowledge of appropriate laser irradiation parameters to achieve 

minimum spectral width of the K- radiation is therefore desirable. In Chapter 7, we present 

our study on 2 ω and 3/2ω harmonics in ultra-short high-intensity laser plasma interaction as 

a diagnostic for pre-formed plasma. Experimental results and analysis of the dependance of 

the 2ω and 3/2ω intensity on the laser intensity and on the chirp of laser pulse have been 

presented. The correlation of the K- x-ray line shape with the 2 and 3/2  emission is also 

highlighted. The high resolution Ti x-ray spectrum shows the K- line radiation (4510 eV) 

broadened (upto ~ 9 eV) predominantly on the higher energy side. The broadening has been 

studied as a function of the laser intensity (7 x 1016 - 1018 W cm-2), the laser pulse duration 

(45 fs – 800 fs), and the laser fluence (3 x103 - 6 x104 J cm-2). The spectral width of the K- 

radiation increased with increase in the laser intensity. At constant fluence, there is no 

significant difference in their spectral profiles with increasing the laser pulse duration. The 

optical spectrum was also measured for the above laser intensity and pulse duration 

parameters. The spectrum has well defined peaks at wavelengths corresponding to 2ω and 

3/2ω radiation. The spectral features vary with the laser intensity and show an increasing blue 

shift with increasing laser intensity. At a constant laser fluence, there is no significant 

difference in the 3/2ω radiation with increase in the laser pulse duration. This shows that the 

spectral broadening of the K- x-ray line is strongly correlated with the optical spectrum of 

the light scattered from a solid surface irradiated by the laser pulses. The K- radiation has 

smallest line width when the interaction conditions are such that only the 2ω emission can be 

seen. On the other hand, maximum broadening corresponds to the presence of only 3/2ω 

emission. The generation of 2ω and 3/2ω radiation was found to depend mainly on the 

density scale length of the plasma created by the pre-pulse. A comparison of line shape of the 

K- x-ray radiation with the optical measurements indicates that the inner-shell transitions in 

the multiply charged titanium ions in the low temperature plasma produced by the pre-pulse, 

have a strong contribution in the observed spectral broadening. 
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In Chapter 8, an experimental study on the time resolved x-ray diffraction from a 

laser shocked silicon crystal, carried out using a 10 TW, 45 fs Ti:sapphire laser system, is 

presented. The characteristic K-α x-ray line radiation generated by the plasmas of two 

different target materials (iron and copper) was used as the probe. The stretched pulse of sub-

nanosecond duration (pump), derived from the same laser, was used to shock compress the 

sample. The use of x-ray probe of different photon energies yields information about the 

strain over a greater crystal depth. The dynamics of the strain propagation was inferred by 

monitoring the evolution of the rocking curve width of the shocked sample at different time 

delays between the pump and the probe pulse. The shock velocity deduced from these 

measurements was ~106 cm/s, consistent with the sound velocity in bulk silicon. The 

maximum elastic compression observed was 0.4 %, indicating a pressure of 0.8 GPa. 

Finally, the thesis concludes in Chapter 9 with a summary of the results, and a brief 

discussion on the possible extension of the present thesis work in future. 
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Chapter 1 

Introduction 

Curiosity for insight into the temporal dynamics of solids with spatial resolution of 

atomic scale has led to the search of newer methods of generating easy-to-set-up ultra-short 

(femtosecond duration) bright x-ray sources with low construction and running cost. The 

experimental applications of an ultra-fast x-ray source, ranging from medical imaging to 

material science [1-10], need ultra-short x-ray probes to obtain time-resolved information. 

For example, x-ray pulses of few tens of femtoseconds allow one to investigate the structure 

of complex molecules, and study the phenomena relevant to non-linear physics [7, 10]. The 

growing scientific interest in the ultra-fast x-ray source has led to the advancement of 

radiation sources as a result of the acceleration of electrons with a conventional large-scale 

accelerator third generation low emittance storage ring, as well as development of fourth 

generation sources [11] which are large central facilities. The barrier of the minimum pulse 

length of the x-ray pulse which was limited to about a few tens of picoseconds was overcome 

by the x-ray free electron lasers (XFELs) and it became possible realize much shorter x-ray 

pulses of duration ~ 10 fs [9, 10]. The sources based on third generation low emittance 

storage rings are extensively used for studying relatively slow phenomena such as structures 

of short-lived species, their formation, and decay kinetics [7]. The time resolved x-ray 

diffraction experiments such as creation and diagnosis of solid density plasma, 

photoionization x-ray laser etc. are being planned at LCLS at SLAC and the XFEL at 

Hamburg is slated to become fully functional sometime in 2015 [9-11]. However, their 

construction and running costs are extremely high, and the beam time access will be very 

limited. Hence, it is prudent to look for the relatively easy-to-set-up ultra-fast (sub-ps) x-ray 

source in a laboratory. 
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 Ultra-fast laser induced plasma x-ray source is suitable alternative which is easy to 

set up in the laboratory due to the availability of compact, ultra-short pulse, high power laser 

systems. When a high power pulsed laser beam is focussed on a solid target, a high density, 

high temperature plasma is formed on the surface of the target. This hot, dense plasma is an 

x-ray source.  The plasma so created is unique since no other plasma source on laboratory 

scale can achieve a density close to the solid density, and temperature of the order of millions 

of Kelvin. Such a plasma is the most promising high brightness source of ultra-short x-ray 

radiation [12] for many scientific investigations in laser driven inertial confinement fusion 

[13, 14], x-ray laser [15], coherent high order harmonic generation [16, 17] and technological 

applications for microlithography [18], phase contrast imaging [19] , contact x-ray 

microscopy of biological cells [20], backlighting of imploding pellets etc. [21, 22], time 

resolved x-ray diffraction studies for probing impulsive strain and lattice dynamics [2-4] etc. 

Quantitative analysis of the keV x-ray spectrum in is often used to derive diagnostic 

information [23, 24] on electron temperature, density, ionization states, and expansion 

velocity of the plasma. With the developments in laser technology, ultra-high intensities up to 

1021 W cm-2 are readily achieved. This paves the way for many exciting research areas 

ranging from particle acceleration [25, 26] to nuclear reactions (for example (γ, n) reactions 

[27] and photo-fission of actinides [28]). 

In this thesis, spectroscopic studies of the x-ray emission from laser-produced plasmas 

have been used for both scientific studies (laser matter interaction), and its technological 

applications. For carrying out the work, the required x-ray spectrographs were made in house. 

An on-line x-ray crystal spectrograph with an x-ray CCD camera as detector was made for 

the high resolution measurements of the x-ray emission from the plasma and used for 

recording the high resolution x-ray emission spectrum in the range of 1-8 keV described in 

the thesis. A dispersion-less spectrograph based on the x-ray CCD camera operation in the 
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single photon counting mode was designed, set up, and characterized. A detailed x-ray 

spectroscopic study of the plasmas generated from nanosecond and picosecond laser pulses 

has been carried out to investigate the dynamics of x-ray emission. A comparative study of 

the keV x-ray emission from gold-copper mix-Z targets of different atomic compositions has 

been carried out to outline the role of a high–Z impurity in the x-ray emission. The x-ray 

emission from plasmas produced by the interaction of 45 fs Ti: sapphire laser pulses has been 

investigated. In this study, both ionic line radiation and inner-shell line radiation were 

simultaneously measured and the conditions prevalent during the emission of the x-rays have 

been identified by comparing the experimental spectra with the synthetic spectra generated 

using a spectroscopic code. A study on the 2 ω and 3/2ω harmonic generation in the ultra-

short, high-intensity laser-plasma interaction as a diagnostics for pre-formed plasma has been 

carried out. A correlation of the K- x-ray line shape with the 2 and 3/2  emission is also 

shown. The K- line emissions between 1–8 keV, from Mg, Ti, Fe and Cu solid targets, has 

been studied using ultra-high intensity 45 fs laser pulses. The K-α x-ray probe of different 

photon energies was used to derive information about the strain over a greater crystal depth. 

The dynamics of the strain propagation has been inferred by monitoring the evolution of the 

rocking curve width of the shocked sample at different time delays between the pump and the 

probe pulse.  

We start this chapter with a brief introduction to the general features of the plasma 

state followed by a discussion of the important properties of plasma produced by laser 

ablation. In particular, the physical processes related to the ionization equilibrium of plasma 

and to the emission of x-ray radiation are described. 
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1.1 Plasma 

Plasma is one of the four fundamental states of matter. Plasmas are by far the most 

common phase of ordinary matter in the universe, both by mass and by volume, and it 

constitutes approximately 99% of all observable matter in the universe. It has no definite 

form or volume making it closely related to the gas phase.  Although it differs in number of 

ways for instance, in ordinary gas, collisions control the particle motion but, in plasma the 

behavior of particles in some region of plasma depends not only on local conditions but on 

the state of the plasma in faraway regions as well because of the electromagnetic forces 

associated with the charged particles. Plasma therefore described as a quasi-neutral mixture 

of electrons, ions and neutral exhibiting collective behaviour [29, 30]. The term quasi-neutral 

implies that there can be charge imbalance over the length scale represented by Debye length, 

as we would see in the discussion below.  

The collective behavior exists since plasma is conductive and the electrons and ions 

respond to the electric and magnetic fields and particle in the plasma moves according to the 

forces produced by the interaction between its charge and the electromagnetic fields within 

the plasma. The electrons are highly mobile under the influence of the electromagnetic fields 

in comparison to ions because of their smaller mass. This leads to each ion being surrounded 

by a number of electrons to ensure that the densities of positive and negative charges in any 

sizeable region are equal. However, on the scale of the Debye length (D) there can be charge 

imbalance [29 - 31]. This parameter gives the distance over which the electrostatic potential 

due to a single charge is screened by the surrounding charges. It is the radius of a sphere 

called Debye sphere, in which there is an influence of the electrostatic field of the ion, and 

outside of which enough electrons are present so ion charges are screened and charge 

neutrality is nearly maintained under equilibrium condition in plasma. It is defined by [30] 
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where n, e and Te are the density, the electron charge, and the temperature of the electrons 

respectively in the plasma. Hence for Debye shielding to be a statistically meaningful concept 

there should be enough electrons in a Debye sphere i.e. the number of particles (ND) with in 

Debye sphere should be large. Mathematically it is described as 3
D D

4π
N =n λ

3
 , where n is the 

electron density. 

It has been discussed above that plasma is quasi neutral macroscopically. When 

plasma is instantaneously disturbed from the equilibrium condition, the resulting internal 

space charge fields (due to Coulomb forces) rearrange themselves collectively such that it 

tries to maintain original charge neutrality. If the electrons in plasma are displaced from a 

uniform background of ions, the electric field will built up in such a way, so as to restore the 

neutrality of plasma by pulling the electrons back to their original positions. However, due to 

their inertia, the electrons will overshoot and oscillate around their equilibrium positions with 

a characteristic frequency known as the plasma frequency [29 – 31]. For this description to be 

valid and an ensemble to behave as plasma, it is required that the collision frequency of 

particles must be less than the plasma frequency. 

The plasma frequency ωp is given by [29] 

1/22
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n e
ω = 

ε m

 
 
 

     (1.3) 
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By substituting physical constants, we can get formula for plasma frequency as  

-3
p e

rad
ω ( )=56.4 n (cm )

s
   (1.4) 

The inverse of this frequency (p
−1) is the time-scale in which electrons respond to 

external perturbations. The field with a frequency of less than the plasma frequency is 

shielded by the plasma by the more rapid electron response. It is thus a plasma parameter that 

plays an important role in the propagation of electromagnetic waves in the plasma. 

The criteria for a system to be described as plasma are described in terms of the basic 

plasma parameters [29 - 31]. 

1. The dimensions of the entire plasma (L) should be much larger than the Debye length.   

i.e. L >> D  

This condition is to satisfy the quasi-neutrality condition in the plasma.  

Taking an example of laser produced plasma with a typical electron density ne = 1021 

cm−3 and an electron temperature Te = 100 eV, value of D comes out to be 23.5 Å. 

This is much smaller than the typical plasma size of 100 microns. 

2. The number of particles (ND) with in the Debye sphere should be large.  

i.e.  ND >> 1  

Mathematically, this number is given by 3
D D

4π
N =n λ

3
 , where n is the electron 

density. For ne = 1021 cm−3 and D = 23.5 Å, ND comes to be 54, which is  >> 1 

The condition ND ~ nD
3 >> 1 means that the average distance between the ions, 

which is roughly given by n-1/3, must be very small compared to D. 
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3. Since ωpe is the characteristic frequency of the collective oscillation of the electrons, it 

is required that it should be more than the frequency of collisions, so that the 

collective behavior can be sustained. This means 

 ωpτ  >> 1         

 where τ is the mean time between the collisions. 

 In short, for a quasi-neutral ensemble of charge particles to be called a plasma, it has 

to satisfy the following three criteria : 

 1) L >> λD ;    2) ND = ne λD
3 >> 1;  and 3) ωpτ  >> 1  

1.2 Waves in plasma 

An un-magnetized plasma can support the propagation of longitudinal electron and 

ion waves, associated with oscillations of the charge density [31]. Due to the difference in 

mass between electrons and ions, their respective oscillations have a quite different 

behaviour. An introduction to the wave propagation is presented in this section. 

A) The electron plasma waves are the longitudinal oscillations of the electron density. 

It is also called Langmuir waves or plasma waves [32]. As these are high frequency 

oscillations, the ions, due to their inertia, can be regarded as a fixed background. The wave 

equation for the electron plasma wave can be set up by starting from fluid theory equations of 

motion and by applying the continuity equation and the Poisson’s equation to the electron 

fluid.  The dispersion relation is given by [31- 33] 

2 2 2 2
p thω =ω +k v

     (1.5)  
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where p is the electron plasma frequency  and k are the frequency and wave vector of the 

electron plasma wave. The frequency of the electron plasma wave is more than or equal to 

the plasma frequency. Further, the electron plasma wave frequency depends dominantly on 

the electron density in the plasma and weakly on its wave vector and on the temperature. 
 

B) The lower frequency longitudinal waves arising due to the periodic fluctuation of 

the ion density are called ion acoustic waves [31]. The electrons closely follow the ions in 

order to preserve the charge neutrality. The wave equation for ion acoustic wave is treated in 

the same way as for the electron plasma wave, but for the ions.  The dispersion relation 

obtained from the wave equation is given as  

S
i

i

i

e kC
m

KT

m

KT
k 










2

1


   

(1.6)  

where 
2

1











i

i

i

e
s m

KT

m

KT
C



 
is called the ion sound or ion acoustic speed. 

It can be noted from the Eq.1.6, this wave is similar to a sound wave. Therefore, these 

waves are also known as ion sound waves. The ion acoustic wave frequency is small 

compared to that of the electron plasma wave.  

Both of these waves are electrostatic waves because the electric field is generated due 

to displacement of the charge. The electric field can be very high (> 1 GV/ cm) for electron 

plasma waves and they are used to accelerate electrons [25, 34] to a very high energy over a 

small distance.  

C) The propagation of an electromagnetic wave in a plasma follows the dispersion 

relation [31] 

2 2 2 2
pω = ω  + k c                      (1.7) 
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The phase velocity of electromagnetic wave in plasma is given by 

 φ
2 2
p

ω c
v = =

k 1- ω ω
          (1.8) 

The plasma behaves as a dielectric medium with refractive index given by 

 221 


pv

c
       (1.9) 

This relation implies that an electromagnetic wave at frequency  can propagate inside the 

plasma only in regions where  > p. In the regions 0 <  < pe , an electromagnetic wave 

will not be able to enter the plasma. At  = p, the electromagnetic wave will be reflected back 

completely.  

The dispersion relations on the dispersion curve can be represented on the energy-

momentum diagram as shown in Fig. 1.1. Any decay processes leading to the conversion of 

an electromagnetic wave to the electron plasma waves and / or ion acoustic waves, can be 

represented through these curves [30]. 

 

Fig. 1.1: The dispersion curves for electromagnetic wave, electron plasma wave, and ion acoustic 

wave. 
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1.3 Laser produced plasma 

When a high power pulsed laser beam is focussed on a solid target, a high density, 

high temperature plasma is formed on the surface of the target. Most of the initial ionization 

occurs through multi-photon ionization, tunneling, and over-the-barrier mechanisms, 

depending on the intensity and the laser pulse duration [30]. The electrons generated by 

various ionization mechanisms oscillate under the laser electric field and collide with the 

surrounding ions, thereby randomizing their motion (velocity) and also ionizing the ions 

further. This is repeated at a rapid rate leading to catastrophic breakdown (ionization) of the 

medium. The free electron population increases exponentially during this process. The 

catastrophic breakdown of the medium leads to the formation of plasma in front of the target 

and the laser energy is absorbed with even higher efficiency because of the different 

absorption mechanisms of plasma [29]. The interaction of the radiation depends on the 

duration of the laser pulse. For long laser pulses (~ ns) with sufficient energy density, the 

plasma formation initiates in the rising part of the laser pulse and the rest of the laser pulse 

interacts with plasma.  

The plasma expands rapidly away from the target surface and therefore large spatial 

gradients in plasma parameters are formed along the direction of plasma expansion. The 

density decreases with distance from the target surface.  A great variety of laser - matter 

interaction processes such as ionization, propagation of incident laser, generation of plasma 

wave, and the subsequent hydrodynamic evolution of the plasma can take place at different 

positions along the longitudinal direction having widely different density and temperature 

[12, 35]. The laser generated plasmas last typically for the time of the order of laser pulse 

duration [35]. The hydrodynamic codes have shown that density evolves rapidly from near 

solid density (1023 cm-3) to a vacuum level (1017 cm-3)  over a distance of a few hundred 
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microns, on a time scale of about a nanosecond. Therefore controlled experiments for 

interpretation of transient plasma is a challenging task [12, 35]. 

There is another important parameter called density scale length, which is defined as a 

distance over which the density of the plasma decreases by a factor of 1/e. In general, for any 

density profile, density scale length L, is defined as   
dxdn

n
L   where x is the direction of 

propagation of the laser light [35]. The density scale length depends on the laser pulse 

duration. For a longer laser pulse (≥ 1 ns), the plasma gets sufficient time to expand as 

compared to that formed by ultra-short laser pulses (~ fs) where the density gradient will be 

steeper. The effective plasma length encountered by the laser pulse is important in many 

mechanisms of absorption of laser energy. The laser - matter interaction may be divided into 

two regimes viz. long pulse laser – matter interaction and short pulse laser – matter 

interaction as described in the following subsections.         

1.3.1 Long pulse laser - matter interaction 

The threshold intensities for generation of plasma depend upon the pulse duration and 

it is usually 108-9 W cm-2 for ns / sub-ns laser pulses [35-36]. The process of production of 

plasma is as follows:  at first the target material absorbs some laser light. The surface 

electrons and the electrons produced by multi-photon ionization would gain energy.  The 

material gets ionized and it evaporates forming a plasma. Subsequent part of the pulse heats 

up this plasma and produces more plasma from the target due to cascade process, in which 

the collisions between the free electrons and neighbouring atoms facilitate further ionization. 

This heated plasma, due to its large eeKTn  pressure, rapidly expands outwards to form an 

outwardly monotonically decreasing density profile [37]. 
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In laser-irradiated planar targets with a finite-size focal spot, the plasma expansion 

may be considered to be nearly planar to an expansion distance d of the order of focal spot 

radius r0 as schematically represented in Fig. 1.2. The plasma expansion time to reach this 

position is texp = r0 / cs , where 

1

2
e

s
i

ZkT2
c = 

γ-1 m

 
 
 

 is the sound speed in plasma. For tL << texp, 

the plasma expansion would remain nearly planar and its expansion distance will be much 

smaller than r0. The typical sound speed for the temperature of few hundred eV is of the order 

of 107 cm/sec. Considering a focal spot diameter of a few tens of microns, the plasma 

expansion time comes out to be of sub-ns duration. Therefore, in the case of ns duration 

pulses, the density scale length is taken equal to the focal spot radius [38]. 

 

 In general, the physical structure of the plasma produced by nanosecond/sub 

nanosecond laser pulses from solid targets may be described by Fig. 1.3, which shows typical 

spatial profiles of electron density (ne) and electron temperature (Te). The laser beam can 

propagate upto a maximum density nc, called the critical density, given by nc =1.l x1021 L
-2 

(m) cm-3, where L (m) is the wavelength of the laser in vacuum [12, 35]. The region of 

plasma up to critical density is thus directly heated by absorption of the laser energy and it is 

Fig. 1.2: Plasma expansion geometry.
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referred to as coronal region. The absorbed laser energy is then transported as heat via 

thermal conduction and radiation transport in to the over dense region. The x-ray emission 

occurs from either side of the critical density surface, as governed by the density and 

temperature in the coronal and overdense regions [12, 35]. 

 There are three major processes of laser light absorption in laser produced plasmas 

viz. 1) Inverse bremsstrahlung, 2) Resonance absorption, and 3) Parametric decay instability. 

1.3.1.1 Inverse bremsstrahlung 

The radiation emitted by a charged particle during collision with another particle is 

customarily called bremsstrahlung as it was first detected during stopping of high-energy 

electrons in thick metallic targets. In inverse bremsstrahlung absorption, the electrons take 

energy from the oscillating electric field of the laser and get randomly scattered by the ions 

[12, 35, 39]. Thus the laser energy is converted into thermal energy of particles, resulting in 

laser light absorption in the plasma.  

 

Fig. 1.3: A schematic of electron density and temperature spatial profile depicting various zones in 

LPP. 
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To visualize the role of these collisions in coupling the laser energy to the plasma, we 

consider a simple model [29]. In this model we consider i) the plasma to be infinite and 

homogeneous, ii) the ions are immobile, iii) no external static electric and magnetic field is 

present, iv) thermal motion of the electrons is neglected, and v) the quantities do not evolve 

with time.  

Under these assumptions, the equation of motion for the electrons can be written as 

e c

dv eE v
=- -

dt m τ
.  

Here τc (= νei 
-1) is the effective time between the electron-ion collisions and νei is the 

electron-ion collision frequency. τc can be expressed as 

 
 

   
3 2 3 21 2

B e e e-1 5 D
ei 1 2 22 4

i i mini i

k T m T eV λ3
ν =  = 3.44×10 s ;Λ

4 Z n lnΛ l2π Z e n lnΛ
c     (1.10) 

where, ni is the ion density, Zi is the degree of plasma ionization, Te is the electron 

temperature,  ln Λ is the Coulomb logarithm, λD is the Debye length and lmin is the minimum 

impact parameter defined by the classical distance of closest approach between an electron 

and ion. 

The dispersion relation for an electromagnetic wave in plasma, including the effect of 

collisions can be obtained by solving Maxwell’s equations in free space containing the 

electric charge and the electric current, similar to the derivation followed earlier. After 

simplification, one gets the dispersion relation: 

 
22
p2 L

2 2
L ei

ωω
k = -

c c ω +iν
    (1.11) 
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Therefore, the spatial damping rate of the laser energy by collisional absorption, κib, 

can be expressed as: 

1
-2 2 2

p pei
ib 2 2

L L

ω ων
κ =2Imκ= 1-

c ω ω

   
        

  (1.12) 

Using the definition of critical density, 
2

e L
cr 2

m ω
n =

4πe
, the laser energy damping rate can 

be written as: 

 
1

2 -
2

ei cr e e
ib

cr cr

ν n n n
κ = 1-

c n n

   
   
   

  (1.13) 

It can be seen from the dependence of κib on ne/ncr that a significant fraction of 

absorption takes place in the vicinity of critical density, ne/ncr ≈1. Now consider the change in 

laser intensity I, as it passes through a slab of plasma in Z (laser propagation) direction. The 

change in laser intensity can be expressed as ib

dI
=-κ I

dz
. For a slab of plasma of length L, the 

absorption coefficient αabs can be written as  

L
in out

abs ib
in 0

I -I
α = =1- - κ dz

I

 
 
 
    (1.14) 

where Iin and Iout are the incoming and outgoing laser intensities respectively. For weak 

absorption case (κibL << 1), αabs ≈ κib L, and for strong absorption case, αabs →1.  

It should be noted that for an inhomogeneous plasma, the expression for rate of 

energy deposition is far more complicated as it not only depends on the electron density and 

plasma temperature, which in turn depend on the time evolution of the expanding laser 
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produced plasmas.  Now for a linear density profile, e c

z
n =n 1- ;0 z L

L
    
 

; the absorption 

coefficient can be expressed as 

 
 ei cr

abs

ν n L32
α =1-exp -

15 c

  
 
  

    (1.15) 

Similarly for an exponential density profile: e cr

z
n =n exp -

L
 
 
 

; the absorption 

coefficient can be expressed as 

 ei cr
abs

ν n L8
α =1-exp -

3 c

  
 
  

   (1.16) 

At high laser intensities, the large electric field of the laser can distort the thermal 

distribution of the electrons, therefor changing the νei. In this case, it can be shown that κib 

depends on the laser intensity. In presence of strong electric field the electron mean square 

velocity can be written as veff =√ (vth
2+vE

2). Since, κib scales as
-3-3/2 1 2

e effT µ v   , at higher laser 

intensities κib can be written as 

ib
ib 3 33

L2 2 2
LE

2
th

k 1 1
k

E
Iv

1+
v

  
  
  

  

  (1.17) 

for vE/vth >1. For vE/vth < 1, the expression can be written as 

 
ib

ib
2 2
E th

κ
k

3
1+ v v

2

     (1.18) 
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It follows from this equation that the shorter wavelength lasers and high-Z targets 

result in a better absorption of laser light by the process of inverse bremsstrahlung. In fact, 

the inverse bremsstrahlung is the dominant process of laser energy absorption for laser 

intensity IL  1013 W/cm2. The collisional absorption process is polarization independent, 

although the maximum absorption occurs at normal incidence and reduces with increase in 

the angle of incidence. The collisional absorption increases with increasing density scale 

length [40]. For the same laser energy, the efficiency of collisional absorption decreases with 

reduction in the laser pulse duration. This is due to the fact that with the increase in laser 

intensity the electron temperature increases and the electron ion collision rate decreases.  

1.3.1.2 Parametric Decay Processes 

At higher intensities, the laser energy couples to the plasma by resonance absorption 

and excitation of various plasma modes [29]. When the excited plasma modes are such that 

they propagate out of the plasma, it constitutes a loss of energy, and if these modes are 

subsequently damped inside the plasma, it leads to absorption. In the parametric decay 

instability, the electromagnetic wave couples energy to resultant plasma modes viz. electron-

plasma wave and an ion acoustic wave. The growth rate of these collective modes largely 

depends on the interaction length governed by the plasma density scale length. In general, 

longer duration laser pulses producing a large density scale length plasma result in a higher 

growth of various scattering modes [41]. The dispersion relations for waves supported by 

plasma were discussed in the section 1.2. 

Depending on the mode of decay of incident electromagnetic the processes can be 

classified as [29, 30] 
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a) Parametric decay process: In this process, the incident electromagnetic wave decays into 

an electron plasma wave and an ion acoustic wave i.e. em  = ep  + ia. This implies, L = 

p [1 + 3kep
2 vth

2/p
2]½ + Kia cs       p. Therefore, p     L implying ne  nc i. e. the 

parametric decay instability takes place up to the critical density layer. The dispersion curve 

for this process is shown in Fig. 1.4.  

 

Fig. 1.4: Dispersion curves depicting the process of parametric decay. 

b) Two plasmon decay: In this process the electromagnetic waves decay into two plasma 

waves i. e. em = ep1 + ep2. This implies L  =   p [1 + 3kep1
2 vth

2 / p
2 ]½  + p [1 + 3kep2

2 

vth
2 /p

2 ]½       2 p. Therefore considering the extremes, p    L / 2 i. e. ne    nc /4. 

Therefore the two plasmon decay can take place only up to the critical density. The 

dispersion curve for this process is shown in Fig. 1.5.  

There are two more decay processes which can lead to partial absorption and 

reflection of the laser light. These processes are known as stimulated Brillouin scattering 

(SBS) and stimulated Raman scattering (SRS). 
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Fig. 1.5: Dispersion curves for Two Plasmon Decay. 

c) Stimulated Brillouin scattering: In this process, the incident electromagnetic wave 

excites an ion acoustic wave and the rest of the energy is scattered as an electromagnetic 

wave i.e. em(incident)  = em(scattered)  + ia. Therefore, one has  L  =  p [1 + ks
2c2/p

2 ]½ 

+ kia cs   p. This implies L   p i.e. ne  nc. In other words, this process can occur up to 

the critical density surface. The dispersion relation is shown in Fig. 1.6.  

d) Stimulated Raman scattering:  In this process, the incident electromagnetic wave excites 

an electron plasma wave and the rest of the energy is scattered as an electromagnetic wave i. 

e. em(incident)  = em(scattered)  + ep . This implies L  =  p [1 + ks
2 c2 / p

2 ]½ +    p [1 + 

3kep
2 vth

2 / p
2 ]½    2 p. Therefore, L    2 p  i. e. ne    nc / 4. Therefore this process can 

take place only up to the critical density. Unlike in the case of stimulated Brillouin scattering 

where one has only backward scattering, in this case, one can have Backward Raman 

Scattering as well as Forward Raman Scattering. The dispersion curves for both these cases 

are shown in Fig. 1.7 (a) and (b) respectively. 
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Fig. 1.6: Dispersion curve depicting Stimulated Brilloiun Scattering. 

 

Fig. 1.7: Dispersion curves for the (a) Forward  (b) Backward Raman Scattering. 

In Solid State Physics, the stimulated Brillouin scattering implies scattering of 

electromagnetic waves by acoustic phonons (ion acoustic wave in plasma) while the 

stimulated Raman scattering is the result of scattering of electromagnetic waves by optical 

phonons (electron plasma wave). The typical length scale involved for the parametric decay 

processes is shown in Fig. 1.8. 

 

Fig. 1.8: The typical length scale involved for the parametric decay processes. 
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The waves in plasma scatter the incident laser light at appropriate frequency satisfying 

the conservation laws. The incident and scattered waves can produce beat frequency of ωL – 

ωS which is exactly equal to the plasma wave. The ponderomotive force in the longitudinal 

direction of the beat wave will have a wavelength exactly equal to the plasma wave. As the 

frequency and direction of perturbation matches with the wave, the wave amplitude grows. 

This wave will scatter more of incident light, thereby increasing the intensity of the scattered 

light. As a result the ponderomotive force of the beat wave will also increase. Due to this 

cyclic positive feedback loop, the plasma wave and the scattered wave grow in amplitude at 

the cost of incident light. As the incident laser light stimulates the growth of the plasma wave 

as well as the scattered wave, these processes are called stimulated processes [42]. 

SRS and SBS are threshold processes. Since they depend on excitation of plasma 

waves, they take place only when <Oscillatory energy of plasma wave> / <Random 

(Thermal) energy>    1. Let the electric field of the electromagnetic field be E = E0 cos ωt. 

The quiver velocity of the electrons under the electromagnetic wave can be expressed as v = 

[eE0/mω] sin ωt. Therefore the oscillatory energy of the electromagnetic radiation is ½ m v2 

 E2/ω2  I2. Therefore to satisfy the threshold condition  I2  1 i. e. I2  1/.  is 

proportionality constant which depends on the wave involved. Depending on the value of  

(i. e. the wave involved) the process has a threshold on intensity. For SBS, the threshold is 

given by    I 2   1013 W cm-2 m2 and for SRS, the threshold is given by    I 2   1014 W 

cm-2 m2 [42]. 

The resonance absorption mechanism will be discussed in the next section. 

1.3.2 Short pulse laser - matter interaction 

When an ultra-short laser pulse is incident on a solid target, solid density plasma is generated 

by the initial fraction of the pulse. This plasma cannot expand significantly during the laser 
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pulse (due to the very short time involved) and rest of the interaction occurs with the near 

solid density plasma, as depicted in the Fig. 1.9. Hydrodynamic simulations have shown that 

the gradient scale length L can be much smaller than the laser wavelength with lasers of ~100 

fs duration and typical expansion velocities in the 107 cm/s range [43]. The absorption occurs 

within a layer thickness of a skin depth (~10 nm) [36].  Typically, in interactions where the 

laser intensity exceeds 1015 Wcm-2, the collisionless processes become the dominant 

mechanisms of energy absorption. The most prominent processes are the resonance 

absorption, the vacuum/Brunel heating [29] and the jxB heating. 

 

Fig. 1.9: A schematic representation of electron density variation in ultra-short laser produced 

plasma. 

a) Resonance absorption: This is a process which occurs when a p-polarized light wave is 

incident obliquely on the plasma with a density gradient. As depicted in Fig. 1.10, the laser, 

that is incident on the plasma at an angle  is reflected at lower density given by ne = nc 

cos2()). The evanescent wave excited by the reflected wave in the overdense region has 

longitudinal as well as tangential components, with a frequency equal to the laser light 

frequency. The component of this evanescent wave in the direction of the density gradient 
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resonantly excites plasma wave at the critical density surface [12, 44]. The plasma wave can 

grow resonantly over several laser oscillations and then transfers its energy to the plasma 

through wave breaking, collisional damping, or Landau (collisionless) damping [45].  The 

efficiency of the resonance absorption process depends on the plasma scale length and the 

angle of incidence.   

 

Fig. 1.10 A schematic representation of resonance absorption of obliquely incident p-polarized light.

In the resonance absorption, as mentioned above, the strong electron plasma wave 

transfers its energy to [45] plasma by collisions, collisionless mechanisms [45] such as 

Landau damping, wave breaking etc. Of these, Landau damping is a collisionless mechanism 

which couples the energy from the electron plasma wave to the plasma. Consider a plasma 

wave with a phase velocity vph = ω/k propagating in the plasma. The plasma with a finite 

temperature will have free electrons with velocity distribution according to the plasma 

temperature. If the electron velocities are far from the plasma wave velocity, then they will 

not interact with this propagating plasma wave. However, those electrons whose velocity lies 

closely to the plasma wave velocity, will interact with the wave. The electrons having a little 

higher velocity than the wave velocity will lose their energy to the wave, whereas the 
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electrons having a little lower velocity will gain energy from the wave. The electrons in the 

plasma have Maxwell’s velocity distribution   2
0 B e

1
n v =n exp - mv k T

2
 
 
 

 where, n(v) 

represents the number of electrons having a velocity distribution lying between v to v+dv, m 

is the mass, kB is the Boltzmann constant and Te is the temperature. Hence, the number of 

electrons having velocity smaller than the plasma wave phase velocity will always be larger 

than those having larger velocity than the plasma wave. Therefore, the electrons will gain net 

energy from the wave. Therefore wave gets damped as it loses energy to electrons by Landau 

damping. 

b) Brunel or vacuum heating: Resonantly driven plasma waves are not able to survive when 

the amplitude of the electron oscillations exceed the plasma scale length. It happens when the 

density gradient is less than , which is the case for plasma produced by ultra-short pulse 

lasers. In such a case, it was proposed by Brunel [46] in 1987 that an electron at this sharp 

plasma-vacuum interface is first accelerated by the laser electric field into the vacuum. When 

the field of the laser reverses, the electron is pushed back into the plasma. The electron 

penetrates deeper into the plasma eventually thermalizes by subsequent collisions. This 

mechanism is most efficient for ultra-short laser pulses as longer pulses tend to produce 

plasmas with longer scale length density gradients. For steep density gradients, the scale 

length of the pre-plasma becomes comparable to the skin depth for the laser. Under those 

conditions, electrons in the plasma can be easily pulled out in the vacuum by the electric field 

of the laser and then sent back into the target to undergo a large amount of kinetic energy 

loss. 

c) j x B heating: For ultra-high intensities, the electron motion becomes relativistic and is 

dominated by the v x B term of the Lorentz force [47, 48]. The ponderomotive force of the 

laser can be written as [48]  
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Here, the heating is due to the component of the j x B force that causes oscillations of the 

electrons at the vacuum-plasma interface with a frequency of twice the laser frequency. It 

may be noted  that the magnitude of the force is dependent on
2
0
2
pe

ω

ω
 or equivalently ncr/n. 

Thus, as the electron density increases, the magnitude of the force goes down, and so less 

energy is transferred to hot electrons. The net result is that the amount of laser light absorbed 

decreases with increasing density in one dimension.  The second term in the equation leads to 

the heating of electrons and the first term is usual ponderomotive force. This j x B term which 

works for any polarization other than circular, is most efficient for normal incidence and 

becomes significant at relativistic quiver velocities. 

A second interesting effect arises from the fact that the electron exposed to such a 

high intensity or electric field oscillates in the direction of the electric field with very high 

velocity. The energy associated with this velocity can easily reach MeV levels. Therefore, the 

relativistic effects become important for these interactions. Thus it is clear that the interaction 

of a short-pulse (fs) with the target (solid or gas) differs substantially from the conventional 

interactions of the pulses of long duration (ns/ps). Thus, much of the traditional laser-matter 

interaction physics would not apply to sub-picoseconds interaction. 

1.4 Equilibrium in plasma 

Interpretation of spectral characteristics of emission from the plasma necessitates the 

knowledge of both, the charge state distribution as well as the excited level population of 

different ions [12, 23-24, 35]. In general, this requires a solution of a complex system of rate 

equations, describing the population and depopulation of levels by various processes like 
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ionization, recombination (radiative or three-body), collisional excitation and de-excitation, 

radiative decay, absorption etc. The ionization and recombination processes and equilibrium 

models will be discussed briefly in the following sub-sections. 

1.4.1 Ionization and recombination processes 

Ionization processes: The ionization is a process in which the electron gets ejected out from 

the field of an atom when sufficient energy is supplied to it by some external means. This 

energy can be supplied to the electron either by photons, or by electrons, or by mutual sharing 

of the energy. The main ionization processes are as follows [24]: 

a) Photo-ionization:  This is a process of ionization wherein the energy is supplied by a 

photon.  The absorption of the photon by an atom will result in ejection of an electron if the 

photon energy exceeds the ionization energy of the atom. The electron gets ejected out 

leaving the atom ionized. It can be represented in the following form 

A + hν → A+ + e 

where, A is the atom, A+ is the ionized atom, hν is the photon energy, and e is the ejected 

electron. Since ionization potentials are generally in the range of 5 to 15 eV, the critical 

wavelength needed for photoionization lies in the broad range of ~800 to 2500Å, i.e. the 

vacuum ultra-violet or soft x-ray region. Hence, the electromagnetic radiation in the ultra-

violet range or the x-rays or  rays produce photo-ionization. The probability of occurrence of 

photo-ionization is rather low and hence the interaction cross-section for this process is very 

small. The photo-ionization cross-section maximizes sharply at a photon energy just slightly 

greater than the minimum energy required and falls of rather quickly as the photon energy 

rises [12]. Photo-ionization is an important process in hot plasmas only if the local radiation 

field density, that is, the photon density is high enough to induce a sufficiently large rate of 
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photo-ionization relative to the collisional ionization. This occurs only in optically thick 

plasmas i.e. when it does not allow the radiation to escape from it [12]. 

b) Collisional ionization: is a process wherein an energetic electron supplies the energy. An 

electron is ejected out along with the ion and colliding electron. This is represented as 

A+ + e → A+ + e + e 

If the mean electron velocity ve is sufficiently large, some collisions with 

atoms/molecules will be elastic, some will result in excitation, and others will results in 

ionization, all depending on the cross-sections. The elastic collisions of electrons and atoms 

and molecules result in very small electron energy loss because of the small mass ratio 

(me/ma), the electron loosing at most 4 me/ma of its energy. Inelastic collisions always result 

in an electron energy loss, at least equal to the excitation or ionization energy. For electron 

impact ionization, the incident electron must have initial kinetic energy in excess of the 

threshold energy for ionization (i.e. the ionization potential).  The cross-section for electron-

impact ionization () rises steeply from zero just below ionization potential to a maximum of 

the order of 10-16 cm2 at energy between ~3-6 times the ionization potential, from which its 

decreases is approximately hyperbolic [49]. 

In a plasma there is distribution of energies and the mean electron energy is 3/2 kTe. 

Therefore, electron impact ionization within a plasma is maximum when the electron 

temperature is several times the ionization potential of the gas being ionized. At very high 

electron temperature also, the ionization efficiency will again decrease. In the case of 

multiple ionization, when one or more electrons are removed from the atom, the ion is said 

to be multiply ionized, and the ion charge state is then greater than unity, (Z = 2+, 3+, .... ). 

Similar to the case where minimum electron energy is needed for removal of the first 
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electron to form the singly charged ion, a similar condition applies for formation of the more 

highly stripped ionization states [50]. The electron must have energy at least equal to the nth 

ionization potential for formation of ions of charge state Z = n+. The energy needed to create 

a very highly-stripped ion can be very high, over 100 keV for fully stripped uranium for 

example. Multiply-stripped ions can be formed, in principle, in two different ways: by a 

single electron-atom encounter in which many electrons are removed in a single event, or by 

multiple electron-atom/ion "encounters” in which a single electron is removed at each step 

and the high charge state is built up by a sequence of many ionizing events. It turns out that 

both of these processes are possible and do occur, but for most conditions encountered it is 

the stepwise ionization process that dominates. This simple picture can be further 

complicated by the formation of metastable states. 

Ionization can be caused by the impact of energetic ions with neutral atoms, but the 

ion energies required are high compared to the electron impact ionization. This is because of 

the ion-electron mass ratio and the high energy required for the ion to have the same speed 

as a lower energy electron; the ionization cross-section maximizes when the fast particle has 

a speed equal to that of the orbital electron to be removed. 

As the interaction cross-section between an ion and an electron is much higher than 

that between a photon and an ion, the rate of occurrence of the collisional ionization is much 

more than the rate of photo-ionization. For high density and low temperature cases, the 

interaction cross-section further increases with the increase in collisional ionization [50].  

c)  Auto-ionization: The process of auto ionization takes place in a doubly excited atom. 

When the electron (in excited level) from the outer shell of a doubly excited atom comes to 

the lower level, instead of a photon being emitted, the difference in energy is transferred to 
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another electron (also in an excited level) and this electron get ejected out from the system. 

This process is called auto-ionization [51]. This can be written as 

A** → A+ + e 

where, A** is a doubly excited atom. The probability of existence of doubly excited atoms is 

low and also it is a highly energy selective phenomena. Due to this reason, the auto ionization 

is not a dominant process.  

Recombination processes: Through recombination processes, an  atomic system goes from 

an initial charged state (positive ion and electron or positive ion and negative ion) to a 

neutralized state of lower energy. Our discussion here is concerned mainly with electron-ion 

recombination. In electron-ion recombination, the capture process requires that the electron 

goes from a free (positive energy) to a bound (negative energy) state, and thus in some 

manner the electronic energy of the system must be reduced [51]. Hence one must provide a 

means of removing electronic energy from the system at a ‘recombination’ encounter. This 

energy may appear in the form of electromagnetic radiation, internal modes of vibration or 

rotation (if molecules are involved), or translational kinetic energy of the particles 

participating in the processes. Recombination process can proceed by a direct, two-body 

interaction or may require the assistance of a third body, such as a neutral molecule or an 

electron, to take away the excess energy. We first consider processes in which the electron 

capture by the ion is affected directly at two-body encounter and then discuss processes 

requiring the assistance of third body for the capture. These processes are discussed in detail 

in following subsections.   

a) Radiative recombination: In this process in which a positive ion combines with an 

electron and the excess energy is given out as a photon. The process can be represented as 

follows: 
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A+  + e → A + hν       

  The energy of this emitted photon is  given by hν = ε + χj, where χj is the ionization 

energy of the shell in which the electron is captured and ε is the kinetic energy of the electron 

before recombining. Since the kinetic energy of the recombining electron is continuously 

variable, the energy of the emitted photon is also continuous: i.e. it will be a continuum 

spectrum. The radiative recombination process is also called two-body recombination as only 

two bodies are involved in this process. Rate of radiative recombination is given by [24], 

∂ne / ∂t = αz ne ni    (1.20)  

where αz is the radiative recombination rate constant and ne and ni  are the electron and ion 

densities respectively.  

The radiative recombination coefficient z is related to the recombination (capture) 

cross-section  by z = <  vrel >. The brackets indicate averaging over the distribution of 

relative velocities vrel of the charged particles. 

The probability of radiative capture depends on the likelihood of a free-bound 

radiative transition occurring during the electron-ion encounter (collision) [52]. A thermal 

electron will negotiate the region around the ion (i.e. within 10 A) where strong radiative 

transitions (rad ~10-8 – 10-9 s) may be expected in a time tcoll ~ R/v = 10-14 s. The probability 

of capture while moving through this region is therefore P ~ tcoll / rad ~ 10-6 to 10-5. The 

region itself represents a cross- sectional area somewhat greater than 10-14 cm2, so that the 

thermal electron capture cross-section is expected to be of the order of 10-19 cm2, which is 

rather small compared even to ordinary gas kinetic cross-section (10-16 to 10-15 cm2). 

Quantitative calculations of the electron capture rate for simpler atomic ions confirm that the 

capture cross-sections and consequently the recombination coefficients are rather small even 
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at low energies. The quantum calculations yield recombination cross-section  ~ 10-19 cm2 

and two-body recombination coefficient z ~ 10-12 cm3 /s at thermal (300 K) energies. 

It is found that for electron capture into the lower levels of the excited atom, the partial 

recombination coefficient varies as Te
0.5, whereas for capture into the highly excited states 

lying within about kTe of the continuum varies approximately as Te
-1.5, leading to a variation 

of the total coefficient approximately as Te
-0.7, where Te is the electron temperature [52, 53]. 

As a result of the small capture rate, radiative recombination has been extremely difficult to 

study in the laboratory. Vainshtein formula for z [54, 55] is given by 

z     =      8.5 x 10-14 Z  3/2   /    (   +   0.6)  (1.21) 

where             =     Z2 H  / Te, H --   Hydrogen ionization potential 

For low temperature:          >>    1           z         1/2          (Te)
-1/2 

For high temperature:        <<    1           z         3/2          (Te)
-3/2 

b) Three-body recombination: This is the inverse process of collisional ionization. In three 

body recombination process, the excess energy, instead of being given out as radiation, is 

given to a third body (M) as shown below.                        

A+ + e + M → A + M 

In principle a neutral atom can also serve as the third body. However, in electron-ion 

recombination, stabilization by neutral is relatively inefficient because of the small elastic 

recoil loss by an electron striking a massive atom. Therefore, the neutral stabilized process is 

important only at rather high gas densities. However, a plasma electron serves as an efficient 

third body since : 1) It provides an equal-mass particle for efficient recoil, and 2) it interacts 
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with the electron to be captured by the long-range Coulomb force. Therefore only electrons 

that have small positive energies and that have been accelerated close to a positive ion can 

lose enough energy at a collision with a neutral to be captured into even a high-lying state of 

the resulting excited atom or molecule. In this case, the three-body recombination coefficient 

is of the order of ~ 10-26 cm6/s at 300 K, with an approximate Te
-5/2 dependence on electron 

temperature. The process can be represented as 

A+ + e + e → A + e 

 Rate of three-body recombination is given by, 

∂ne / ∂t    = α3B ne
2 ni              (1.22) 

where, α3B is the three-body recombination rate coefficient and is given by the Bates formula 

[54, 55] as 

-9-19 2
3B eα =10 ×(T (K)/300)  (cm6 /sec)   (1.23) 

With an increases in temperature (Te), the rate of three body recombination decreases faster 

in comparison to the radiative recombination rate, as from equation (1.21) and the rate 

increases with the increase in the density (ne) equation (1.23). 

The excess energy (few kTe), is given to the free electron. If the recombining atom is 

in an excited state, it can undergo inelastic collision, super-elastic collision with another 

electron, or undergo transition to lower energy by emission of radiation. 

c) Dielectric recombination: In this process, an electron is captured by an ion and a bound 

electron is simultaneously excited to a higher energy level [53]. This forms a doubly excited 

state which has energy above the ionization limit (an autotomizing state). The ion rapidly 



33 
 

rearranges to a more stable configuration emitting either a photon (dielectronic 

recombination) or an electron (Auger effect). The dielectric recombination is a three-step 

process as shown in Fig. 1.11.  

 

Fig. 1.11  Dielectronic recombination process. 

 In the first step, a free electron is resonantly captured into a high level j, with 

simultaneous excitation of one of the bound electrons of the recombining ion to level i. The 

result of this process is a double excited ion. This doubly excited ion has two channels of 

decay: auto-ionization and radiative decay of one of the excited electrons into a lower state. If 

auto-ionization follows the recombination, there is no change in the state of excitation or 

ionization of the ion. The process is called di-electronic recombination only in the second 

case, when radiative stabilization of the ion follows the recombination. Radiative stabilization 

occurs when the lower excited electron decays to the ground state, with a spectator electron 

remaining in an upper state. The radiative decay goes, in most cases, from the lower state, 

because this state has the larger oscillator strength. In the third step, the higher electron 

comes to ground state by a radiation cascade. 

The process of dielectronic recombination is highly energy selective and hence only a 

limited number of electrons can recombine by this process as compared to the radiative 

recombination, by which any electron having any energy can recombine. Hence, though both 
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the processes have ne , ni  or ne
2 dependence, the dielectronic recombination rate cannot 

exceed the rates of three-body recombination or rate of radiative recombination. Hence, it is 

rarely taken into consideration. 

d) Charge exchange recombination: Ion-atom collisions that involves the transfer of an 

electron between the interacting particles are called charge transfer or charge exchange 

collisions [51]. In the simplest case, an energetic ion collides with a low energy neutral atom 

to produce a cold ion and a fast neutral. When the two particles involved are of the same 

atomic species, then the ionization states of the incident fast ion and the resultant slow ion are 

the same and the process is called resonant charge exchange. Charge exchange can be an 

important loss mechanism in hot plasma, e.g. in experimental fusion plasmas. Here one ion 

A+ picks up an electron from atom B, and recombines to A* leaving atom B ionized. The 

excited atom radiatively decays to lower state. The process is shown in Fig. 1.12 

 A+     +     B                                   A*     +     B+ 

            A*                                          A     +      h (radiative decay) 

 In charge exchange, the energy differences between the energy levels of the 

participating species have to match exactly. During charge exchange, one species recombines 

and the other one gets ionized. So, both ionization and recombination processes are present in 

one process. Charge exchange process depends upon the density of neutrals and therefore its 

effects are important when neutral beams are deliberately injected into a plasma either for 

purpose of heating the plasma or specifically for diagnostics. In general, in a hot plasma the 

effects of charge exchange upon excited states can be ignored as the number of neutrals (with 

which charge exchange would occur) is much less than the number of electrons (which are 

responsible for the competing collisional processes). An exception is the radiative 
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recombination for which the cross-section is so much smaller than other cross-sections 

(including charge exchange) that it may not dominate over charge exchange. 

 

Fig. 1.12 Charge exchange recombination process.

1.4.2 Ionization models 

 Interpretation of the spectral characteristics necessitates the knowledge of both, the 

charge state distribution as well as the excited level population of different ions. In general, 

this requires a solution of a complex system of rate equations, describing the population and 

depopulation of levels by various processes like ionization, recombination (radiative or three-

body), collisional excitation and de-excitation, radiative decay, absorption etc. Any given 

degree of ionization is connected to the two neighbouring ionization degrees through the 

above mentioned processes. The following three models [24] are most commonly used: 1) 

Local thermodynamic equilibrium model, 2) the Coronal equilibrium  model and 3) the 

Collisional-radiative model. The suitability of the models depends upon plasma parameters 

viz. electron density, electron temperature etc. These models will be discussed briefly in the 

following sub-sections.  

1.4.2.1  Complete thermal equilibrium (CTE) 

  Although this kind of equilibrium does not apply to the laboratory plasmas and is 

only approached in the stellar interiors, it can be considered as a reference condition in the 
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limit of high plasma density. A plasma is said to be in CTE when electrons, ions and 

radiations are strongly coupled to each other and share the same temperature [56, 57]. The 

populations Nu and Nl of the two ionic bound levels, u and l, with statistical weights gu and gl, 

are given by the Boltzmann equation: 

    Nu / Nl   =       (gu / gl) exp[ - Eu,l / kBT]   (1.24) 

where, Eu,l is the energy difference between the two levels and T is the thermodynamic 

temperature of the plasma. The population of ionization states is given by the Saha equation 

[12] 

 N(Z+1) ne / N(Z)   =   [g0(Z+1) / g1(Z)] [2mkBT / h2]3/2 exp [ - 0(Z) / kBT] (1.25) 

which gives the ratio between the population densities of two contiguous ionization states 

with charges Z and Z+1, and statistical weights g0 (Z) and g0 (Z+1), respectively. The 

subscript ‘0’ refers to the ground state of the ion , which in CTE, is by far the most populated 

one. 0(Z) is the ionization potential of the ion with charge Z, ne is the electron density, m is 

the electron mass and h is the Planck constant.  

 Free electrons are distributed among the available energy levels and their velocity 

distribution follows the Maxwell distribution [12]; 

    fe  =   ne [m / 2kBTe]
3/2 exp [ - mv2 / 2 kBTe]  (1.26) 

The number of electrons with velocities between v and v + dv is therefore given by the 

relation dNv, v+dv  =  4 fev
2. 

 Finally, the spectral energy density of the radiation emitted by a plasma in TE is that 

of a black body and is given by Planck’s formula [12]. 
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    u = [8hc / 5] [ exp (hc/kBT) – 1]-1 erg cm-4  (1.27) 

Planck’s formula along with the above equations completely define the spectral properties of 

a plasma in TE. 

1.4.2.2  Local thermodynamic equilibrium model:  

 In this model, it is assumed that the distribution of the ion species is determined only 

by particle collision processes occurring with sufficient rapidity for the distribution to 

respond instantaneously to any change in the plasma condition. The forward process of 

collisional ionization is balanced by the reverse process of three-body recombination [57]. 

Both the processes occur at equal rates as governed by the principle of detailed balance. 

Consequently, the system behaves as if it is in a complete thermodynamic equilibrium. 

Though there may be spatial and temporal variations in temperature and density, the 

distribution depends entirely on the local instantaneous values of temperature and density. 

Thus for, local thermodynamic equilibrium, we have 

e + Zi <==> e + e + Zi+1 , 

where Zi and Zi+1 denotes the ith
  and i+1th charge species. For a Maxwellian distribution of 

free electrons, the charge states are determined by the Saha equation [12] as 

            βe ne n i = α3B ne
2 ni+1   (1.28) 

  ni+1 ne / ni = βe / α3B = (Ui+1Ue/Ui) (2mkTe / h
2)3/2 exp (-i / kTe)  (1.29) 

where ne is the electron density, ni and ni+1 are the ion densities, and Ui and i are the partition 

function (for the ground state) and ionization energy of the ith ionization state respectively. As 

the forward process is proportional to ne and reverse process is proportional to ne
2, detailed 
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balance is not possible at very low electron densities. Hence, the local thermodynamic 

equilibrium model is more applicable at higher electron densities.  

1.4.2.3 Coronal equilibrium model 

 In this model, the equilibrium is assumed to be through a balance between collisional 

ionization and radiative recombination. 

i.e.   e + Zi  e + e + Zi+1  (forward process) 

  e + Zi+1  Zi+1 + h  (reverse process) 

where h is the energy of the emitted photon. The equation of balance between collisional 

ionization and radiative recombination is given by [12] 

ne ni Sz(Te ,Z) = ne ni+1 (Te, Z+1) 

where Sz(Te, Z) and z+1(Te, Z+1) are collisional ionization and radiative recombination 

coefficients for electron temperature Te, electron density ne and ion charge Z. This gives 

    ni+1 /ni = Sz(Te ,Z) /(Te, Z+1)      

Since this ratio is independent of the electron density, Saha ionization formula is not 

applicable here.   

 As it is assumed in this model that the reverse process of radiative recombination 

balances the forward process of collisional ionization, it is mandatory for the validity of this 

model that the plasma should be optically thin for the emitted radiation to leave the plasma. 

Hence, this model is well suited for those plasmas, which have high electron temperature and 

lower electron density. The density – temperature range where both models predict the same 

ratio of ionization (ni+1 /ni) is given by equating the ratios for the two models as ne/ √Te = 3x 
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1013 i
3 (i , Te in eV ). When ne/ √Te is much greater than 3x 1013 i

3, one gets LTE or CE 

otherwise. An important condition to apply in any of these models is that the plasma has to be 

in equilibrium i.e. the velocity distribution has to be Maxwellian.  

1.4.2.4 Collisional-radiative model 

 For laser-produced plasmas, neither of the previously discussed models describes the 

plasma ionization distribution accurately. The essential difference between the corona model 

and the collisional radiative model [12, 58] is that in the latter, electron collision process 

causing transition between upper levels, including three-body recombination, step wise 

ionization, and ionization from highly populated excited states are taken into consideration. 

At higher densities, collisional radiative model reduces to local thermodynamic equilibrium 

model. In the limit of low density, this model reduces to corona model. 

1.5 X-ray emission processes 

The overall emission spectrum from laser produced plasma is a superposition of line 

radiation (bound-bound radiation) on a broad continuum due to free-free and free-bound 

radiation [12, 59]. The relative yield due to these processes depends on the plasma parameters 

(ne, Te). The x-ray emission processes from unmagnetized plasma are discussed in the 

following subsection. 

1.5.1 Bemsstrahlung emission 

This radiation is emitted when a charged particle is accelerated or retarded in the 

Coulomb field of another charged particle. Here the particle emitting radiation is free before 

and after emission [24, 60]. Hence it is called free-free radiation. It is also called 

bremsstrahlung (braking radiation). Thus in a plasma, when an energetic electron comes in 

the Coulomb field of an ion, it gets deflected, undergoes acceleration and emits radiation. The 
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ions, along with the electrons, also get deflected but being massive accelerate a little and thus 

do not make a significant contribution in the emission. The interactions between ion-ion and 

electron- electron do not result in the emission of radiation (except at relativistic velocities). 

This is because when two identical particles of equal charge and mass interact, they produce 

equal and opposite acceleration and the radiation emitted by the two cancel out.  

The power emitted/volume of bremsstrahlung radiation [23, 61] WB is proportional to 

Te , and the power emitted per unit volume per wavelength is given by the expression,  

WB
 =2.2x10-27 Z ne

2 [Te]
-1/2 [(1/2) exp- (hc/kTe)] erg sec-1 cm-4 (1.30) 

It may be noted from equation 1.30 that for λ >> (hc/kTe), the exponent becomes 

close to zero so that the bremsstrahlung spectrum depends weakly on the temperature i.e. 

WB
  Te

1/2. On the other hand for λ << (hc/kTe), the spectral shape depends strongly on 

temperature. The temperature can be estimated by plotting (lnWB
) v/s 1/ λ. The slope of 

this line will give the temperature of the plasma [51]. 

1.5.2    Free-bound radiation 

This radiation is emitted when a free electron is captured in the bound state of an ion. 

Since the electron is free before the emission and bound after the emission, this radiation is 

called free-bound radiation. The radiation is emitted in the form of a photon of energy h = 

KE + χj, where KE is the kinetic energy of  the free electron and χj is the ionization potential 

of the shell in which the electron is captured. The recombination spectrum is continuous as 

the free electrons have a continuous energy distribution (Maxwellian distribution). However, 

since the recombination can occur in various shells with different values of E, the overall 

spectrum is quasi–continuous showing discontinuities at various shell energies. 
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 The recombination radiation power/ volume (WR) is given by [23, 59],  

WR =2.4xWB x[Z2 E / kTe]           (1.31) 

 The shape of the recombination radiation spectrum is similar to that of the 

bremsstrahlung radiation spectrum except near the edges. The continuum x-ray emission 

spectrum from a plasma consists of both free-free radiation and free-bound radiation. Power 

emitted as recombination radiation may exceed that as bremsstrahlung radiation at low 

temperatures and high ionization potentials. At very high temperatures, the free-free radiation 

dominates as ions become completely stripped.   

1.5.3  Bound-bound radiation 

Bound-bound radiation or line radiation is emitted as a result of transition between 

two bound states of an ion or an atom. The spectrum of emitted radiation therefore consists of 

lines at discrete wavelengths rather than being continuous. Power emitted per unit volume as 

line radiation from plasma is given by [23-24, 59] 

Pbb = 3.5 X 10-25(kTe
)-1/2 Ne  N i+1 exp(-Ei / kTe) W/cm3 (1.32) 

where E(i) is the energy of radiation emitted by an ion of charge i. The line radiation can be 

put into three different categories [24, 62] as described below: 

a) Resonance lines: These are the transitions from excited state and the ground state of 

partially ionized species [51, 62]. The selection rules followed by these transitions are same 

as those of the optical transitions. The resonance lines play an important role in the 

diagnostics of plasma. The intensity ratio of the two resonance lines can be used for 

temperature estimation and these lines with the combination of other lines can be used for 

density and temperature estimation in plasmas. Since the oscillator strengths of resonance 
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transitions are very high, such lines are quite likely to be reabsorbed in dense plasma and thus 

the opacity of such radiation should be taken into account for quantitative analysis. 

b) Intercombination lines: The intensity of the optically allowed transitions occurring 

between states of same multiplicity is very high (as in the case of resonance transitions). 

Relatively weaker lines which arise due to transitions between states of different 

multiplicities, are called intercombination transitions. The energy of an intercombination line 

is slightly less than that of the corresponding resonance line [51, 62]. These weaker lines thus 

appear as satellite of the resonance lines on the higher wavelength side. The ratio of the 

intensity an intercombination line to that of the resonance line can be used for the density 

estimation of plasmas. The intercombination and the resonance transitions in He-like ions are 

shown in Fig. 1.13 where 1s2p 3P1 1s2 1So is the intercombination transition, and 1s2p 

1P1 1s2 1So  is the corresponding resonance transition. 

 

Fig. 1.13 Resonance and intercombination transitions. 
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c) Dielectronic satellite lines: In an x-ray spectrum, the dielectronic satellite lines arise as a 

result of transitions originating from doubly excited states of multiply charged ions. An 

example of such a transition is shown in Fig. 1.14. Due to the presence of an additional 

electron, called the spectator electron, the Coulomb shielding decreases, this results in 

transitions occurring at slightly lower energy than that of the resonance line. Depending on 

the excited state of the additional electron, there can be a number of satellites but the most 

distant from the resonance line and at the same time the strongest are those corresponding to 

the transition in the presence of an additional electron in the state of lowest possible quantum 

number. The ratio of the intensities of dielectronic satellites can be used for density 

estimation. 

 

          Fig. 1.14 : Dielectronic satellite transition. 

d) Inner-shell transitions : The study of this radiation is important, as it is related to the 

presence of hot electrons in ultra-short laser produced plasma [63-65]. The energetic 

electrons with average kinetic energies of several tens of keV penetrate into the underlying 

colder material. Here they knock out electrons preferentially from the K-shell (or M- or N-

shell) of the atoms through inelastic collision. The vacancy in the shell is filled by 

recombination of electrons from higher shells, emitting the characteristic line radiation as 
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depicted in Fig. 1.15. The inner-shell recombination takes place on a time scale of 

femtoseconds or even attoseconds. The inner-shell vacancies are created until the energy of 

the electrons is more than the K-shell ionization threshold. Under optimized condition, the x-

ray pulse duration is of the order of laser pulse duration because the driving electron pulse is 

generated only during the ultra-short laser pulse [66]. Further, under optimized conditions 

when electrons do not penetrate deep inside the bulk solid target and undergo lateral 

scattering, the source dimension is comparable to the laser focal spot size [67-68].  

In a simplified description, the K-α line (or L,M shell line) radiation generation is 

two-stage process. The first stage is the generation of hot electrons in the plasma and the 

second stage is the scattering of these electrons in the solid. The electrons are assumed to 

move in a straight line from the acceleration point to the solid, and in the simplest modeling 

each electron enters the solid perpendicular to the surface. The K-α yield essentially depends 

on the energy distribution f (U0, T) of the hot electrons and the K-shell ionization cross-

section σK for electron impact. U0 = E0/EK where E0 the incident electron energy, EK the 

ionization energy of the K-shell. Next, the energy dependent path length of the electrons in 

the target of finite thickness and quantum yield η of the K-transition is to be taken into 

account. The number of K-α photons NK-α produced in a metal foil with a density of atoms n 

is given by [69-71] 

   2
K-α e 0 K 0 0d N = ηnN f U  T σ U dxdU   (1.33) 

where n is density of the atoms in the target. 
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Fig. 1.15 : The radiative transitions of electrons from the outer shells lead to the generation of 

characteristic inner-shell lines. 

 It is assumed that: i) the hot electron energy distribution is Maxwellian, and ii) the K-

α photons generated by the hot electrons with certain energy are emitted at a mean depth. 

Reich et al [70] predicted existence of an optimum laser intensity for the K-α yield as 

equilibrium between K-α production and reabsorption in bulk targets. It occurs when the 

mean depth z is comparable to the absorption length for K-α. They have calculated the yield 

of K-α radiation generated during short pulse laser-solid interaction by means of Monte Carlo 

and particle-in-cell simulations. It is found that there is both an optimal target thickness and 

hot-electron temperature for forward emission. This temperature is shown to be 6 times the 

K-shell ionization energy and it was independent of Z of the target.  It is due to the 

approximation that electrons with energies beyond a fixed multiple of EK are produced too 

deep into the target to be detected. Salzamann et al [71] modified this model to account the 

electrons with the energy much above U0. They have predicted that optimal temperature 

varies between 4 and 12 times the K-shell ionization energy, depending on the atomic 

number. The hot electron temperature is related to the laser absorption mechanism. The 

number of K-α photons generated by an incident electron with initial energy E0 is given as 

-3 -1.67 3/2
K-α 0N =4 X 10 Z E    (1.34) 
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It is important to optimize the energy distribution of the hot electrons in experimental 

conditions to achieve high conversion efficiency.  

The x-ray yield (efficiency) depends on the thickness of the target for thin foil targets. 

There exists an optimal target thickness for efficient generation K-α radiation. The target 

should be thick enough to stop the incident hot electrons to generate K-α, and thin enough not 

to reabsorb the generated K-α photons. The optimal thickness occurs when the mean depth of 

the hot electrons in the foil is comparable to the absorption length of the K-α radiation 

In the context of inner-shell x-rays (also called fluorescence x-rays), it is necessary to 

consider the competitive Auger processes. The various Auger processes are discussed below: 

1) Auger ionization: In this case, the inner-shell vacancy is filled by an electron in the next 

outer shell and the excess energy, instead of being emitted as a photon, is given out to eject a 

second electron called Auger electron. This process is basically a radiation-less transition 

which gives rise to doubly ionized ion. 

2) Radiative / semi-Auger process: Radiative Auger transition is a double electron process 

in which an outer electron makes a radiative transition to an inner-shell and another outer 

shell electron is simultaneously excited into the bound or continuum state  by absorbing the 

ejected photon. If   is a bound state, the transition is called Semi Auger process or Radiative 

process. The radiation appears as a discrete or diffused satellite. 

3) Auto-ionization: By absorbing photons or electrons of suitable energies, an electron gets 

excited to the outer level. If the energy of the excitation exceeds the ionization energy of any 

of the electrons present, the excited atom will eject one electron and reorganize to an ion. 

This process of ionization is called auto-ionization and the ejected electron is called an auto-

ionization electron.   

 The Auger processes in x-ray spectroscopy influence the width of the x-ray line, since 

it competes with the radiative process in the de-excitation of ions. It also influences the 
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intensity of x-ray line, since it transfers the vacancy from one shell to another. It gives rise to 

satellites to the inner-shell lines, as it leads to double ionization. It should be noted that for Z 

< 15, Auger processes dominates over fluorescence but at higher Z, fluorescence dominates. 

1.6  Application of LPP x-ray source in time resolved x-ray diffraction 

  Availability of high brilliance ultra-short duration (< ps) x-ray pulses from variety of 

sources has triggered considerable interest in the time resolved x-ray diffraction (TXRD) 

measurements for studying the ultra-fast dynamics in solids [72-76]. Measuring ultra-fast 

melting, acoustic phonons, and strain in bulk materials has been an on-going area of interest 

in the time-resolved research community. The time resolved studies are performed in pump-

probe scheme where an optical pump laser deposits its energy in the sample to modify the 

lattice. It causes changes in the electron distribution function leading to changes in the atomic 

interaction potential so that the matter loses crystalline order and becomes molten on a sub-ps 

time scale. The melting can be seen by observing a large decrease of the integrated intensity 

of the Bragg-reflections. 
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Fig. 1.16: Fraction of the transmitted laser energy is used to induce changes in the lattice properties 

of the crystal sample. The changes are probed by the K- line and detected by an x-ray CCD. 
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 A typical pump-probe setup with laser produced plasma x-ray source as shown in Fig. 

1.16. It consists of an optical femtosecond laser pulse, which is a small fraction of plasma 

forming pulse, used to modify the lattice structure of the crystal sample. With a variable 

delay line, the x-ray probe is made to diffract from the perturbed structure at different times 

after the crystalline lattice is distorted. The x-ray diffraction profile changes as the distance 

between atomic planes changes, leading to the change in angle for Bragg reflection. The line 

shape and position of the reflected line radiation indicate the state of the lattice as transient 

effects pass through the penetration depth of x-rays. In these experiments, inhomogeneous 

spacing and lattice expansion are observed [77]. The transient dynamics in the material is 

resolved by analysing the shift or broadening of the diffraction signal as shown in Fig. 1.16. 

 

Fig. 1.17: Several approaches for analysing Bragg diffraction data. 

  To summarize, in this chapter, a brief outline of the basic physics of the LPP has been 

given. We have explained the interaction of long duration and short duration laser pulses with 

the solid density matter. The physical processes related to the ionization equilibrium of 

plasma and to the emission of x-ray radiation are described. A brief introduction to the time 

resolved x-ray diffraction technique with ultra-fast x-ray probe that allows for picosecond 

resolution of transient dynamics has been presented. 
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Chapter 2 

Laser system and x-ray diagnostics 

The present research work has been carried out using three different laser facilities at 

Laser Plasma Division, RRCAT. The first two were indeginously developed high power 

Nd:glass laser systems providing intense laser pulses of nanosecond and picosecond 

durations. The ultra-short duration laser used in the present experimental study is a 

commercial 10 TW, 45 fs, 10 Hz Ti: sapphire laser system. In this chapter we briefly describe 

the important features of these laser systems, the experimental plasma chamber, and various 

x-ray diagnostics setups used for the research work described in this thesis. 

2.1   Nanosecond Nd: phosphate glass laser chain 

Studies on the dependence of the x-ray line emission on the laser pulse duration and the keV 

x-ray emission from gold-copper mix-Z plasmas of different elemental compositions have 

been performed using multi-nanosecond laser pulses from an Nd:phosphate glass laser chain. 

This laser chain has been designed and set up on MOPA (Master Oscillator-Power 

Amplifiers) configuration [78]. A schematic diagram of this laser chain is shown in Fig. 2.1. 

It comprises of a Q-switched master oscillator (Nd:phosphate glass laser rod of 5 mm 

diameter and 100 mm length) followed by four amplifier stages of Nd:phosphate glass laser 

rods of successively increasing aperture size viz. 10, 15, 25, and 50 mm respectively. The 

laser beam spatial profile is cleaned using three vacuum spatial filters-cum-image relay 

systems. Two Faraday optical isolators are also installed in the laser chain to protect the 

amplifiers and the oscillator from optical damage caused by any back-reflected laser light 

from the plasma. The final energy output of the last amplifier stage is ~ 12 J in 4 ns (FWHM) 

pulse. Second harmonic conversion of the second harmonic crystal (KD*P of size: 45 x 45 x 

22 mm3). This system provided output laser energy of 4 J energy in 3 ns (FWHM) pulse 

duration at L = 0.53 m. The maximum intensity on the target was determined to be ~ 1013 

W cm-2 corresponding to the measured focal spot diameter of ~ 130 m. 
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2.2   Multi-picosecond 100 GW Nd: glass laser chain 

Studies on the dependence of the x-ray line emission on the laser pulse duration were 

carried out using a 100 GW, 27 ps Nd:glass laser chain set up in our laboratory [79]. This 

laser chain, also based on MOPA configuration, consists of an active-passive mode-locked 

Nd:YLF oscillator, an electro-optic pulse selector, four Nd:glass amplifiers, three spatial 

filter-cum image relay systems, and two Faraday isolators. Fig. 2.2 shows a schematic 

diagram of this laser chain. The Nd:YLF oscillator along with its pre-amplifier (Quantel, 

France: Model TLF 501-10) and its pulse selector, provided single laser pulses of ~ 300 J 

energy and 27 ps (FWHM) duration. The beam energy and the peak power were increased in 

four amplifier stages, each of Nd:phosphate glass. Nd:YLF was chosen for oscillator as its 

peak wavelength matches with the peak wavelength (1.054 nm) of Nd:glass. The above laser 

system provided single laser pulses of up to 2.5 J energy in a pulse duration of ~27 ps 

(FWHM) measured using an optical S-1 streak camera set up in our laboratory [80]. The 

focal spot diameter on the target using an F/10, 70 cm focal length lens was determined from 

the measurements of intensity distribution in the focal plane. It was estimated to be ~ 70 m 

at 1/e2 intensity points. Thus, a peak laser intensity up to 1.5x1015 W cm-2 was achieved on 

the target. A pulse contrast in excess of 105 was achieved between the main laser pulse and 

the background leakage intensity. This is important to avoid creation of any low temperature 

plasma prior to the arrival of the main laser pulse.  
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2.3  Ti:sapphire laser system  

A chirped pulse amplification technique based commercial Ti:sapphire laser system 

was used in the experimental study of inner-shell and the ionic line radiation from 

magnesium plasma and for generation of a bright, ultra-short keV K- x-ray source and its 

application in time resolved x-ray diffraction studies. Fig. 2.3 shows a schematic diagram of 

this laser system.The oscillator generates nanojoule pulses of ~20 fs duration at a repetition 

rate of 75 MHz. Such small duration pulses are generated by a Kerr-lens mode-locking 

technique. These pulses are then stretched using a pulse stretcher. The pulse stretcher uses a 

grating pair and a cylindrical mirror (known as Öffner type stretcher [81]), introduces 

positive linear chirp in the laser pulse and increases its duration from ~20 fs to ~200 ps. In a 

positive linearly chirped pulse, the wavelength of the pulse decreases linearly in time i.e. the 

initial portion of the pulse has longer wavelengths and the later portion of the pulse have 

shorter wavelengths. A single pulse is then selected out of this train at every 100 ms (10 Hz) 

and its energy is amplified to few micro joules in a regenerative amplifier [82]. This pulse is 

then further amplified in a three-stage multi-pass amplifier to achieve its final energy of ~700 

mJ. The pulse is then ejected using a pulse ejector switch.  

 

Fig. 2.3  Block diagram of the Ti: sapphire laser system. 

In addition to the main 700 mJ pulse, there are laser pre-pulses present before the 

main pulse. The pre-pulses present in this laser pulse are mainly of two types, 1) ASE Pre-

pulse : It is the amplified spontaneous emission (ASE) generated by the amplification of 
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spontaneous emission in the regenerative amplifier and the multi-pass amplifiers, and 2) 

Replica pre-pulse : It is the pre-pulse generated by the leakage of the mode-locked train of 

pulses. A pulse cleaner is used to reduce the amount of the pre-pulses in the laser.  The pulse 

cleaner contains a fast Pockels-cell which rotates the polarization only to let the main laser 

pulse pass but not the leakage pulses preceding it. The rejection ratio of the pre-pulse depends 

on the quality of the polarizer (i.e. its discrimination between s- and p-polarizations) and the 

speed of the Pockels cell switching.  

The pulse is then allowed to pass through a pulse compressor resulting in a laser pulse 

of 45 fs duration, and energy ~450 mJ. The pulse compressor employs a parallel grating pair 

along with a retro mirror to compensate for the positive chirp of the laser pulse [83]. The 

negative chirp introduced by the pulse compressor depends on the separation between the two 

gratings. As one increases the separation, the negative chirp increases and at the optimum 

value of the grating separation, the negative chirp introduced by the compressor compensates 

the positive chirp of the stretched laser pulse. Increasing/decreasing the grating separation 

from this optimum value results in negatively/positively chirped pulses. It may be mentioned 

here that the laser pulse is not compressed to its original duration it had at the oscillator. This 

effect arises due to the reduction of pulse spectrum through gain narrowing during the 

amplification of the laser pulse [84]. 

2.3.1 Characterization of laser parameters  

In laser-plasma interaction experiments, peak intensity of the focussed laser beam on 

the target is an important parameter that governs the interaction processes. It is therefore 

necessary to measure the focal spot size. The peak laser intensity is given by  
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 2
0I E  

    (2.1) 

The laser focal spot on the target was magnified and imaged on a CCD camera using a 

microscope lens as shown in Fig. 2.4. To avoid any damage to the CCD sensor, the pulse 

energy prior to focusing the laser beam was reduced by reflecting the beam from multiple 

glass surfaces. The FWHM diameter (20) of the focal spot was measured to be 18 μm. Fig. 

2.5 shows the measured focal spot of the laser. One can see that the spot is nearly circular and 

the intensity profile of the laser spot is close to Gaussian.  

The femtosecond pulses were temporally characterized by intensity auto-correlation 

method using an in house developed second order auto-correlator.  In the intensity auto-

correlator (IA), a beam splitter splits the incoming laser beam into two, which are then passed 

through a nonlinear crystal for second harmonic generation. If the two beams overlap both in 

space and time, a second harmonic beam is generated in the direction mid-way between the 

two beams. The temporal overlap of the two beams is achieved by the adjustment of the delay 

line of one arm of the auto-correlator. The angle between two beams determines the spatial 

width of the second harmonic correlated beam, and the same is related to the laser pulse 

duration.  

 

Fig.2.4: A schematic diagram of the experimental setup for focal spot measurement. 
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A ray diagram for the generation of auto-correlation trace from the overlap of the two ultra-

short pulses is shown in Fig. 2.6. Only in the case of spatial and temporal overlap of two 

beams the central second harmonic pulse is generated,  known as auto-correlator trace. It 

should be noted here that the width of the central trace depends on the duration of the laser 

pulse and the temporal profile of the laser pulse. In a way the measurement of the auto-

correlation trace width does not give us full information about the ultra-short pulse, i.e. one 

has to know (or assume) the shape of the laser pulse in order to know the exact duration of 

the pulse.  

 

Fig. 2.5 a) Magnified image of laser focal spot on CCD, b) the intensity profile of the laser 

spot closely matching the Gaussian fit. 

Fig. 2.6 Generation of autocorrelator trace in SHG crystal. 
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The width of the auto-correlator trace can be related to the pulse width  (FWHM) of 

the laser pulse. If W is the width of the second harmonic correlated beam (FWHM) then, for 

a cross-over angle  between the two beams,  the overlapping beams as shown in Fig. 6.1, the 

laser pulse width is given by the relation [85] 

 sin2 W

K c




 


    (2.2) 

where K is a constant which depends on the exact temporal shape of the laser pulse,  is the 

angle between the overlapping beams, and c is the velocity of light. For a hyperbolic secant 

squared (sech2) pulse, K = 1.35. Figure 2.7 shows a typical autocorrelator signal and its trace 

obtained using Promise software.  

 

Precise measurement of the cross-over angle  is a difficult task and an element of 

error is always involved with such measurement. We have used another simple approach for 

the calibration of time axis to CCD pixels. In this method, a small delay is introduced in one 

of the laser pulse. The peak of auto-correlation trace gets shifted laterally by an amount 

proportional to the delay. The difference between the two auto-correlation peaks directly 

gives the time delay in terms of the CCD pixel. For example, if the delay between two pulses 

Fig. 2.7 (a) Auto-correlator signal, and (b) its trace using “Promise” software. 
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is changed by 10 m, the peak of overlapping pulse is shifted by ~ 33.3 fs. Thus the pixel 

shift of autocorrelator trace is equal to 33.3 fs. This method gives an accurate means of the 

measurement of the pulse duration. In this geometry the formula for pulse duration 

measurement gets modified as  

    
W pixel fscalibration factor pixelK


 

  
   (2.3) 

The temporal profile of the laser pulse is hyperbolic secant squared (sech2) type. 

Intensity auto-correlation method [85] is used for the measurement of temporal duration laser 

pulses. The auto-correlation trace gives a laser pulse duration of  FWHM (455) fs.  

The variation of laser pulse duration was also measured by increasing and decreasing 

the grating separation from the “compressor zero”. Figure 2.8 shows dependence of the pulse 

duration on the grating separation. This data is important for compensation of the additional 

positive chirp introduced into the laser pulse due to any transmission optics (lenses/mirrors 

etc.) in the beam path. After the compressor stage, the laser beam was transported in vacuum 

to avoid beam distortion in air. Therefore, in order to obtain the shortest pulse at laser - target 

interaction point in vacuum, the positive chirp introduced in the laser pulse by the group 

velocity dispersion in the glass window (the contribution of air being negligibly small) during 

pulse duration measurement was compensated by reducing the grating separation to add same 

amount of positive chirp. This position of the gratings was taken as the “compressor zero" for 

the experiments. In order to intentionally increase the laser pulse duration by adding either 

positive or negative chirp during the experiments, the grating separation was varied by known 

amount.  
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Fig. 2.8: Variation of laser pulse duration with grating separation relative to the compressor zero. 

It is well known that any high intensity ultra-short laser pulse of typically tens of 

femtoseconds duration generated by the chirped pulse amplification (CPA) technique is 

accompanied by pre-pulse. As mentioned in section 2.3, one has a nanosecond duration pre-

pulse pedestal due to the amplified spontaneous emission (ASE pre-pulse), and a 

femtosecond duration pre-pulse (replica pre-pulse) due to leakage of the mode-locked pulse 

one round trip time before the actual pulse. In addition, there is also a several picosecond 

duration pedestal (ps pre-pulse) due to unavoidable limit in the compression of the chirped 

pulse. The intensity of the pre-pulse is defined in terms of contrast ratio, and it is defined as 

the ratio of the intensity of main pulse to that of the pre-pulse. The temporal profile of the 

femtosecond pulse of laser system used consists of pre-pulse(s) accompanying the ultra-short 

high intensity pulse. The contrast ratio of the replica pre-pulse (8 ns before the main pulse) 

was better than 106, and the contrast ratio of the ASE pre-pulse were about 106. The ps pre-

pulse contrast ratio was 103 and 104 at 1 ps and 5 ps, respectively, before the main pulse. The 

ASE pre-pulse and replica pulse contrast ratios were measured using a fast photo-diode with 



60 
 

0.8 ns rise time on a 500 MHz digital oscilloscope, whereas the ps contrast ratio was 

measured using a third order autocorrelator (Sequoia). The contrast ratio of replica pre-pulse 

was measured to be more than 106 which corresponds to replica pre-pulse intensity ~ 1012 W 

cm-2 and energy ~ 100 nJ. 

Although ps pre-pulse will be able to form plasma, it is not expected to modify the 

interaction conditions significantly as the hydrodynamic evolution of the plasma is negligible 

on few ps time scale. However, the ASE pre-pulse, which forms a few nanoseconds long, low 

intensity pedestal to the ultra-high high intense main 45 fs laser pulse, depending on its 

duration, may have a significant fraction of the laser pulse energy (unlike the replica pre-

pulse), and create pre-plasma. The duration of the ASE pre-pulse pedestal can be controlled 

by changing the switching-on time of the 5 ns wide high voltage pulse on the Pockels cell of 

the pulse cleaner (located after the regenerative amplifier). The measured signals due to the 

ASE with different pedestal durations and the main pulse are shown in Fig. 2.9. The 

switching-on time of the high voltage pulse on the Pockels cell was varied to change the 

pedestal duration. The green trace in the Fig. 2.9 is due to the 45 fs duration main laser pulse, 

while the different coloured traces are due to ASE pre-pulses of varying duration. The ASE 

pre-pulse duration could not be reduced below ~ 1 ns before the main pulse due to the limit 

set by the rise time (~1 ns) of the electrical pulse on the Pockels cell. Attempt to further 

reduce the ASE pre-pulse duration was found to lower the main laser pulse energy. It also 

leads to large shot-to-shot fluctuation in the laser energy due to the jitter in switching time of 

Pockels cell. The intensity of the ASE pre-pulse was estimated from the signals shown in Fig. 

2.9 to be around 3x 1012 W/cm2. The nanosecond duration ASE pre-pulse with relatively low 

intensity but having energy of few J, as in this case, can form plasma by cascade ionization 
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and collisional heating mechanism. This is because the threshold intensity for plasma 

production for a nanosecond duration pulse is much lower than that for a femtosecond 

duration pulse. Therefore, it is expected to form plasma before the arrival of the main 

femtosecond laser pulse.  

 

Fig. 2.9: Pre-pulse due to amplified spontaneous emission (ASE) measured with a fast photo-diode. 

The  colours of traces correspond to different switching times of the pulse cleaning Pockels cell. 

2.4     Plasma chamber and target setup 

An octagonal plasma chamber evacuated by turbo-molecular pump backed by a rotary 

pump system was used for laser plasma interaction experiments. Figure 2.10 shows a 

photograph of the chamber. It is made up of stainless steel, has an overall height of 48 cm and 

octagonal face to face distance of 70 cm. It has demountable flanges on all the eight sides as 

well as on the top. This enables easy installation of various diagnostic devices. Diagnostic 

port-holes are located in different directions making angles of 22.5o, 45o, 67.5o, and 90o w.r.to 

the target normal. The plasma chamber is routinely evacuated to a level of 10-5 torr.  
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Fig. 2.10 A photograph of the plasma chamber.

Plasma was produced by focussing high power laser beam on planar slab targets using 

an AR coated plano-convex lens kept outside the interaction chamber. The target was 

mounted on a holder coupled to a precision 3-axis stepper motor based translation stage. The 

target positioning in the centre of the chamber was accomplished using a computer controlled 

stepper motor driver. For the operation of laser at 10 Hz, the target was moved at a constant 

speed of 1mm/s (i.e. 100 m between every shot) with the help of an x-y stage, so that each 

laser pulse irradiated a fresh spot for a laser operation at 10 Hz. The run out from the focal 

plane while moving the target was checked by imaging the target plane with an objective 

onto a CCD camera. The run out from the focal plane was less than 25 m, which is much 

smaller than the Rayleigh range. The target motion was controlled with an accuracy of ~10 

m. Further, an optical telescope was used to view the target to ensure that it is positioned 

precisely in the centre of the plasma chamber. 

2.5  X-ray CCD camera based crystal spectrograph 

X-ray emission spectrum of LPP is a valuable source of diagnostic information of the 

plasma, and it is also helpful in determining the suitability of the LPP for various 
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applications. X-ray spectrographs based on Bragg reflection from crystals are most 

commonly used for recording x-ray emission spectrum in the wavelength range of 1 Å to 10 

Å [23, 51, 86-89].  

Figure 2.11 illustrates the basic geometry of an x-ray crystal spectrograph. The x-rays 

are reflected from the crystal according to the Bragg condition 

2d sin = n      

where d is the inter planar spacing of the reflecting planes, and  the angle of incident x-rays 

w.r.to the crystal plane.  

 

Fig. 2.11: Bragg reflection geometry for x-ray crystal spectrograph. 

 In the case of laser produced plasmas, the x-rays from the point-like plasma source 

incident on the planar crystal subtend a range of angles B1 to B2. The x-rays of different 

wavelengths incident at different points along the length of the crystal, satisfying the above 

condition, are Bragg reflected and thereby get spectrally dispersed. The spectrum is recorded 

on a planar detector such as an x-ray film or an x-ray CCD. 

We have set up an x-ray spectrograph using planar slabs of a variety of crystals to 

access different spectral ranges. For instance, to record the K-shell x-ray emission from Mg 
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and L-shell x-ray emission from Cu, a TAP (Thallium Acid Phthalate) crystal (2d = 25.75 Å, 

001 plane) of size 50 x 25 x 1mm (thickness) was used as a Bragg reflector for covering a 

spectrum range from 7.5 Å – 11 Å. A planar slab of PET (penta erythritol) crystal crystal of a 

double inter-planar spacing (2d) of 8.742 Å [(002) plane] was used to measure in the spectral 

range of 2.5 Å – 2.8 Å where the emission around Ti K-α radiation lies.  For recording a high 

resolution spectrum around the wavelength of Ti, Fe, and Cu K-α radiation,  a 500 m thick 

flat Si (111) crystal with (111) orientation (2d = 6.271 Å) was used with Bragg angle between 

13.8 and 26. Table 2.1 shows the data [23] for the crystals used in our experiment.  

Crystal 
Reflection 

Planes 
2d (Å) Bragg angle 

Rocking curve 

half width 

 (mrad) 

TAP (Thallium 

Acid Phthalate) 
(001) 25.75 20.5 0.45 

PET (Penta 

erythritol) 
(002) 8.742 18.3 0.5 

Silicon (111) 6.271 18 0.09 

Silicon (111) 6.271 13.8 0.1 

Table 2.1 Important parameters of the crystals used in the spectrograph to record x-ray 

spectrum 

In the initial experiments,  Kodak DEF–5 x-ray film was used as a detector. The x-ray 

film was placed in a suitable holder, and made light tight using aluminized polycarbonate 

(code-named: B-10) foils having an atomic composition aluminum: 0.05 mg/cm2, oxygen : 

0.0375 mg/cm2  and carbon : 0.15 mg/cm2 . The transmission characteristics of this filter foil 

is shown in Fig. 2.12. The cut-off energy (corresponding to 1/e transmission) of two B-10 

foils is ~ 0.9 keV. Direct radiation from the plasma on to the film holder was blocked by 
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placing a thick black plastic sheet. The exposed x-ray film was developed for a period of 5 

minutes in D-19 developer with a standard procedure.   

 

Fig. 2.12: Transmission characteristics of a B-10 foil. 

In the major part of the thesis, an x-ray CCD camera was used for on-line 

measurements and analysis of the x-ray emission from the laser produced plasmas. It is a 

commercial system from Reflex SRO (Czech Republic) [90].  The CCD used in our 

experiments is a back illuminated  one, which is reverse in structure in the way that the x-ray 

photons interact with the thin silicon layer (~20 μm) and electrode assembly is on the back of 

the silicon to store and move these photo-electrons. It is equipped with a Marconi™ back-

illuminated chip consisting of 2048 x 2048 pixels, each of 13.5 x 13.5m2: Its active image 

area is 27.6 x 27.6 mm2 . The peak signal is 100,000 e- per pixel, and the digitization level is 

~ 1.5 e- per analog to digital unit (ADU). The chip has a regulated two stage thermoelectric 

cooler to attain a temperature up to -30◦ C. The temperature stability of the CCD was 0.1 C 

across entire temperature range. The CCD, operating in full-frame mode, was read using the 

16 bit ADC at a read-out speed of more than 25 k pixels per second.  The quantum efficiency 

curve for the CCD chip given in Fig. 2.13 as per manufacturer specification. 
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 A schematic diagram of the experimental setup of the on-line x-ray spectrograph is 

shown in Fig. 2.14.  A planar TAP crystal of 50 mm length, 25 mm width, and 2 mm 

thickness was placed in the horizontal plane in the interaction chamber such that its centre is 

midway between the plasma source and the detector.  The crystal was mounted on an Oriel™ 

motor mike drive for precise adjustment of the wavelength by changing the angle. This drive 

has a backlash compensation feature and is equipped with a controller which provides a 

translational travel upto 50 mm with a travel accuracy of 1 micron.  

 

Fig. 2.14 A schematic diagram of the experimental set up of the on-line x-ray spectrograph.

 

Fig. 2.13:  Quantum efficiency of x-ray CCD as per manufacturer. 
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The crystal was positioned so as to subtend a mean Bragg angle of 19◦ at the source, and the 

total distance from the source to the crystal and the crystal to the detector was kept to be 567 

mm. Two aluminized polycarbonate foils were used to prevent any scattered light in the 

plasma chamber from coupling to the detector. A 6 mm thick lead screen was placed to block 

x-ray emission from falling directly on the detector. For this geometry, the spectrograph had a 

plate factor of 0.045 Å /mm. The spectral resolution of the crystal spectrograph is given by 

the expression [87] 

= D  + Dx x    

 (2.5) 

where D is the angular dispersion,  is the angular half width of the crystal rocking curve, 

x is the overall spatial resolution determined from the source size xs, and spatial resolution 

of the detector xD. For an angular half width of the crystal rocking curve  = 0.45 mrad, D 

= 23.9 Å/radian (for  = 9 Å), and source size of ~ 50 m, the spectral resolution comes to ~ 

13 mÅ. 

The spectrograph was tested by measuring x-ray line spectrum of copper plasma produced by 

a portion of the uncompressed radiation (pulse energy E = 30 mJ, pulse duration τ = 300 ps, 

central wavelength  = 793 nm) which was split from the main beam of the Ti:sapphire laser 

system by a beam splitter.  A typical x-ray spectrum recorded in 50 shots at a laser intensity 

of 3.9x 1013 Wcm-2 and its intensity plot are shown in Fig. 2.15. The characteristic lines and 

ionization states have been identified [91]. The dominant spectral lines are the ones 

originating from the Ne-like Cu+19 ions (2p6 – 2p5ns, 2p6 –2p5nd). Somewhat weaker F-like 

Cu XXI lines from the Cu+20 ions are also seen. The spectral resolution was determined by 

measuring the FWHM of various lines. The smallest width was observed to be ~ 15 mÅ. This 
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provided an upper limiting value of spectral resolution and it is in good agreement with the 

theoretically expected value of 13 mÅ calculated by considering a source size of 50 m, 

crystal rocking curve half width of 0.45 mrad, and pixel size of CCD camera. The spectral 

range can be changed by suitable positioning of the appropriate crystal placed on a translation 

stage. 

2.6 Dispersion-less spectrograph  

Different types of spectrographs have been reported in literature for the measurements 

of x-ray emission in the multi keV region from laser produced plasmas. Wavelength 

dispersive spectrographs such as crystal spectrographs [23,87] are most widely used for x-ray 

spectroscopic studies in the 1-8 keV energy range, which cover the characteristic K- 

emission from mid–Z target such as copper, nickel etc. Although a crystal spectrograph 

provides very high resolution, the spectral range covered is very small and necessitates a 

 

Fig. 2.15 X-ray spectrum as seen on x-ray CCD camera (top) and its intensity plot (bottom). 
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change of the crystal / spectrograph setting with the target material. The efficiency of such a 

spectrograph is rather low due to the smaller solid angle subtended by the crystal having 

narrow rocking curve width and reduced reflectivity of a crystal at higher photon energies 

[23]. Such spectrographs are particularly not suited for relativistic laser plasma interaction 

environment where the fluorescence emitted by the crystal will degrade the signal to noise 

ratio [92, 93].  

On the other hand, the solid state detectors working in single photon counting regime 

are often used as energy dispersive spectrographs to record spectrum in a much larger 

spectral range extending from a few keV to a few tens of keV [92-95]. The spectral 

information is retrieved under the condition that only one photon enters the detector during a 

time window determined by the time taken by the multi-channel analyser (MCA) coupled to 

the detector to sort out the height of the signal corresponding to the incident photon energy. If 

an x-ray photon of energy E is absorbed completely, it will produce a photo-electron having 

energy almost equal to that of the incident photon. This electron will lose its energy in the 

detector medium by producing several electron-hole (e-h) pairs. If  is the average energy 

required for e-h pair creation (e.g. ~3.7 eV in silicon) and E is the energy of incident photon, 

then the average number of the e-h pair produced is approximately E/. The charge generated 

by the x-ray photon is collected and transported to the output amplifier. The amplified signal 

is fed to an MCA through an analog to digital converter (ADC) to display pulsed height 

distribution spectra. The MCA is calibrated using standard x-ray sources to get unknown 

spectra. Cooled Si (Li) detectors, CZT or CdTe detectors in single-photon counting mode 

have been most widely used in x-ray spectroscopic systems in the multi keV region. As 

mentioned earlier, recording of a single spectrum requires a very large number of the laser 

shots. The availability of x-ray sensitive CCDs having large number of pixels (typically one 

to four million) allows one to record the entire x-ray spectrum in a single shot, by 
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simultaneous detection of a large number of single photon counting events [92-93, 96]. This 

is equivalent of capturing events equal to the number of pixels, in a single shot, and 

subsequent construction the spectrum from these events. Such a spectrograph where no 

external dispersive element is used, is referred to as a dispersion-less spectrograph. 

A back illuminated x-ray CCD detector working in single photon counting mode has 

been used for absolute measurement of x-ray emission spectrum without any additional 

dispersive device. An algorithm for identifying the single photon counting events from the 

over-exposed CCD raw data has been developed to reconstruct the x-ray spectra even from a 

CCD frame which was exposed above the single photon counting threshold. Characterization 

of the spectrograph was carried out by measurement of characteristic line and continuum x-

ray emission from high intensity femtosecond laser produced plasma in the 2- 20 keV energy 

range. Image analysis software is developed for deriving spectral information from photons 

detected by CCD. The details are provided in the following subsection. 

2.6.1 Description of the spectrograph 

A CCD detector has a large number of pixels, with each pixel acting as an individual 

detector, for simultaneous detection of a large number of single-photon events. This permits 

recording of the spectrum in a single laser shot, simply from the histogram of the pixel 

intensity. The 4M, Reflex SRO x-ray CCD camera is used in the present experiment has a 

thinned back-illuminated image sensor. The dark frame recorded at temperature of -30C had 

a systematic noise pattern with a root mean square value (rms) of 256 ADU, and rms 

deviation (σ) of ~ 5.3 ADU. Taking minimum of 2.5 σ for discriminating signal with noise, 

lower energy detection limit comes to 269 ADU. This corresponds to ~ 1.5 keV by taking 3.7 

eV as the average energy [97] required for producing one electron pair. The number of 
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photons of energy h detected by the spectrograph per unit solid angle may be expressed in 

terms of the number of photons emitted by the source as 

dN / d = Nx() T     (2.6) 

where Nx() is the photon flux emitted from the source, T is the transmission of material 

filter, and  is the quantum efficiency of the CCD chip at photon energy h. The quantum 

efficiency data was provided by the manufacturer for the photon energies up to 10 keV to 

account for the energy dependence of the spectrograph. An active region thickness of 25 – 40 

m is estimated from the quantum efficiency data. For energies in the range of 10 – 20 keV, 

the quantum efficiency is assumed to vary inversely with the photon absorption length, with 

an assumption that photon is completely absorbed in the substrate [98]. The higher energy 

detection limit of the spectrograph is mainly set by the quantum efficiency of the CCD. It is 

to be noted that despite rapidly decreasing quantum efficiency at higher photon energies, we 

were able to record the spectrum up to 20 keV, from the high flux laser plasma x-ray source.  

The spectral resolution is governed by the thermal noise, readout noise, and the 

interaction statistics [97, 99].  Moreover, if a K-α photon from an excited atom of the Si 

substrate escapes from the detector sensitive area, a separate line (escape peak) would be seen 

at an energy location corresponding to the incident photon energy minus the silicon K- 

photon energy (1.74 keV). The spectrum of the detected photons from a monochromatic x-

ray source can get broadened due to the loss of absorbed photon energy in processes other 

than the creation of electron pair [97]. This is mostly due to heating or diffusion of electron 

cloud to the other channel [96-97]. This brings the Fano limit [97] for the resolution. The 

contribution to the detector FWHM energy resolution  are defined by Eq. 2.7 

  



  222

35.2 noiseotherFE                        (2.7) 



72 
 

 The first term is the broadening due to ionization statistics. F is the Fano factor given 

by 
2
nσ

n
, where n is the average number of electron pairs produced in the detector by a photon 

of energy E and 2
nσ   is the expected variance in this number.  is the average energy required 

to produce one electron pair. noise is the contribution of the thermal and readout noise. other 

is the line broadening contribution such as natural line width. The energy resolution at 4.5 

keV, taking F = 0.115 for Si detector,  = 3.7 eV, noise = 74 eV (2.5 σ), other = 1.6 eV, the 

natural line width of Ti K- line radiation,  the overall energy resolution expected is 127 eV 

which is ~ 2.8 %. The typical resolution reported in literature in the spectral range of 2- 20 

keV is less than 5 %. 

2.6.2 Reconstruction algorithms to identify the single pixel event 

Single photon counting condition is often difficult to ensure while recording the x-ray 

emission spectrum from a high photon flux x-ray source. In such a case, low energy photons 

can be eliminated by appropriate material filters. The high energy photons can be reduced by 

restricting the solid angle by increasing the distance between the x-ray source and the 

detector. This is often difficult due to a widely unknown x-ray flux for different experimental 

conditions. Further, the charge generated at each pixel after absorption of x-ray photon also 

undergoes drift, diffusion and absorption across multiple pixels in the CCD [100-101]. The 

multi-pixel events lead to improper energy identification of the photons when the spectral 

data is reconstructed using standard histogram which assumes that the exposure at every pixel 

is due to a single photon only. It is necessary to develop algorithms to identify the single 

pixel event to get the energy spectrum from the raw data of the CCD. Various reconstruction 

algorithms are used to identify the real single pixel events. For instance, Zamponi et al [102] 

identify the split event with an algorithm developed to recognize simple patterns. If a pattern 
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matches with the distribution of the signal on different pixels then the values from these 

pixels were summed up to reconstruct the original signal. It may be noted that a split event 

(or multi-pixel event) is defined when more than a certain fraction of the generated charge is 

shared with the neighbouring pixels. Maddox et al [100] developed an algorithm to identify 

the single pixel events by comparing the charge in each pixel to the sum of the charge in it 

and the 8 neighbouring pixels. If the charge in the pixel is more than the 49% of the sum of 

the charges (in 9 pixels), then it is considered as an isolated, single pixel event, and is used to 

build the histogram with better resolution. Else, it is discarded as a split event. This algorithm 

faces problem when one has over-exposed (i.e. where the fraction of multi pixel events is 

more than the single pixel events) raw CCD data.  

As mentioned earlier, a CCD can have events wherein a single photon may be 

registered by two or more pixels (split event or multi-pixel event). Further, when the flux is 

very large, one gets multiple photons incident on a single pixel. The corresponding counts are 

erroneously registered as harmonics of the incident spectrum. Once the CCD is exposed to 

radiation and the "data image" is taken, the data is processed first by correcting it for the dark 

charge pattern of the CCD. This is done by subtracting an unexposed image, acquired under 

identical detector setting conditions, from the data image, pixel by pixel. Further, to reduce 

the random noise in the background image, a master background image generation facility 

has been incorporated, by adding multiple background images, and then normalizing the 

composite image by the number of images (N) added. This reduces the effect of random noise 

by a factor equal to the reciprocal of the square root of the number of images added (1/√N). 

The spectrum is generated by standard histogram of the pixel intensity from the processed 

image. The inset of Fig.2.16 shows a typical raw data image of titanium plasma produced by 

45 fs Ti: sapphire laser pulses at an intensity of 1.2 x 1018 Wcm-2. The image consists of spots 

corresponding to the interaction of x-ray photon with single / multiple pixels. The spectrum 
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was recorded from the front side, at a viewing angle of 45° with respect to the target normal. 

X-ray filters are used in front of the CCD to adjust the signal level of the K-shell emission 

and to improve the signal to background ratio. It is often difficult to obtain the K-shell 

emission at low energy (< 5 keV) with good signal to noise ratio. Here, the noise events 

primarily arise from the fluorescence radiation from the plasma chamber wall or fractional 

deposition of energy by high energy x-ray photons. Fig. 2.16 shows the x-ray spectrum 

obtained by the standard histogram method, where it is assumed that at each pixel single 

photon counting condition is satisfied i.e. the charge is proportional to the incident x-ray 

photon energy, and there are no multi-pixel events. The x-ray emission spectrum shows a 

broad continuum (bremsstrahlung) generated by the propagation of fast electrons in the bulk 

target behind the hot plasma. The inner-shell line transitions namely K-α and K-β, which are 

a typical signature of hot electron propagation in the cold target, are not clearly resolved 

(seen as a hump at ~4.5 keV) due to the heavy background emission. 

 

Fig. 2.16: X-ray emission spectrum obtained with standard histogram method. The inset shows an 

over-exposed raw image obtained with the dispersion-less spectrograph. 

The reason for the poor resolution using the standard method of computing histogram 

of the CCD signal is that it does not differentiate between the single pixel events and multi-
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pixel events. If charge spreads in adjacent pixels, that pixel is read as pixel of lower energy, 

thus lowering the resolution due to this spread. As mentioned earlier, in order to use a CCD 

as a dispersion-less x-ray spectrograph, it has to be ensured that number of photons hitting a 

pixel should not be more than one. A careful analysis of the data is required for spectral 

identification and quantitative estimation of the flux. Various reconstruction algorithms are 

used to identify the real events. The simpler algorithms use rejection threshold to distinguish 

between the pixels with x-ray photon and the noise. However, advanced algorithms are 

required to identify the contribution from the single events and split events for obtaining 

better resolution. A special algorithm has been developed to correct for the contribution of 

split events. This algorithm identifies the single pixel events by taking the ratio () of the 

charge in the pixel under examination, to the sum of the charges in the selected 

neighbourhood of pixels (4 nearest neighbours or 4 diagonal neighbours or 4 nearest + 4 

diagonal neighbours, as desired). If this ratio is greater than a specified value, then that pixel 

is considered as an isolated, single pixel event, and the charge in the adjacent pixels is added 

to it. If the ratio is less than the specified value, that pixel is rejected as a doubtful one. After 

doing this for all pixels, the histogram is built. A value of  ~1 means charge in the pixel 

under examination is equal to the sum of the charge of the adjacent pixels. It gives higher flux 

but lower resolution. A value of  ~10 gives better resolution, but more pixels are discarded. 

A higher value of  is useful in the over-exposed case to get better resolution, whereas lower 

 can give good resolution as well as flux in a data file where the fraction of multi-pixels is 

very low. In general, the resolution will be higher for a larger value of  but the detection 

efficiency will be reduced and vice versa. A graphical user interface (GUI) has been provided 

to configure the lower and upper energy cut-off levels, to select the pixel neighbourhood (4 

adjacent or 4 diagonal, or all 8 adjacent + diagonal), and to specify the value of the ratio () 

can be set from 1 to 10) to obtain the energy spectrum with best resolution. The pseudo-code 
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of the routine by which the energy spectrum is generated from the raw data on the x-ray CCD 

is written in the vb.net language. Fig.2.17 shows the spectrum obtained with this algorithm 

for  = 10. The inset of Fig.2.17 shows a data image processed with the developed algorithm. 

The inner-shell line transitions namely K-α and K-β are now clearly visible over the 

continuum background (c/f Fig.2.16). This illustrates the merit of this algorithm to identify 

the single pixel event from the over-exposed data to generate spectrum with high resolution. 

This also tells why the resolutions in the earlier algorithms were not very high. For example, 

in the algorithm used in ref. 100, the effective value of  was 0.49 ( = 0.98), and in ref.102 it 

was ~5.7 (85% charge in the central pixel). 

 

Fig. 2.17:  The x-ray emission spectrum from data in Fig.2.16, obtained with the special algorithm. 

The inset shows the genuine, all single photon events image obtained after applying the 

algorithm. 

2.6.3 Characterization and performance of the spectrograph 

Figure 2.18 shows the schematic diagram of the spectrograph setup. The spectrograph 

faced the target from the front side, in the horizontal plane, at a distance of 580 mm from the 

target. A 13 m thick aluminium foil, mounted on a 6 mm thick lead disc, was placed before 

the CCD camera to prevent the scattered laser light going directly to the CCD, and to limit 
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the background noise. Suitable filters mounted on a filter wheel were used, depending on the 

x-ray spectral range of interest. The noise coming from the bremsstrahlung emission from the 

interaction of charged particle with the filter itself was stopped by the strong magnets 

diverting the electrons from the plasma.The magnets  deflect  the fast electrons so that they 

do not strike the foil placed before the CCD camera and produce bremsstrahlung radiation, 

which would give rise to a large background on the CCD camera. The distance at which the 

electrons would strike the filter foil increases with increasing distance between magnet and 

foil. However, it cannot be increased too much due to the setup limitation. The distance in 

our setup was chosen so that the magnets used in the experiment (magnetic field of ~ 500 G 

inside the pole gap of 35 mm) would deviate electrons with energy < 1 MeV. The measured 

hot electron spectrum (by Rao et al [123] ) shows that there are not many hot electrons with 

energy higher than 1 MeV. 

  

Fig. 2.18 :  (left) A schematic diagram of the experimental setup; (right) x-ray CCD mounted on the 

chamber. 

The performance of the spectrograph was tested by recording the x-ray emission 

spectrum from plasmas of various targets irradiated by the ultra-short, high intensity 

Ti:sapphire laser pulses of 150 mJ energy in 45 fs  (FWHM) at λ=800 nm. The plasma was 

produced by focusing the laser pulses using an f/8 lens, onto a target, placed at an angle of 



78 
 

45o with the laser beam. The maximum focussed intensity of the laser on the target was ~ 1.2 

 1018 W cm-2, for a measured focal spot diameter of 18 m. The interaction chamber was 

evacuated to a pressure of 10-6 mbar. The laser plasma x-ray spectral characteristics were 

varied by changing the laser energy and the pulse duration. The laser pulse duration was 

varied from 45 fs to ~ 2 ps by introducing either positive or negative chirp in the laser pulse, 

by changing the grating separation in the pulse compressor stage of the laser system. The 

calibration of the CCD signal with the photon energy was done in the spectral range of 2 – 20 

keV. For this purpose, planar targets of titanium, copper, stainless steel, zinc, gallium 

arsenide, zirconium, and molybdenum were used.  

Figures 2.19 (a)–(c) show the spectra of x-ray emission from titanium, copper, zinc, 

stainless steel, gallium arsenide, zirconium and molybdenum. Each x-ray spectrum shows the 

characteristic line radiation and the continuum radiation generated by the fast electrons 

produced during the interaction of the ultra-short, ultra-high intensity laser pulse with the 

target. For instance, in spectrum of titanium (Fig. 2.19(a)), both K- at 4.5 keV and K- at 

4.9 keV can be seen. In the same figure, copper spectrum shows Cu K- at 8 keV and the 

silicon escape peak at ~6.3 keV (as the silicon K- photon energy is 1.74 keV). The Cu K- 

(8.9 keV) was not seen due to its strong attenuation by the Ni filter used in front of CCD. 

Similarly, the characteristics line at 8.6 keV was seen in the spectrum of zinc (Fig. 2.19(a)).  

The stainless steel spectrum (Fig. 2.19(b)) shows the characteristic lines of its constituent 

namely Cr K- at 5.4 keV, Mn K- at 5.9 keV, Fe K- at 6.4 keV and K- at 7.1 keV, Ni K-

  at 7.5 keV. Similarly, the characteristics lines of gallium arsenide constituents viz. Ga at 

9.3 keV and As at 10.5 keV were shown in Fig. 2.19(b). Figure 2.19 (c) shows the spectra of 

zirconium, and molybdenum with characteristic line at 15.8 keV and 17.5 keV respectively. 

The above-stated energies of various inner-shell line transitions are shown as data 

points corresponding to different ADU in Fig. 2.20. It is noted that spectrograph shows a 
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good accuracy in determining the value of the photon energy. The solid line shows the fitting 

of the data to  

Energy = 6.7 * (ADU – 270) eV                                             (2.8) 

 

Fig. 2.19: X-ray emission spectra of (a) titanium, copper, zinc (b) stainless steel, and gallium arsenide 

(c) zirconium, and molybdenum. 
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 The X-intercept is due to the noise which gives a background count of ~ 270. The 

slope gives a calibration factor of ~ 6.7 eV per ADU. The calibration factor is about 20 % 

higher than the manufacturer supplied data of 5.55 eV per ADU. The higher calibration factor 

is perhaps due to the difference in stated value of the peak signal obtained from the sensor. 

This also highlights the fact that independent characterization of the spectrograph is 

necessary in the actual experimental conditions of utilization.  

 

Fig. 2.20 Energies of various inner-shell line transitions corresponding to different ADU. 

The solid line shows the fitting of the data to the energy. 

 An estimate on the spectral resolution can be obtained from the FWHM of a sharp 

line observed in the spectrum. For instance, in Fig.2.19 (a), the FWHM of the Ti K- at 4.5 

keV is only 144 eV. This can be taken as an upper bound on the spectral resolution, and it is 

very close to the spectral resolution of 127 eV expected from the parameters of the 

spectrograph. The observed spectral width (FWHM) increases with increasing x-ray photon 

energy in confirmation with the Eq. (2.7) describing spectral resolution in solid state detector. 

The relative energy resolution (defined as /E) is shown as a function of photon energy in 

Fig.2.21. The resolution improves from ~ 3.2 % at 4.5 keV to ~ 1.6 % at 17.5 keV. Next, the 

line intensity ratio of the Ti K- to K- was calculated by taking into account the foil 
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transmission and the detector quantum efficiency. The ratio was observed to be 0.12 

compared to the cold value of 0.3 [103]. The observation of lower K- / K- ratio is perhaps 

due to the population in the M-shell being slightly depleted because of target heating by the 

hot electrons. The variation of K- / K- ratio can serve as diagnostics for the bulk plasma 

environment [104]. The absolute number of the K-  photons was determined by summing 

the number of hits contained in the K-  line shape and by taking into account the solid angle, 

the filter transmission, and the quantum efficiency of the CCD in single-pixel analysis mode. 

An isotropic emission into a 4 sr solid angle can be assumed, for simplicity. The yield of the 

copper K- photons (8 keV) emitted into the full solid angle was estimated to be ~ 5.5 x 1010 

/ s / unit energy interval consistent with the reported values [73]. 

 

Fig. 2.21: Relative energy resolution (/E) as a function of the photon energy. 

The inherent higher detection efficiency [97] of the energy dispersive spectrograph 

compared to a wavelength dispersive spectrograph makes it suitable for the measurement of 

low x-ray flux from the rear side of a foil irradiated at sub-relativistic laser intensities. In this 

case, the electrons enter the target and undergo scattering to lose their energy, and the emitted 

radiation also undergoes absorption while coming out from the rear side of the foil target. The 
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performance of the spectrograph was tested by recording the x-ray emission from the rear 

side of a 24 m thick titanium foil used as a target. The x-ray CCD was kept in the horizontal 

plane, along the rear target normal, at a distance of 580 mm from the target. A 13 m 

aluminium foil was placed before the CCD. Similar to the earlier experiment where the 

emission was measured in the front direction, the laser pulse was incident making 45º angle 

with the target normal. Fig.2.22  shows the x-ray emission spectrum from the rear side of the 

titanium foil irradiated at a laser intensity of ~ 1.2 x 1018 W cm-2.  For a quick comparison, 

this figure also shows the spectrum from the front side under the identical laser irradiation 

conditions. It can be seen that the back-side spectrum has much better signal to noise ratio 

compared to the measurement from the front direction. The advantageous features of using 

the present setup in such measurements lie in its simple, quantitative, and single shot 

operation. 

 

Fig. 2.22:  X-ray emission spectrum from the rear side of the 24m thick titanium foil irradiated at a 

laser intensity of ~ 1.2 x 1018 W cm-2. 

2.7 X-ray p-i-n diode 

Measurements of soft x-ray intensity from the plasma have been performed using 

silicon p-i-n x-ray diodes (PIN-XRD) [105]. These diodes consist of an active intrinsic region 
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sandwiched between p- and n- type semiconductor layers. The incident x-ray photons are 

completely absorbed in the active region, resulting in a current proportional to the incident 

photon flux or energy. As almost all the energy of the x-ray photon is used to generate 

electron-hole pairs (about 3.63eV energy is required to generate one electron-hole pair), these 

diodes have a very high sensitivity. Moreover, their sensitivity does not degrade with time as 

is the case with vacuum x-ray diodes. The photon energy range of detection is restricted to a 

lower cut-off of ~ 0.8 keV due to the dead layer, and reduction in response at high photon 

energy  10 keV due to poor absorption. However, ultra-thin window diodes have also now 

become available which extends the soft x-ray spectral response down to a few eV. Figure 

2.23 shows the variation of the quantum efficiency of xuv p-i-n diodes (IRD Inc., USA: 

AXUV series) with the photon energy. It is evident from this graph that for the photon energy 

exceeding 10 eV, the response of the pin diode is almost linear and therefore, they are quite 

suitable for absolute xuv flux measurement. 

In the present study, we have used various p-i-n diodes, which are procured from 

different manufacturers. These are: 100-PIN-250 from Quantrad Inc., USA, XUV-05 from 

UDT Sensors Inc., USA, and AXUV-HS5 International Radiation Detectors (IRD) Inc., 

USA. They differ in their dead layer thickness (and hence in the spectral range) and temporal 

response. The Quantrad p-i-n diodes have sensitivity above 0.8 keV and have large detection 

area of 1cm2. The rise time of the diode is ~ 2 ns at reverse bias of about 330 volt. The 

quantum efficiency as per manufacturer data sheet is 0.2 C/J for 1 keV photons. On the other 

hand, both UDT and IRD pin diodes have spectral response from 10 eV to ~ 10 keV. The 

detector sensitive area of these diodes is 5 mm2 and 1 mm2 respectively. The rise time of 

these diodes is ~700 ps at a reverse bias voltage of 100 volt. 
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Fig. 2.23: Variation of quantum efficiency (electrons seen by external circuit/photon) of xuv p-i-n 

diodes with photon energy. 

The x-ray pulse energy was measured from the x-ray p-i-n diode signal obtained using 

a biasing circuit shown in Fig. 2.24. The signal from the p-i-n diodes was taken across a 50 Ω 

load connected at the oscilloscope. The signal was measured in terms of area under the pulse 

in units of V-s (volt-seconds) by using the integration feature in the digital oscilloscope used 

(Lecroy: Model 9350A). Therefore, the signal in terms of V-s, divided by the resistance value 

of 50 Ω provides a direct measure of charge collected at the external circuit due to incident x-

ray photon flux. The energy of the x-ray pulse incident on the p-i-n diode was derived by 

using known value of p-i-n diode sensitivity (Fig. 2.23).  
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 Next, the saturation flux of these diodes is ~1 J/cm2. Care was taken to avoid 

saturation of these diodes by mounting them at sufficiently large distance from the plasma 

and attenuating the x-rays by using appropriate x-ray filters. 

To summarize this chapter, a description of the laser systems and the plasma chamber 

used for studying the x-ray emission from the laser produced plasma has been described. 

Three different laser system providing laser pulses of duration ranging from 3 ns to 45 fs 

have been used to study the ionization dynamics in plasma. The main features of the high 

resolution x-ray crystal spectrograph have been described. The characteristics of the x-ray 

film and the x-ray CCD camera which were used as detectors with the spectrograph are 

described. A detailed description of the dispersion-less spectrograph based on the x-ray CCD 

camera, working in single photon counting mode, has been presented. The spectrograph was 

characterized in detail and optimized for better performance. The various reconstruction 

algorithms used to identify the single pixel event have been described. A special algorithm 

has been developed to correct for the contribution of the split events. The inherent higher 

detection efficiency of the energy dispersive spectrograph compared to a wavelength 

dispersive spectrograph makes it suitable for the measurement of low x-ray flux from the rear 

side of a foil irradiated at sub-relativistic laser intensities.  
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Chapter 3 

Dependence of the ionic x-ray line emission on laser pulse duration 

 The optimization of the conversion of laser energy into x-rays is one of the objectives 

of research of high-intensity laser-produced plasmas. It is motivated by its potential 

application in the field of inertial confinement fusion [12], pumping of the inner-shell x-ray 

lasers [15], backlighting of the fuel pellets in laser driven inertial confinement fusion [21-22], 

lithography [18] etc. In the past few years, the plasma generated with a sub-picosecond laser 

has been shown to be useful as a bright short duration x-ray source for its application in time 

resolved x-ray diffraction [1-10] measurements. In particular, the ionic x-ray line radiation 

due to the electronic transitions in the highly charged ionic species (H-like, He-like) present 

in the plasma heated to a high temperature can serve as a bright, quasi-monochromatic x-ray 

probe [106-108]. A number of theoretical and experimental studies have shown that the 

spectral and temporal characteristics of the ionic x-ray lines depend on the laser irradiation 

parameters. The efficient production of this radiation depends on the plasma parameters, viz. 

the electron density, the temperature, the average degree of ionization and the opacity of the 

hot plasma medium [109 - 110]. The pulse duration of the ionic line radiation can be less than 

a picosecond [109] and is governed by the heating laser pulse duration, hydrodynamical 

parameters and ionization dynamics [109–112].  

 The evolution of the multi-charged ion population in transient plasma is determined 

by the hydrodynamic evolution of the plasma. If the density and the temperature of the 

plasma changes on a time scale that is much greater than the time scale for the atomic 

processes, in such a case, the steady state coranal model can described the ionization 

equilibrium [35]. On such a long time scale, there is an abundance of H-like and He-like ions 
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in the plasma of a low–Z target heated to a temperature of more than hundred eV. Such 

highly charged ionic species are produced by collisional ionization in the high temperature 

plasma. Nevertheless, the ionization dynamics plays a major role in the early stages of the 

plasma formation by the nanosecond or sub nanosecond duration laser pulses [113- 114]. On 

the other hand, in the short duration laser - matter interaction, due to negligible expansion and 

heat conduction during the laser pulse, a high density and high temperature plasma is formed. 

For such plasma, the characteristic times of different atomic processes are comparable with 

time scales on which the temperature and density changes occur. In such a case, transient 

collisional radiative model is used to describe the ionic population density and the modelling 

of x-ray emission necessitates the use of time-dependent atomic-physics code coupled to the 

multi-dimensional hydrodynamics with radiative-transfer calculations. An accurate modelling 

of the radiative properties and behaviour of high-density, high-temperature plasmas is a 

challenging task and more and more experimental studies are desirable to validate the atomic 

physics codes.  

  X-ray emission spectroscopy is a very powerful tool for the study of ionization 

dynamics of rapidly evolving hot and dense plasmas. A systematic study of the H-like and 

He-like transition lines and their dielectronic satellites emitted during and slightly after the 

laser pulse can give direct knowledge of these ionic species in the ground level. Several 

studies have been reported on the effect of the laser pulse duration [109, 115-119] on the x-

ray line emission from rapidly evolving plasmas. For instance, the time integrated sub-keV 

(10 Å - 70 Å) x-ray emission from the laser produced carbon plasma as a function of the 

pulse duration (130 fs – 1.3 ps) was studied by Altenbernd et al [117]. They observed that at 

a constant laser intensity, the continuum x-ray emission is much larger for the shorter laser 

pulse duration, and the H-like lines are much weaker than those from He-like ions. On the 

other hand, at a constant laser fluence (2.2 x 104 J cm-2), they noted that the spectral shapes 
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and relative fractions of individual lines and continuum are nearly independent of the pulse 

duration. For instance, in the pulse duration range of their study, the intensity of the x-ray line 

from H-like ions from the plasma produced with the longest laser pulse duration (1.3 ps) was 

only three times more in comparison to that of the shortest pulse duration (130 fs). In the keV 

x-ray energy range, the line emission from aluminium plasma has been studied by Limpouch 

et al [119] as a function of laser pulse duration in the range of 1.5 ps to 1 ns, for a fixed laser 

fluence [(5-6)x 106 J cm-2]. They observed that the conversion efficiency of both the H-like 

and He-like resonance lines increased with the pulse duration, and this was supported by 

theoretical modelling of the x-ray emission using a standard particle-in-cell code with 

appropriate modification for the shorter laser pulse interaction with matter. They noted that 

when going from 1.5 ps to 1 ns, the peak intensity of the He- resonance line increases 

slightly but the intensity of the H- line increases by two orders of magnitude. However, in 

this study, the smallest value of the laser pulse duration was limited to 1.5 ps. It is desirable 

to have more theoretical and experimental data on effect of pulse duration on x-ray emission. 

There is no study on the keV x-ray line emission reported which compares the relative x-ray 

yield from the plasmas produced by laser pulses of duration extending from nanosecond to 

femtosecond, at a constant laser fluence. In this chapter, we present a systematic study of the 

keV x-ray line emission from the plasmas produced by femtosecond, picosecond, and 

nanosecond duration laser pulses. The role of the hydrodynamics becomes critical in the 

transient regimes of plasma formation, when the x-ray emission takes place from the plasma 

regions characterized by rapid changes and strong spatial gradients of hydrodynamic 

quantities. The description of experiment and results showing transient ionization effect are 

given in section 3.2 and 3.3 respectively. Section 3.4 gives details of a simple analytical 

calculation of the ionization equilibrium time for the heated plasma, as well as that during its 

expansion, using a simple hydrodynamic model to explain the experimental results.  
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3.1 Description of the experiment 

 The experiment was carried out using three different laser systems delivering laser 

pulses of duration varying from femtoseconds to nanoseconds. Pulses of 45 fs (FWHM) 

duration were obtained from the 10 Hz Ti: sapphire laser operated at 800 nm (already 

described in section 2.3 of Chapter 2). The incident angle of laser beam was set to be 45o 

(w.r. to the laser direction). In the current experiments, laser was focussed to a maximum 

intensity of ~ 3.5 x 1017 W cm-2 for a measured focal spot diameter of 30 m. For picosecond 

laser irradiance, the  100 GW Nd:glass laser system ( = 1054 nm) was used (described in 

section 2.2 of Chapter 2). It provided single laser pulses of 25 ps (FWHM) duration. In the 

present experiment, the focussed laser intensity was estimated to be ~ 6.2 x 1014 W cm-2 for a 

focal spot of 70 m. The nanosecond laser pulses were obtained from the 3 GW, 3 ns 

Nd:glass laser system operated at second harmonic ( = 527 nm) wavelength (described in 

section 2.3 of Chapter 2). For this experiment, the laser pulses were focussed on planar 

targets to an intensity of ~ 5 x 1012 W/cm2, for a focal spot size (diameter) of ~ 130 m.  

The x-ray line emission from the plasma produced by femtosecond, picosecond, and 

nanosecond duration laser pulses was measured at a fixed laser fluence of ~ 1.5  x 104 J cm-2. 

The high resolution x-ray spectrum was recorded with the x-ray crystal spectrograph [87] 

described in Chapter 2. It was set to cover a wavelength range of 6.9 Å to 9.6 Å, with a linear 

dispersion of 0.26 Å/mm.  This spectrograph had a planar slab of thallium acid phthalate 

(TAP) crystal having a double inter-planar spacing (2d) of 25.75 Å [(001) plane]. The 

spectrum was recorded on a Kodak DEF–5 x-ray film placed normal to the x-rays reflected 

from the crystal. Two aluminized polycarbonate foils (trade name B-10, energy cut-off of 0.9 

keV) were used to prevent any scattered light in the plasma chamber from coupling to the 

film. An opaque screen was placed to prevent any x-ray emission from the plasma falling 
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directly on the film. While using this spectrograph with femtosecond laser, it was set to 

record the x-ray emission with a spectral resolution of 0.013 Å in the spectral range of 7.6 Å 

to 9.7 Å 

3.2 Results and discussion 

 Figure 3.1 shows the x-ray emission spectrum of magnesium plasma produced by the 

2 J, 3 ns laser pulses at an intensity of ~ 5 x 1012 W cm-2.  The spectrum was recorded in two 

laser shots of similar energy. Various prominent lines in the spectral range of 6.9 Å to 9.6 Å  

are identified as transitions in He-like (Mg+10) and H-like  (Mg+11) magnesium ions, viz. (in 

increasing order of wavelength) Mg XII 1s – 3p at  = 7.11 Å (H-β),  Mg XI 1s2 – 1s 6p at  

= 7.23 Å (He-ε), Mg XI 1s2 – 1s 5p at  = 7.31 Å (He-δ), Mg XI 1s2 – 1s 4p at  = 7.47 Å 

(He-γ), Mg XI 1s2 – 1s 3p at  = 7.86 Å (He-β), Mg XII 1s – 2p at  = 8.42 Å (H-α), Mg XI 

1s2 – 1s 2p (He-α resonance) at  = 9.17 Å, and Mg XI  1s2 – 1s 2p (He-α intercombination) 

at  = 9.23 Å. Figure 3. 2 shows the x-ray emission spectrum of magnesium plasma produced 

by using 0.6 J, 25 ps laser pulses at an intensity of ~ 6.2 x 1014 W cm-2. The spectrum was 

recorded in six laser shots. This spectrum is similar to the spectrum recorded with 

nanosecond laser pulses (shown in Fig. 3.1) except that the intensity of the line radiation from 

the H-like ions is significantly reduced. For instance, the intensity ratios within full profile of 

the magnesium He-α (resonance) to H-α line for picosecond and nanosecond plasma are ~ 6.3 

and ~ 3.8 respectively. Figure 3.3 shows the x-ray spectrum of magnesium plasma produced 

by 110 mJ, 45 fs laser pulses at an intensity of ~ 3.5x1017 W cm-2. The spectrum was 

recorded in 18,000 shots. Unlike in the previous two cases, the line spectrum comprising of 

feeble He-α at  = 9.17 Å, He-β at  = 7.86 Å and j, k satellites of He-α at  = 9.32 Å is 

superposed over a prominent continuum. H-like emission was below the detection limit of the 

detector. 
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Fig. 3.1 : X-ray spectrum of magnesium plasma produced using nanosecond laser pulses at an 

intensity of 5 x1012 Wcm-2. 

 

 

 

Fig. 3.2: X-ray spectrum of magnesium plasma produced using a picosecond laser pulse at an 

intensity of 6 x 1014 Wcm-2. 
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Fig. 3.3: X-ray spectrum of magnesium plasma produced using fs laser pulses at an intensity of   

3.5 x 1017 Wcm-2. 

 

 In order to compare the x-ray line intensities in the three cases of different pulse 

durations, we have derived the relative x-ray yield for different resonance lines by 

normalizing with respect to the incident laser energy, the number of laser shots, and to a unit 

distance. In Fig. 3.4, the relative x-ray yields for different line radiations namely Mg XI 1s2– 

1s 2p (He-), Mg XI 1s2 – 1s 3p (He-β), Mg XI 1s2 – 1s 4p (He-), Mg XII 1s –2p (H-α) and 

Mg XII 1s –3p (H-) lines are plotted for different pulse durations used in the experiment. 

The error bars indicate the experimental uncertainty in measuring the intensity of the x-ray 

line radiation. The x-ray yield for the He-α and He- resonance lines first increases rapidly 

from 45 fs to 25 ps. It is more than four orders of magnitude larger for picosecond pulse 

duration. An increase in the x-ray yield from 25 ps up to 3 ns is only about 1.2 times for the 

He- line and ~ 1.5 times for the He-  line. For the 45 fs laser produced plasma, the x-ray 

line intensity of the H- line was below the detection limit of the detector. This gives an 

upper limit that x-ray yield of the H- line radiation is smaller by a factor of 5.3 x 104 or 

more for the 45 fs case than for the 25 ps laser produced plasma. The x-ray yield of H-, H-, 
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and He- lines increased from 25 ps to 3 ns pulse duration. It was ~ 2.4, ~ 1.5, and ~ 1.7 times 

for the H- , H- and He- lines respectively. Similar behaviour was also observed by 

Limpouch et al [119] in the picosecond to nanosecond pulse duration range. They also noted 

an increase in the conversion efficiency of the H-α and He- β resonance line radiation with 

the laser pulse duration. Their experimental data shows that conversion efficiency of H-α and 

He-α increases by ~ 50 and ~ 7.5 times respectively while going from 1.5 ps to 1 ns pulse 

duration, whereas their theoretical modelling predicted an increase of three orders and two 

orders of magnitude for the H-α and He-α lines respectively.  They assigned the difference 

between observed and simulated results to the energy transport by the hot electrons. 

 

Fig. 3.4: The relative conversion efficiency of the magnesium He-, He-β, He-, H-α and H- lines is 

plotted for the three different pulse durations used in the experiment. The curves are drawn 

to guide the eyes. 

 The laser intensity can be varied either by varying the laser fluence keeping pulse 

duration fixed or changing the laser pulse duration at constant fluence. The laser intensity and 

the pulse duration play an important role in governing the laser plasma interaction, especially 

the energy absorption and its conversion to x-ray line radiation. The intensity dependence of 
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the x-ray line emission is due to the increase in the electron temperature [116, 120]. On the 

other hand, the laser pulse duration governs the density scale length of the plasma produced 

on the target, which, in combination with the laser intensity, governs the absorption of the 

laser energy up to the critical density surface, and the electron temperature achieved [120 - 

121]. Moreover, the x-ray emission properties of dense plasmas in non-local thermodynamic 

equilibrium (NLTE), when ionization dynamics is expected to depart more from the steady-

state regime, will be different. The use of widely different laser pulses for plasma formation 

can be a way to investigate ionization dynamics. However, the difference in x-ray yield is 

expected to be due to the different mechanisms of interaction for the high intensity 

(femtosecond), and low intensity (nanosecond) regime. Nevertheless, a comparison of 

relative fraction of ionization state for widely different laser pulse duration can give 

estimation of timescale of ionization. 

  For the nanosecond laser pulses with a peak intensity of 5 x 1012 W cm−2, the incident 

laser energy is absorbed in the under-dense region of the plasma, with the absorption being 

dominated by the inverse bremsstrahlung mechanism [29]. The plasma heating in such a 

situation can be well described using a self-regulating model [37]. The peak electron 

temperature of the corresponding region calculated on the basis of this model turns out to be 

490 eV. This temperature supports the generation of both He-like and H-like ion species of 

magnesium, as the values of the ionization potential are 1761 and 1962 eV respectively for 

the two species. The electron temperature of the hot plasma produced by the picosecond laser 

pulses may be theoretically calculated using the analytical model by P. Mora [37] for the 

laser plasma interaction relevant to the experimental conditions of short pulse – high intensity 

regime, with weak inverse bremsstrahlung absorption of the laser light. This gives an electron 
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temperature of 2.4 keV. The average ionization state is expected to increase with increasing 

temperature. For instance, for the above estimated value of the temperature, one would expect 

the plasma to have a large fraction of Mg11+ ions and thus an intense line emission from H-

like Mg11+ ions. However as seen from Fig.3.1 and Fig. 3.2, the relative intensity of the line 

emission from H- like Mg11+ ions for picosecond plasma is ~2.3 times smaller than for 

nanosecond plasma. 

 Next, for a high intensity femtosecond laser pulse, the energy is absorbed via hot 

electrons generated through a number of processes namely resonance absorption, Brunel 

heating, vxB heating etc. [122].  The less energetic electrons deposit their energy to heat the 

plasma, whereas the hot electrons penetrate into the target behind the hot plasma to generate 

inner-shell line radiation.  At high intensity and steep density gradient, the bulk of the energy 

is taken by the hot electron. The hot electron temperature for the similar experimental 

conditions is in the range of few tens of keV to hundreds of keV [123]. Typical fast electron 

relaxation time at these temperatures in short pulse laser solid interaction at solid density is of 

the order of few tens of ps [124], which is significantly more than the duration of fs laser 

pulse used in our experiment. In such a case, the x-ray emission spectra may be due to the fs 

laser pulse interaction with the pre-plasma produced by the pre-pulse associated with CPA 

based ultra-short high intensity laser system. The presence of density sensitive 

intercombination line, whose upper level is a metastable state that is collisionally depopulated 

at density higher than 1021 cm-3 [23, 124], indicates that the lower density pre-plasma is 

indeed present before the arrival of the main laser pulse. The experimental observation of the 

lack of H-like ion emission and weak He-like ion emission, and presence of the Li-like 

satellite line, indicates that the bulk plasma is not sufficiently heated during the laser pulse. 
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Any role of optical field ionization in generation of these highly charged ionic species is 

rather unlikely as intensity requirement for that process is  > 1019 W cm-2 [125].  

3.3 Analytical calculation of the ionization equilibrium time 

 The x-ray spectroscopic measurement of the emission generated by a laser-produced 

plasma provides information about the inner plasma condition. Simulation of the x-ray 

spectrum would require a knowledge of the temperature and density profiles. Simultaneously, 

self-absorption of the x-ray line, the transient and nonlocal effects in the x-ray spectrum 

simulation should be taken into account.  In other words, modelling of the x-ray emission of a 

plasma, the ionization equilibrium, that is the equilibrium between the different subsystems 

(i.e., different kinds of ions, electrons and radiation field) at any time and position inside the 

plasma must be identified. A laser produced plasma undergoes rapid changes in the density 

and temperature, both in space and time. Therefore, a system of rate equations, coupled with 

the hydrodynamic motion, would have to be solved simultaneously. 

The observation of the absence of x-ray emission from the H-like ions from the 

femtosecond laser plasma and a relatively weak emission from the H-like ions in the 

picosecond laser produced plasma indicates that the We conclude from our time integrated x-

ray measurement that the ionization to highly ionized species from the low ionized species, 

which requires much longer time, does not take place during the laser pulse if the former is 

longer than the latter. If we compare the x-ray emission from the plasma produced by ns laser 

pulse at a much lower intensity, where steady state is reached, the intensity of the H- line 

emission is much stronger. The fact that the H- line is much weaker from the ps laser 

produced plasma shows that during the ps laser pulse, steady state is not reached and hence 
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there is a substantial departure of ionization dynamics from the equilibrium regime. This can 

happen if the pulse duration is much shorter than the time required to reach ionization 

equilibrium between He-like and H-like ions. In fact, the time resolved radiation emission 

dynamics measurements [50, 113-114] have clearly shown evidence of transient ionization 

regime in the aluminium plasma produced during the rising part of the nanosecond pulse. 

Proper assessment of the ionization states would require calculations using time dependent 

atomic physics. Nevertheless, the ionization equilibrium time [54] can be calculated by 

solving the rate equations for collisional ionization, three-body recombination, and radiative 

recombination processes, as follows.  

The rate of collisional ionization is given by  

    ∂ ne / ∂tS = ne ni SZ              (3.1) 

where SZ is the collisional ionization rate coefficient, ne is the electron density, and ni is the 

ion density.  The collisional ionization rate coefficient as per Bate’s formula [55] for 

ionization from charge state Z  to Z +1 is 

SZ (Te) = 2.2 x 10-6 [Te
1/2 i exp (- z

i / Te)] / (z
i)2 (cm3 sec-1 )          (3.2) 

where i is the numbers of electrons in the ith subshell ( n, l ) having ionization energy z
i.   

(z
i  and Te are in eV).  

Next, the rate of radiative recombination is given by  

∂ ne / ∂t  = ne ni Z          (3.3) 
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where Z  is the radiative recombination rate coefficient for ions of charge Z .  Z  as given by 

[54]  is 

Z  = 8.5 x 10-14 Z 3/2 / ( + 0.6)  (cm3 sec-1)    (3.4) 

where  = Z2 H / Te ;  H is the hydrogen ionization potential. 

Finally, the rate of three-body recombination is given by  

∂ ne / ∂t3b = 3b ne
2 ni,        (3.5) 

where  3b is the three-body recombination rate coefficient, which  as per  Bate’s formula 

[54] is  

3b  = 8.75 x 10-27 Z3 / Te
9/2  (cm6 sec-1)     (3.6) 

The ionization equilibrium time required between two adjacent ionization states may be 

expressed as 

ionization = [ 1/S + 1/ + 1/3b ]
-1    (3.7) 

where      S = ne /∂ ne / ∂tS ,      (3.8) 

      = ne /∂ ne / ∂t,      (3.9) 

and     3b = ne /∂ ne / ∂t3b     (3.10)  
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Fig. 3.5: Ionization equilibrium time calculated for ionization of He-like magnesium ions to H-like 

ions for different values of Te  (up to 2.5 keV) at  a fixed value of ne of 1021 cm-3. The dashed 

curve is for ionization of Li-like magnesium ions to He-like ions. 

The ionization equilibrium time was calculated using the above equations (3.1 to 3.10). 

Figure 3.5 shows the ionization time required for the ionization of the He-like magnesium 

ions to H-like ions, and for the Li-like magnesium ion to He-like ions,  for different values of 

the electron temperature up to 2.5 keV,  for a fixed value of electron density of 1021 cm-3 (the 

critical density for 1054 nm). For instance, the ionization equilibrium time between the Li-

like ions and the He-like ions, and between the He-like ions and the H-like ions at the 

electron temperature of 2.4 keV is calculated to be 15 ps and 250 ps respectively. Similarly, 

Fig. 3.6 shows the ionization equilibrium time required for He-like magnesium ions to H-like 

ions and for Li-like magnesium ions to He-like ions for the electron density of 1.5 x 1021 cm-3 

(~ the critical density for the 800 nm Ti:sapphire laser). At a typical temperature of 50 keV,  a 

time of ~600 fs is required for the ionization of the Li-like magnesium ions to He-like ions 

and a time of ~ 21.7 ps is required for the ionization of the He-like magnesium ions to H-like 

ions. This explains the complete lack of line emission from H-like ions and negligible 

emission from He-like ions in the spectrum recorded with 50 fs laser pulses. However, as the 

plasma expands after the laser pulse is over, it undergoes evolution of density and 
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temperature in the expanding plasma. During certain period of expansion the temperature 

may remain high enough to produce high ionization states of Mg11+ and Mg10+ provided the 

ionization equilibrium time is smaller than plasma expansion time scale. 

 

Fig. 3.6 : Ionization equilibrium time required for ionization of magnesium ions from He-

like to H-like and from Li-like to He-like ions for different values of Te  (up to 

100 keV) and a  fixed value of  ne of 1.5x1021 cm-3 

The above numbers for ionization equilibrium time may vary somewhat depending on 

the expressions used for the various processes. Nevertheless, when compared with the laser 

pulse duration of 25 ps, it is clear that while there is sufficient time for the production of the 

He-like ions, this is not true for their further ionization to H-like ions. During the initial 

period of expansion, the temperature may remain high enough to produce high ionization 

states of Mg11+ and Mg10+
, provided the ionization equilibrium time is smaller than the 

plasma expansion time scale. Further, as the plasma expands after the laser pulse is over, it 

undergoes evolution of density and temperature in the expanding plasma. The suppression of 

the high ion stage is broadly in agreement with the results of Milchberg et al [110] carried out 

for 100 fs laser pulse. Our results show that the high ion stages are suppressed even in the 

plasma produced by 25 ps and the ionization dynamics is expected to depart more from the 
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steady-state regime as the pulse duration is decreased to 45 fs.  The work of Milchberg et al 

[110] is extended to calculate the ionization equilibrium time for reaching Li- like to He-like 

stage and He- like to H-like stage at the critical density layer at various temperatures. 

 A lower temperature of a few hundred eV may also be sufficient for dominant 

production of H-like ions over the He-like ions under the condition of ionization equilibrium. 

It may be looked into through the study of the temporal evolution of the emission since it is 

affected by both, the hydrodynamics and the atomic physics effect. The same has been 

studied by Gizzi et al [50] and they observed that in the case of the LiF target, the emission 

has a characteristic time of 39 4 ps, as compared to the 12 ps laser pulse (FWHM) used to 

create the plasma. Therefore, it is important to examine the temporal evolution of the 

ionization time for the electron temperature and density of the plasma undergoing 

hydrodynamic expansion. In principle, such a calculation would require knowledge of the 

temperature and density profiles, which may necessitate detailed computer or numerical 

simulations [111,126]. For instance, Djaoui and Rose [111] modelled the atomic physics and 

hydrodynamics in a picoseconds or nanoseconds laser pulse produced plasma, with a 

hydrodynamic code MEDUSA. In their model, the hydrodynamic and atomic rate equations 

are solved in a self-consistent manner for predicting the variation in ionization as a function 

of space coordinates and time. However, one can use a simple hydrodynamic model to 

estimate the ionization time during plasma expansion [38]. For one dimensional expansion of 

the plasma, which is valid for time t < R /cS, where R is focal spot radius and cS is plasma 

expansion speed, the electron density would scale as t-1. During the adiabatic expansion, after 

the laser pulse is over, the electron temperature Te and the density ne are related as Te  ne
-1. 

Taking  = 3 (for one–dimensional expansion), Te would scale with distance from the target 

as d-2 and hence  t-2. The ionization equilibrium time was calculated for the plasma 

undergoing expansion using the density and temperature values as per the above scaling laws. 
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It is observed that the ionization time required at any stage during expansion of the plasma far 

exceeds the temporal duration for which the plasma remains sufficiently hot to be able to 

produce the H-like ions. This further corroborates the observed poor generation of the H-like 

ions and relatively small intensity of the MgXII 1s-2p line in the spectrum recorded with 

picosecond laser pulses, and lack of lines from H-like ions as well as negligible intensity of 

the lines from He-like ions in the spectrum recorded with femtosecond laser pulses.  

 To summarize this chapter, a comparative spectroscopic study of the x-ray emission 

from magnesium plasma produced by femtosecond, picosecond, and nanosecond lasers has 

been carried out, at a fixed laser fluence (1.5x104 J cm-2). The spectrum recorded with shorter 

duration laser pulses at much higher intensity does not contain the line emission from higher 

ionization states. The analytical calculations using a simple hydrodynamic model show that 

the ionization time required to produce higher ionization states is much larger than the 

temporal duration of the hot plasma. The present results give the time scales of the ionization 

processes which explain the experimentally observed features of the x-ray line spectrum. The 

results can be useful in making the optimum choice of the laser pulse duration to produce 

short pulse, intense x-ray line emission, and for getting knowledge of the degree of ionization 

in the plasma. 
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Chapter 4 

keV x-ray emission from gold-copper mix-Z plasma 

In recent past, there has been a considerable interest in using mix-Z targets for 

enhancing the thermal x-ray yield in the sub-keV region [127–132]. It has been shown that if 

two or more elements are mixed such that the high opacity regions of one overlap with the 

low opacity regions of the other, the mixture may have a higher Rosseland mean opacity than 

that of the individual elements [128–132].  In the indirect scheme of inertial confinement 

fusion using hohlraum configuration, the increase in the mean opacity reduces the radiation 

conduction loss into the cavity wall, and thereby increases the coupling efficiency of the 

radiation to the fuel pellet. Since gold has been the most widely used material for hohlraum 

fabrication, its mixtures with some other elements, e.g., Au–Gd, Au–Sm, Au–Nd, Au–Cu, 

etc., have been  theoretically investigated to determine the optimum composition to achieve 

higher opacity. Copper has advantage over Gd, Sm, Nd, etc., in that it is stoichiometrically 

compatible with gold and hence it can form an alloy with gold so that it can be easily used as 

a wall material in a hohlraum cavity. The dependence of the soft x-ray conversion on the 

atomic composition of the target has been studied experimentally [132] in the laser-produced 

plasma of gold-copper mix-Z targets which gives the optimum mixture for maximum XUV 

conversion efficiency. In this work, the x-ray yield in 15–150 Å spectral region was studied 

for different compositions of the mix-Z target and it was observed to be higher than those for 

the individual elements. The results were consistent with the variation of the Rosseland mean 

opacity with the atomic composition calculated using a screened hydrogenic average atom 

model [133]. However, no work has been reported on the keV conversion efficiency from 

such mix-Z targets. The keV x-ray emission from laser produced plasmas has great potential 

applications in proximity x-ray lithography [134] in semiconductor industry and x-ray contact 
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microscopy [135]. A high conversion efficiency is a prerequisite for the above applications. 

On the other hand, higher keV x-ray conversion may have negative implication for inertial 

confinement fusion as the harder component of the driver spectrum, having a longer 

penetration depth, can preheat [136,137] the fuel which may result in a poor compression. It 

is therefore desirable to study the keV x-ray emission intensity for different compositions of 

the mix-Z targets. 

In this chapter, we present a comparative experimental study of the keV x-ray 

emission from gold-copper mix-Z targets of different atomic compositions. Section 4.1 

details the opacity effect on x-ray emission. Description of the experiment is given in section 

4.2. Experimental results and analysis of keV x-ray emission spectrum is given in section 4.3.  

4.1 Effect of opacity on x-ray emission 

The radiative properties of laser produced plasma are determined by the 

hydrodynamic parameters and energy transport.  The opacity, as well as the emissivity, of the 

laser-produced high energy density plasma, heated to a temperature of a few hundreds of eV, 

is so high for keV emission such that the light emitted from deep inside the plasma is 

absorbed strongly during propagation through the surrounding plasma. Opacity refers to the 

ability of the radiation to escape from the plasma. Essentially it quantifies transparency or 

(opaqueness) of the plasma to the radiation.  

 The transmission of photons with intensity I0 normally incident on uniform plasma is 

given by 

T() = I()/I0() = exp [− ( )],  (4.1) 

where h is the photon energy and I() is the attenuated photon intensity emerging from the 

plasma. The optical depth, ( ), is related to the opacity by ( ) = ()x, where () is the 
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opacity per unit mass (typically measured in units of cm2 /g),  is the density, and x is the 

optical path length. Experimentally, the transmission of photons T() through a plasma of 

known characteristics is measured to validate the opacity models. 

The opacity is generally a rapidly varying function of frequency. Therefore, the 

knowledge of the frequency dependent opacity is necessary to obtain high conversion of 

incident laser energy efficiency into x-ray emission. The other reason to study the opacity is 

that the x-ray line intensity ratios are often used for diagnosis of plasma parameter. It is 

therefore essential to account for self-absorption of line radiation particularly for high-density 

plasmas. Opacity depends on the plasma temperature, density, and elemental composition. It 

is difficult to experimentally measure the opacity as plasma undergoes rapid evolution over a 

wide parameter range from solid density to vacuum. Next, the presence of other element may 

alter the opacity of the plasma. It is important in applications for example hohlraum cavity 

where mixture of elements like gold and copper are used as ablator wall material to increase 

the sub-keV x-ray yield. 

Rosseland mean opacity R [30] is usually used to describe the radiation transport in 

laser produced plasmas because plasma size is much larger than the photon mean free path. It 

is defined as 

 

1
1 ( )



R

dB
dυ
κ υ dT dBκ dυ

dT

   (4.2) 

where B is the Planck function, T is the plasma temperature, and the weighting function 

dB/dT peaks at roughly 3.8 kT. Note that the Rosseland opacity is a harmonic mean 

depending on the reciprocal of () and photons are most efficiently transported through the 
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“windows” where () is the lowest. The absorption spectrum of any element at any given 

temperature is not constant over frequency: it has peaks and valleys, and the opacity is 

significantly lower in some frequency regions. The three main absorption processes of 

radiation by the other elements present in plasma include free-free, bound-free, and bound-

bound electron transitions. These processes differ from one element to another and depend on 

the ionization. For the low –Z elements, the only contribution to the opacity is from the free-

free transitions in the ions, whereas elements that are ionized into the K-shell contribute 

absorption through bound – free and bound-bound transitions. For high –Z elements, ionized 

into the L-shell or M-shell, the greater number of bound electrons renders the opacity 

contributions immensely complicated. Many transitions originate from the n=2 lower level, 

but there is also significant excited state population and transitions originate from n =3 

principal quantum number.  

4.2 Mix-Z target preparation 

Composite targets of Au-Cu mixture were produced by forming alloy of pure gold 

and copper (purity of both the elements is 99.999 %) metals in a crucible. Various atomic 

compositions of Au-Cu mix-Z target were achieved by mixing gold and copper in different 

weight fractions, starting with pure gold and successively adding copper by known weight 

fractions. Table 1 lists the various mix-Z targets composition in terms of weight fraction and 

atomic compositions used in the present study.  The mix-Z target compositions thus formed 

were later examined through x-ray fluorescence technique to check on any impurity addition 

during alloy formation and secondly for any inhomogeneity in composition in the mix-Z 

target. No impurity was detected up to 10 ppm level. In the remainder of this chapter mix-Z 

target composition will be referred to in terms of atomic fraction only to avoid any confusion 

and to facilitate comparison with results of earlier theoretical studies. 
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S.No. 
Weight Fraction (%) 

Au – Cu 

Atomic Fraction (%) 

Au - Cu 

1. 100 – 0 1 - 0 

2. 90 – 10 0.74 - 0.26 

3. 70 – 30 0.43 - 0.57 

4. 50 – 50 0.24 - 0.76 

5. 40 - 60 0.18 - 0.82 

6. 30 - 70 0.12 - 0.88 

7. 20 - 80 0.08 - 0.92 

8. 10 – 90 0.04 - 0.96 

9. 5 - 95 0.02 - 0.98 

10. 0 - 100 0 - 1 

Table 4.1: Mix-Z targets composition in terms of weight fraction and atomic compositions 

4.3 Description of the experiment 

The experiment was carried out by irradiating thick planar foils of gold, copper, and 

mix-Z alloys of different atomic compositions, with a frequency-doubled 4 J, 3 ns Nd: glass 

laser beam focussed to an intensity of ~ 1013 W cm−2 in a plasma chamber evacuated to 10−5 

torr. High resolution x-ray spectrum from the plasma was recorded by placing an x-ray 

crystal spectrograph inside the plasma chamber. The spectrograph had a planar thallium acid 

phthalate (TAP) crystal as a Bragg reflector. The spectrum was recorded in four to five laser 

shots on a Kodak DEF-5 film  placed normal to the x-ray Bragg reflected from the crystal. 

Two aluminized polycarbonate foils ( B-10) having 1/e cutoff of ~ 1 keV were used to 

prevent any scattered light in the plasma chamber from coupling to the film. The 

spectrograph was set to cover a wavelength range of 7.5–11 Å with a spectral resolution of 34 

mÅ (limited by the source size). The film was developed by the standard procedure with D-

19 developer and was analyzed using a Carl Zeiss densitometer with a slit width of 25 m. 

The latter was connected to a personal computer for digitalization of the optical density data. 

The data processing was done using an in-house developed data acquisition and image 
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processing software. The intensities of the various lines were calculated by using a contrast 

ratio of  = 0.8 measured in situ using step filters. The wavelength calibration of the 

spectrograph was done with known emission lines from H-like and He-like ions of 

magnesium recorded in one-half of the film, with copper spectrum recorded in the other half. 

The intensity of the x-ray emission in the keV energy region was also measured using filtered 

p-i-n diodes (Quantrad: 100 PIN 250) of known sensitivity of 0.2 C/ J. The transmission 

grating spectrograph [138] was used to record the sub-keV x-ray emission spectrum. It had a 

spectral resolution of ~ 3 Å over the wavelength range of ~ 5 to 150 Å. Spectra were recorded 

on UFSh-4 XUV sensitive film, which was calibrated for absolute sensitivity and contrast 

ratio using S-60 synchrotron radiation source [139]. The spectrograph viewed the plasma 

emission in a direction perpendicular to the target normal. The x-ray emission size of the 

plasma along the direction of target normal was estimated to be ~ 120 m. 

4.4  Results and discussion 

Figure 4.1 shows the x-ray spectrum of copper plasma in the wavelength range of 

7.8Å – 10.9Å recorded at a laser intensity of 8x1012 W/cm2. The characteristic lines and 

ionization states [140] have been identified. The dominant spectral lines are the ones 

originating from the Ne-like Cu+19 ions (2p6 – 2p5ns, 2p6 –2p5nd). Somewhat weaker F-like 

Cu XXI lines from the Cu+20 ions are also seen. Figure 4.2 shows a typical x-ray spectrum of 

plasma produced from a mix-Z target having 0.88 atomic fraction of copper and 0.12 atomic 

fraction of gold, recorded under same laser irradiation conditions as in Fig. 4.1. Although the 

observed spectral characteristics are similar to those of pure copper, the overall intensity of 

the spectral lines is substantially lower. The similarity in the spectral characteristics observed 

for Au 0.12 – Cu 0.88 mix–Z and pure copper plasmas is due to the fact that in the 

wavelength range of 7.8 – 11 Å, the gold plasma does not make much contribution because 

the M-shell line radiation as well as the recombination radiation from gold ions [141] occur at 

wavelengths below 6 Å.  
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Fig. 4.1:   X-ray spectrum of pure Cu in the wavelength range from = 7.8Å to  = 10.9Å. 

 

Fig. 4.2:  X-ray spectrum of mix-Z target having 0.88 atomic fraction of copper and 0.12 atomic 

fraction of gold. 

The x-ray intensity was integrated over the spectral range of 7.8 – 10.9Å for different 

atomic compositions of Au–Cu mix–Z target. The dependence of this keV integrated x-ray 

yield on atomic fraction of gold is shown in Fig. 4.3. It is seen from this figure that the 

integrated keV x-ray yield decreases sharply with increase in the fraction of gold in the mix –

Z plasma. A reduction factor of ~ 2.1 in the integrated keV x-ray yield is observed for 0.12 

Au – 0.88 Cu mix–Z target with respect to pure copper. For the optimum composition for 

maximum sub-keV conversion (Au 0.43 – Cu 0.57) observed for the same laser irradiation 
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conditions [132], the keV x-ray yield is observed to reduce by a factor of ~ 6.7 compared to 

that for pure copper. Figure 4.4 shows the variation of the intensity of the strong neon-like Cu 

XX line transition (2p6 – 2p54d) at  = 9.1Å with target composition. In this case also, one 

observes a strong decrease of the x-ray line intensity by a factor of ~1.7 and ~ 8.7 for 0.12 

and 0.43 atomic fractions of gold in the mix–Z target respectively. 

 

Fig. 4.3: Variation of the integrated x-ray yield in the spectral range of  = 7.8Å to 10.9Å as a 

function of atomic fraction of gold in the mix-Z target.  

 

 

Fig. 4.4: Variation of the intensity of Cu XX (2p6 – 2p54d) line at  = 9.1Å with atomic fraction of 

gold in the mix-Z target.  
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The absolute x-ray yield was also determined from the p-i-n x-ray diodes filtered with 

two B-10 foils (1/e cut-off energy ~ 1 keV). The conversion efficiency for photon energy  1 

keV for copper target is ~ 1.3 %. A small addition of 0.1 atomic fraction of gold atoms results 

in reduction of the conversion efficiency to ~ 0.5 %. The variation of x-ray yield as a function 

of target atomic composition is shown in Fig. 4.5. It is seen from this figure that compared to 

pure copper, there is a decrease in conversion efficiency by a factor of  ~ 2.5 for mix-Z target 

having 0.88 atomic fraction of copper and 0.12 atomic fraction of gold; and for the optimum 

mixture (0.43 Cu – 0.57 Au), it reduces by a factor of ~7.8. These observations are in 

agreement with variation observed using the crystal spectrograph.  

The above results on the substantial decrease in the keV x-ray yield in gold–copper 

mix–Z plasmas can be explained by considering the absorption of the L–shell line emission 

of copper ions offered by the gold ions present in the mix–Z plasma. 

 

Fig. 4.5:  Variation of the x-ray signal from x-ray p-i-n diode as a function of atomic fraction of gold 

in the mix-Z target.  
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 In general, the spectral line opacity is given in terms of the optical depth    as 


L

dxxkλ

0

)()(       (4.3) 

where () is absorption line shape function, kλ is the absorption coefficient of the plasma at 

wavelength , and L is the path length traversed in the plasma.  The transmission of the 

radiation through the plasma is given by exp (-) which depends on the path length traversed 

and the absorption coefficient. The latter includes both the bound–bound absorption and the 

free–bound absorption (opacities).  

Re-emitted radiation intensity from the target is governed by temperature of the 

optically thick region, which in turn depends on the source flux and the Rosseland mean 

opacity [142]. The latter comes into play as it determines the ability of the heated material to 

restrict thermal diffusion loss of radiation into the target. Theoretical calculations of 

Rosseland mean opacity were made for free-free and free-bound opacity of gold and copper. 

These calculations require models for computing atomic structure, level populations, 

radiative transition cross-sections, spectral line shapes, and plasma effects. The Rosseland 

mean opacity has been computed by our collaborators Gupta and Godwal [131]. They have 

used a screened hydrogenic, average atom model [133] in local thermodynamic equilibrium 

for their calculations. Computed energy spectrum of bound-free and bound-bound opacities 

for copper and gold plasmas at T = 100 eV and  = 0.3 g/cc is shown as an example in Fig. 

4.6 and 4.7 respectively. One may visualize from the overlap of peaks of opacity of one 

element with valleys of the other that integrated opacity of an optimum mixture can be higher 

than the values for individual elements. 
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Fig. 4.6: Bound-free opacity spectrum computed for Cu and Au plasmas. 

 

Fig. 4.7: Bound-bound opacity spectrum computed for Cu and Au plasmas. 

For the temperature and density conditions of the present study, the opacity estimates 

indicate that gold has a higher free–bound opacity in the spectral region of the L-shell 

emission of the copper ions. The absorption of the copper L-shell line radiation in gold ions 

decreases the emission intensity of these lines from the mix–Z plasma containing gold ions. 

The electron vacancy in the gold ions created due to bound–free transition on absorption of 

copper L-shell line radiation is subsequently filled through a cascade of radiative transitions 

of electrons from the higher energy levels. This leads to the emission of radiation at a longer 
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wavelengths compared to the copper L-shell line wavelength. Since many such transitions are 

possible due to multiple N- and O-shells in gold ions, the emitted radiation occurs at different 

wavelengths in the sub-keV region. Thus, a fraction of the copper L-shell keV line radiation 

of the gold–copper mix–Z plasma reappears as enhanced sub-keV x-ray emission. 

Chakera et al [132] in their investigations on dependence of soft x-ray conversion on atomic 

composition in laser produced plasma of Au-Cu mix-Z targets irradiated at a laser intensity of 

~ 1013 W cm-2 of second harmonic of Nd:glass laser at L = 0.53 m. Radiation intensity in 

the spectral region ~ 15 - 150 Å and integrated x-ray yield were found to be maximum for an 

atomic composition of Au 0.43 - Cu 0.57. Integrated conversion efficiency (6 Å < < 150 Å) 

per unit solid angle in the direction perpendicular to the target normal for Au, Cu, and Au  

0.43-Cu 0.57 mix-Z targets is shown in Fig. 4.8. The conversion efficiency for the mix-Z 

target is observed to be higher than that of pure Au and Cu targets by a factor of 1.17 and 2.0, 

respectively. It may be mentioned here that the x-ray conversion efficiency shown in Fig. 4.8 

represents only a lower bound because one expects the minimum of angular distribution of x-

ray emission intensity to occur in the direction perpendicular to the target normal. A variation 

of x-ray intensity at two representative wavelengths  = 40 Å (in water-window region) and 

80 Å with atomic composition is depicted in Fig. 4.9. It is seen that the mix-Z target of 

atomic composition Au 0.43 – Cu 0.57 gives the maximum sub-keV x-ray emission. 

Radiation intensity in the spectral  region ~ 15 - 150 Å  and  integrated x-ray  yield are found  

to  be maximum for an atomic composition of Au 0.43 - Cu 0.57.  This is  consistent  with  

the  progressive  down- conversion [127] in frequency of incident soft x-rays as observed 

from the dense backside of foil plasma. Since the back side plasma is of much higher density 

and is highly collisional, much of this absorbed radiation is collisionally quenched, resulting 
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in an increased temperature and ionization of the cold matter. The latter in turn re-radiates at 

lower photon energies corresponding to the dominant ionization stages of the colder matter. 

Next, as the fraction of gold increases in the mix–Z target, the corresponding decrease in the 

fraction of copper atoms leads to a further decrease in the L-shell line emission intensity and 

an increase in the bound-free absorption and emission  of radiation at longer wavelengths. 

 

Fig. 4.8: Integrated x-ray conversion per unit solid angle for Cu, Au, and Au 0.43 – Cu 0.57 mix-Z 

plasma. 

 

Fig. 4.9: Variation of the x-ray intensity with atomic composition. 
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A gross estimate of the absorption of the radiation energy can be made from the 

calculated bound–bound opacity energy spectrum of copper plasma in traversing the plasma. 

The optical depth for the keV emission from the copper ions can be varied by changing the 

composition and the path length traversed by the radiation in escaping from the plasma. For 

the long laser pulse of 3ns full width at half maximum (FWHM) duration used in the present 

study, the plasma may be considered to be consisting of two regions [143,144]: first an 

optically thick planar expansion region of high density and relatively low temperature, and 

the second one being an optically thin spherically expanding region with a fast decreasing 

density. The planar expansion region, due to its high density, makes a strong contribution in 

modification of the intensity of the emitted radiation. In laser irradiated planar targets with 

finite size focal spot, the plasma expansion may be considered to be nearly planar up to an 

expansion distance of the order of focal spot radius. The x-rays are absorbed in travelling the 

physical length of the plasma and the transmitted x-ray intensity for the radiation of 

wavelength  will be given by I(0) exp [- k  L], where I(0) is the initial intensity, k is the 

bound–free opacity,  is the density, and L is the path length.  The bound–bound opacity 

spectrum of copper and gold is taken as the initial spectrum I(0), which is absorbed in 

traversing the plasma due to bound–free absorption by gold as well as copper ions. The 

respective values of the bound–free and the bound–bound opacity are varied as per the target 

atomic composition. The source size of the plasma is taken as the physical path length. For 

the case of mixtures, the bound–bound and the bound–free contributions to opacities are 

obtained as weighted averages as per the respective atomic fractions. Free–free contribution 

to opacities of mixture is obtained using weighted average ionization of the mixture [145]. 

The values of the bound–bound opacity of copper and gold at 9.1 Å at a temperature of 100 

eV and a density of 0.12 gm/cc are 2604 cm2/gm and 180.5 cm2/gm respectively. The 

corresponding free–bound opacity values are 143.6 cm2/gm and 5223 cm2/gm respectively. 
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For an estimated plasma size of 120 m, the transmitted x-ray intensity decreases by a factor 

of ~ 2 for 0.1 atomic fraction of gold in the mix – Z target. This is in close agreement with 

the experimentally observed decrement factor of ~ 1.7. Similarly, the integrated keV x-ray 

yield can be calculated. A more accurate quantitative knowledge of the decrease of the x-ray 

yield would be possible using detailed computer simulations based on plasma hydrodynamic 

codes including radiation transport along with opacity model codes [146,147] coupled to 

spectroscopically accurate atomic data. Nevertheless, the observed results are reasonably well 

explained from physical consideration of the opacity of the mix–Z targets as discussed above. 

To summarize this chapter, we have presented an experimental study on the keV x-ray 

emission from laser irradiated copper–gold mix-Z targets of different atomic compositions. 

The keV x-ray yield is observed to decrease even for a small fraction of gold in the mix–Z 

target compared to that for pure copper. The results have been explained from physical 

considerations of the absorption of L–shell line emission from copper ions by gold plasma 

due to the high value of the free–bound opacity of the latter, followed by down-conversion of 

the absorbed radiation. The study can be of interest in view of the potential of reduction in 

preheat in mix–Z targets for inertial confinement fusion and it also brings out the role of 

high–Z elements whose presence may be detrimental in efficient keV x-ray conversion in 

laser plasma x-ray source for various applications. 
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Chapter 5 

Inner-shell and the ionic line radiation from magnesium plasma 

The x-ray sources based on the ionic line radiation [22, 148-149] (He-α, H-α) as well 

as inner-shell x-ray lines [21, 68, 150-151] (K-α, K‐, L‐α etc.)  from various target forms 

have been developed for a variety of research investigations and applications. It should be 

noted here that the ionic line emission is due to the electronic transitions in the highly 

charged ionic species (H-like, He-like etc.) present in the plasma heated to a high 

temperature. The spectral and temporal characteristics of such radiation depend on the plasma 

parameters viz. electron density, temperature, average degree of ionization, and opacity of the 

hot plasma medium [12].On the other hand, the characteristic inner-shell emission originates 

from cooler near-neutral ions interacting with hot electrons. Therefore, the simultaneous 

measurement of both spectral lines provides information for a more complete description of 

intense ultra-short laser interaction with the solid target. 

High temperature plasma of moderate–Z material produced at intensities > 1015 W cm-

2 using sub-ns duration laser pulses is an efficient source of high energy K-shell ionic line 

radiation [152]. Further, plasma of high–Z material produced at  high intensity (> 1017 W cm-

2) using ultra-short duration laser pulses (sub-ps) is an efficient source of high energy K-α 

like inner-shell x-ray line radiation [153]. Plasma of low–Z target produced by an ultra-short 

duration laser can be a source [154-155] of both 1-2 keV inner-shell and ionic line radiation. 

The photon yield of these line radiations is determined by the laser irradiation parameters 

such as intensity, pulse duration, and pre-pulse contrast of the laser system. Further, the self-

generated magnetic field may pinch the hot electrons leading to much smaller x-ray source 

size. A simultaneous observation of both these line radiations can give better insight into the 
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conversion process of the absorbed laser energy into thermal and non-thermal electron 

energy. Next, a knowledge of the angular distribution of the x-ray intensity is necessary not 

only for a correct estimation of x-ray conversion efficiency, but also in deriving plasma 

diagnostics information as well. Moreover, since the x-ray emission intensity is governed by 

the plasma hydrodynamics and the radiation transport involved, study of the angular 

distribution of the x-ray emission can be helpful in understanding these processes in the 

plasma.  

In this chapter, we describe the measurement of the K- shell x-ray line spectra, 

containing both ionic and inner-shell radiation, with a Bragg crystal spectrograph. The x-ray 

line radiation intensity has been studied as a function of laser intensity, focus position and 

pulse duration.  X-ray spectra were recorded in three angular directions 0, 45, and 87 with 

respect to the target normal direction. The plasma conditions prevalent during the emission of 

x-ray spectrum were identified by comparing the experimental spectra with the synthetic 

spectra generated using the spectroscopic analysis code PrismSPECT.  

5.1  Description of the experiment 

 The experiments were performed using the Ti:sapphire laser delivering  45 fs pulses 

at 10 Hz repetition rate, at 800 nm wavelength. Figure 6.1 shows a schematic diagram of 

experimental setup. The plasma was produced by focusing the 50 mm diameter laser beam 

onto a 2 mm thick magnesium target, placed at 45 (with respect to the laser direction), using 

a 500 mm focal length lens.  The focal spot was measured by the procedure described in 

Chapter 2. The measured focal spot has diameter of 18 m in the vertical direction and 25 m 

in the horizontal direction for 45o incidence of laser beam at the target surface. The laser 

focal spot was changed by moving the lens away from the best focus position on either side. 

The Rayleigh range calculated for the focussed laser beam was 613m.  The target was 
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moved at a constant speed of 1mm/s (i.e. 100 m between every shot) with the help of a 

computer controlled precision x-y stage, so that each laser pulse irradiated a fresh spot for a 

laser operation at 10 Hz. The run out from the focal plane while moving the target was 

checked by imaging the target plane with an objective onto a CCD camera. The run out from 

the focal plane was less than 25 m, which is much smaller than the Rayleigh range.  

 

Fig. 5.1:  A schematic diagram of the experimental setup. 

The x-ray spectrum  from the target was recorded in the wavelength range of 9Å - 

10Å using a  high resolution x-ray crystal spectrograph and the x-ray spectrum was recorded 

on a 16 bit, back-illuminated, cooled, x-ray CCD camera (Reflex SRO). This spectrograph 

had a planar thallium acid phthalate (TAP) crystal of a double inter-planar spacing (2d) of 

25.75 Å [(100) plane]. The spectrograph was set up with a linear dispersion (on the x-ray 

CCD) of 6.2 x 10-4 Å/pixel. The spectral resolution of the spectrograph was estimated to be 

12 mÅ. An opaque screen was placed to prevent any x-ray emission from the plasma falling 

directly on the CCD. Three layers of aluminized polycarbonate (B-10) filter were placed in 

front of CCD camera to block entry of any scattered light in the plasma chamber. To prevent 

the fast electrons from the plasma bombarding the filter and thereby producing fluorescence 
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x-rays, leading to a background on the CCD camera, a permanent dipole magnet was placed 

between the source and the filter. The dipole magnet, having an effective magnetic field of ~ 

500 G inside the pole gap of 35 mm, was placed between the x-ray source and the detector, at 

a distance of 10 cm from the detector (CCD camera of chip size 27 mm x 27 mm). It was 

estimated that the magnet would deviate electrons with energy < 1 MeV and hence shield the 

CCD camera. The use of this magnet improved the intensity contrast of the peak to 

background to ~10, which is much higher than the intensity contrast of ~ 3 which was 

obtained in measurements without the magnet.  The angular distribution was recorded in 

three different settings by placing the spectrograph at an angle of 0, 45, and 87 with 

respect to the target normal. The effect of the laser intensity on the x-ray emission was 

carried out by a) changing laser energy through calibrated neutral density filters (before the 

laser pulse compressor stage), keeping the laser focal spot and the pulse duration fixed,  and 

b) by varying the laser focal spot size, keeping the laser pulse duration and the energy 

constant  

5.2. Main features of x-ray emission spectrum from Mg plasma 

The keV x-ray emission spectrum from magnesium plasma has well defined ionic x-

ray line features corresponding to high temperature plasma, as well as characteristic K-α 

emission from cold atom and lower charge ions caused by the hot electrons, produced from 

the interaction of the laser radiation with the solid target. Figure 5.2 shows a high resolution 

x-ray spectrum of magnesium plasma produced by the 45 fs duration laser pulses, focussed at 

an intensity of 4x1017 W cm-2. The intensity of the ASE pre-pulse was estimated to be around 

3x1012 W cm-2 for this setting. In this case, the detector was kept at 45 with respect to the 

target normal, and the spectrum was accumulated in 300 laser shots.  
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Fig. 5.2: High resolution x-ray spectrum of magnesium plasma produced by 45 fs duration laser 

pulses  focussed at an intensity of 4x1017 W cm-2. 

The identified lines are He– resonance transition Mg XI 1s2 1S0 – 1s 2p 1P1 at  = 

9.17 Å, weak He– intercombination transition (IC) Mg XI1s2  1S0– 1s 2p 3P1,2 at  = 9.23 Å 

blended with the s, t, m, n satellite lines, the group of q, r and j, k dielectronic satellite lines of 

the Li-like transitions at  = 9.32 Å, and the K- emission from un-ionized Mg atoms at 9.87 

Å. The q, r and j, k satellites lines are not well resolved due to the degraded spectral 

resolution on account of the source size broadening, but are well resolved from the IC line. 

The satellites lines s (9.235 Å), t (9.236 Å), m (9.218 Å), n (9.221 Å) are unresolved from IC 

line in the spectrum due to their small difference in wavelength and limited spectral 

resolution of the x-ray crystal spectrograph. A relatively lower intensity shifted K- 

emission, from Be-like, B-like, C-like, N-like, and O-like Mg ions, is also observed on the 

lower wavelength side of the K- emission from the Mg atoms. The spectral dispersion was 

calibrated from the tabulated [23] values of the He– resonance line, inter-combination line, 

and the associated satellite lines. In the subsequent analysis, we compare the ionic lines from 

He-like ions i.e. He– resonance line (and its satellites) and the K- emission from un-

ionized Mg atoms for various laser irradiation parameters. These lines are well resolved and 

are above the background.  
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A  typical K –shell x-ray spectrum [154] of the Mg plasma produced by high contrast 

ultra-short duration high intensity laser pulse shows that the thermal x-ray spectrum has a 

strong He- line, with the satellites of the different ions from O-like to Li- like,  limited by 

the K- line from un-ionized Mg atoms. One of the observations in x-ray emission spectrum 

from such high density plasma is the absence of IC line as it is expected to be quenched by 

electron collisions [156] (at densities higher than 1022 cm−3). Duston et al [157] have shown 

that in the dense plasma, several helium like satellite lines are usually blended with the IC 

line. For example, the m, n and s, t satellites overlap with the aluminium IC line. At higher 

density, their intensities become significant and cause difficulty in spectrum identification. 

Further, doubly excited levels of some of the satellite lines are populated by recombination. 

For instance, in the pioneering experimental work on x-ray emission from ultra-short ultra-

high laser-produced plasma, Cobble et al [156] have shown that the intensities of the j, k, l 

lines have a significant contribution from recombination at later times. However, when 

moderate contrast ultra-short laser pulses are used to create the plasma, it is observed that the 

emission of the ionic lines originates from the under-dense region up to critical density [158]. 

In such a case, the intercombination line may have significant intensity indicative of the 

emission region having low density. However, the K- line excitation is by the hot electrons 

which are generated through collective mechanisms [29] such as resonance absorption, 

vacuum heating, etc. These electrons, on penetration into the cold target material, generate 

continuum hard x-ray bremsstrahlung and the characteristic K- line radiation. Simultaneous 

presence of the K- lines from un-ionized atoms as well as the satellite K- lines from Be- to 

O-like ions, is due to the presence of pre-plasma. The satellite lines are inner-shell K- 

transitions induced by the hot electrons in lower charged ionic species present in the initial 

low temperature pre-pulse plasma [159]. These satellite lines have been used as a diagnostics 

tool to infer the fraction of hot electrons in the plasma [154].  
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5.3 X-ray line intensity scaling with laser intensity 

The aim of this work was to achieve an efficient conversion of the ultra-short duration 

laser pulse energy into x-ray by optimizing the laser irradiation parameters. The intensity of 

the x-ray line was obtained by integrating it over the spectral width. The x-ray emission was 

studied as a function of the laser intensity since the laser intensity is the main laser parameter 

which controls the interaction of a high intensity laser beam with a solid surface. Figure 5.3 

shows the He-α (resonance) and the K- emission as a function of laser intensity on the 

target, for 45 fs duration laser pulses. The intensity of laser was varied by varying the laser 

energy, keeping its spot size and the pulse duration unchanged. For intensities < 2 x 1017 W 

cm-2, the K- emission was more than the He-α emission. It is seen from the figure that the 

intensities of both He-α and K- lines increase with the laser intensity approximately as a 

power law given as IL
, where  is the scaling exponent. The scaling exponent was found to 

be 1.5 for He-α and 0.6 for K- lines.  The higher scaling for the ionic line He-α indicates 

that an increasing amount of the absorbed laser energy is converted into thermal plasma 

energy [158] at higher intensities.  

 

Fig. 5.3: He-α and K- emission as a function of the laser intensity. The variation in the laser 

intensity was accomplished by changing the laser energy, keeping the laser focal spot size 

unchanged. 
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  The resonance absorption is the dominant mechanism of absorption for femtosecond 

duration laser pulses of moderate contrast when focussed to intensities > 1017 Wcm-2. With 

the increasing laser intensity, the absorption mechanisms are such that both fraction and 

temperature of hot electrons increase. The energy distribution of the fast electrons produced 

in the resonance absorption can be approximated by a Maxwellian distribution with a 

temperature Thot. In the intensity regime of 1017−1019 W cm−2, Beg et al [160] have inferred a 

scaling of electron temperature as kThot(keV) =100 (I17 2)1/3, which is compatible  with the  

production mechanism of fast electrons based on resonant absorption. Using the above 

scaling law, we expect production of fast electrons with temperature around 100 keV in the 

plasma under our experimental conditions. Further, the temperature corresponding to the fast 

electrons was obtained by Rao et al [123] from the energy spectrum of the fast electrons in a 

similar experimental conditions. The hot electron temperature for the similar experimental 

conditions is in the range of few tens of keV to hundreds of keV.  For intensity >1017 W cm-2, 

a slower scaling of the thermal emission with the laser intensity is expected for the shorter 

duration laser pulses [158]. Scaling of  = 1.2 – 1.5 has been reported [161-162] with sub-ps 

laser pulses, compared to the scaling of  = 2 – 2.5 reported for the ns duration [163] laser 

pulse. A relatively faster scaling of 1.5 for 45 fs laser pulses was observed in our experiment. 

It may be due to the increased hot electrons fraction with increasing laser intensity will shift 

the ionization balance towards higher ionization states due to the hot electrons enhanced 

ionization rate in ultra-short laser-produced plasma [63], leading to the higher scaling with fs 

laser pulses. When the higher energy hot electrons generated with increasing laser intensity 

would penetrate deep inside the target, K-α photons generated from the deep region of the 

target will be reabsorbed as they propagate out of the target surface. This effect causes a 

reduction of the detected K-α photons [164] giving rise to the observed lower intensity 

scaling ( = 0.6). 
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5.4 X-ray line emission intensity variation with focusing 

Figure 5.4 shows He-α (resonance) and K- emission as a function of the distance of 

focal position from the target, d, irradiated with 45 fs duration laser pulses of fixed laser 

energy of 135 mJ.  It may be noted from the figure that whereas  the He-α yield shows a 

maximum at d = 2.5 0.5 mm, when the laser focus position lies after the target, the K- 

emission maximizes at the best focus position. It is similar to the observation by Khattak et al 

[165] of the central peak of K- emission being symmetrical about the best focus position. In 

all the subsequent measurements, the target was kept at the best focus position.  

 

Fig. 5.4: He-α and K- emission as function of the distance of the focus position from the target 

surface irradiated with laser pulses of  fixed energy of 135 mJ. “Zero” corresponds to the best focus 

position. Negative distance corresponds to laser focussed after the target. 

The shift of the peak of the He- emission towards laser focussed inside the target can 

be simply explained by the geometric focusing effect [166] due to the pre-plasma [25] formed 

at the target surface. The refractive index () of plasma is given by  = (1-ne/nc)
1/2 where ne is 

the electron density and nc is the critical density. The refractive index of the plasma is less 

than one in the under dense region. Therefore a converging beam entering from vacuum (= 

1) undergoes further focusing and diverging beam further diverges, as depicted in Fig. 5.5 (a) 
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and Fig. 5.5 (b). Thus the laser beam which enters the pre-plasma before reaching the best 

focus will have higher intensity of the laser beam on the target. This leads to a higher 

emission of He- line. On the contrary, when the laser beam is focussed before the target, it 

is diverging when it enters the pre-plasma region and diverges further. As a result, the 

intensity further decreases and the He- line emission intensity decreases faster.                    

     

Fig.5.5: (a) Laser beam entering from vacuum (= 1) always deviates away from the normal which 

leads to further focusing of a converging beam. (b) Divergence of laser beam focussed in front of the 

target surface (diverging beam). 

      However, we observe a central peak in K- x-ray yield and no difference due to 

refraction of the beam in the pre-formed plasma.  Moreover, generation mechanism of K- 

radiation from a given solid target is such that there lies an optimal laser intensity for creating 

efficient K- radiation. It is because the K-shell ionization cross-section of electrons is 

maximum when the electron energy is about three to four times the binding energy of the K-

shell electron. The optimal laser intensity [70, 71] for the efficient generation of K- 

radiation from the bulk Mg target has been reported as  ~ 1016 W cm-2. However, it can be 

seen that in our experiment it is 4 x 1017 W cm-2 at the best focus position (Fig. 5.6). It should 

be further mentioned that K- conversion at the focal position corresponding to d = ± 4 mm, 

with the laser intensity of 1016 W cm-2, is smaller by a factor of   ~ 2.5 compared to the 

conversion at the best focal position.  
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 At the best focus, the scale length of the pre-formed plasma is large and decreases 

monotonically on either side due to reduction in the laser intensity. This change in scale 

length affects the absorption processes [167] and the x-ray emission of ionic line and inner-

shell radiation differently. It is expected that intensity of ionic line radiation from highly 

charge species (He-like) will get enhanced with increase in laser intensity as increased hot 

electrons fraction will shift the ionization balance towards higher ionization states. 

Asymmetry in He- emission with respect to best focus position is attributed to the 

geometrical focusing effect where a converging beam converges further and diverging beam 

diverges more in the pre-formed plasma. However, this behaviour is not seen in the K- 

emission which is symmetrical about the best focus position. The decrease of K- emission 

on both sides of the best focus is due to reduction of laser intensity which leads to the 

decrease in the number of hot electron generated through resonance absorption. Though the 

laser intensity increases due to the geometric focusing effect but this does not result in the 

increase of K- emission. This is due to the fact that length of pre-formed plasma in front of 

bulk solid is significantly smaller. The generated hot electrons face less attenuation in the 

plasma travelling deep into the target and hence contribute little in the K- emission. 

5.5 Angular dependence of x-ray emission  

The angular dependence of x-ray line radiation from plasma source was also 

measured by recording the x-ray emission spectrum by placing the spectrograph at an angle 

of 0, 45, and 87 with respect to the target normal.  The measurements were performed with 

the 45 fs laser pulse irradiating the target at an intensity of 4.2 x1017 W cm-2.The angular 

distribution obtained for both He-α and K- x-ray emission is shown in Fig 5.6. It is observed 

that maximum emission is in the forward direction and the intensity reduces with an increase 

in the angle (). The dashed and solid curves corresponding to cos0.7  and cos3  are shown 
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as approximate fits to the experimental data, for He-α and K- x-ray line radiations 

respectively.  

  

Fig. 5.6:  Angular distribution of He-α and K- emission. Solid and dashed curves represent the fit 

of the form cos3  and cos0.7  to the angular distribution for K-α and He- emission, 

respectively. 

The anisotropy of x-ray emission can be understood to be due to the effect of plasma 

opacity. The angular distribution of the radiation intensity at a particular wavelength, from a 

plasma of certain volume and shape, containing a given number of emitters, would be 

governed by the escape factor exp (-), where  is optical depth faced by the radiation in 

traversing the plasma in different directions [38]. For an optically thin plasma (i.e.,  << 1), 

the escape factor is nearly equal to unity in all directions. In this case, the angular distribution 

is expected to be isotropic [115, 168]. On the other hand, if the plasma is not optically thin, 

the escape factor may be different for different directions. For example, for a coin-shaped 

plasma, the escape factor in the direction of target normal is highest because of the smallest 

plasma thickness encountered in that direction. The escape factor decreases with increasing 

angle from target normal as the plasma thickness increases. As a result, the x-ray intensity 

will show a monotonically decreasing angular distribution of the form cosα , where the value 

of exponent α increases with the increasing thickness and increasing density of the emitting 

plasma leading to opacity effects [115, 152]. 
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As shown in Fig.5.6, the measured angular dependence of the He-α and K-α x-ray 

emission fits well to an assumed power law cosα  with a value of α being 0.7 and 3 for He-α 

and K-α emission respectively. The observation can be explained by considering that the 

source of He-α is an extended plasma formed at the surface and the radiation experiences 

attenuation depending on the physical length of the plasma encountered by radiation to 

escape from the source in the direction of detection [38, 115, 152]. Hence this angular 

dependence (cos0.7 ) is more closer to an isotropic one.  In contrast, the K- distribution is 

much more forward peaked. For example, the signal of K- is ~16 times smaller at an angle 

of 87 than that along the target normal. This is due to the fact that K- source lies inside the 

bulk target material (compared to He- source being outside the target) and the emission gets 

more and more strongly attenuated in the target as the angle increases.  

5.6 Effect of laser pulse duration on x-ray emission  

The dependence of K- and He-  intensity on the laser pulse duration for a constant 

fluence of 3.8x104 J cm-2 is shown in Fig.5.7a and b respectively. The pulse duration was 

varied in the range of 145 fs – 1400 fs by changing the distance between the compressor 

gratings as described in Chapter 2. The measured spectra were identical for both positive and 

negative chirp pulse of same duration. It can be seen that the Mg K- intensity increases with 

pulse duration has a maximum at (740  140) fs and thereafter decreases. The x-ray intensity 

at optimal pulse duration is ~ 2 times of the intensity measured at 45 fs. The optimization of 

x-ray intensity at lower laser intensity (corresponding to 740 fs duration) is due to trade-off 

between the increase in the hot electron temperature with laser intensity and reabsorption of 

the K- radiation in coming out of the target [164].  

The intensity of the He- x-ray radiation depends on the dynamics of atomic processes 

in the plasma and the electron temperature. Simple analytical calculations [149] of ionization 

equilibrium time for the heated plasma shows that the ionization time required to produce He-
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like ionization state from Li-like ionization state is ~ 15 ps. It is therefore expected that an 

increase in the laser pulse duration would increase the relative abundance of He-like ions 

compensating the decrease in electron temperature. The intensity of He- therefore increases 

with the laser pulse duration, despite decrease in laser intensity. 

 

 

Fig. 5.7:  X-ray yield as a function of incident laser pulse duration for a constant fluence of 3.8 x104 

J cm-2 (a) K-(b) He-

5.7 Discussion of the observed x-ray spectrum 

In our study, the x-ray spectrum was recorded with a time integrated x-ray 

spectrograph. The observed x-ray spectrum corresponds to the time and space averaged 

values of density and temperature of the plasma undergoing rapid hydrodynamic evolution 

[169-171]. Modelling the x-ray spectrum at each distinct condition of temperature and 
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density, in space and time, would require sophisticated computer simulations coupled to 

plasma hydrodynamic codes including radiation transport. Nevertheless, some important 

features can be realized by approximating the plasma to be of some geometrical shape, and 

making certain simplifying assumptions on the spatial variations of plasma density and 

temperature. For example, hot electrons are emitted during the laser pulse and the inner-shell 

line emission originates mainly from the dense bulk of the target, which is also heated to a 

temperature of few tens of eV by the hot electrons generated during the interaction process. 

Spectroscopic analysis and modelling of K-shell spectrum of Mg plasma produced by the 

interaction of femtosecond laser pulses has been carried out using the single cell spectral 

analysis code PrismSPECT [172]. It generates K-shell emission spectra based on either 

steady-state or time-dependent plasma conditions. User inputs are : range of densiy, 

temperature, and size of the plasma typical of those found in experimental condition. 

PrismSPECT allows the user to specify the equilibrium (LTE or non-LTE), and the expansion 

geometry (planar or spherical) to be used in the spectra calculations. Time dependent 

calculations allow the user to specify the time duration over which the ionic populations are 

to be calculated for the user specified temperature and density.  

The spectrum was computed by time-dependent solution of rate equations considering 

non-local thermodynamic equilibrium (NLTE). Least-squares comparison of normalized 

PrismSPECT spectrum with the experimentally observed spectrum shown in Fig.5.2 was 

carried out. Figure 5.8a shows a fit for ionic line emission with temperature Te = 130 eV, and 

electron density ne ~ 5.4 ×1020 cm-3, Thot = 50 keV and the hot electron fraction = 0.01. A 

spatially and temporally averaged value of the electron temperature of ~100 -200 eV and a 

hot electron fraction of ~ 0.01 is expected in our experimental conditions [153]. The electron 

density value which  fits the spectra is close to the turning point density (~ 7.8 ×1020 cm-3) for 

a 45o obliquely incident 800 nm Ti:sapphire  laser beam. The hot electron temperature is the 
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order of, but slightly lower than 100 keV as expected from the scaling law of Beg et al [160]. 

It shows that lower energy electrons share their energy within the under-dense pre-formed 

plasma. Figure 5.8b shows the experimental and computed spectra in the wavelength region 

around K- emission. The fit corresponds to the plasma condition having temperature Te = 

10 eV, Thot = 130 keV (hot electron fraction = 0.01) and electron density ne = 4.4×1022 cm-3. 

K-α line from un-ionized magnesium atoms and the shifted K-α lines from O-like magnesium 

ions seen in the spectrum are the signature of a low temperature bulk solid plasma heated by 

the energetic electrons penetrating the solid target. The synthetic spectra in Figs. 5.8a and b 

clearly demonstrate that the plasma under consideration has density and temperature 

gradients. The spectral region around the He-  line mainly comes from the hot under dense 

plasma and that around K- arises from the bulk dense region. In order to accurately generate 

the synthetic spectra for this situation, one would need a multi-cell code.  However, the 

single-cell code used here has successfully brought out the essential physics of the 

experimentally observed spectra. 

 

Fig. 5.8:  Synthetic spectra of Mg computed using PrismSPECT software to fit the experimental 

spectrum at an intensity of 4x1017 W cm-2. a) Region around the He– resonance, best fit for 

the parameters: Te = 130 eV, Thot = 50 keV, hot electron fraction = 0.01, and ne= 5.4 ×1020 

cm-3; b) Region around the K-α emission, best fit for the plasma conditions: Te = 10 eV, Thot 

= 130 keV,  hot electron fraction = 0.01, and ne = 4.4×1022 cm-3. 
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It has been shown that the ionic line emission arising due to a short-pulse laser drive 

is very efficient with controlled pre-pulse intensity as the laser energy is absorbed efficiently 

in the pre-formed plasma through the excitation and subsequent damping of the electron 

plasma wave. The electron plasma wave can be excited in the plasma either through 

resonance absorption or parametric instabilities. Parametric instabilities, namely two plasmon 

decay (TPD) and stimulated Raman scattering (SRS), are expected to grow in long scale 

length (tens of microns) plasma and contribute to the absorption of laser energy. In this case, 

SRS is responsible for backscattering of laser radiation and thus limits the absorption of laser 

energy. For the similar laser irradiation parameters, we have observed [173] 3/2 radiation 

emission arising either due to TPD or SRS instability which provides  additional confirmation 

that the keV x-ray emissive region has lower density. Nevertheless, control over the pre-pulse 

and/or amplified spontaneous is important to optimize the conversion efficiency of x-ray line 

radiation. 

A particularly strong motivation to study the x-ray line radiation from laser-produced 

plasmas, is to make it suitable for its use as an x-ray back-lighter for diagnosing a large 

variety of high-energy-density phenomena. Many theoretical and experimental studies have 

been carried out for getting the conditions leading to higher x-ray conversion efficiency. 

Long-pulse (>500 ps) laser back-lighters have been found to be more efficient than short-

pulse back-lighters for photon energies <10 keV. For low photon energy, ionic line radiation 

is quite efficient, converting up to 1% of the laser energy into He- photons. With the shorter 

duration sub-picosecond laser pulses focussed at a intensity of 1017 W cm-2, a conversion 

efficiency of ~0.5% was reported by Cobble et al [174] for Al He- line radiation.  The 

maximum conversion efficiency of the laser energy into Mg He- in the present experiment 

was ~ 0.2 % .The smaller conversion efficiency in our experiment is perhaps  due to the 

smaller pulse duration laser used and the ionization dynamics is expected to depart 
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significantly at smaller pulse duration. Using the scaling law obtained in our experiment, it is 

estimated that a conversion efficiency of ~ 1% can be achieved with a laser system operating 

at 8 – 10 TW laser power. 

To summarize this chapter, high-resolution keV x-ray spectral measurement of 

magnesium ionic and inner-shell radiation from ultra-short laser- produced plasmas was 

carried out for different laser irradiation parameters. The x-ray line radiation intensity was 

studied as a function of the laser intensity, focus position, and angular distribution. The 

variation of He-α line conversion with the laser intensity and focus position has been 

explained by considering the change in conditions of the pre-formed plasma. The variation in 

K-α emission for different laser parameters has been explained by considering the resonance 

absorption process for the hot electrons generation and their propagation in the bulk solid 

target. The observed angular distribution can be understood to be due to the source of He-α x-

rays being located at the surface, whereas the K-α x-ray source being inside the surface of the 

target. The plasma conditions prevalent during the emission of x-ray spectrum have been 

identified by comparing the experimental spectra with the synthetic spectra generated by the 

spectroscopic analysis code PrismSPECT. The results will be of considerable value in 

designing laser-produced plasma x-ray line radiation source of photon energy in the range of 

1–2 keV, for its use as a probe pulse in x-ray backlighting or time resolved x-ray diffraction 

studies.  
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Chapter 6 

Bright ultra-short 4 -8 keV K-α x-ray source 

The K- radiation from ultra-short, ultra-intense laser produced plasmas has been 

proposed and demonstrated as a probe pulse for studying the time evolution of samples 

relevant to material science [76], biological science [175], or as a back-lighter source for 

probing high density matter [176]. For practical application of K- radiation from 

femtosecond-laser plasmas in the fast x-ray diffraction experiments to study the temporal 

response of crystalline sample, it is essential to develop an efficient, bright x-ray source. The 

x-ray photon energy in the range 1 – 10 keV is used for structural modification or depth 

analysis of sample perturbed by the visible ultra-short pump pulse. High energy x-ray 

photons are more suitable for the x-ray radiography of objects with higher areal density 

encountered in experiments related to high energy density physics and inertial confinement 

fusion. Further, low photon energy (1–8 keV) probes having a low penetration depth are more 

to probe the changes induced by the optical pulse in the skin or penetration depth of the 

sample. Moreover, it can be used for x-ray-induced photo-electron spectroscopy of surfaces. 

The important characteristics of K-α source for application in time resolved x-ray 

diffraction experiments are high brightness, ultra-short duration and monochromaticity [159, 

177]. A source with all the above characteristics improves the sensitivity of detection, gives 

high temporal resolution and best imaging performance. The photon energy of K-α radiation 

is determined by the atomic number of the target irradiated by laser. For optimization of the 

K-α source, it is essential to understand the mechanism of its generation and factors 

controlling the source characteristics. In section 6.1 important parameters of K-α source are 

described. Details of experiment and results are given in section 6.2 and 6.3 respectively. 
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6.1  K-α source characteristics 

The process of K- radiation generation when a solid is excited with a high intensity 

femtosecond laser pulse is illustrated in Fig. 6.1. When ultra-short, high intensity laser pulses  

are focussed onto a solid target, the absorption mechanism of the laser energy are such that 

the hot electrons are generated [30]. The duration of this electron pulse is in the order of the 

laser pulse duration because electrons are generated during the presence of the driving 

femtosecond laser pulse [69-71]. When these energetic electrons penetrate into the underlying 

colder material, they knock out electrons preferentially from the K- shell of the atoms 

through inelastic collisions and generate bremsstrahlung radiation. The holes in the K-shell 

are filled by recombination of electrons from higher shells, emitting the characteristic line 

radiation. Inner-shell recombination takes place on a time scale of femtoseconds or even 

attoseconds. The x-ray radiation is generated until the electrons energy is more than the K-

shell ionization threshold. Under optimized condition, it is of the order of laser pulse 

duration. Ideally, the source dimension comparable to the laser focal spot can be realized if 

electrons do not penetrate deep inside the bulk solid target and undergo lateral scattering. The 

source characteristics are discussed in the following subsections. 

 

Fig. 6.1: Schematic of the generation of K-α line radiation when solid target is irradiated with ultra-

short high intensity laser pulse. 
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6.1.1 X-ray photon yield 

Improvement of the conversion of the laser energy to the energy of K-α radiation can 

be achieved by varying the parameters of an irradiating laser pulse and target. It has been 

shown that absorption depends on the geometrical shape and dimensions, and it is possible to 

increase the absorption and obtaining higher temperatures [178-179]. It leads to the 

generation of larger number of the fast electrons which in turn will raise the x-ray photon 

yield. 

However, the increase in the number of the fast electrons and in their energy does not 

necessarily result in increase in x-ray conversion. In particular, the logarithmic growth of the 

cross-section for the K-α photon emission for relativistic electron energies [69] in a thick 

target does not entail an increase in the conversion. Further, the x-ray radiation is up to the K-

α photon absorption length can be collected from the target. The high electrons penetrate 

substantially deeper into the target and are unable to escape. Thus the laser irradiation 

conditions have to be optimized for controlling the electron energies.  

Reich et al [70] predicted existence of an optimum laser intensity for the K-α yield as 

equilibrium between K-α production and reabsorption in bulk targets. It occurs when the 

mean depth z is comparable to the absorption length for the K-α radiation. The number of K-α 

photons generated by an incident electron with initial energy E0 is given as 

-3 -1.67 3/2
K-α 0N =4 X 10 Z E     (6.1) 

It is important to optimize the energy distribution of the hot electrons in experimental 

conditions to achieve high conversion efficiency.  

6.1.2   Pulse duration of the K- radiation 

The pulse duration of the K- radiation depends on the hot electron energy 

distribution. With the increasing electron energy, K- radiation is generated deeper into the 
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target. The K-α emission in bulk solid target occurs till the energy of electron is higher than 

the K-shell ionization threshold. The photons detected in the front direction (plasma 

expansion direction) can be approximated to be limited to the time, tr, of electron transit 

through the layer of thickness λph. The total duration, K-, of the K-α emission is the sum of 

the laser-pulse duration, L, and the electron-transit time, tr [69, 70] 

K- =  L+ tr,    (6.2) 

This is because the hot electrons are generated during the laser pulse and the x-ray 

emission continues till the energy of electron decreases to a value smaller than the K-shell 

ionization energy deep inside the target [70].  

6.1.3  Monochromatic line radiation 

Ultra-short laser interaction with solids produces plasma with bi-Maxwellian electron 

energy distribution function with bulk temperature and hot electron temperature. It has been 

mentioned in Chapter 1 that the maximum K- yield occurs for an optimal Thot of 3-6 times 

the K- energy, using optimal laser irradiance. On the other hand, increasing the bulk 

temperature leads to the generation of K- radiation from ions which is blue shifted and 

broadens the K-  lines [159, 177, 180]. It is to be noted that the narrow bandwidth probe 

radiations are desirable in time resolved x-ray diffraction setup to obtain better angular 

resolution which increases the sensitivity of the detection [159]. The contribution of this 

factor in the overall temporal resolution becomes important when the extent of modification 

of the diffracted signal is rather small, particularly for smaller delays or at smaller pump 

fluence.  The angular resolution is determined by the line profile of the probe beam and is 

given by 
ΔE

Δθ= tanθ
E

 where ∆ is the full width half maximum (FWHM) of diffracted 

signal,  is Bragg angle, and E is the photon energy of probe x-ray radiation. Thus, it is 

essential to obtain minimum bandwidth of K- probe in order to increase the angular 
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resolution of the pump – probe experimental setup and which in turn improves the temporal 

resolution. 

A detailed investigation on the dependence of laser parameters for generating 

monochromatic K-α x-ray radiation has been carried out. It is observed that there is a 

correlation between the optical emissions at 2ω and 3/2ω from the interaction of ultra-short, 

intense laser pulses and the monochromaticity of the K-α x-ray radiation. It is described in 

the section 7.4.   

6.1.4   Source size 

The K- x-ray source is generated by the hot electrons produced during the laser 

pulse. The spatial profile of the x-ray source is governed by the trajectories of the hot 

electrons, along which the K- photons are generated [67]. The hot electrons density is 

highest at the focus of the laser beam. It is therefore expected to obtain x-ray source size 

comparable to the laser focus size. However, K- source is expected to be larger than that of 

the laser focus due to the entrance angles of the hot electrons and their lateral scattering in the 

solid. For higher laser intensities, self-induced electric and magnetic fields modify the 

trajectories of hot electrons. It was found in simulations that the lower energy fraction of the 

hot electrons was reflected by the magnetic field and prevented from entering the solid at the 

centre of the laser focus [68]. The hot electrons which pass the magnetic field are deflected 

and enter the solid at shallow angles. Further, the magnetic field of pre-pulses can reflect a 

large portion of the hot electrons [67, 68]. The reduced pre-pulse intensity helps to achieve 

the smaller source size. 

The source size of x-ray emission can be obtained from x-ray shadowgraphy, using a 

knife edge technique. In this technique, a blade is placed between the x-ray source and a 

detector (such as x-ray film or CCD camera) covered with a material foil. The CCD gets 



141 
 

uniformly exposed except for the regions where the x-ray source was partially or completely 

covered with the blade (Fig.3.7).  

The edge spread function obtained with this technique is fitted with a Fermi function 

given by, 
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where x0 and dx are the edge position and the width respectively. 

The derivative of the Fermi function dI(x)/dx gives the line spread function, which 

can be well fitted by a Gaussian distribution function. The full width at half maximum of this 

function is defined as x-ray emission size. This technique has advantage of   simplicity, good 

signal to noise ratio, and can give high special resolution due to very high magnification 

imaging. The limitation on resolution mainly comes from the criticality of alignment at high 

magnification and smoothing of the raw data which was performed in the numerical analysis 

of x-ray shadowgraph. 

6.2 Experimental details 

The experiments were carried out with the 10 TW Ti: sapphire laser system as 

described in Chapter 2. In the present experiment, the laser was operated at 3 TW power to 

reduce the ASE from the laser amplifier. Plasma was produced by focusing the 45 fs duration 

laser pulses, at 10 Hz repetition rate, onto the target (thick titanium, iron and copper)  placed 

at 45o using an f/8 lens. The maximum laser pulse energy used in the current experiment was 

135 mJ corresponding to a focussed intensity of ~ 8.4 x 1017 W cm-2, for a measured focal 
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spot diameter of 18 m in the vertical direction and 25 m in the horizontal direction for 45o 

incidence of laser beam at the target surface. The target was mounted on a motorized X-Y 

translation stage in order to expose fresh surface of the target in each laser shot.  

The x-ray spectrum of Ti, Fe, and Cu, in the energy range of 2 – 20 keV was recorded 

with dispersion less spectrograph [181] described in detail in Chapter 2. In short, the 

spectrograph consists of a 16 bit, back-illuminated x-ray CCD camera working in a single 

photon counting mode so that the CCD count is proportional to the deposited photon energy. 

The CCD array consists of 2048 x 2048 pixels. The CCD count can be converted to 

individual x-ray photon with the help of independent energy calibration and the histogram of 

the energy deposited in all pixels represents the incident spectrum. A custom made algorithm 

for identifying the single photon events was used to for constructing the x-ray spectrum and 

for analysis of the data from CCD camera [181]. The absolute number of K-  yield was 

determined by summing the number of hits contained in the K- line shape and by taking 

into account the solid angle, the filter transmission, and the quantum efficiency of the CCD in 

single-pixel analysis mode. 

In this experiment, the x-ray yield was optimized with the laser pulse duration (at 

fixed fluence) which was varied in the range of 45 fs to 1.8 ps, as described in detail in 

Chapter 2. The variation of laser pulse duration was also measured for increasing or reducing 

grating separation from the “compressor zero”. The femtosecond pulses were temporally 

characterized using an intensity autocorrelation method [182].   

6.3 Experimental results and discussion 

Figure 6.2 shows the x-ray spectrum of Ti, Fe and Cu recorded in the spectral range of 

4 – 10 keV with the dispersion less spectrograph. The x-ray emission spectrum of titanium 

plasma, generated at a laser intensity of ~ 7.1x 1016 W cm-2 at  = 440 fs,  shows the well-

resolved K-α and K-β lines at 4510 eV and 4930 eV, respectively superimposed over the 
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bremsstrahlung continuum. The x-ray emission spectrum from the thick Fe target irradiated 

with the laser pulses of 325 fs duration at a laser intensity of ~ 1.1 x 1017 Wcm-2 clearly 

shows the Fe K-α at 6.4 keV. The Fe K- line and 7.06 keV is not seen clearly due to the 

high bremsstrahlung background. The spectrum of Cu plasma produced by focusing 250 fs 

duration laser pulses at an intensity of 1.5 x 1017 W cm-2 shows K-α line at 8 keV. The K 

line is not visible due to nickel filter used to protect the CCD from low-energy 

bremsstrahlung and visible light. The peak around 6.4 keV is due to K-α escape event.  It 

may be noted that the slope of continuum bremsstrahlung emission is more for copper plasma 

produced at higher intensity. This indicates that higher hot electron temperature is required 

for efficiently generating high photon energy K- radiation [183]. Further, the peak to 

background ratio for Ti, Fe, Cu is 2.5, 1.8, 1.4 respectively. This is expected as the overall 

bremsstrahlung emission is proportional to Z2 thereby reducing the peak to background ratio. 

 

Fig. 6.2: X-ray emission from Ti, Fe, and Cu target recorded with dispersion less spectrograph. 

The x-ray yield of the K- radiation in the units of number of photons emitted per 

unit solid angle per shot per unit photon energy measured as a function of incident laser pulse 

duration (τ) for a constant fluence of 3.8 x104 J cm-2 is shown in Fig. 6.3. The pulse duration 
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was varied in the range of 45 fs – 1400 fs by changing the distance between the compressor 

gratings. Ti K- intensity increases with pulse duration, has a maximum at (420  90) fs, and 

thereafter decreases. The x-ray intensity at optimal pulse duration is ~ 1.5 times the intensity 

measured at 45 fs. Fe K- yield shows a small increase with laser pulse duration and has a 

maximum at (325  75) fs and thereafter decreases. The x-ray intensity at optimal pulse 

duration of 325 fs is ~ 1.4 times the intensity measured at 45 fs.  Cu K- yield shows a slight 

increase with laser pulse duration and has a maximum at (250  50) fs and thereafter 

decreases rapidly for pulse duration longer than 400 fs. The x-ray intensity with 250 fs 

duration pulses is ~ 1.3 times compared to that obtained with 45 fs duration pulses. The 

measured spectra were identical for both positive and negative chirp pulse of same duration. 

It indicates that in the present experimental conditions, the generation process of the K- 

does not depend on the pulse shape of the incoming laser pulse as observed in the 

experiments with high contrast laser system [184, 185]. The optimal laser pulse duration and 

x-ray yield for studied K- radiation is summarized in Table 6.1. At the optimal pulse 

duration, it is expected that the hot electron temperature is optimum and x-ray source is 

located close to the surface and does not get reabsorbed.  

 

Fig. 6.3: Plot of K- x-ray yield of Ti, Fe, and Cu as a function of incident laser pulse duration for a 

constant fluence of 3.8 x104 J cm-2. 
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Target 
Photon Energy 

(eV) 

Optimal pulse 
duration (fs) 

Scaling exponent with 
laser intensity 

Yield of 
photons / (Sr  

eV shot) 
45 fs 

Optimal pulse 
duration 

Ti 4510 420 ± 90 1.3 2.1 4 x 108 

Fe 6400 325 ± 75 1.5 2.3 2.4 x 108 

Cu 8048 250 ± 50 1.7 2.6 1.3 x 108 

 

Table 6.1: Optimal laser pulse duration for obtaining maximum x-ray yield, scaling exponent with 

laser intensity obtained at 45 fs and optimal pulse duration, absolute K- photon flux from different 

target material. 

We have measured the x-ray spectra for each target at different laser intensities in the 

range of 3 x 1017 – 8.4 x 1017 W cm-2 keeping the laser pulse duration fixed at 45 fs. The laser 

intensity was changed by changing the laser energy in the range of 8 – 135 mJ without 

changing the focusing conditions. The plot of the absolute K- x-ray yield (IK-α) as a function 

of the laser intensity (IL) on a log – log scale for 45 fs duration laser pulse is shown in Fig. 

6.4. The scaling of Ix with IL is expressed as power law IK-α ~ IL
. The fitted results are shown 

by the line. The value of scaling exponent  is 1.3, 1.5, and 1.7 for Ti, Fe, and Cu 

respectively. The value of  less than 1 is an evidence of saturation of the x-ray intensity due 

to reabsorption of the x-rays in the bulk target. With increasing laser intensity, the generated 

hot electrons will produce the x-ray photons deeper inside the target because of their higher 

energy and smaller collision cross-section [164, 186]. The x-rays will be reabsorbed while 

coming out from deep in the target. Further, the K- shell ionization cross-section for electron 

decreases with increasing hot electron temperature or laser intensity [186]. The x-ray yield 
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increases faster for high –Z target as the high energy x-rays have less reabsorption and 

require a higher hot electron temperature for optimal K- shell ionization.  

 

Fig. 6.4:    K- intensity (Ix) as a function of the laser intensity (IL) on log – log scale at a fixed pulse 

duration of 45 fs. The scaling of Ix with IL is expressed as power law Ix ~ IL


 The scaling of x-ray with the laser intensity was also obtained by recording the x-ray 

spectra with the laser pulses of optimal duration for maximum conversion. In the Fig. 6.5, the 

Ti, Fe, and Cu K-α yield is shown as a function of laser intensities in the range of 2.5 x1015 – 

1.3 x 1017 W cm-2. The value of scaling exponent  is 2.1, 2.3, and 2.6 for Ti, Fe, and Cu 

respectively. The x-ray intensity increases much faster with the increasing laser intensity 

when the source is generated with the laser pulses of longer duration. The faster x-ray 

intensity scaling observed can be understood in terms of the dependence of K- x-ray 

emission on the laser intensity ( 1/) and applicable absorption mechanism [29, 30]. It 

suggests that the x-ray flux is not in saturation regime and can be increased with increasing 

laser fluence. The probable reason for this behaviour is that source is located at nearly the 

surface of the target. This is also advantageous since in such a case the source size 

broadening due to spatial spread of electron beam propagation in the bulk solid target would 

be minimal. It is expected that the source size will be close to the laser focal spot size. The 
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maximum value for the yield of K- per shot in the unit of photons / eV/ Sr is estimated be 4 

x 108, 2.4 x 108, 1.3 x 108 for Ti, Fe, Cu respectively. 

 

Fig. 6.5: K- intensity (Ix) as a function of the laser intensity (IL) on log – log scale at an optimized 

pulse duration of  880 fs, 440 fs, 325 fs, and 250 fs for Mg, Ti, Fe, and Cu target. 

The conversion efficiency from laser energy to x-ray energy is listed in Table 6.2. It is 

calculated by assuming the nearly isotropic x-ray distribution in full sphere. The highest 

conversion efficiency of 3.2x10-5 and 2.7 x 10-5 is estimated for Ti and Fe K-. The 

conversion efficiencies are in broad agreement with that reported earlier [107, 160]. The K- 

x-ray conversion for a given fraction of laser energy taken by hot electrons, depends on the 

hot electron temperature [70, 71]. The hot electron temperature, considering the resonance 

absorption as the dominant mechanism of absorption of laser pulses from the moderately 

contrast laser system, can be approximated by a Maxwellian distribution with a temperature 

Thot. In the intensity regime of 1016−1019 W cm−2, Beg et al [160] have inferred a scaling of 

electron temperature as kThot(keV) =100 (I17 (Wcm-2)2(m))1/3. The K- intensity increases 

rapidly with increasing laser intensity as the hot electron temperature approaches the value of 

few times of K-shell energy. The ratio of Thot to the K-shell energy depends [70] weakly on Z 

and the ratio vary from around 12 for magnesium to 6 for high –Z target like copper. The 
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optimal hot electron temperature estimated to be 31.5 keV, 41.6 keV and 48 keV for Ti, Fe 

and Cu respectively. On further increasing the laser intensity, the generated high energy hot 

electrons penetrate deeper into the solid target. There exists optimal laser intensity for the 

maximization of K- x-ray intensity due to trade-off between the increase in the hot electron 

temperature with laser intensity and reabsorption of the emitted radiation in coming out of the 

target. For given fluence of 3.8 x104 J cm-2 and the optimal laser pulse duration for the 

optimal laser intensities for maximum conversion is determined. The optimal hot electron 

temperature (laser intensity) calculated are 99 keV (1.5 x 1017 Wcm-2), 92 keV (1.2 x 1017) 

Wcm-2, and 83 keV (9 x 1016 Wcm-2) for Cu, Fe, and Ti respectively.  

The experimentally observed ratio of optimal hot electron temperature and K-shell 

energy as a function of atomic number is shown in Fig. 6.6. It varies from 12 for Cu to 53 for 

Mg respectively. The theoretically predicted optimal temperature varies between 4 and 12 

times the K-shell ionization energy, depending on the atomic number. The experimentally 

observed values of optimal hot electron temperature are 2 – 4 times larger than that predicted 

using models. It indicates that the hot electrons are losing its energy before entering the cold 

target to generate K- photon. The deviation is much larger for low photon energy K-. Such 

a situation arises where the short duration laser pulse is interacting with the large pre-formed 

plasma and the density profile is primarily determined by the ASE pre-pulse. The scale length 

of pre-formed plasma estimated by 1-D hydrodynimcal code for similar experimental 

conditions [123] is a few times the laser wavelength. In such a scenario, the hot electrons 

undergo orbiting [187] in front of the target and may give energy to the expanding pre-

formed plasma. The optimal hot electron temperature is expected to be higher for efficient 

generation of K-. Table 6.2 summarizes the K- photon flux from different target material, 

optimal pulse duration and laser intensity for obtaining maximum x-ray yield. 
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Fig. 6.6: Experimentally observed ratio of optimal hot electron temperature and K-shell energy as a 

function of atomic number 

Target Photon Energy 

(eV) 

Experimental 
Optimal laser 

intensity (W cm-2) 

Theoretical optimal 
laser intensity (W cm-2)  

Conversion 

Ti 4510 9 x 1016 4.9 x 1015 3.2 x 10-5 

Fe 6400 1.2 x 1017 1.2 x 1016 2.7 x 10-5 

Cu 8048 1.5 x 1017 1.8 x 1016 1.9 x 10-5 

 

Table 6.2: Optimal laser intensity for K- photon flux determined experimentally, expected 

from theoretical consideration and conversion. 

It has been s shown that varying the laser pulse duration is the effective way to 

optimize laser intensity for maximizing x-ray yield and maintaining smaller x-ray source size. 

However, it will increase the total duration [69-71] of the K-α emission as it is the sum of the 

laser-pulse duration and the electron-transit time. Nevertheless, electron-transit time is 

usually much larger than the laser pulse duration particularly at higher laser intensities 

realized with shorter duration pulses [69]. Therefore longer afterglow emission elongates the 
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x-ray pulse duration. The optimization of x-ray yield and pulse duration can be made by 

optimizing the duration of laser pulse. 

6.4 X-ray source size 

The knife-edge method is used to determine the size of the copper plasma x-ray 

source. A knife edge of stainless steel of ~ 3 mm thickness was placed between the x-ray 

source and an x-ray CCD camera. A 3 m thick nickel x-ray filter was placed between the x-

ray CCD and knife edge. A magnet was placed before the x-ray CCD to reduce the 

background generated by hot electrons. The overall magnification was ~ 5.1 X. The CCD 

was uniformly exposed except for the region where the x-ray source was partially or 

completely covered with the blade. A knife edge of 3 mm thick lead was placed at a distance 

of 67 mm from the target to produce the magnification of 7.7. The camera was protected from 

charged particles by a magnet and from visible light by a nickel filter of 25 m thickness. 

Figure 6.7 shows the line profile  across the edge. The differentiation of the fitted Fermi 

function yields the line spread function. The FWHM of this function gives the x-ray source 

size. The estimated source size was ~ 93 m.  An x-ray source size of ~ 120 m was 

estimated at an intensity of ~ 1018 W cm-2. The x-ray source size was larger than the laser 

focal spot size which is due to the entrance angles of the hot electrons and their lateral 

scattering in the solid [154]. At a lower intensity, the x-ray source size is expected to be 

smaller [154]. At a constant intensity of ~ 1017 Wcm-2, the source size was ~ 90 m and it 

was independent of pulse duration in range of 45–800 fs. It may be noted that the source size 

in our experimental conditions is ~ 4 -5  times larger than the laser focal spot size. This 

finding shows that the there is significant pre-plasma which results in x-ray source size 

considerably larger than the laser spot diameter [67, 164]. 
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Fig. 6.7:  The line profile across the knife edge. The FWHM of the line spread function gives the x- 

ray source size. 

To summarize this chapter, a systematic study for the optimization of K- line 

emission in photon energies between 1.3 - 8 keV has been performed. The conversion 

efficiency is optimized with the laser pulse duration. The optimized pulse duration of 420 fs, 

350 fs and 250 fs are obtained for Ti (4.5 keV), Fe (6.4 keV) and Cu (8.05 keV) respectively.  

The energy conversion efficiency obtained is 3.1 x 10-5, 2.7 x 10-5, 1.9 x 10-5 respectively. 

The optimal laser intensity for maximum conversion is much higher compared with 

theoretical predictions due to presence of pre-formed plasma before the arrival of the ultra-

short laser pulse. The x-ray source generated with longer duration pulses gives higher photon 

flux and will saturate at higher fluence. 
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Chapter 7 

2 ω and 3

2
  harmonics as a diagnostic for pre-formed plasma 

Existence of a pre-pulse ahead of any fs laser pulse has been a matter of concern for 

the study of ultra-short high intensity laser plasma interaction, especially in developing laser 

plasma as a source of high energy x-rays [188] and particles [25-26] (electrons. protons, ions) 

for potential applications in radiography [21], nuclear physics [28] etc. The driving laser used 

for such applications is invariably a chirp pulse amplification (CPA) based system. A typical 

laser pulse is usually preceded by a pedestal that is often caused by amplified spontaneous 

emission (ASE) in the amplifiers. Further, there are one or more pre-pulses originating from 

imperfect compression of the stretched pulse in the pulse compressor, leakage from pulse 

selector used in the laser chain. It may be noted that of these pre-pulses, the ASE pedestal is 

of relatively longer time duration and thus has lower plasma formation threshold, and hence 

contributes most to the degradation of the contrast. Therefore, this pre-pulses can lead to an 

uncontrolled formation of plasma that changes the initial properties of the target (such as the 

electron density and the electron temperature) prior to the main pulse arriving the target and 

hence dramatically change the main laser-plasma interaction. 

In all ultra-short high intensity laser-plasma experiments, the knowledge of the target 

parameters is of great importance. It is necessary to know the conditions of pre-formed 

plasma at the time the main laser pulse hits the target. Depending on the intensity and 

temporal profile of pre-pulse, the pre-formed plasmas usually expand on a very short time 

scale, with strong gradients of density and temperature. Understanding of the pre-formed 

plasma characteristic is crucial for modelling the laser-plasma interaction [189]. The 



153 
 

conventional technique is to measure the pre-pulse level on every shot through some leaking 

mirror [190]. Time resolved interferometry has been used to measure the density profile of 

the pre-formed plasma [191]. One way to characterize the target before and during the laser-

plasma interaction is the measurement of optical spectrum of the laser light scattered from 

solid surface. The spectrum has well defined features at frequency corresponding to twice and 

3/2 times the fundamental frequency of laser (2ω and 
3
ω

2
). The radiation arises due to 

different processes which occur at plasma regions of quarter critical density and near the 

critical density. During the interaction of 800 nm Ti: Sa laser light with the solid target, the 

emission of blue light (2ω) and strong green light 
3
ω

2
  can serve as a very versatile and 

simple diagnostic technique to monitor the pre-formed plasma condition. Second-harmonic 

(2ω) and three-halved harmonic (
3
ω

2
) emission from a laser-produced plasma has been 

experimentally studied by many authors since the first observation by Bobin et al [192]. 

In chapter 6, we have described that the source size and spectral profile of K-α line 

generated during the intense laser matter interaction may get broadened through the inner-

shell transitions in multiply charged ions present in the pre-plasma. Practical application of 

the K-α x-ray source necessitates in situ monitoring of the ultra-short high intensity laser 

plasma interaction conditions for controlling the K- spectral profile.  In this chapter, we 

present an experimental study on the generation mechanisms of the emissions at 2ω and 

3
ω

2
from the interaction of ultra-short, intense laser pulses and use it as a technique to 

monitor the conditions of pre-formed plasma for generating monochromatic K-α x-ray 

radiation. In particular the laser intensity, pulse duration dependence on the optical emission 

is studied to understand the femtosecond laser induced parametric instabilities.  
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7.1 General properties of optical emission spectrum  

The optical emission spectrum of the plasma produced by ultra-short intense laser 

beam has well defined peak at wavelength corresponding to 2ω and 
3
ω

2
  radiation [192-195]. 

General description of the processes responsible for 2ω and 
3
ω

2
 emission are given in the 

following subsection.  

7.1.1 2 ω generation 

The laser - matter interaction in the ultra-short pulse duration regime is characterized 

by a step-like density profile where the density drops from solid density to vacuum over a 

very small distance L <  (the wavelength of laser radiation). Generation of odd as well as 

even harmonics in such case has been explained to be due to strongly anharmonic motion of 

electrons across the sharp density step e.g. as in  moving mirror model [196]. According to 

this model, the intense laser field drives a oscillation of plasma surface, which causes a 

periodic phase modulation of the reflected light and, hence, the emission of harmonics of the 

laser frequency. The sharp density gradient near the critical density surface and the laser 

intensity > 1015 W cm-2 are the key requirement of the efficient harmonic generation. 

There is another process called the coherent wake emission (CWE), in which the 

integral harmonic emission can be driven by the electron plasma waves generated around the 

critical density by the ponderomotive force of a laser pulse [197]. CWE is a mechanism that 

qualitatively consists of three main steps:  

 i) Electrons at the plasma surface are pulled out in vacuum by the laser field, and then 

pushed back into the dense plasma after having gained energy from the field. 
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 ii) These fast electrons propagating in the dense part of the plasma form ultra-short 

bunches, which impulsively excite plasma oscillations in their wake. 

 iii) In the inhomogeneous part of the plasma formed by the density gradient at the 

plasma vacuum interface, these collective electron oscillations radiate light at the different 

local plasma frequencies found in this gradient. 

Since this process occurs periodically once every laser optical cycle, the spectrum of 

the associated light emission consists in harmonics of the laser frequency. This harmonic 

spectrum can extend up to the maximum up to the plasma frequency. 

7.1.2 
3
ω

2
 generation 

The production of plasmons with a frequency of about 
ω

2
 is the first step in the 

3
ω

2
 

generation. Two plasmon decay (TPD) and stimulated Raman scattering (SRS) instability are 

the main process responsible for it [29]. A combination of three plasmons or a combination of 

an incident or reflected laser photon with a plasmon can lead to the generation of 
3
ω

2
 

radiation. The former is a higher order process having negligible probability. The basic 

conservation laws of the latter coupling process are 

ω3/2 = ω + 
ω

2
,  k3 /2 = k+ k0 

where ω3/2 and k3/2 are the frequency and wave vector of the three-halves harmonic radiation. 

Two plasmon decay:  As described in the Chapter 1, in this instability the laser light decays 

resonantly into two electron plasma waves, or in quantum picture a decay of an incident laser 

photon into two plasmons whose frequencies are roughly half the laser frequency. The 

process should satisfy the frequency and phase matching conditions 
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ω0 = ωe1 + ωe2 ,  k0 = ke1 + ke2  

where ω0, k0 are the frequency and wave vector of the laser light and ωe1, ωe2, ke1 and ke2 

and are the frequency and wave vector of the electron plasma wave 1 and 2.  

From the dispersion of the plasma waves, this process occurs at electron densities 

equals to 
1

4
 times the critical density (also called quarter critical density). The plasma waves 

of this instability lie with their wave vectors in the plane of the electric field of the incident 

light field with a non-zero component perpendicular to the wave vector of the incident light 

field. In inhomogeneous plasmas, the TPD threshold is determined primarily by the density 

gradient length near nc /4 and is given by Kruer [29] as  

Ith ~ 5 x1015Te(keV)/ (Ln(m) L(m)), 

where Ln is the gradient length of the electron density, Te is the electron temperature (both 

evaluated near nc/4), and L is the laser wavelength. The electron plasma waves grow 

exponentially due to the instability, but this growth is limited by nonlinear processes [193, 

195]. In the short pulse regime, the expected dominant saturation mechanism is the trapping 

and wave breaking [198]. The primary TPD plasmons are expected to undergo significant 

secondary scattering processes once the instability is driven above threshold and saturation 

sets in. This process broadens the plasma-wave spectrum in wave number and frequency 

space [42].  

Stimulated Raman scattering (SRS): This instability is a resonant decay of the laser light 

into a scattered light and an electron plasma wave. It is responsible for backscattering of laser 

radiation [29]. The harmonic generation takes place in a plasma layer where the phase 

matching condition 

ω0 = ω1 + ωe ,  k0 = k1 + ke  
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where ω0, k0 and ω1, k are the frequency and wave vector of the laser light and scattered 

electromagnetic radiation. ωe and ke and are the frequency and wave vector of the electron 

plasma wave. From the above phase matching conditions it follows that SRS can takes place 

all densities up to quarter critical density but generates plasmons with 
ω

2
0  energy that fulfils 

the energy conservation for 
3ω

2
0 production only around nc/4. The instability threshold is 

mostly determined by the plasma gradient scale length L and is usually much higher for SRS 

compared to TPD. 

7.2 Description of the experiment 

Experiments were carried out with femtosecond pulses of 45 fs (FWHM) duration, 

obtained from the Ti:sapphire laser system operating at a 10 Hz pulse repetition rate. The 

laser has central wavelength of 790 nm with a bandwidth of 16 ± 2 nm after the compressor 

as shown in Fig. 7.1. The spectrum was recorded at full laser power after the focusing lens. 

The dotted line shows the spectrum obtained in the single shot and solid line represents the 

averaged smoothened spectrum over 10 laser shot.  

 

Fig. 7.1: The spectrum of laser at the chamber at full power after the focusing lens. 
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A schematic diagram of the experimental setup is shown in Fig. 7.2. The plasma was 

produced by focusing the 50 mm diameter laser beam onto a aluminium target placed at 45o 

(w.r. to the laser direction) using an f/8 500 mm focal length lens. The light scattered in the 

specular reflection direction was focussed with an f/4, 200 mm focal length lens on to a  

spectrograph (USB 2000, Ocean Optics). This spectrograph operates in the spectral range of 

200 – 900 nm with a resolution of 0.8 nm. Coloured glass filters (Schott BG 39) were used to 

attenuate the strongly scattered laser light at the fundamental wavelength. The image 

processing and capturing was done with the indigenously developed software “Tarang”. 

 

Fig. 7.2: A schematic diagram of the experimental setup. 

7.3 Experimental results and analysis 

Figure 7.3 shows the typical optical spectrum averaged over three laser shots. The 

spectrum has well defined peak at wavelength 393 nm and 522 nm corresponding to 2ω and 

3
ω

2
radiations respectively. The emission spectrum of the 2ω harmonic is observed to be 

shifted by ~ 2 nm toward the short wavelength with respect to the expected value of 395 nm. 

The 3/2ω with central wavelength of 522 nm is strongly blue shifted by about 5 nm with 

respect to the expected wavelength of 527 nm. The spectral width of the 3ω/2 harmonic was 



159 
 

5 nm, whereas the expected spectral width of the radiation was ~ 10.6 nm. Observation of 

sharper harmonics indicates that the harmonics are not generated during full laser pulse 

duration because the bandwidth of harmonic is generated from laser bandwidth (3/2 / 3/2 = 

L / L). The observed narrowing of the 
3
ω

2
harmonic bandwidth can be attributed to 

fulfilment of occasional phase-matched conditions only for the central part of the spectral 

distribution of the incident radiation possessing a higher intensity [198]. The small blue shift 

for 2ω can be attributed to the self-phase modulation of the incident beam. Ganeev et al [198] 

have also reported a small blue shift of second harmonic and they attribute it to the 

temporally unstable Doppler shift of the spectrum caused by an unstable motion of the critical 

surface of the plasma.  

 

Fig.7.3: Harmonic spectrum recorded at a laser intensity of 8.8 x 1016 W cm-2. 

Figure 7.4 shows the optical spectrum for three different laser intensities. Here, the 

laser intensity was varied by changing the laser energy, while keeping the pulse duration and 

the focal spot fixed. At a low intensity of 8.2 x 1016 W cm-2, the spectrum shows 2ω emission 

at a wavelength of 398 nm. As the intensity is increased to 3.6 x 1017 Wcm-2, 
3
ω

2
emission 

appears at wavelength of 521 nm, along with the 2ω emission at 392 nm. On further 
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increasing the intensity to 1.2 x 1018 W cm-2, only a more blue shifted 
3
ω

2
emission (centred 

at 515 nm) is seen.  

 

Fig. 7.4: Harmonic spectrum recorded for different intensity of laser pulse. 

Harmonic emission spectrum was measured in the direction of specular reflection for 

different values of laser intensity ranging from 3 x 1015 - 1018 W cm-2. As the intensity was 

increased, a broader 3/2 harmonic emission was seen. This may be due to high electron 

temperature at higher intensity which leads to an electron density range of generation of TPD 

instability or threshold intensity for instability is reached in temporal wings of the laser pulse 

[194]. 

The 
3
ω

2
emission depends on the plasma density scale length. The growth rate of the 

two plasmon decay instability in an inhomogeneous plasma increases with the plasma scale 

length at the quarter critical density. It appears that the foot of the laser pulse, tens of ps 

before the peak of the pulse, has sufficient intensity to create plasma (pre-plasma), with 

which the main pulse interacts, instead of interacting with the solid target. As the laser 

intensity is increased, the plasma formation takes place at an earlier time, leading to a longer 
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scale length pre-plasma. Since the scale length of the pre-plasma increases with increasing 

laser intensity, there is an increase in the 
3
ω

2
emission intensity. On the other hand, an 

increase in the scale length means the laser beam gets reflected at a larger distance from the 

critical density, leading to reduced excitation of the plasma wave at the critical density (by 

the evanescent wave), resulting in lower second harmonic generation at the critical density. 

Hence one gets reduction in second harmonic generation with increase in the laser intensity. 

Figure 7.5 shows the scattered light spectrum with the laser pulse duration, in a range 

of 45 – 800 fs, for a fixed fluence of 1.6 x 104 J cm-2 (corresponding to 3.6 x 1017 Wcm-2 for 

the 45 fs pulse). The laser pulse duration is varied by changing the separation between the 

two gratings in the pulse compressor, with no change in the laser pulse energy. It can be 

observed that the 2ω signal increases on decreasing laser pulse duration whereas the 

3
ω

2
shows a blue shift.  

 

Fig. 7.5: Harmonic spectrum recorded for different chirp of laser pulse. 

Figure 7.6 shows the second harmonic, and the 3/2-harmonic radiation intensity as a 

function of the pump laser pulse duration for a constant fluence of 1.8 x 104 J cm-2. The 
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second harmonic signal intensity decreases with increasing laser pulse duration. It should be 

noted that increasing the pulse duration means increasing the density scale length (csτ). 

Hence, with increasing pulse duration, the second harmonic intensity reduces due to 

increasing distance between the reflecting surface and the critical density surface. On the 

other hand, for the 3/2ω emission, the increase in scale length means a longer region for the 

two plasmon decay instability to grow. The TPD instability grows exponentially for time less 

than the time when saturation is reached from the initial thermal noise [42]. With increasing 

pulse duration collisional damping increases and reduces the growth rate of the instability and 

3/2 signal. Therefore, the intensity of 
3
ω

2
signal has a maximum at ~ 400 fs and thereafter 

decreases.  

 

Fig. 7.6: The second harmonic, and the 3/2-harmonic radiation intensity as a function of the pump 

laser pulse duration for a constant fluence of 1.8 x 104 J cm-2. 

The 
3
ω

2
and 2ω intensity from as a function of pump laser energy for a pulse duration 

of 400 fs is shown in Fig. 7.7. The data can be represented by a power law of the form EH  

EL
 where the intensity scaling exponent  is for 2ω and 

3
ω

2
radiation is 1.2 and 2.4, 
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respectively. The mechanisms of 2ω and 
3
ω

2
generation in plasmas produced from ultra-short 

laser irradiated solid surfaces are needed to consider in order to explain the observed scaling 

laws of harmonic with laser energy. The second harmonic emission due to wave coupling at 

critical density or anharmonic motion of electrons across a steep density gradient of the 

surface plasma is expected to give energy scaling exponent of 2 and 1, respectively [199]. 

The energy scaling exponent of 1.2 lies between the scaling exponents predicted by two 

mechanisms. The faster energy scaling exponent for 
3
ω

2
is due to dependence of two 

plasmon decay instability on density scale length at quarter critical density [194]. With 

increasing laser energy, the production of a long scale length underdense plasma region is 

either due to increased pre-pulse or sufficient intensity in the temporal wings of the pulse 

increases the growth rate of 
3
ω

2
signal. 

 

Fig. 7.7: Intensity scaling of 2 and 
3
ω

2
. 

A study of the specularly reflected 
3
ω

2
and 2 ω harmonic from aluminium solid 

targets irradiated with high intensity femtosecond laser pulses. Measurements of the scaling 
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laws of harmonic intensity with laser energy is explained by considering mechanisms of 2ω 

and 
3
ω

2
generation in plasmas produced from ultra-short laser irradiated solid surfaces. The 

measurement of 
3
ω

2
for different laser pulse duration showed a maximum yield at laser pulse 

duration of 400 fs whereas the intensity of 2 radiation decreases monotonically with 

increasing laser pulse duration. The observations were correlated with the x-ray emission 

measurement from the plasma to understand the role of pre-formed plasma in controlling the 

spectral profile of K- line radiation. 

7.4 Conversion efficiency and spectral broadening of the K- line emitted from 

planar titanium targets 

 

A study of the conversion efficiency and line shape of the K- x-ray line radiation 

from a planar titanium target irradiated by an ultra-short laser pulse is performed. The 

conversion efficiency and spectral broadening is studied as a function of laser intensity (5 x 

1016 - 1018 W cm-2), laser pulse duration (45 fs – 800 fs), and laser fluence (2 x103 – 4.2 x104 

J cm-2). The study was aimed at observing the correlation between K- x-ray line emission 

characteristics and optical spectrum of the laser light scattered from solid surface.  

Figure 7.8 shows the inner-shell x-ray emission spectrum of titanium plasma at a laser 

intensity of ~ 7.1 x 1016 W cm-2 at L = 45 fs. The identified lines are K- transition at 4510.8 

eV and K- transition at 4931.8 eV. The spectrum in the inset of the Fig.7.8 shows clearly 

resolved two fine-structure components of K- viz. K-1 (4510.8 eV) and K-2 (4504.9 eV). 

The intensity ratio of the K-2 to K-1 components is measured to be  0.54, which is in 

good agreement with the theoretically expected ratio of 0.5. The spectral width (FWHM) of 
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the K-1 line radiation is noted to be ~ 4.1 eV. A gross estimate of the actual line width of ~ 

1.8 eV is obtained, from the deconvolution of the effect of the instrumental broadening which 

is close to the natural line width of the Ti- K-1 radiation.  

The x-ray spectra were recorded as a function of laser intensity in a range of 5 x 1016 - 

1018 W cm-2. The laser intensity was varied by changing laser energy, keeping pulse duration 

and laser focus diameter constant.  No shift in the mean x-ray energy of the K-α transition 

with the laser intensity was observed within the estimated errors of the data (~ 0.4 eV). The 

intensity of the K- radiation on detector is small, particularly at low energy, for commenting 

on its spectral shift. In a similar range of laser intensity, Senegebusch et al [200] observed a 

small red shift of average line position of the chlorine K-α and K- lines. The shift was less 

than 0.5 eV for K-α and less than 5 eV for the K- transition, and it has been assigned to the 

free electron screening and ionization effect. 

 

Fig. 7.8 : Inner-shell x-ray emission spectrum from laser irradiated titanium target. Inset shows the 

spectrally resolved K-1 and K-2 fine structure components. 

On the other hand, the spectral width of the K- radiation increased with increasing 

the laser intensity. The relative broadening of the source size with the laser intensity may 

contribute to the observed behaviour. The corresponding deconvoluted spectral width for 45 
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fs pulse duration as function of laser intensity is shown in Fig. 7.9. The dashed line represents 

the natural line width of the K-1 transition. It can be seen that the spectral width increases 

from 1.8 eV to 7.6 eV as the laser intensity increases from 7.11016 W cm-2 to 8.51017 W 

cm-2.  

 

Fig. 7.9 : The deconvoluted spectral width (FWHM) of the K-α1 line as function of the laser intensity, 

for a fixed pulse duration of 45 fs. The curve is drawn to aid the eye. The dashed line 

represents the natural line width. The error in spectral width measurement is estimated to 

be less than 10 %. 

 Figure 7.10 shows the K- line spectrum at two different laser intensities of 7.8 1016 

W cm-2 and 8.51017 W cm-2, for the same laser pulse duration of 45 fs. The two spectra are 

normalized to the same peak value, to facilitate visual comparison. The FWHM of the K-1 

component increases from  4.2 eV at 7.8 1016 W cm-2 to  8.8 eV at 8.5 1017 W cm-2. 

Further, it is observed from Fig.7.10 that the spectral broadening for the K-1 and K-2 

components is predominantly on the higher energy side. The observed spectral broadening of 

the K- line emission can be due to the blending of K- radiation from Ti4+ to Ti7+ ions [201-

204] with the radiation from cold atom.  This indicates that the solid bulk target is heated 

[201] to a temperature of 20 – 50 eV. 
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Fig. 7.10 :  Normalized  K- line radiation profile at two different laser intensities of 7.8  1016 

W cm-2 and 8.5  1017 W cm-2, at a fixed laser pulse duration of 45 fs. 

 The hot electrons generated in laser matter interaction can heat the bulk target to such 

a temperature to produce solid density plasma behind the hot surface plasma [201, 205-

206].The hot electrons generated by the resonance absorption process are accelerated down 

the density gradient. The resultant electric field generated along the density gradient pulls 

back the electrons into the target.  In the presence of self generated magnetic fields, these 

electrons undergo a rapid lateral acceleration by the v x B force. The hot electron would 

deposit their energy through collisions to heat the bulk target to such temperature to produce 

solid density plasma behind the hot surface plasma [201, 205-206]. In this way, the hot 

electrons temperature reduces by collisional cooling and equilibrates with the bulk solid 

temperature. It may be noted that the collisional cooling rates [207] are lower at higher 

temperature, since the collision frequency scales as T -3/2. In addition, the hot electrons also 

cool adiabatically due to expansion, particularly in the initial phase, when their temperature is 

high and limits the rise in temperature [207]. However, the adiabatic cooling of the hot 

electrons is expected to be more important in the case [207] of reduced mass targets 

irradiated at intensities ~1019 W cm-2 than in the case of a  thick solid target irradiated at sub-

relativistic intensities.  
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In the present experimental condition, one may expect that the increase in laser 

intensity would lead to more broadening. Since at higher laser intensity, the hot electron 

temperature is expected to high and this will induce heating of solid density plasma to higher 

temperature having relatively large fraction of highly charged titanium ions [200, 203- 204]  

(with a charge more than + 7). The inner-shell transition in these ions will be shifted more 

towards high energy side and eventually their blending with the transition in cold atom would 

increase the line bandwidth. It may be noted that the appearance of strong inner-shell 

transitions from ionized atoms will lead to an increase in the integrated inner-shell x-ray 

conversion efficiency [208] as well as broaden the line profile on the higher energy side.  

This is advantageous for the experiments that require an x-ray probe bandwidth of the order 

of ten eV. However, this may be detrimental for the applications which require an x-ray 

probe bandwidth much less than ten eV. 

 To bring out the role of alternative mechanism for observed broadening of K- line, 

the spectra was recorded for different laser irradiation parameters.  Figure 7.11 shows the K-

 line spectrum at two different laser pulse durations of 45 fs and 600 fs, for a fixed fluence 

of 4.2 104 J cm-2. There is no significant difference in the spectral profiles. Figure 7.12 

shows the dependence of the spectral width on the laser pulse duration, at a fixed fluence of 

4.2  104  J cm-2. The spectral width did not change much with the pulse duration. For 

instance, at the two laser pulse durations of 45 fs and 600 fs, the spectral width were ~ 7.8 eV 

and ~ 8.2 eV respectively, even though the laser intensity for L = 45 fs was about  13 times 

higher than that for the longer pulse irradiation. As stated earlier, the heating of bulk solid by 

the hot electrons is expected to be more efficient for high intensity femtosecond laser matter 

interaction [206]. The similar spectral profile observed at constant fluence for laser pulse 

duration from 45 fs to 800 fs indicates that in the present experimental conditions laser 

intensity alone do not control the heating of bulk solid density plasma. In other possible 

scenario, similar bulk temperature at longer pulse duration (lower intensity) may be attributed 
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to the efficient direct laser heating of bulk solid due to increased absorption of laser light. 

Further, for sub-picoseconds laser pulse, the plasma scale length may be optimal for 

transferring large fraction of laser energy to hot electrons through resonance absorption 

mechanism. This can also heat the cold titanium to higher bulk temperatures at solid density. 

Although, at constant fluence the photon flux and spectral profile are similar but the x-ray 

pulse duration is expected to be larger for longer duration laser pulse irradiation 

 

Fig.  7.11 :  Normalized  K- line radiation profile at two different pulse durations of 45 fs and 600 

fs, at a fixed fluence of 4.2 x 104 J cm-2. 

 

Fig. 7.12 : The dependence of  the deconvoluted spectral width of the K-α1 line on the laser pulse 

duration, at a fixed fluence of 4.2 104 J cm-2. The curve is drawn to aid the eye. The solid 

line represents the natural line width of the K-α1 line. The error in spectral width 

measurement is estimated to be less than 10 %. 
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  Alternatively, broadening may also be due to the ions present in the long-scale length 

plasma produced in front of the target by pre-pulse [200]. It is well known that ultra-short 

pulse laser systems based on chirped pulse amplification (CPA) are invariably associated 

with an ASE pre-pulse prior to the main pulse. In the subsequent text, we shall refer to the 

ASE pre-pulse as the "pre-pulse". The pre-plasma formed by the pre-pulse expands before the 

arrival of the main laser pulse. In our experiment, the pre-pulse intensity was ~ 1011 W cm-2, 

which can produce plasma of few tens of eV temperature, with multiply charged titanium 

ions.  

To clearly bring out the role of laser fluence on spectral broadening spectrum was 

recorded for fixed laser intensity. Figure 7.13 shows the inner-shell x-ray emission spectra for 

two different laser fluences of 3.5 x 103 J cm-2 (45 fs) and  4.2 x 104 J cm-2 (600 fs), at a fixed 

laser intensity of ~ (7.4  0.4) x 1016 W cm-2. The spectral width of the K-1 component for 

the smaller laser fluence of 3.5 x 103 J cm-2 is ~ 4.2 eV, which is much smaller in comparison 

to the spectral width of ~ 9.1 eV observed for the higher laser fluence of 4.2 x 104 J cm-2. 

These observations indicate that the spectral width of the K- radiation is closely linked to 

the laser fluence rather than the laser intensity.  

 

Fig. 7.13:  Normalized  K- line radiation profile at two different laser fluences of 3.5 x103 J cm-2 (45 

fs) and  4.2 x 104 J cm-2 (600 fs), at a fixed laser intensity of  ~ 7.4  x 1016 W cm-2. 
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 The change in laser parameters also changes the pre-pulse characteristics which in turn 

affects the onset and temperature of the pre-plasma. The pre-pulse intensity increases with 

increasing laser intensity (for a fixed pulse duration), resulting in increasingly higher ionic 

species in the pre-plasma. K- emission due to hot electrons propagating through this plasma 

resulting in an increase in spectral broadening of the K- line seen in Fig.7.10. However, 

when the experiment was performed at constant fluence at different pulse durations, no 

change was observed in the spectral width of the K- line radiation (Fig.7.11). Since the 

change in pulse duration of the ultra-short pulse was accomplished by adjustment of the 

separation between compressor gratings, the ns pre-pulse characteristics is largely unaffected. 

Therefore, at a fixed laser fluence, for different laser pulse durations, there is no change in 

nanosecond pre-pulse intensity and correspondingly in the characteristics of the pre-plasma 

formed. This is consistent with no change in the spectral width of the K- line as seen in 

Fig.7.11.  

Finally, at a fixed laser intensity, the spectral width was higher for the larger fluence at 

longer laser pulse duration in comparison to the smaller fluence at shorter pulse duration 

(Fig.7.13). This is because, to get the same intensity at longer pulse duration, the laser pulse 

has to be amplified to a higher energy, resulting in a corresponding increase in the pre-pulse 

energy (i.e. higher pre-pulse intensity). So a target irradiated at higher pre-pulse intensity (for 

the larger fluence) results in an increased creation of higher ionic species which contribute 

higher frequency components to the K- radiation line profile. 

It is noted that the spectral profile is largely determined by the pre-pulse and direct laser 

heating of bulk solid. Therefore, the laser irradiation parameters has to be chosen to minimize 

both pre-pulse and direct laser heating to achieve to achieve minimum spectral width of the 

K- radiation. This can be accomplished simply by depositing a thin film of suitable material 

on the target [201, 204].  However, if thick enough, it will affect the x-ray conversion 
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efficiency as reported by Kritcher et al [209]. This may be due to the fact that the hot 

electrons must travel further into the target before they can cause K-shell ionization, and a 

significant fraction may get absorbed with the increasing coating thickness [209]. 

To summarize the chapter, the spectral width of the K- radiation has been studies as a 

function of the laser intensity, laser fluence, and pulse duration. It is observed to increase 

with increase in the laser intensity. At constant fluence, there is no significant difference in 

their spectral profiles with increasing laser pulse duration. The optical spectrum is also 

measured for the above laser intensity and pulse duration parameters. The spectrum has well 

defined peaks at wavelengths corresponding to 2ω and 3/2ω radiation. The spectral features 

vary with the laser intensity and show increasing blue shift with increasing laser intensity. At 

constant laser fluence, there is no significant difference in the 3/2ω radiation with increase in 

the laser pulse duration. This shows that the spectral broadening of K- x-ray line is strongly 

correlated with the optical spectrum of the light scattered from a solid surface irradiated by 

laser pulses. The K- radiation has smallest line width when interaction conditions are such 

that only 2ω emission can be seen. On the other hand, maximum broadening corresponds to 

presence of  only 3/2ω. The generation of 2ω and 3/2ω radiation depends mainly on the 

density scale length of plasma created by pre-pulse. A comparison of line shape of K- x-ray 

radiation with optical measurements indicates that inner-shell transitions in the multiply 

charged titanium ions in the low temperature plasma produced by the pre-pulse, have a strong 

contribution in the observed spectral broadening. The study brings out the role of pre-pulse in 

spectral broadening K- line emission and suggests a simple method for controlling the 

source properties.  
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Chapter 8 

Time resolved x-ray diffraction studies using K- radiation 

Time resolved x-ray diffraction (TXRD) measurements for studying the dynamics in 

solids have evoked considerable interest in the recent years [10, 72-77, 210]. In particular, 

this technique has been used for studying the lattice response of shocked crystals for a variety 

of research investigations such as phase transition [6,211], strain propagation [210, 212-213] 

etc. This technique provides the time resolved information on the lattice level, which is 

important for understanding the mechanisms governing the lattice response and the structural 

changes under shock propagation [213-215] which cannot be retrieved from conventional 

measurements. The origin of the shock wave is the ablation of the solid surface irradiated by 

focussing a laser pulse of short duration (sub-nanosecond) at intensity ≥109 W cm-2 on the 

sample. The absorption of the laser energy at the sample surface generates plasma, which 

while expanding outwards drives a shock wave into the sample. Many theoretical and 

experimental investigations have indicated that the induced shock pressure is related to the 

laser and target parameters [216]. 

 The generated shock wave has a profile which changes rapidly with propagation 

distance [217]. The propagation of the shock wave inside the crystal changes the inter-planar 

spacing, leading to shift or broadening of the diffracted Bragg peak [215,218-220]. Thus, 

time resolved monitoring of the rocking curve evolution provides direct insight of the lattice 

response to the external / transient strain propagation inside the bulk material.  

 TXRD experiments are usually carried out utilizing pump-probe setup, wherein an 

ultra-short duration optical pump laser synchronized with an x-ray probe is used to perturb 

the sample. The x-ray probe pulse can be synchrotron radiation [9, 11] or high brightness x-

ray free electron laser [9] from a large scale central facility. On the other hand, a small scale 
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laboratory based laser plasma x-ray source offers jitter free (between the laser pump and the 

x-ray probe) x-ray pulses of sub-picosecond duration, with moderate brightness.  In a typical 

TXRD setup using laser plasma x-ray source, a major part of the laser beam energy is 

focussed on to a solid target to generate an efficient, high brightness, sub-picosecond x-ray 

source of K-α radiation. The K-α line radiation is used as a monochromatic x-ray probe for 

probing the transient structural modifications in a crystalline sample, induced by the 

remaining fraction of the laser beam (referred to as the pump laser). The rocking curve widths 

of the sample are recorded for different time delays between the pump and the probe pulse. 

Mostly, the experiment is performed in Bragg geometry and the dynamics of the lattice 

deformation is studied from the shift / broadening of the diffracted x-ray peak and the change 

in the reflectivity of the sample. 

The recorded high resolution x-ray diffraction spectrum in such a setup is the integral 

of the diffraction from the lattice planes along the x-ray penetration depth in the sample, 

having contribution of both shocked and unshocked lattices. The studies reported earlier for 

strain - depth analysis utilizing TXRD setup observed the x-ray diffraction pattern for a 

particular photon energy. However, this method only gives information about the 

characteristics of the sample averaged over the penetration depth for that photon energy. For 

instance, the studies published in refs 215, 219 have used TXRD to investigate the strain – 

depth profile induced in silicon crystal under pulsed-laser irradiation, using characteristic K-α 

lines of Cu and Fe respectively as the probe x-ray pulse. In this work, the use of x-ray probe 

of different photon energies (6 – 8 keV) is shown to yield information about the strain over a 

greater crystal depth for similar shock wave propagation. The simplest approach of depth 

analysis is to record the x-ray diffraction pattern using the probing x-rays of different photon 

energies. The earlier studies [215, 219] have been extended here to bring out the role of depth 

of penetration of the probe x-rays by using characteristic K-α x-ray lines of three different 

target materials (titanium, iron, and copper) as the probe, whereas the irradiation parameters 
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of the laser used to compress the sample are same. The use of x-ray probe of different photon 

energies yields information about the strain over a greater crystal depth for similar shock 

wave propagation. Such measurements are also of interest for shock wave propagation 

studies, where the x-rays are interacting with the shocked as well as the undistorted crystal (at 

longer depth). It is useful for better understanding of the x-ray diffraction and for refining 

analytical approach for modelling the data. 

The work presented in this chapter is focussed on the lattice modification by shock 

wave propagation in silicon crystal under laser excitation. The origin of the shock wave and 

x-ray diffraction are described in section 8.1. The description of the experiment is given in 

section 8.2. Section 8.3 describes the studies on shock wave propagation in silicon crystal 

under laser excitation, probing of strain propagation in laser shocked crystal with K-α x-ray 

probe of different photon energies and measurements on deformation in laser irradiated 

silicon crystal. 

8.1 X-ray diffraction from compressed sample 

Most of our knowledge on the structures of crystal at the atomic length scale 

originates from x-ray-diffraction experiments. In this method, the periodic structure of crystal 

causes a beam of x-rays to diffract in specific directions. The angles and intensities of these 

diffracted beams depend of the density of electrons within the crystal and the angle/s 

subtended with the crystal plane/s. The measurement gives the interplanar spacing/s as well 

as information about any disorder present in the crystal structure. 

  A schematic diagram of the basic concept of Bragg reflection from the crystal 

planes is shown in the Fig. 8.1. Bragg diffraction occurs when electromagnetic radiation or 

subatomic particle waves with wavelength comparable to atomic spacing, incident upon a 

crystalline sample, are scattered in a specular fashion by the atomic planes in the system, and 

undergo constructive interference in accordance to the Bragg's law. For a crystalline solid, the 
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waves are scattered from lattice planes separated by the interplanar distance d. Where the 

scattered waves interfere constructively, they remain in phase since the path length of each 

wave is equal to an integral multiple of the wavelength. The path difference between two 

waves undergoing constructive interference is given by 2dsinθ, where θ is the angle between 

the x-rays and the crystal plane. This leads to Bragg's law 2d(hkl) sin  = n, which describes 

the condition for constructive interference from successive crystallographic planes (h, k, and 

l, as given in Miller notation) of the crystalline lattice. Here ‘d’ is the separation between 

parallel reflecting planes of the crystal, n is the order of reflection (n=1,2,3….),  is the Bragg 

angle. Moreover, the condition that the angle of incidence equals the angle of reflection 

should also be satisfied.  

A diffraction pattern is obtained by measuring the intensity of scattered waves as a 

function of the scattering angle. Very strong intensities known as Bragg peaks are obtained in 

the diffraction pattern when scattered waves satisfy the Bragg condition. It should be taken 

into account that if only two planes of atoms were diffracting, as shown in the pictures, then 

the transition from constructive to destructive interference would be gradual as the angle is 

varied. However, since many atomic planes are interfering in real materials, they result in 

very sharp peaks surrounded by mostly destructive interference. 

 

Fig. 8.1:  A schematic diagram of the basic concept of Bragg reflection from the crystal planes. 
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When a polychromatic parallel beam of x-rays is incident on a crystal at an angle o, x-rays 

of wavelength o = 2d sin o and its sub harmonics i.e. o/2, o/3,…… etc. are reflected. On 

the other hand, when a diverging polychromatic beam is incident on the crystal, subtending a 

certain range of angles, then the x-rays of different wavelengths, incident at appropriate 

angles from maximum of 1 and 2 satisfying the Bragg conditions are reflected as shown in 

Fig. 8.2. For the latter case, the spectral range and spectral resolution depend upon the crystal 

used (2d as well as size), the distance between the source and the detector (via crystal), and 

the orientation of the detector with respect to the x-rays incident on it. 

 

Fig. 8.2:  Diverging polychromatic beam incident on the crystal, subtending a certain range of 

angles, then the x-rays of different wavelengths satisfying Bragg condition is recorded on 

detector. 

The origin of the shock wave is the ablation of the solid surface irradiated by focusing 

a laser pulse of short duration (sub-nanosecond) at intensity ≥109 W cm-2 on the sample. The 

absorption of the laser energy at the sample surface generates plasma, which while expanding 

outwards drives a shock wave into the sample. Many theoretical and experimental 

investigations have indicated that the induced shock pressure is related to the laser and target 

parameters [216]. The generated shock wave has a profile which changes rapidly with 

propagation distance [217]. The propagation of the shock wave inside the crystal changes the 

inter-planar spacing. This can be probed by simple Bragg or Laue diffraction showing the 

shift or broadening of the diffracted Bragg peak [215,218-220]. Time resolved x-ray 

diffraction measurement monitoring of the rocking curve evolution provides direct insight of 

the lattice response to the external / transient strain propagation inside the bulk material.  
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The diffraction of the x-rays takes place in a finite volume inside the crystal and the 

observed diffraction pattern is a weighted sum of the diffraction data from different depths 

over which the analysis is performed [4]. The schematic diagram shown in Fig. 8.3 shows the 

basic concept of diffraction from the lattices along the x-ray penetration depth in the sample, 

having contribution of both shocked and unshocked lattices. When the lattice spacing is such 

that the Bragg condition is satisfied at a particular angle, the x-ray beam is diffracted from the 

sample within a thin layer of the crystal. The different layers, strained to different extents 

under the influence of the compression wave, will diffract at slightly different angles leading 

to the broadening. On the other hand, if uniform compression is applied than a shift of the 

Bragg angle will occur. Besides this, thermal wave propagation occurs in a long laser pulse 

excitation, which  leads to the expansion of lattice and diffraction occurs at a lower Bragg 

angle. The x-rays can penetrate in a given crystal up a distance dependent on the absorption 

coefficient, which in turn depends on the x-ray photon energy and the degree of crystal 

perfection [221]. The x-ray penetration depth is much smaller for perfect crystals, the 

diffraction in this case is usually modelled using dynamical diffraction theory [222, 223]. On 

the other hand, the kinematical approximation is used for modelling the x-ray diffraction 

from an imperfect crystal. 

 

Fig. 8.3:  Basic concept of diffraction from the lattices along the x-ray penetration depth in the 

sample, having contribution of both shocked and unshocked lattices. 

In a typical TXRD setup using laser plasma x-ray source, a major part of the laser 

beam energy is focussed on to a solid target to generate an efficient, high brightness, sub-
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picosecond x-ray source of K-α radiation. The K-α line radiation is used as a monochromatic 

x-ray probe for probing the transient structural modifications in a crystalline sample, induced 

by the remaining fraction of the laser beam (referred to as the pump laser). The rocking 

curves of the sample are recorded for different time delays between the pump and the probe 

pulse. Mostly, the experiment is performed in Bragg geometry and the dynamics of the lattice 

deformation is studied from the shift / broadening of the diffracted x-ray peak and the change 

in reflectivity of the sample. 

8.2 Description of the experiment 

The experiments were conducted using the 10 TW Ti:sapphire laser system. This 

system (described in Chapter 2) delivers laser pulses at a wavelength of 800 nm. A schematic 

of the experimental setup is shown in Fig.8.4. The K-α x-ray probe was generated by 

focusing the 45 fs laser pulses onto a solid target (titanium, iron or copper). The x-ray 

emission was optimized for its monochromaticity and conversion efficiency by optimizing 

the laser irradiation parameters [159]. It has been observed that the pre-pulse is a crucial 

parameter determining both, the conversion efficiency and the monochromaticity [159]. The 

intensity contrast ratio of the pre-pulses present on nanosecond time scale was measured 

using a fast photodiode and a digital storage oscilloscope (500 MHz bandwidth). The contrast 

ratio of the pre-pulse arising due to amplified spontaneous emission (ASE) was about 106. 

The temporal width of the x-ray pulse from the plasma generated under similar laser 

irradiation is expected to be of several hundred femtoseconds [74]. The laser irradiation 

conditions such as energy and angular fluctuations were monitored rigorously to achieve 

monochromatic and high brightness K-α x-ray radiation. The x-ray conversion i.e. the 

number of x-ray photons produced versus the number of incoming laser photons are given in 

Chapter 6. 
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Fig. 8.4: A schematic diagram of the experimental setup. 

A part of the stretched (800 nm, 200 ps) pulse was used to irradiate a 500 µm thick 

flat Si (111) crystal sample (2d = 6.271 Å) at an intensity of 6 GW /cm2. The laser beam 

illuminating the surface of the sample had a spot size of 2 mm diameter. The ablation depth 

in the crystal is expected to be < 200 nm. The width of the sample participating in the Bragg 

reflection is ~ 90 m (in the direction of dispersion). The laser spot size on the sample was 

approximately twenty two times larger than the x-ray spot size, to ensure probing of a 

homogeneously excited area. The time delay between the 200 ps pump laser pulse and the 

probing x-ray pulse was adjusted by an optical delay line. A positive delay here means the 

pump laser pulse is leading the probe x-ray pulse in time. The zero time was taken as the 

point where the diffraction signal starts to change. The diffracted x-ray spectrum was 

recorded on an x-ray CCD camera with an angular resolution better than 0.02. The pulse 
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width of the probe x-ray was expected to be sub-ps and the time resolution was about 200 ps, 

determined by considering the duration of pump pulse. 

This is an experiment that involves a challenging task of having spatial overlap 

between the x-ray beam and the pump beam and temporal synchrinization between the x-ray 

pulse and the laser pulse. Firstly a mechanical alignment of the target, sample and c-ray CCD 

port was done. We used three He-Ne laser beams from x-ray probe, pump laser and x-ray 

CCD directions to find the approximate overlap on the crystal. The 800 nm laser beams were 

ensured to follow the He-Ne beam path during the actual run. To confirm that the overlapped 

part of the sample is indeed seen by the x-ray CCD, the sample surface was partially blocked 

with a thin metallic foil strip. This was reflected on the Bragg diffraction pattern as a null 

region. Once this portion was located by suitably moving the crystal, the pump laser focus 

was optimized to get maximum deformation of the diffraction at a fixed time delay. The 

temporal overlap of the beams (identification of “t=0”) was ensured first by monitoring the 

scattered laser radiation from both the laser beams (pump and probe) from the sample with a 

photo-diode and fast oscilloscope to locate the temporal overlap. Since the pump pulse 

duration was 200 ps as compared to 45 fs probe laser pulse, even at the time “t=0”, a 

deformation of the rocking curve is expected because of the rising edge of the pump pulse. 

The overlap between the probe x-ray beam and pump beam was optimized by slightly 

scanning the pump beam over the surface, and looking for the strongest signal change (i.e. 

largest shift of the Bragg peak), corresponding to the optimal overlap. 

The point x-ray source allowed a direct imaging of a part of the crystal surface onto 

the x-ray CCD camera [87]. This enables simultaneous recording of the diffracted x-ray 

spectrum from the pristine (un-irradiated) and the laser irradiated area of the crystal. Figure 

8.5a shows the space resolved CCD image of the diffracted iron K-α x-rays from laser 
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irradiated Si (111) surface, at a delay of +600 ps. The lower part of the same picture shows 

the pristine sample where the two components of the K-α lines (K-α1 and K-α2) are clearly 

identified. The upper part of the picture shows broadening of the K-α lines induced by non-

uniform lattice compression attributed to the cumulative effects of the laser induced 

compression wave and the associated thermal broadening of the lattice.  

     A computer routine has been developed for reading and analysing of the data files. 

It includes all required data analysis routines. A user interface has been provided to choose 

the region of interest. The line profile on the maximally broadened region is taken for 

analysis. Variation in the width of the rocking curve for the pristine sample at different 

locations defines the error in measurement. Figure 8.5b shows the fitted line profile of the 

pristine sample. The line profiles, best fit parameters are saved separately for further analysis. 

Irradiated 

Unaffected 

Unaffected 

  

Fig. 8.5: a) Space resolved CCD image of the diffracted iron K-α x-rays from laser irradiated Si 

(111) surface at a delay of +600 ps, b) fitted line profile of the pristine sample 

8.3 Measurement of shock-wave profiles  

The x-ray source was used for measurement of shock-wave profiles in a silicon 

crystal by time resolved x-ray diffraction using Ti K-α x-ray line radiation as the probe pulse. 

A part of the stretched (800 nm, 200 ps) pulse was used as pump to irradiate a 500 m thick 
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flat Si (111) crystal sample at an intensity of 6 GW cm-2 determined by considering the 

duration of pump pulse. The lattice change occurring in the crystal due to shock wave 

propagation or thermal disordering got manifested as a modification in x-ray diffraction 

profile integrated over the penetration depth for that photon energy. The broadening of the 

diffracted signals predominantly towards higher angles indicates shock wave compression of 

the lattice, whereas the thermal disordering for time delay > 1 ns gives rise to broadening 

towards the lower angle side [224]. Figure 8.6 shows the broadening of the Ti K-α line with 

the time delay between pump and probe pulse. The typical observed diffraction signal gives 

signature of expansion and compression through the spread in opposite directions resulting in 

overall broadening. It is observed that the diffraction pattern broadens with increasing delay 

to reach a maximum.  Thereafter, the K-α1 width decreases and comes close to the pristine 

value.  It can be seen that maximum broadening occurs at 650 ps. It occurs at the time when 

the shock wave propagating through the sample reaches the x-ray penetration depth. The 

reduction in the broadening of the K-α peak is either due to the reduction in compression 

wave pressure within the penetration depth of probe x-rays in the sample, or due to the 

passing of the shock wave beyond the maximum probe depth inside the crystal. 

 

Fig. 8.6: Broadening of the FWHM of Ti K-α line with the time delay between pump and probe pulse. 
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8.4 Probing of strain propagation in laser shocked crystal with K-α x-ray probe of 

different photon energies 

  The irradiation by the pump laser causes formation of plasma and the expansion of 

this plasma drives a shock wave into the underlying silicon crystal [218, 219]. Probing of the 

lattice compression as a consequence of the shock wave propagation in a material on a time 

scale faster than the three dimensional relaxation time scales [225] (few hundreds of 

picoseconds) can give the information about the shock velocity. The measured rocking curves 

of Si (111) irradiated by the 200 ps laser pulses at a fluence of 2.3 J cm-2, for various delay 

times between -300 ps and +1800 ps, are shown in Fig.8.7. The diffraction profiles of Fe Kα1 

(6403.8 eV) and Kα2 (6390.8 eV) are well resolved for zero (and negative) delays. It is 

observed that the diffraction pattern broadens with increasing the time delay up to +1200 ps. 

After that, the broadening reduces and finally comes back to the original state for delays 

larger than +1500 ps. It may be noted that the broadening of the diffracted signals is 

predominantly towards higher angles, which indicates lattice compression induced by the 

pump laser beam. The small spreads towards lower angles also appear after 300 ps implying 

lattice expansion. It is the signature of thermal disordering effect due to heating, indicating a 

larger role of a thermal wave [224]. The modification of the lattice is either due to the laser 

ablation of very thin surface of the silicon or due to the stress caused at the front of thermal 

expansion due to the surface energy deposition. The ablation occurs when the laser fluence is 

above the threshold of ionization of the ablation vapour and rate of ablation depends on the 

laser fluence [226].  The pressure wave intensity would decrease monotonically as it 

propagates in the sample. The lattice change observed is manifested as a modification in x-

ray diffraction profile integrated over the penetration depth for that photon energy. By the 

time the rocking curve is first recorded (the zero time) the shock wave would have penetrated 
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by about 2 µm. However, this will not affect the measurements because the penetration depth 

of the Fe K-α x-rays in Si (111) is 11.3 µm, which is much larger 2 µm. 

 

Fig. 8.7:  Evolution of Si (111) rocking curve for various time delays, at a fixed fluence of 2.3 J cm-2

 We have analysed the dependence of the time evolution of the rocking curves as a 

function of the pump laser fluence.  The laser fluence was varied by changing the laser 

energy using neutral density filters. Fig. 8.8 shows the evolution of the FWHM of the K-α1 

line as a function of the delay between the pump and the probe pulse, for two different pump 

laser fluences. It is observed that maximum broadening occurs at a time delay of 1050 ps for 

a lower laser fluence of 1.2 J cm-2, compared to that at 1160 ps delay observed at a higher 

fluence of 2.3 J cm-2. The maximum broadening occur at the time when the shock wave 

propagating through the sample reaches the x-ray penetration depth. The shock pressure is 

expected to be lower at a lower irradiance and the compression wave will attenuate before 

reaching a distance equal to the penetration depth. The reduction in the broadening of the K-α 

peak is either due to the reduction in compression wave pressure within the penetration depth 

of probe x-rays in the sample, or due to the passing of the shock wave beyond the maximum 

probe depth inside the crystal. It may be noted that the broadening reduces rapidly for larger 
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laser fluence indicating a larger thermal expansion and onset of large amplitude rarefaction 

wave [213, 219], compared to that for the case of smaller laser fluence.  

 

Fig. 8.8:  Variation of the FWHM of the K-α1 line of Fe as a function of the delay between the pump 

and the probe pulse for two different fluences of 2.3 J cm-2 (solid squares) and 1.2 J cm-2 

(hollow circles). The curve is to drawn to guide the eye. 

The propagation of the thermal wave and the shock wave is manifested through the 

spread of diffraction signal in opposite sense. The thermal wave propagates typically with a 

velocity [227] of few times 104 cm/s. The thermal diffusion expected to occur on a time scale 

of tens of ns after the laser irradiation of the sample.The heating induced by it leads to the 

lattice expansion and the spread of diffraction signal towards lower angles, and appears when 

a few micron thick layer of the crystal is heated to a high temperature [218, 224]. On the 

other hand, the shock wave is launched due to material ablation and its propagation is not 

limited by the sound velocity. The lattice planes parallel to the shock front propagating into 

the crystal are compressed. The shift of the diffraction signal towards higher angle side on a 

time scale of about a ns is observed when the shock wave propagating through the sample 

reaches the x-ray penetration depth. The typical observed diffraction signal will give 

signature of expansion and compression through the spread in opposite directions resulting in 
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overall broadening. Therefore, the differentiation of the shock and thermal waves is not seen 

clearly. 

To bring out the role of probe x-ray region inside the sample on the shock wave 

profile, the rocking curve of the silicon crystal irradiated at the same laser parameters (200 

ps, 2.3 J cm-2) was also measured with Cu K-α (8.05 keV, B : 14.2) having larger 

penetration depth compared to Fe K-α at 6.4 keV and Ti K-(4.5 keV, , B : 26.7). The 

profiles of the rocking curves are similar to those measured with Fe K-α (4.5 keV, B : 18). 

Fig. 8.9 shows the FWHM of the K-α1 line radiation as function of the delay between the 

pump and the probe pulse, for Fe and Cu. It is observed that the diffraction pattern broadens 

with increasing delay to reach a maximum.  Thereafter, the K-α1 width decreases and comes 

close to the pristine value.  Maximum broadening occurs at 790 ps, 1160 ps, and 1870 ps for 

Ti, Fe and Cu respectively. The FWHM of the rocking curve of the irradiated sample shows 

broadening of 3.2 ± 0.3 times, compared to that of the rocking curves of the pristine sample, 

for both the probe x-ray lines. The changes in diffracted x-ray profile shape are the result of 

lattice imperfection and results in strain broadening. The strain can be calculated from the 

width of the diffracted line taking the measured width of the pristine sample as the reference 

width. This gives a measurement of the strain since the lattice spacing is measured for planes 

parallel to the shock front [218]. The elastic component of calculated strain profile of the 

sample is shown in Fig. 8.10. The variation of the FWHM of the rocking curve for the two 

probes is of similar nature. However, it can be noted from the figure that when sample 

irradiated at same fluence of 2.3 J cm-2 is probed with Fe K-α shows maximum strain at 1160 

ps whereas it maximum strain at 1870 ps with Cu K-α . Further, the observed maximum 

strain is ~ 0.26%, ~ 0.4% and ~ 0.3 % for Ti Kα, Fe K-α and Cu K-α respectively. 

Nevertheless, it is noted that the measurement of evolving shock profile through the sample is 

carried out using x-ray diffraction with different energy probe pulse can give the depth 

profiling of the strain. 
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Fig. 8.9:  Variation of the FWHM of the K-α1 line radiation as function of the delay between the 

pump and the probe pulse, for Ti, Fe and Cu. The curve is to drawn to guide the eye. 

 

Fig. 8.10: Strain variation as a function of the delay between the pump and the probe pulse, for Fe 

(hollow circles) and Cu (solid squares).  

 The diffraction of the x-rays used for recording the rocking curve takes place in a 

finite volume inside the crystal and the observed diffraction pattern is a weighted sum of the 

diffraction data from different depths over which the analysis is performed [4]. When the 

lattice spacing is such that the Bragg condition is satisfied at a particular angle, the x-ray 

beam is diffracted from the sample within a thin layer of the crystal. The different layers, 

strained to different extents under the influence of the compression wave, will diffract at 

slightly different angles leading to the broadening. The x-ray can penetrate in a given crystal 
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up a distance dependent on the absorption coefficient, which in turn depends on the x-ray 

photon energy and the degree of crystal perfection [221]. When the crystal is perfect, only the 

primary extinction (losing intensity as far as diffracted photons will come in) is responsible 

for the penetration. Primary extinction length is of the order of a few microns [221] e.g., 18 

m and 15 m for Si (111) and (220) at 8 keV, respectively. Conventionally, the attenuation 

length is defined as the depth into the material measured along the surface normal where the 

intensity of x-rays falls to 1/e of its value at the surface. Since the x-ray penetration depth is 

much smaller for perfect crystal, the diffraction in this case is usually modelled using 

dynamical diffraction theory [222, 223]. On the other hand, the kinematical approximation is 

used for modelling the x-ray diffraction from an imperfect crystal. However, for the practical 

case of crystal under moderate shock compression below the Hugonoit elastic limit, x-ray 

diffraction spectra can be precisely modelled based on the knowledge of x-ray penetration 

depth [222, 228].   

The shock wave propagation [228] in material has been investigated to infer the shock 

– solid interaction, shock attenuation, variation of shock velocity etc.  The shock waves 

propagate in a material medium in a manner different from that of ordinary acoustic waves. 

As the shock compression changes the density and temperature of the medium, the shock 

velocity is normally higher than the sound velocity in the medium in which it propagates. 

However, at low shocks, due to lower compression, the shock velocity is expected to close to 

the sound velocity.  A study of the time evolution of the rocking curve can be an effective 

way to understand the propagation of the shock waves inside the crystal. As noted from the 

Fig. 8.8, maximum broadening occurs for a lower laser fluence of 1.2 J cm-2, at a time delay 

of 1050 ps compared to 1160 ps observed at higher fluence of 2.3 J cm-2. Ideally, the 

maximum broadening will occur when all lattice planes with in the x-ray probe length are 
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compressed and contributing in diffracted x-ray spectrum along the x-ray penetration depth. 

The penetration depth of Fe K-α at 6.4 keV in Si (111) is 11.3 µm [223]. From the above 

data, it can be calculated that the shock wave propagates with a speed of 11 x 105 cm/s at 

lower irradiance, and 9.7 x 105 cm/s at higher irradiance. This difference in shock speeds can 

be either due to the attenuation of the shock wave inside the sample or due to the variation in 

shock speed in the strained material. From Fig. 4, one can note that the maximum broadening 

for Cu K-α at 8.05 keV occurs at 1870 ps.  The penetration depth of Cu K-α at 8.05 keV in Si 

(111) is 17.4 µm [229]. The derived shock speed is 9.3 x 105 cm/s. Similarly, the penetration 

depth of Ti K-α at 4.5 keV in Si (111) is 6.1 m. The maximum broadening for Ti K-α occurs 

at 720 ps and the derived shock speed is 8.5 x 105 cm/s. The average derived shock speed is 

(9.6 ± 1) x105 cm/s. The measured shock speed represents the average speed and there is ~ 10 

% variation in the shock speed derived with three different photon energy x-ray probe. It can 

be assigned to the fact that the shock waves are attenuated as they propagate and the onset of 

the rarefaction wave in the sample makes analysis more complex. Nevertheless, the derived 

shock wave speed is very close to the sound velocity of ~ 9.4×105 cm/s in Si [230]. The 

derived shock speed values are also in broad agreement with those obtained under similar 

irradiation conditions. 

 The experimentally obtained diffraction profile is useful to derive some quantitative 

knowledge about the non-uniform variation of the inter planar spacing due to the propagating 

compression front. For this, one requires to carry out computer simulations based on the 

dynamical x-ray diffraction theory applied to strained and laser-shocked crystals [231]. 

Nevertheless, some important information such as interaction of the propagating compression 

front with the solid, which is a function of the penetration depth, can be obtained from the 

delay time at which maximum broadening occurs in the diffraction profile. As stated earlier, 
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in the case of Bragg reflection, a large number of layers participate in the process and the 

diffraction pattern is a cumulative contribution of all the participating layers. From the 

Bragg’s law, the change in the angle of diffraction is related to the change in the inter-planar 

spacing. The lattice strain can be estimated using the relation 

   
Δd d = - cot θ  ΔθB   

where d is the inter-planar spacing, and  is the Bragg angle. The maximum change in the 

Bragg angle ( - B) up to which diffraction signal appears is 0.064. The lattice strain 

estimated from the shift in Bragg angle, corresponds to a compression of 0.4 %. Hironaka et 

al [219] have reported a maximum lattice strain of 1.05 % in Si, corresponding to the 

maximum pressure of 2.18 GPa. The maximum lattice strain of 0.4 % in the present 

experiment corresponds to a pressure of 0.8 GPa. 

 Many recent studies have used TXRD technique to investigate the strain generated in 

fs laser excited semiconductor materials. The initial events [227] after fs pulse excitation 

include the carrier–carrier interaction processes leading to a quasi-equilibrium situation 

among the electrons on a time scale of few fs. The exchange of energy between the electrons 

and the phonons takes place in hundreds of fs after the laser excitation peak. The phonon-

phonon thermalization time is a few ps after the deposition of the laser energy. Lastly, the 

thermal diffusion leading to melting (provided sufficient amount of energy has been 

deposited in the material) can take place on a time scale of the order of tens of ps. Finally, the  

ablation starts leading to pressure wave generation and propagation on a time scales of 

hundreds of ps. In the present experimental setup, the time resolution is not sufficient to 

detect and resolve the initial events after fs pulse excitation. However, using a fs laser as the 
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probe, phenomena such as photon-electron interaction, electron-phonon coupling, and 

pressure wave generation and its propagation in the bulk of the crystal can be observed. 

8.5  Deformation in laser irradiated silicon crystal 

The irreversible structural modification in the recovered sample, after the propagation 

of shock wave, was examined using iron K- x-ray radiation. Figure 8.11 shows the XRD 

pattern obtained from a pristine and irradiated part of the sample. The diffracted K-1 and K-

2 lines from the pristine sample are clearly distinguishable. Laser irradiation at a fluence of 

2.3 Jcm-2 results in a clear broadening of the spectrum. The FWHMs of the rocking curves for 

the irradiated sample is (0.047 ± 0.006) compared to the 0.021° for pristine sample.  

 

Fig. 8.11: XRD pattern obtained from a pristine and irradiated part of the sample. 

It is to be noted that this irreversible broadening can be attributed to the cumulative 

effect of laser induced lattice compression and associated thermal effects resulting in non-

uniform dilation. The extent of irreversible broadening of the rocking curve of Si (111) 

sample for different laser irradiances is shown in Fig. 8.12. A monotonic increase in the 

residual broadening clearly implies the role of the laser irradiation in modifying the surface 

patterns of the irradiated sample.  
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In order to investigate the effect of laser irradiation in near surface region, we have 

carried out Raman spectroscopy measurements. The results are presented in Fig. 8.13. As can 

be seen that in the pristine sample Raman peak appears around 520 cm-1, while for the 

irradiated sample it is found to be shifted towards lower wave numbers and gets broadened. It 

appears that the short pulse laser irradiation causes anomalous surface transformations in Si 

crystal, resulting in the formation of localized surface variations during the process of re-

crystallization.  

 

Fig. 8.12:  The extent of irreversible broadening of the rocking curve of Si (111) sample for different 

laser irradiances. 
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Fig. 8.13: Raman spectroscopy measurements to investigate the effect of laser irradiation in near 

surface region. 
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The peak broadening observed in time resolved x-ray diffraction occurs after 1160 ps 

after the irradiation with laser. The FWHM of K-α1 was 0.074 reduces to value of 0.047 in 

the recovered sample primarily due to recrystallization of sample after the propagation of 

shock or thermal effects. Kishimura et al [215] has shown that such deformation of the lattice 

structure  is mainly the formation of mosaic blocks with inclined orientations due to 

propagation of compression wave in laser ablated samples. The tilting is due to the pressure 

release after the compression wave is over.  

To summarize this chapter, time resolved x-ray diffraction has been carried out to 

measure the rocking curve of a laser irradiated silicon crystal. The K-α x-ray line emissions 

from high-intensity ultra-short laser pulse produced plasmas of two different target materials 

(Fe, and Cu) are used as probe. The dynamics of the strain propagation is studied by 

measuring the rocking curve of the shocked sample as a function of delay between the pump 

and the probe pulse. The shock velocity deduced from these measurements is consistent with 

the predicted velocities.  The observed maximum compression is 0.4%, which corresponds to 

a pressure of 0.8 GPa (8 kbar). The study can be of interest in view of the probing by x-ray 

pulses of widely different photon energies that can directly give information of the shock 

penetration depth. This makes this technique promising one for studying the temporal and 

spatial strain profiles of shocked samples. Such a study is helpful to understand the laser 

ablation for variety of application such as laser shock treatment and fracture stresses induced 

during welding etc. 
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Chapter 9 

Conclusion 

9.1 Summary of the research work 

The thesis deals with experimental study of the x-ray emission from plasma produced 

by laser pulses from nanosecond to femtosecond duration. The study was aimed at to develop 

conditions for high conversion efficiency of laser energy into monochromatic x-ray line 

radiation for its application as an x-ray probe for time resolved measurements. The x-ray line 

radiations are produced in two relatively distinct processes, namely inner-shell electronic 

transitions and ionic resonance line transitions. The ionic line emission is due to the 

electronic transitions in the highly charged ionic species (H-like, He-like) present in the 

plasma heated to a high temperature and its duration can be less than a picosecond governed 

by the heating laser pulse duration, hydrodynamical parameters, and ionization dynamics. 

The plasma produced by long pulse laser is efficient source of ionic line transitions. On the 

other hand, the short duration laser pulses are more suitable to generate inner-shell 

characteristic line radiation. The duration of this emission is very short, close to the laser 

pulse duration, since it is generated through the hot electrons produced during the interaction 

of the ultra-short, ultra-intense laser pulses with the target. The conversion of both line 

radiations strongly depends on the irradiating laser parameters. Hence investigation of x-ray 

emission from laser plasma x-ray source is important for fundamental plasma studies as well 

as using it for practical application of time resolved studies remains a major area of research 

in this field.  
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The subject research area of the thesis i.e. X-ray spectroscopic studies of plasma 

produced by intense laser beam has been extensively reviewed. The spectral feature of x-ray 

emission has been understood in terms of absorption mechanisms of laser energy into plasma 

and ionization equilibrium in plasma. A detailed x-ray spectroscopic study of the plasmas 

generated from nanosecond and picosecond laser pulses has been carried out to investigate 

the dynamics of x-ray emission. It has been shown that x-ray emission from the plasma 

depends on the ionization equilibrium linked with the laser irradiation parameters. A 

comparative study of the keV x-ray emission from gold-copper mix-Z targets of different 

atomic compositions has been carried out. The keV x-ray yield was observed to decrease 

even for a small fraction of gold in the mix–Z target. The results have been explained in 

terms of the enhanced absorption due to free–bound opacity, followed by down-conversion of 

the absorbed radiation.  

The x-ray emission from plasmas produced by the interaction of 45 fs Ti: sapphire 

laser pulses have been investigated. In this study, both ionic line radiation and inner-shell line 

radiation were simultaneously measured, changing the laser intensity, pulse duration, and 

focusing conditions, to understand the partition of energy between the thermal and non-

thermal plasma. The plasma conditions prevalent during the emission of x-ray spectrum have 

been identified by comparing the experimental spectra with the synthetic spectra generated 

using a spectroscopic code. 

 The K- line emissions between 1–8 keV, from Mg, Ti, Fe and Cu solid targets, has 

been studied using ultra-high intensity 45 fs laser pulses. The absolute yield of the K- x-rays 

was measured as a function of the laser pulse duration and irradiation intensity. The results of 

optimal laser pulse duration for the maximization of K- x-ray intensity have been explained 
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in terms of efficient generation of optimal energy hot electrons due to trade-off between the 

electron energy and re-absorption of the emitted radiation in coming out of the target.  

A study on the 2 ω and 3/2ω harmonic generation in ultra-short high-intensity laser 

plasma interaction as a diagnostics for pre-formed plasma has been carried out. The results 

and analysis of the dependance of the 2ω and 3/2ω intensity on the laser intensity and on the 

chirp of the laser pulse have been presented. A correlation of the K- x-ray line shape with 

the 2 and 3/2  emission is also shown. The K-1 line (4510 eV) is observed to be 

broadened (up to ~ 9 eV), predominantly towards the higher energy side and strongly 

depends on the laser fluence rather than on laser intensity. The reason for the spectral 

broadening is attributed to the inner-shell transitions in multiply-charged titanium ions in the 

pre-plasma. The appropriate laser irradiation parameters to achieve high conversion 

efficiency and minimum spectral width of the K- radiation are identified.  

A study on the time resolved x-ray diffraction from a laser shocked silicon crystal, has 

been carried out using the 45 fs Ti: sapphire laser. The use of K-α x-ray probe of different 

photon energies is shown to yield information about the strain over a greater crystal depth. 

The dynamics of the strain propagation has been inferred by monitoring the evolution of the 

rocking curve width of the shocked sample at different time delays between the pump and the 

probe pulse. 

For carrying out the above x-ray spectroscopy work, the required x-ray spectroscopes 

were made by the candidate himself. An x-ray crystal spectrograph was made for high 

resolution measurements of the x-ray emission from the plasma. It was made on-line by 

coupling it with the x-ray CCD camera and used for recording x-ray emission spectrum in the 

range of  1- 8 keV, described in the thesis. A dispersion-less spectrograph based on the x-ray 



198 
 

CCD camera operation in single photon counting technique was designed, set up, 

characterized, and used in a variety of laser plasma experiment described in the thesis.  

9.2 Outlook and Perspective 

The results presented in this thesis on the development of x-ray source are an 

important basis for future research relevant to inertial confinement fusion and material 

science. There are various problems to be addressed for more effective utilization of the 

developed x-ray source for the above application. X-ray probe of energy  10 keV is required 

for probing density (1026 cm-3) of the compressed matter. More data on x-ray scaling of x-ray 

photon yield with laser energy at higher photon energies are required with more powerful 

lasers (> 100 TW) such as recently installed 150 TW laser facilities at RRCAT.  

There is upsurge in interest for the investigation of warm dense matter state 

isochroically heated by proton beams with a pump probe technique. The spectrally narrow 

high energy x-ray probes are desirable in an x-ray scattering or diffraction technique. Such 

experiment requires the x-ray source with high photon flux and high sensitivity x-ray 

detectors. Optimization of ultra-short x-ray source produced by the irradiation of high 

contrast laser pulses on nanostructured target should be investigated. In particular, the results 

presented in present thesis have shown that the pre-pulse intensity contrast ratio plays a 

detrimental role in controlling the K- x-ray probe parameters. To solve this problem a 

plasma mirror configuration to improve the temporal pulse contrast should be investigated. 

The x-ray emission measurement has shown that the conversion efficiency of K- is 

rather low. Recently it is proposed by Sefkow et al [177] by simulation that beam of proton 

generated by the interaction of intense laser foil interaction can be efficiently used to produce 

K-  from the second foil placed close to it. Such a design concept can be optimized for 
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higher x-ray flux. Next, the high resolution spectral measurement can be used for the 

quantitative estimation of the heating induced by the proton beam in the target. 

This thesis presents a study of strain and lattice dynamics in laser shocked silicon 

crystal using the time resolved x-ray diffraction with the time resolution of sub nanosecond. 

Future work will seek to achieve the sub-picosecond temporal resolution to investigate the 

strain and lattice dynamics in photo-excited samples. The x-ray source generated by a kHz 

laser system and use of suitable x-ray optics will allow obtaining high quality data. 
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