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Table 1: Symbols and abbreviation.

A Area

As Atomic mass

a Lattice constant

α Entropy of the system

α∗ Absorption coefficient

αi Variational parameter in wave function

B Magnetic field

Bc Critical magnetic field

b1,2 Coulomb interaction

β Debye temperature

C Capacitance

CA Auger coefficient

c Velocity of light

χ Magnetic susceptibility

χparaV van Vleck Paramagnetic susceptibility

D Area of the QW

δ1 QW thickness fluctuation

δ2 Point defect density

δD Dirac delta function

dh,k,l Inter-planar spacing

∆εv Valence band offset

∆εc Conduction band offset

E Electric field

Ei Interface-electric field

Es Surface electric field

e Electronic charge (1.6×10−19 coulomb)

η1 Normalized free-exciton PL

η2 Normalized bound-exciton PL

η∗ Quantum efficiency

ε Energy

εg Bandgap

ε∗g Bandgap of quantum well

εe Confinement energy of electron in QW

εh Confinement energy of hole in QW

εb Binding energy of exciton

εf Fermi energy

εesc Energy required for carrier escape

ε0 Permittivity of free space

εr Permittivity of a medium

Fe Fermi function

Fa Faraday constant



fν Frequency

f Probability of electron/hole occupancy in QW

G Carrier generation rate

Γ Broadening of energy state

g∗⊥ Lande-g factor under Bz

g∗‖ Lande-g factor under By

g Gain of laser

gmodal Modal gain

h Plank’s constant (6.626×10−34 m2kg/s)

~ Reduced Plank’s constant (h/2π)

i Current

I PL intensity

IFX PL intensity related to FX recombination

Ij Intensity of jth Landau state transition

J Current density

j Index of the Landau state

J Total angular momentum

K Momentum of excitons

k Momentum of electron/hole

kB Boltzmann constant (1.38× 10−23 m2kg s−2K−1)

κ The fraction of total defects which is radiatively active

L Width of the Hall bar

Lφ Phase coherence length

lw Quantum well thickness

l∗w Effective quantum well thickness

ld Depletion width

λ Wavelength of electro-magnetic radiation

Λ Variational parameter in Coulomb energy

M∗ Total effective mass of exciton

Ma Molecular weight

[M ] Transition Matrix

M Magnetization

m∗e Effective mass of electron

m∗hh Effective mass of heavy hole

m∗lh Effective mass of light hole

mj Quantum number of J

µ∗ Reduced mass of exciton

µ∗lh Reduced mass of light hole exciton

µ∗hh Reduced mass of heavy hole exciton

∆mpenetration Increase in mass due to wave function penetration

µ Mobility of charge carriers

N Degeneracy of Landau state

n Carrier density



n2D Two-dimensional carrier density

nj Carrier density in jth Landau state

ν Filling ratio of Landau state (n×h/2eB)

p′ Power of the incident light

pexc Power density of incident light (p’/A)

p Momentum

P1 Intensity of FX PL

P2 Intensity of BX PL

PΓ Pulse-width of current

ψ Wave function

Φm Work-function in metals

Φs Work-function of semiconductors

Φ0 Photon flux

q Order of x-ray diffraction

Q Ideality factor of rectifying contact

R Rate of carrier recombination

RH Hall coefficient

ρs Density of solids

ρ Resistivity

R Resistance

Rxx Longitudinal magneto-resistance

Rxy Transverse magneto-resistance

∆Rxx Oscillatory part of Rxx

δRxx Magnitude of Rxx oscillations

r Coordinate in relative frame of reference

% Oscillator strength

s Index of QW energy eigenstate

σ Conductivity of charge carriers

σee Conductivity correction due to electron-electron interaction

σWL Conductivity correction due to weak localization

T Temperature

t Thickness of a film

τr Radiative recombination time

τc Carrier capture time

τ0 Inter-subband relaxation time

τnr Non-radiative decay time

τq Quantum scattering time

τt Transport scattering time

ξ Magnetic length (
√

~/eB)

U Rate of thermal escape

V Voltage or potential

VH Hall voltage

V dark
s Surface potential in dark



V light
s Surface potential in light

Vz Barrier height in QW

vd Drift velocity

w Width of the Hall channel

x Aluminum composition in AlGaAs layer

y Exponent of power-law relation

Z Atomic number

zs Atomic mass

Zp Partition function

AlGaAs Aluminium gallium arsenide

BX Bound exciton

CM Center of mass

CV Capacitance voltage

DOS Density of state

ECV Electrochemical capacitance voltage

FX Free exciton

FFT Fast Fourier transformation

GaAs Gallium Arsenide

HH Electron-heavy hole transition

HRXRD High resolution x-ray diffraction

InGaAs Indium gallium arsenide

ITO Indium tin oxide

LHe Liquid helium

LH Electron-light hole transition

MQW Multiple quantum well

MOVPE Metal-organic vapor phase epitaxy

MPL Magneto-photoluminescence

MIS Metal-insulator-semiconductor

PL Photoluminescence

PV Photovoltage

PRI Pulse repetition interval

QW Quantum well

QWR Quantum wire

QD Quantum dot

QTH Quartz tungsten halogen lamp

RM Relative motion

SdH Shubnikov de Haas

SPV Surface photovoltage

SQUID Superconducting quantum interference device

TEM Transmission electron microscope

’



Chapter 8

Conclusion and Future work

8.1 Summary of the Thesis work

In the present thesis, optical and electrical transport properties of ultra-low disor-

dered semiconductor QWs have been investigated under a strong magnetic field. The

nearly-lattice matched GaAs-based single, multiple and modulation-doped QWs, and

their laser and detector structures for this investigation are grown by the MOVPE tech-

nique. The structural parameters of the grown samples are estimated by HRXRD and

cross-sectional TEM measurements, and the doping density of an epitaxial layer is eval-

uated by classical Hall, C-V, and ECV measurements. In the beginning, carrier localiza-

tion in QWs and the role of thermal energy on the radiative and non-radiative processes

in QWs are investigated by two complementary spectroscopic techniques, i.e., PL and

SPV. It is shown that atomic irregularities at the hetero-junctions causing fluctuations

in QW thickness can be estimated by modeling the PL linewidth as a function of QW

thickness. On the other hand, thermionic escape followed drift/diffusion of charges in

a multiple-QWs structure is investigated by temperature, excitation power, and chop-

ping frequency-dependent SPV measurements. A careful study of SPV-amplitude and

phase spectra under external perturbations has provided crucial information on carrier-

carrier interaction in QWs. The various thicknesses of QW that are grown under

identical growth conditions, i.e., the MQW structure, is found to be the key recipe in

this work. Also, the impact of quantum confinement on the effective mass of excitons
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is investigated by PL spectroscopy under a high magnetic field. It is observed that

the effective mass of electrons significantly increases with a decrease in QW thickness,

which can not be explained by the penetration of wave functions into barrier layers.

The estimated effective mass as a function of QW-thickness is then used to evaluate

the non-parabolicity factor of bands when the energy eigenstate is at different (ε, k) in

the band dispersion.

It is observed that the asymmetric tail in PL spectra, which is contributed by

disorder bound-excitons, decreases under a strong magnetic field. Such an effect is

explained by the magnetic field-driven spatial confinement of excitons, and therefore,

charge carriers in the QW experience a small number of defects. A phenomenological

model of magneto-excitons is developed where the magnetic field-driven reduction in

bound-exciton PL helps in evaluating the point defect-density in QWs. In addition

to this, the role of magnetic perturbation on the radiative and non-radiative processes

of thermally activated excitons are probed by magneto-PL and magneto-SPV mea-

surements. In particular, the emission-based PL spectra helped to realize the impact

of magnetic perturbation on the radiative recombination efficiency of excitons at an

elevated temperature. At the same time, carrier escape from QWs, followed by the

drift or diffusion of charges, is probed by magneto-SPV measurements. Although the

recombination-rate of thermally activated electron-hole pairs in a thick QW increases

under a strong magnetic field, a large number of electron and hole may escape from a

narrow QW under this magnetic perturbation. A comprehensive understanding of the

magnetic field-assisted relaxation, recombination, and carrier escape mechanisms for a

quantum structure is developed by a rate equation model. Considering the above pro-

cesses, the requirement of a minimum QW-width is suggested that would be essential

for the magnetic field-driven advanced optoelectronic device operation.

After that, anisotropic properties of excitons in GaAs QWs are investigated by

magneto-optical spectroscopy and magnetization measurements in perpendicular and

parallel magnetic field configurations. A dramatic reduction in the diamagnetic energy

of excitons is observed under a magnetic field parallel to the QW-plane. It is found
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that the existing theoretical models could not explain the feeble diamagnetic-energy of

excitons and a decrease in PL intensity under a parallel magnetic field in the case of a

narrow QW. We have derived an analytical relation of diamagnetic energy by consider-

ing (a) the coupling of quantum confinement with the diamagnetic energy of excitons,

and (b) inter-play between the center of mass and relative motion of charge carriers.

The analytical relation, along with the diamagnetic energy in perpendicular and paral-

lel field configurations, is used to evaluate the in-plane and out-of-plane reduced mass

of excitons in various thicknesses of QW. According to the theoretical framework, it

is proposed that the in-plane separation between electron and hole may increase un-

der a parallel magnetic field, which may cause a chiral charge transport across the

hetero-interfaces of the QW. As a result of this, charge carriers in a QW become more

susceptible for in-plane motion that gives rise to enhancement of photovoltage signal

and reduction in PL intensity. On the contrary, a magnetic field perpendicular to the

QW plane emphatically confines the exciton and causes substantial enhancement of PL

intensity and reduction in lateral photovoltage signal. Furthermore, it is found that a

magnetic field along different orientations can control the paramagnetic and diamag-

netic behavior of excitons. Therefore, a unique method to control the recombination,

transport, and magnetic properties of charge carriers is shown by the strength and

orientation of an external magnetic field.

In order to correlate the optical and transport parameters of low-dimensional sys-

tems, magneto-PL spectroscopy is performed in the quantum Hall regime. The re-

sults obtained by magneto-resistance measurements under dark and laser-illuminated

conditions helped in realizing the carrier-carrier interactions in a modulation-doped

QW, which forces the electrons to move at the hetero-interfaces and scattered by the

interface-roughness. It is found that photo-generated holes screen this electron-electron

interaction, which enhances the mobility of charge carriers. During the quantum Hall

measurements, relaxation of charges among the Landau states and their recombination

is probed by magneto-PL spectroscopy on the Hall bar device. The correlation of PL

intensity with a rate equation model helped to estimate carrier density in each Landau
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states, recombination time of excitons, and Fermi energy as a function of the magnetic

field. A novel method to investigate magneto-PL intensity oscillations is also presented,

which is conceptually similar to the Shubnikov-de Haas oscillations. This new method

can be exploited in evaluating the magneto-optical parameters in semiconductor quan-

tum structures without a line-shape fitting procedure.

Finally, the role of magnetic perturbation on the electro-optical processes in semi-

conductor devices is investigated. To fabricate these devices, a simple and inexpensive

maskless-photolithography system is developed, which is found to be beneficial to pat-

tern various structures with a minimum feature size of ∼20 µm. In order to validate

our above findings on QWs, diode lasers, and photo-detectors with QWs are developed.

The role of carrier localization on the performance of these devices is understood by

operating these devices at a low-temperature and high magnetic field conditions. It is

observed that the lasing emission related to defect states decreases under a magnetic

field. At the same time, the free-excitonic laser peak increases with the strength of

the applied field. Such effects can be explained by the understanding developed in the

context of magneto-PL spectroscopy of QWs. On the other hand, the QW embedded

in a p-i-n structure of the photodetector traps the background charge carriers, which

acts as an artificial localization center to minimize the dark current. Under a high mag-

netic field, the in-plane diffusion of photo-generated charge carriers is restricted, and

therefore, the in-plane migration followed by the carrier localization becomes feeble. As

a result of this, the photo-generated charge carriers can only move along the growth

direction of the p-i-n structure, which increases the spectral response of the photode-

tector under a high magnetic field. It is therefore observed that the magnetic field can

be used to suppress the impact of defects on the lasing emission and offers a tunability

in lasing wavelength, whereas in the case of photo-detectors, magnetic perturbation

enhances the spectral response.

In conclusion, the optical, magnetic, and transport properties of charge carri-

ers in ultra-low disordered QWs, with variations in QW-thickness, doping-density,

and barrier-composition, are investigated. The results obtained by magneto-optical,
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magneto-transport, and magnetization measurements helped to develop a detailed un-

derstanding of the impact of charge carrier confinement on the electro-optical processes

and fundamental parameters of the material system. The magneto-optical measurement

is found to be an efficient tool for the quantitative estimation of point defect density

in a truly non-invasive manner. A unique method to control recombination, electrical

transport, and magnetic behavior of charge carriers by the strength and orientations

of a magnetic field is demonstrated by magneto-PL, magneto-PV, and magnetization

measurements. The magnetic field induced non-radiative processes that may deteriorate

the efficiency of quantum devices is investigated, and a critical dimension of quantum

structures that would be essential to suppress those effects is proposed. The results

obtained by magneto-transport measurements are correlated with the magneto-optical

spectroscopy, which would be beneficial in estimating the electro-optical parameters

of quantum structures, especially when a contact-based measurement is not feasible.

Therefore, in addition to the fundamental physics of magneto-excitons, the present

thesis provides clear guidelines for the magnetic field-assisted advanced electro-optical

devices development.

8.2 Suggested Future work

The understanding developed in the present thesis would be beneficial to study the

fundamental mechanisms underlying the superfluidity of excitons in bi-layers or two-

dimensional systems. In particular, the unique property of dark-excitons (forbidden for

radiative transitions) and their role in the above process can be investigated. Here, an

expected extraordinarily long recombination time of dark-carriers would be beneficial

in realizing the excitonic superfluidity even at room temperature. The impact of barrier

layers on the carrier localization and capture of charge carriers at the hetero-interfaces

can be investigated by combining spectroscopic and electrical transport measurements.

Experimental setup of scanning surface-photovoltage measurements can also be de-

veloped to probe the formation of dark-excitons in semiconductors. In addition to
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this, an external magnetic field along different directions would be applied to control

the recombination, transport, and magnetic behavior of excitons to achieve excitonic

superfluidity. For this purpose, excitons can also be coupled with photons in micro-

cavity structures in the form of polariton. On the other hand, the impact of magnetic

perturbation on the inter-subband electronic transition can be investigated by THz

spectroscopy, and the role of magnetic perturbation on the threshold current of diode

lasers/vertical-cavity surface-emitting lasers can be probed. This would be beneficial

to achieve further insights towards the high-efficiency wavelength-tunable light-source

and single-photon/electron devices.



Summary

Research on the electro-optical properties of III-V semiconductors has provided

unprecedented opportunity to develop numerous optoelectronic devices. An ultra-low

disordered semiconductor, with extremely high mobility and very high radiative re-

combination efficiency, is widely used in light-emitting diodes, lasers, and ultrafast

communication devices. Also, the electro-optical properties of the material system can

be enriched by confining the charges in a low-dimensional system. Although the optical

and transport properties of semiconductors can be enriched by quantum confinement,

penetration of wave function in surrounding mediums upsurges with a reduction in

quantum well (QW) thickness. Therefore, charge carriers become localized by interface

defects, and their properties get modified due to penetration effects. To probe these

effects, photoluminescence (PL) and surface photovoltage (SPV) measurements are per-

formed on GaAs QWs. The PL linewidth as a function of QW thickness is modeled for

the quantitative estimation of atomic-irregularities at the hetero-junctions. The impact

of quantum confinement on the effective mass of excitons is also investigated by PL mea-

surements under a high magnetic field. It is observed that the effective mass of electrons

significantly increases with a reduction in QW thickness. The estimated effective mass

is then used to determine the non-parabolicity factor of bands for different thicknesses of

QW. In addition, PL intensity related to the disorder bound-excitons is found to be sup-

pressed under a strong magnetic field. A phenomenological model of magneto-excitons

is developed where this magnetic field-driven reduction in disorder related PL helps

in evaluating the point defect-density. Although the unique properties of magneto-

excitons are beneficial for optical-emitters, a short recombination time of excitons is

detrimental for photovoltaics and quantum information processing. A novel method

to control the recombination, transportation, and magnetic properties of excitons is

demonstrated by an external magnetic field along different orientations. It is observed

that the Landau-diamagnetic shift of energy states dramatically reduces when the mag-

xiv



netic field is parallel to the QW-plane. Moreover, the magnetic field parallel to the QW

plane induces a chiral charge transport across the hetero-interfaces of the QW, without

applying an electric field. As a result of this, recombination time under parallel field

increases. With this understanding, a simultaneous measurement of quantum Hall and

magneto-PL spectroscopy is performed to correlate optical and transport parameters.

Results obtained by magneto-transport measurements in laser-illuminated condition

helped to identify the sources of scattering mechanism. It is found that photo-generated

holes screen the interface roughness assisted scattering of electrons, which enhances the

mobility of electrons. Under this condition, recombination time of magneto-excitons,

the carrier density in Landau states, and Fermi energy as a function of a magnetic field

are estimated by magneto-PL spectroscopy. Such an investigation would be beneficial

to probe the magneto-electro-optical processes, especially when a contact-based mea-

surement is not feasible. A simple maskless-photolithography system is also developed

to pattern various structures for contact-based transport measurements and semicon-

ductor devices development. The system is developed by a commercial projector, a

low-cost stereo-zoom optical microscope, an x-y-z controlled stage, and a computer,

which can pattern a minimum feature size of ∼20 µm. In order to validate the experi-

mental findings of magneto-optical processes in QWs, QW-based semiconductor diode

lasers and photo-detectors are developed and operated at low-temperature and high-

magnetic field. It is observed that the contribution of defect states on laser emission

can be suppressed by an external magnetic field. On the other hand, the localization of

charges within a QW in the p-i-n photo-detector helps in reducing the dark current of

the device. Under a high magnetic field, in-plane diffusion of photo-generated charges

followed by their localization by point-defects is reduced. Hence, carriers are efficiently

flown along the growth direction of the p-i-n structure to enhance the spectral response

of a detector. Besides the physics of magneto-excitons, present thesis provides clear

guidelines for magnetic field controlled advanced electro-optical devices development.

xv



Chapter 1

Introduction

The development of optoelectronic and photonic devices by semiconductors is one

of the remarkable technology that has evolved over the past few decades. An extensive

amount of research has been performed to utilize III-V compound semiconductors in nu-

merous types of light-emitting devices, photovoltaics, and high-mobility transistors.[1,

2, 3, 4, 5] The exciting electro-optical property and feasibility to grow high crystalline

quality quantum structures are some of the key aspects, which make III-V semiconduc-

tors a unique choice for fundamental-research and technological advancement. In partic-

ular, a highly lattice-matched GaAs/AlGaAs hetero or quantum structure is often used

in realizing innovative proof of concepts, let it be the induced-superconductivity, exci-

tonic superfluidity, exciton-polariton coupling, spin-lasers, etc.[6, 7, 8] Added to this, re-

cent investigations on the emerging technologies related to the quantum computer have

significantly renewed the importance of ultra-low disordered quantum structures.[9, 10]

A precise control on the recombination, relaxation, and transport properties of charge

carriers is found to be essential for novel devices, like single-photon emitters, single-

electron transistors, spin-qubit devices, etc.[11, 12, 13, 14] In the present scenario,

in-depth knowledge of the quantum mechanical interactions in semiconductors, and

their effects on microscopic and mesoscopic scales are crucial. The ever-increasing

need to understand the complex interactions in low-dimensional systems can be real-

ized by inter-correlating advanced spectroscopic and electrical-transport measurements

that are sensitive to probe the above effects. The electro-optical processes in solids

1
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can also be controlled by an external perturbation, e.g., electric field, magnetic field,

pressure, etc.[15, 16, 17] Moreover, the response against these applied perturbations

can be used to evaluate the optical and charge-transport parameters of the material

system.[18, 19, 20] In this introductory chapter, the fundamental concepts of semicon-

ductor physics that are relevant to the present thesis are briefly discussed.

1.1 Crystal structure

In general, III-V semiconductors crystallize into a zinc-blende structure, where two

interpenetrating face-centered cubic lattices of group-III and V elements occupy (0, 0,

0) and (1/4, 1/4, 1/4) atomic positions. Schematic of GaAs zinc-blende structure, and

the basic physical properties of GaAs, AlAs, InAs crystals are shown in Fig. 1.1.[21,

22] In this particular class of semiconductors, atomic bonds are formed by an sp3

hybridization process, and being cubic in structure, their crystals are described by a

single lattice-constant, a. The compound semiconductors with two elements ‘A’ and

‘B’ are also known as a binary system, (e.g., gallium-arsenide), which possess F4̄3m

space group symmetry. Incorporation of a third element ‘C’ either by substituting ‘A’

or ‘B’ elements may alter the physical properties of the semiconductor, which is known

as alloying. The alloying has great technological importance to tailor the physical and

optoelectronic properties of semiconductors. For example, when the x-fraction of Al

Figure 1.1: The zinc-blende structure of GaAs and basic-physical parameters of GaAs,
AlAs, and InAs material systems at room temperature.
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substitutes Ga atoms in GaAs crystal, the lattice constant of AlxGa1−xAs alloy becomes,

aAlxGaa−xAs = xaAlAs + (1 − x)aGaAs (Vegard’s law). The difference in lattice constant

between GaAs and AlGaAs being feeble, with lattice mismatch at room temperature

(aGaAs − aAlAs)/aGaAs . 0.14 %, high-crystalline quality GaAs/AlGaAs hetero and

quantum structures can be grown without introducing a considerable amount of strain.

Notably, under special circumstances, III-V semiconductors can also be grown in the

wurtzite phase with a different lattice constant, packing density, and band-structure

than that of the zinc-blende structure.

1.2 Electronic interactions and band-structure

A comprehensive understanding of the band structure in different crystallographic

orientations is of utmost importance in semiconductor physics, where the curvature of

band and forbidden-gaps determine the optical and transport properties of the ma-

terial. The formation of bands and electro-optical properties of a solid, with a large

number of interacting atomic orbitals, can be explained by the Schrödinger equation

in a many-body framework. The Hamiltonian energy operator of the above system

can be described by considering the electron-electron and electron-nuclei interactions.

The estimation of energy eigenstate ψ(r1, r2, ...rn;x1, x2, ...xn) and eigenvalue (ε) of the

Schrödinger equation is possible under Born-Oppenheimer approximation, where the re-

sultant wave function is expressed as the product of electronic and nuclear counterparts,

ψ(r1, r2, ...rn;x1, x2, ...xn) ≈ ψe(r1, r2...rn)ψn(x1, x2...xn). Here, rn and xn symbolize the

position co-ordinate of nth electron and nuclei, respectively. In an equilibrium condi-

tion, the separation between nuclei remains invariant, and therefore, the contribution

of nuclei-nuclei and nuclei-electron interactions can be added as an effective potential

[V (r, x)] in the Schrödinger equation.[23, 24]

[
−
∑
i

~2∇2
i

2m∗e
+
∑
n

V (r, x)−
∑
p

∑
q 6=p

Ze2

8πε0|rp − rq|
+Hs

]
ψe(r1, r2.., rp, rq)=εψe(r1, r2..rp, rq) (1.1)

where
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∑
n

V (r, x) = +
1

4πε0

[∑
i 6=n

Z2e2

2|xn − xi|
−
∑
p

Ze2

|rp − xn|

]

where me denotes the mass of electrons and Z represents the atomic-number of nuclei.

The permittivity of free-space and spin-orbit interaction are symbolized by ε0 and Hs.

The first and third terms of Eq. 1.1 signify the kinetic and potential energy of electrons

that are interacting with each other. In the idealized model presented in Eq. 1.1, ‘nuclei’

is often considered as ‘core electrons’ that is surrounded by a valence electron cloud. The

solution of Eq. 1.1 is tedious for real-crystals with a large number of interacting atoms

(∼1022 cm−3). Therefore, a further simplification can be performed by considering the

electrons are independent of each other, which can be expressed by:

ψe(r1, r2, ..., rn) = A′φ1,σ(r1)φ1,σ′(r1)φ2,σ(r2)φ2,σ′(r2)...φn,σ(rn)φn,σ′(rn) (1.2)

where A′ = (n!)1/2
∑

P (−1)p̆P is an anti-symmetrizing operator, with p̆ is it’s parity

and P is one of the n! permutations of n objects.[23] The symbols σ and σ′ denote the

spin quantum numbers that are summed from +1/2 to -1/2. The wavevector φn,σ(rn)

is best represented by the Hartree-Fock solution of the entire system with the ground

energy eigenstate,[23]

ε0 =
∑
i,σ

∫
φ∗i,σ(r)

[
− ~2∇2

2me

+ V (n, r)

]
φi,σd

3r (1.3)

+
1

2

[ ∑
i,σ,j,σ′

∫
φ∗i,σ(r1)φ∗j,σ′(r2)b1,2φi,σ(r1)φj,σ′d

3r1d
3r2

−
∫
φ∗i,σ(r1)φ∗j,σ(r2)b1,2φj,σ′(r1)φi,σ(r1)d3r1d

3r2

]

where b1,2 = e2/4πε0|r1 − r2| denotes the Coulomb interaction. The last two-terms

of Eq. 1.3 signify the Coulomb and exchange interaction between the charge carriers.

In the crystalline solid, electrons experience the periodic potential of nuclei (or core

electrons) having the periodicity of lattice constant a, i.e., V0(r) = V0(r + a), and the
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wavevector is represented by Bloch function,

φ(r) =
σ±1/2

a3/2
uk(r) exp(ik.r) (1.4)

where uk(r) is a periodic function, a3 is the crystal volume, and σ±1/2 symbolizes the

eigenvector of the spin operator. The Schrödinger equation with the above approx-

imations can be solved to estimate allowed energy states that are separated by the

forbidden energy gap, εg. In a simplified model, the Schrödinger equation and energy

eigenvalue at the band-edge are expressed by,

[
p2

2m∗e
+

~2k2

2m∗e
+

~
m∗e

k.p + V (r)− e2

4πε0εr|r|

]
uk(r) = ε(k)uk(r) (1.5)

εk→0 =
~2k2

2m∗e
(1.6)

Here, the impact of crystal potential is considered by the effective mass of electrons

and the dielectric constant of the medium (εr). The curvature of the band defines

the effective mass m∗e = ~2/[∂2ε/∂k2]. The symbols p and k denote the momentum

and wave vector of electrons, respectively. The third term of Eq. 1.5 signifies the k.p

perturbation, which is the origin of k.p perturbation theory of bands.[25] Notably,

the carriers with sufficient kinetic or potential energy (k � 0) may experience the

non-parabolicity of band dispersion. This non-parabolicity in bands arises due to the

electronic interactions, electron-nuclei interactions, anharmonic crystal potential of lat-

tice, etc. (Eq. 1.1). Because of this, the effective mass is an important parameter

that provides a measure of band-curvature and crucial information related to electronic

interactions in solids. In the literature, various analytical relations were proposed to de-

scribe the non-parabolicity of bands, which are often used in describing the anisotropic

effective mass and non-linear property of charge carriers.[26, 27, 28, 29]

A phenomenological description of band formation can also be provided by the

interaction of a large number of atomic orbitals, which causes splitting of energy states

with infinitesimally small energy separation.[30, 31] The electrons occupied in the out-
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Figure 1.2: (a) Formation of bands due to the overlap of atomic orbitals followed by
the hybridization of energy states and (b) band-structure of GaAs in different crystal-
lographic orientations are schematically illustrated.

ermost orbitals minimize their energy due to a hybridization process, and the corre-

sponding branch of energy-states is known as the valence band, Fig. 1.2a. The valence

band gets separated from the upper energy states (conduction band) having an en-

ergy gap of εg. The materials with moderate εg, with respect to the thermal energy

of charge carriers, exhibit the most striking electro-optical behavior that is applicable

in electronic and optical devices. In this class of materials, known as semiconductors,

electronic transport and optical properties can be easily controlled by an external per-

turbation or doping the films with impurity atoms of different valencies. The flexibility

to modify bandgap and control of free-carrier density in the conduction/valence bands

by doping, alloying, and induced strain make semiconductors superior to others.

According to the convention, the center of the Brillouin zone in the reciprocal

lattice is defined as Γ-point. The valence band with the nature of p-orbitals can split

into three sub-bands, which are known as heavy hole |J = 3/2, mj=± 3/2〉, light hole

|3/2,±1/2〉, and split-off band |1/2,±1/2〉. The symbol J denotes the total angular

momentum (orbital + spin) and mj symbolizes the corresponding quantum number. In

bulk semiconductors, heavy-hole and light hole bands are degenerate at Γ-point, where

the names heavy and light are originated from to the fact that effective mass of holes is

higher in heavy hole band (i.e., m∗hh > m∗lh). Due to the spin-orbit interaction between J
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= 3/2 and J = 1/2 states, the split-off band is separated by ∆εSO energy from the heavy

and light hole bands at Γ-point. The structure of bands along the other symmetry axes,

for example, X and L valleys in [100] and [111] crystallographic directions (Fig. 1.2b),

are of importance in understanding multi-valley scattering and hot carrier relaxation

processes. A schematic of valence-subbands and Γ, X, and L-valleys in the conduction

band of GaAs is depicted in Fig. 1.2b. Depending on the band structure and optical-

property, semiconductors are broadly classified into the following two categories,

1. Direct bandgap material (GaAs, InGaAs, InP, etc.): In this type of semicon-

ductor, the minimum of the conduction band and maximum of the valence band

are positioned at the same k (Γ-point). The excitation or recombination of elec-

trons between the two bands is possible by the absorption or emission of photons

with suitable energy (Fig. 1.3a). These materials are important because of their

very-high radiative recombination efficiency and large-mobility of charge carriers.

2. Indirect bandgap material (Si, Ge, AlAs, GaP, etc.): In this class of semicon-

ductors, the conduction band minimum does not position at the same k-value of

the valence band maximum. As a result of this, the inter-band electronic transi-

tion is not-possible by the involvement of photons only. This is because the sub-

stantial change in momentum (~∆k) during the electronic transition between two

indirect bands can not be conserved by the small momentum of photons, which

Figure 1.3: Schematic diagrams showing the band-dispersion and recombination of
electron-hole pairs in (a) direct and (b) indirect bandgap semiconductors.
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requires the emission or absorption of phonons: the quanta of lattice-vibration

(Fig. 1.3b). Due to the involvement of phonon, it is challenging to use these

materials in emission-based devices.

1.3 Excitons and excitonic-complexes

Absorption of photons in semiconductors or insulators can excite electrons from the

valence band to conduction band, with the creation of positive charge vacancies in the

valence band (holes). An attractive Coulomb interaction binds the electron and hole in

the form of a neutral quasi-particle, which is known as an exciton. The theory of exci-

tons was formulated by Frenkel, Peierls, and Wannier in explaining the light absorption

mechanism in insulting solids.[32, 33] The difference between the excitons in semicon-

ductors (Wannier-Mott) and insulator (Frenkel) is merely the radius, which is governed

by their different dielectric constant and effective mass of charge carriers. The excitons

in lattice carry a momentum which is the vector sum of the electron and hole-momenta,

~K = ~ke − ~kh. Here, the wave vector of the electron (ke) and hole (kh) depends on

the extrinsic and intrinsic perturbations on the charge carriers. The Wannier excitons

with relatively large separation of electron-hole pairs can move in periodic potential of

semiconductors are also known as free-excitons (FX). With the excitons being stable

under the Coulomb interaction, the energy eigenstate of excitons is analogous to that

of a hydrogen atom. However, the major difference between the hydrogen atom and

Figure 1.4: Spatial extent of (a) tightly-bound Frankel-excitons in insulators and (b)
weakly-bound Wannier-excitons in semiconductors.
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exciton arises because: mproton > m∗h and the contribution of dielectric constant in the

case of excitons. Therefore, unlike the hydrogen atom, both the electron and hole in

an exciton move across a center of mass, and their Hamiltonian energy operator can be

sub-divided into the center of mass motion and relative motion of charge carriers.

In the theoretical framework, the formation of excitons is described by an elemen-

tary excitation that removes a Bloch electron from the valence band (m-state) and

creates another Bloch electron in the conduction band (n-state). The energy of the

composite system is in-general expressed by the following relation,[23, 24]

〈φmnkekh
|He−h|φm′n′k′ek′h〉 = δDkh,k

′
h
δDke,k′e

[ε0 + εn(ke) + εm(kh)] + δDke,kh
δDk′e,k′h (1.7)

[2DM〈φnkemk′h
|b1,2|φmkhnk′e〉 − 〈φnkemk′h

|b1,2|φnk′emkh
〉]

where εn(ke) [εm(kh)] signifies the energy of an electron in the conduction band [valence

electron] considering the Coulomb and exchange interactions. The last two terms of

Eq. 1.7 have the interpretations in the diagonal elements (i.e., kh = k′h and ke = k′e),

which represent the Coulomb and exchange interactions between electron and holes.

The symbol δD represents the Dirac-delta function. The magnitude of DM is unity for

a pure singlet state and zero for a triplet state, because exchange interaction vanishes

for electron-hole with parallel spins. In the case of large radius Wannier excitons, all

other many-body interaction terms, except the electron and hole Coulomb interaction,

can be neglected. Under this approximation, the Schrödinger equation and binding

energy of excitons (εb) are expressed by,

[
− ~2∇2

e

2m∗e
− ~2∇2

h

2m∗h
− e2

4πε0εr|rb|

]
φm,n,ke,kh

= εφm,n,ke,kh
(1.8)

εb(K) =
µ∗e4

32π2ε20ε
2
rn
′2~2

+
~2K2

2M∗ (1.9)

where µ∗ = (1/m∗e + 1/m∗h)
−1, M∗ = (m∗e +m∗h) and rb denote the reduced mass, total

effective mass, and Bohr radius of excitons, respectively. The second term of Eq. 1.9

signifies the energy of excitons in the center of mass frame of reference, which is often
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neglected because M∗ � µ∗. A detailed description of excitons in the center of mass

frame and its constituent electron-hole in the relative frame of reference is discussed in

the forthcoming chapters of the thesis.

The Coulomb attraction between two oppositely charged particles enhances the

electron-hole wave function overlap, which causes a decrease in radiative recombination

time of excitons. Therefore, the radiative recombination efficiency [1/(1+τr/τnr)] of the

material system increases, which may also influence the inter-subband relaxation pro-

cess. Here, τr and τnr represent the radiative and non-radiative recombination time of

charge carriers, respectively. Such effects of Coulomb interaction are often used to de-

velop high-efficiency light-emitters, photonic devices, excitonic switches, etc.[34, 35, 36]

Depending on the optical property of excitons and their coupling with the dipole electric

field, excitons are classified into ‘bright’ and ‘dark-excitons’. The excitons with total

angular momentum ±1 are dipole allowed and possess high radiative recombination ef-

ficiency are known as bright-excitons. On the contrary, when the electron and hole spin

become parallel, i.e., J = ±2, excitons may not couple to dipole electric field; they can

not be created by optical excitation and forbidden for radiative recombination.[37, 38]

Because of the extra-ordinary long recombination time, dark-excitons are being ex-

ploited in spintronic devices and quantum information processing.[39, 40] More than

two-charged particles can also be bound by the Coulomb interaction to form trions

(three-particle state), bi-excitons (four-particle state), and so on, which are known as

excitonic-complexes. For example, an additional electron (or hole) can be bound with

an exciton to form negatively (positively) charged-exciton or trion. In general, these

excitonic-complexes are highly unstable and can be observed in high-quality quantum

structures at a fairly low temperature. In addition to their novel electro-optical prop-

erties, investigation on the excitonic-complexes can provide valuable information about

the many-body interactions in solids.[41]



1.4. Semiconductor quantum structures 11

1.4 Semiconductor quantum structures

Charge carriers in a solid exhibit quantum mechanical behavior when the physical

size of the system becomes comparable with the characteristic wavelength of electron

and hole (λdeBroglie = h/
√

2m∗kBT ). The confinement of electron-hole in one, two,

and three-dimensions are technically known as the quantum well (QW), quantum wire

(QWR), and quantum dot (QD) respectively. The reduction in dimensionality causes a

dramatic change in electronic behavior, known as quantum size-effects, which is widely

used in various types of lasers, photo-detectors, and high-mobility devices. The QW

structure is constructed when a small bandgap material having a thickness of lw ≤

λdeBoglie or rb, is sandwiched between a high-bandgap material (barriers). Therefore,

the motion of charge carriers is forbidden along the growth direction, where the band

offset in conduction and valence band acts as the barrier potential (∆εc and ∆εv),

Figs. 1.5a and 1.5b. Moreover, the degeneracy of heavy and light hole states is lifted due

to the breaking of translational symmetry along the z-direction. The high crystalline

quality QW and barrier layers are grown by advanced epitaxial growth techniques, such

as metal-organic vapor phase epitaxy (MOVPE) and molecular beam epitaxy (MBE).

The energy eigenstates of an infinite potential well can be easily estimated by solving

the Schrödinger equation which is given by,

εs(lw) = εs(z) + ε(x, y) =
s2π2~2

2m∗e/hl
2
w

+
~2

2m∗e/h
(k2
x + k2

y) (1.10)

Figure 1.5: (a) Schematic of a QW-structure and one-dimensional confinement of charge
carriers leading to the (b) discretization of energy states and (c) modification of DOS.
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where, εs(lw) represents the sth quantized energy state of electrons/hole. Equation 1.10

has great importance which shows that the effective bandgap of the material [ε∗g =

εg+εe(lw)+εh(lw)] varies with QW thickness. In the case of finite barrier (Vz) potential

well, a significant amount of wave function penetrates into barrier layers. Therefore, an

effective QW thickness (l∗w) can be introduced in Eq. 1.10 to consider the penetration

effects, where l∗w ≥ lw. According to the previous reports, one such correction factor in

lw is given by,[42]

l∗w = lw +
2

kb
(1.11)

The wave vector (kb) can be estimated by the following transcendental equations,

kwlw = sπ − 2 arcsin

[
kw/m

∗
w

k2
w/m

∗2
w + k2

b/m
∗2
b

]
(1.12)

where,

kw =

√
2m∗wεs
~

kb =

√
2m∗b(Vz − εs)

~
(1.13)

The symbols m∗w and m∗b signify the effective mass of charge carriers in the QW and

barrier layer, respectively. Notably, one can numerically solve the Schrödinger equation

for finite barrier QW using a self-consistent finite element/difference method by com-

monly used software programming (Matlab, Python, and COMSOL), or by the use of

transcendental equations.[43]

The density of state (DOS), which defines the number of electronic states per unit

energy interval in a unit volume, is another important factor that gets modified in

quantum structures. As compared to a bulk semiconductor where DOS continuously

varies with energy [DOS(3D) ∝ ε1/2], the DOS for a QW remains invariant with energy

DOS(2D) = m∗/π~2. Nonetheless, DOS(2D) exhibits a step-like increase when the

next energy level of the QW is introduced (Fig. 1.5c). This sharp increase in DOS(2D)

helps in accumulating a large number of charge carriers at the band-edges. The carrier
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occupancy in the QW can be explained by the following relation,

n2D =

∫
[DOS(2D)× Fe(εf )]dε =

m∗

π~2
ln

[
1 + exp(εc − εf )/kBT

]
(1.14)

where Fe(εf ) = 1/[1 + exp(ε− εf )/kBT ] is the Fermi-Dirac distribution function, which

signifies the probability of electron occupancy in the conduction band. Similar to this,

the confinement of charge carriers in QWRs and QDs further quantizes the energy state

and modifies the DOS. A detailed discussion on the impact of charge carrier confinement

in quantum structures may be found in Refs. [44, 45].

1.5 Oscillator strength

The confinement of charges in a low-dimensional system enhances the electron-hole

wave-function overlap, which can be described by the oscillator strength, %. During the

electronic transition, oscillating dipole must be induced by the interaction of electron-

hole pairs with electromagnetic radiation. Therefore, the oscillator strength of electron-

hole pairs having the dipole moment of −Ê.r is often used in explaining the absorption

and emission properties of semiconductors. For the light propagation along the z-

direction, the oscillator strength of excitons is given by,[46, 47]

% =
2

µ∗εg

∣∣∣∣Φ(0)x̂.[M ]n→m

∣∣∣∣2 (1.15)

where |Φ(0)|2 is the probability of finding electron and hole at the same position, and

[M ]n→m denotes the transition matrix element corresponding to the optical transition.

In the case of excitons confined in a QW, Eq. 1.15 is given by,[48]

% =
2

µ∗εgD
×
[

1√
D

∫
eikx,yrΦex(r)d

2r

]2∣∣∣∣〈uc|Ê.p|uv〉〈φe,p(z)|φh,p(z)〉
∣∣∣∣2 (1.16)

where D is the area of the QW. An extensive amount of research is performed to

estimate % as a function of QW thickness, which in-general increases with decreasing
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the QW thickness. This increase in % for a low-dimensional system is therefore desirous

for high-efficiency emission and absorption based devices. However, in the case of a

very thin QW, a significant amount of electron-hole wave function penetrates into the

barrier layer, which causes a reduction of %.[49]

1.6 External perturbations on the carriers in semi-

conductors

The electro-optical properties of semiconductors are highly sensitive to external

perturbations, such as temperature, pressure, electric field, magnetic field, etc. For

example, with an increase in temperature, most of the semiconductors exhibit a reduc-

tion in the bandgap, which can be explained by the thermal expansion of lattice and

electron-phonon interactions in the solid.[50, 51] Moreover, the thermal energy may

excite electrons into the conduction band, which can alter the conductivity of charge

transport. Therefore, the recombination of electron-hole and charge-transport in the

medium are affected by the involvement of phonons, which may lead to non-radiative

decay of charge carriers. At a sufficiently high temperature (εb < kBT ), excitons get

dissociated where the constituent electron and hole may overcome the potential barrier

of the quantum structure. On the contrary, a magnetic perturbation can be desirous

in confining electron-hole pairs in a given plane, which enhances the oscillator strength

and binding energy of excitons. Similar to the structural confinement, strong magnetic

confinement causes discretization of energy state and modifies the DOS.[52, 53] Notably,

the carriers in a QW are confined in all the three-directions when a magnetic field is

applied perpendicular to the QW-plane. Therefore, the system becomes conceptually

similar to a QD. Moreover, the magnetic confinement does not introduce additional sur-

faces or interface-states that helps to overcome the common problem of surface charge

recombination in QDs and QWRs. In view of this, the impact of the magnetic field

on the inter-band excitonic recombination and inter-subband carrier relaxation can be

utilized in advanced optoelectronic and photonic devices.[54, 55] Since the discovery of
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quantum Hall by Klaus von Klitzing and even before, the magnetic field has been ex-

tensively used in realizing the fundamental aspects of physics and scattering-free chiral

charge transport in solids.[56, 57, 58] A natural extension of these investigations under

a high magnetic field helped in explaining novel concepts of condensed matter physics

(e.g., topological state) and development of quantum devices.

1.7 Motivation and layout of the present study

Confinement of charge carriers in a low-dimensional semiconductor may cause an

enhancement of carrier-carrier interaction, which is responsible for the stability of ex-

citonic quasi-particles under an external perturbation. Investigation on the unique

properties of excitons in quantum structures and their coupling with electro-magnetic

radiation is of great importance in optoelectronic and photonic devices. However, with

an increase in carrier confinement, a significant amount of wave function penetrations

into the surrounding medium. As a result of this, charge carriers become localized at

the hetero-interfaces, and their decay life increases due to the non-radiative process.

Therefore, to develop highly efficient advanced optoelectronic devices, critical factors

that can control the radiative and non-radiative processes need to be understood by

combining advanced techniques that are sensitive to probe the ultra-low defect density.

Application of a magnetic field during spectroscopic or charge transport measurement

is one such perturbation, which can provide critical information related to the above

processes and fundamental properties of the material system. Moreover, a sufficiently

strong magnetic perturbation can be desirous for surmounting the disorders’ influence

on electro-optical processes. Besides the magnetic field-driven charge carrier confine-

ment, magnetic perturbation along different planes can be utilized for precise control of

the recombination and transport property of excitons. The motivation of the present

thesis is to utilize the ‘magnetic field’ as a unique tool to control charge carriers’ lo-

calization, recombination, and their transport property. The present thesis deals with

novel methodologies for spectroscopic and charge-transport measurements on ultra-low

disordered QWs. The usefulness of magnetic perturbation in evaluating the defect
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density and its role in the device performance are also presented.

The thesis is organized into eight chapters. In Chapter 2, a brief description

of the MOVPE technique to grow III-V semiconductors and experimental techniques

to characterize the basic properties of the grown samples are discussed. The details

of a maskless-photolithography system, which is developed to fabricate semiconductor

devices, are also described. In Chapter 3, carrier-carrier interaction leading to the lo-

calization of charges at the hetero-interfaces and broadening of energy state for various

thicknesses of QW are investigated by PL and SPV measurements. An experimen-

tal investigation to realize the impact of quantum confinement on the effective mass

of excitons is also presented. Chapter 4 describes the magnetic field-driven in-plane

confinement of electron-hole pairs to control the recombination efficiency of free and

disorder-bound excitons. A phenomenological model to estimate defect density in quan-

tum structures with the help of magneto-PL spectroscopy is presented. After that, the

role of thermal energy on the magneto-optical processes is investigated by combining

magneto-PL and magneto-SPV. In Chapter 5, the anisotropic property of excitons in

QWs is probed by magneto-optical and magnetic-susceptibility measurements with a

magnetic field perpendicular or parallel to the QW-plane. A unique method to con-

trol the recombination, transport, and magnetic behavior of charges by an external

magnetic field along different orientations is demonstrated. Chapter 6 presents the

correlation between the optical and transport properties of charge carriers by the si-

multaneous measurements of magneto-PL and magneto-resistance. It is shown that

magneto-PL spectroscopy in the quantum Hall regime can provide detailed information

on magneto-electro-optical processes in quantum structures. With this understanding,

QW-based semiconductor laser diode and photo-detectors are tested, and their results

are described in Chapter 7. To validate the above findings on the QW structures, QW-

based diode lasers and photo-detectors are operated under low-temperature and high

magnetic field conditions. Finally, in Chapter 8, the results of the entire thesis are

summarized with a proposal for future research directions.



Chapter 2

Growth and Experimental

Techniques

2.1 Introduction

This chapter briefly describes the metal-organic vapor phase epitaxy (MOVPE)

growth of semiconductor hetero and quantum structures. Growth conditions in the

MOVPE reactor chamber and precursors used to grow GaAs-based quantum struc-

tures are also described. Thereafter, the conventional and advanced characteriza-

tion techniques which are used to study optical, electronic, and structural parame-

ters of the grown samples are discussed. In order to pattern samples for magneto-

transport measurements and to fabricate optoelectronic devices, a simple and inex-

pensive maskless-photolithography system is developed. In this chapter, details of the

maskless-photolithography system and it’s advantages over a conventional mask-based

photolithography technique are described. Finally, the development of edge-emitting

semiconductor laser diodes and near-infrared photo-detectors by the use of the maskless-

photolithography system are discussed.

17
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2.2 Metal-organic vapor phase epitaxy growth

The MOVPE technique has evolved as a major technique for the epitaxial growth

of III-V semiconductor quantum structures for optoelectronic devices. In particular,

the ability of large-scale production, high throughput, and feasibility to grow ultra-low

disordered quantum structures are some of the key features of MOVPE growth.[59] In

this technique, metal-organic precursors are kept in a bubbler-bath at a low temper-

ature, between the range of -10 to 17 ◦C. The vapor of the desired element is then

transported into the growth chamber by carrier gases (hydrogen), Fig. 2.1a. The flow-

rate of the precursor molecules is controlled by mass flow controllers. The gas flow

pattern in the reactor chamber is controlled by the velocity of the gas molecules at

the desired pressure and temperature. The schematic diagram and photograph of the

horizontal rector MOVPE are shown in Figs. 2.1a and 2.1b. In the reactor chamber,

the substrate is kept on a silicon carbide coated graphite susceptor, which is heated

by the absorption of infrared radiation, and the substrate is rotated at 20 Hz. The

metal-organic precursor molecules and hydrides in close vicinity of the heated substrate

are pyrolyzed by the thermal energy and then adsorbed on the surface of the sub-

strate. The thermal energy of the substrate helps in migrating the adsorbed atoms in

the energetically favorable site to grow a high-quality epitaxial layer. The adsorption

and migration of atoms on the substrate also depend on the surface energy of the sub-

Figure 2.1: (a) Schematic and (b) photograph of the MOVPE system for the III-V
semiconductor growth.
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strate. The reaction by-products and non-reacted precursor molecules are then safely

removed and converted into non-toxic complex oxide salts of phosphate and arsenate

by a scrubber. The temperature, pressure, and surface energy of the substrate plays a

vital role in determining the growth rate and quality of the grown epilayers. Depend-

ing on the growth rate and temperature-dependent processes, MOVPE growth can be

subdivided into three different regimes, which are schematically depicted in Fig. 2.2. In

a low-temperature regime (< 550 ◦C), the growth rate is constrained by the kinetics of

the gas-phase reaction, which is mainly because the group-III precursors remain non-

pyrolyzed in close vicinity of the substrate. Moreover, with the less kinetic energy of the

adsorbed molecules, they can not move at the energetically favorable site on the sub-

strate at this lower-temperature. On the other hand, the growth rate again decreases

at T > 770 ◦C due to the thermal desorption of deposited materials. Therefore, an

intermediate temperature regime (550 - 770 ◦C), where the growth rate is independent

of temperature, is preferred for high-quality epitaxial growth, which is known as mass

transport region. Chemical properties of the precursors are also crucial in the MOVPE

growth, which should contain the following key properties: low-pyrolysis temperature,

high vapor-pressure, less-sensitive for parasitic gas-phase reaction, availability in high

purity condition and less-toxic.

Figure 2.2: Schematic diagram showing the growth rate as a function of temperature
in the MOVPE technique.
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The MOVPE growth of GaAs, AlGaAs and InGaAs based hetero and quan-

tum structures are performed by trimethyl gallium [(CH3)3Ga], trimethyl aluminum

[(CH3)3Al], trimethyl indium [(CH3)3In] and arsine (AsH3) precursors in the AIX-200

machine. The alloying of compound semiconductors (e.g., AlGaAs, InGaAs) is achieved

by mixing different metal-organic constituents in an appropriate vapor-phase ratio. The

chemical process for the epitaxial growth of AlxGa1−xAs material (ternary compound)

is given by,

(1− x)(CH3)3Ga + x(CH3)3Al + AsH3 → AlxGa1−xAs + 6CH4 (2.1)

The samples are grown on (100) oriented GaAs substrates at 670 - 770 ◦C temperature

under 50 mbar pressure. In order to dope the epitaxial films with silicon (zinc) atoms,

silane (diethyl zinc) precursor molecules are introduced into the reactor chamber during

growth.

Safety aspects: The primary risk in MOVPE growth arises due to the highly toxic

nature of hydride precursors, e.g., arsine, phosphine, silane, etc. In addition to this,

hydrogen and phosphine gases are flammable, where special attention is required to

prevent gas leakage from the transfer lines and reactor. Metal-organic precursors are

also pyrophoric in nature. The hazard management section of MOVPE-machine ensures

the safety aspects by utilizing the toxic-gas monitoring system, ventilation system,

neutralization systems, and automatic process control system. Toxic gas monitoring

systems (particularly for arsine and phosphine) are used to provide early detection and

shut-down of the machine before the dangerous exposure occurs. Automatic process

control system alarms under an accidental situation (due to the restriction of gas flow,

early leak-detection, blockage in a valve and problem in the cooling system) and initiate

the necessary steps to protect the loss of property and ensure the human safety. The

handling of III-V semiconductors with arsenic contents also requires special attention.
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2.3 Structural Characterization

2.3.1 High-resolution x-ray diffraction measurements

High-resolution x-ray diffraction (HRXRD) measurement is a powerful technique

to realize the crystalline quality of epitaxial thin films. The HRXRD is a necessary tool

to estimate the thickness and composition of nearly lattice-matched epitaxial layers. In

this setup, x-rays generated from a copper anode (λ = 1.5405 Å) is passed through a

four bounce monochromator by Ge(2 2 0) and (4 4 0) reflection to achieve a collimated

and highly monochromatic x-ray beam (∆ε/ε ≥ 10−3), Fig. 2.3a. The beam is allowed

to diffract by the sample that is kept on a goniometer stage to control the linear (x-y-z)

and angular motion (ω, φ, χ) of the sample (Fig. 2.3b). The diffracted x-rays are then

recorded by a Xenon filled proportional counter, where the atoms of the noble gas are

ionized in an avalanche process by the high-energy x-rays. The electrons generated in

the ionization process are collected by an anode-wire with 1-3 kV potential, where the

number of electrons collected in the wire becomes a measure of x-ray intensity. The

diffraction peak occurs when the periodic atoms in a given plane constructively interfere

with the incident x-rays, which can be expressed by the well-known Bragg’s law.

2dh,k,l sin θ = qλ (2.2)

where λ is the wavelength of the incident x-rays, dh,k,l is the inter-planar spacing of the

lattice, and q denotes the order of diffraction. In (ω−2θ) scan mode, the position of the

Figure 2.3: (a) Schematic of the instrumental configuration for HRXRD measurements
and (b) goniometer rotation for different modes of x-ray scan.
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Figure 2.4: Results of HRXRD measurement and simulated profile of a GaAs/AlGaAs
QW sample.

main peak provides the information of d-spacing, where the broadening of the peak is a

measure of the crystalline quality of the sample. Around the central peak, fringes may

arise due to the interference of x-rays by multiple layers of the sample. The thickness of

an epitaxial layer can be estimated by the separation between two successive maxima

in the interference fringe (∆θ), which is given by the Scherrer equation,[60]

t =
(q1 − q2)× λ

2∆θ cos θ
(2.3)

In this thesis, the PANalytical X’Pert diffractometer is used to record the HRXRD

profile, which is then simulated to estimate layer thickness and composition of the

grown films. Figure 2.4 shows the HRXRD data of a GaAs QW sample, where the

distinct fringes on either side of GaAs and AlGaAs peaks suggest the high crystalline

quality of epitaxial thin-films. The result obtained by HRXRD measurement is also

matched with a simulated-profile to estimate the layer details (shown in the inset).

2.3.2 Cross-sectional transmission electron microscopy

Cross-sectional transmission electron microscopy (TEM) provides direct imaging of

solids with resolution down to few nanometers. This is beneficial in realizing the crys-
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Figure 2.5: (a) Schematic diagram of a transmission electron microscope and (b) steps
involved in preparing samples for cross-sectional TEM measurements.

talline quality of bulk/hetero-junctions, layer thickness, sample non-uniformity, etc.

In this technique, a high energy electron beam (100 - 300 keV) with very small de-

Broglie wavelength is transmitted or diffracted by solids to achieve magnification up

to 10,00,000X. In order to transmit the electron beam across the sample, the thick-

ness of the specimen is reduced to a few tens of nanometers. The transmitted or

scattered electrons are then projected on a fluorescent screen to image the sample.

The contrast between two adjacent portions of a TEM image is originated due to a

variation in atomic-density or non-uniformity in sample thickness. Figure 2.5a shows

the schematic diagram of a transmission electron microscope in imaging mode, which

consists of electron-gun, electro-magnetic lenses, apertures, and an image screen. The

energetic electrons emitted from an electron-gun, either by thermionic emission or field

emission process, are passed through a condenser lens, which collimates the e-beam. Af-

ter that, the electrons are passed through the sample, and an objective lens collects the

scattered electrons. An objective aperture is also used to define the collection angle of

the scattered electrons, which is then magnified and focused on a phosphor screen by a

projector lens. Depending on the position of the objective aperture and electromagnetic

lenses, the sample can be probed in imaging mode or diffraction mode.
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Other than the instrumentation, the most difficult part of this technique is the sam-

ple preparation to probe a cross-sectional interface, which is schematically illustrated

in Fig. 2.5b. First, two small pieces of a sample (thickness ∼ 300 µm) are loaded inside

a metal ring with a cross-sectional edge towards the open faces of the metal ring (inner

diameter ∼ 2 mm). The ring with the sample is mechanically thinned up to ∼ 100

µm, and then put inside a dimpling machine to reduce the thickness (∼ 20 µm) using a

diamond paste. Finally, an ion-bombardment technique is used to thin the sample up

to a few nanometers, which is then imaged by TEM. In this thesis work, cross-sectional

TEM measurements are performed by Philips CM200 instrument, which is operated at

200 kV.

2.4 Spectroscopic characterization techniques

2.4.1 Photoluminescence spectroscopy

Photoluminescence (PL) spectroscopy is a powerful tool to investigate the opti-

cal properties of semiconductors (particularly for direct-bandgap materials), which is

widely used because of it’s simplicity and non-invasive characteristics. In this technique,

electrons in the valence band are excited into the conduction band by electromagnetic

radiation (i.e., photons) with energy hν > εg. The photo-excited electron and hole

quickly relax (. ps) to their respective band-edges, and recombine either by the radia-

tive or non-radiative process. The photons emitted due to the radiative recombination

of electron-hole pairs are dispersed in energy to record the PL spectrum, Fig. 2.6a. In

general, the intensity of PL (I) is expressed by the recombination rate of charge carri-

ers (Rr), which depends on the carrier density in the respective bands (n and p) and

radiative recombination time (τr), i.e., I = [M ]n,m × Rr = [M ]n,m × (n × p/τr). The

carrier occupancy in the conduction/valence band under a steady-state condition can
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Figure 2.6: (a) Excitation of charge carriers by photons followed by the relaxation
and recombination of electron-hole pairs. (b) PL line-shape contributed by the band-
to-band recombination and defect-assisted radiative recombination of a 190 Å thick
GaAs/AlGaAs QW at 4.2 K.

be expressed by,

n =

∫ ∞
εc

DOSeFe(εfn)dε (2.4)

p =

∫ −∞
0

DOSh[1− Fe(εfn)]dε (2.5)

where εfn denotes the quasi-Fermi energy of electrons under light illumination. At a

low-temperature, Coulomb interaction between electron and hole becomes dominant as

compared to their thermal energy, which results in a formation of excitons and causes a

decrease in τr (ns - ps).[61] On the other hand, photo-excited carriers in the band can be

captured by defects, impurities, and localization potentials due to shallow defects. The

recombination of carriers via radiatively active defect-centers may cause asymmetry in

the PL line-shape. Figure 2.6b shows the PL spectra of a 190 Å thick GaAs/AlGaAs

QW, where the asymmetric peak due to the carrier localization can be clearly observed.

Because of this, PL spectroscopy under an external perturbation (such as temperature,

pressure, electric field, magnetic field, etc.) is often desirous in realizing the optical

response, carrier localization, and quality of semiconductors.

The experimental setup for PL measurement is schematically shown in Fig. 2.7.

Here, a laser light illuminates the sample over a circular spot diameter ≤ 1 mm, with



2.4. Spectroscopic characterization techniques 26

Figure 2.7: Schematic of the photoluminescence experimental setup.

a typical laser power density ≤ 2.5 W/cm2. A circularly gradient neutral density filter

is used to control the excitation power of the laser light for a power-dependent PL

measurement. This low level of excitation power helps in minimizing the saturation

of energy levels, broadening of energy states, and temperature rise effects within the

sample. In general, the above effects become dominant for the excitation power density

greater than 10 – 12 W/cm2.[62] The PL spectra are recorded by using the second

harmonics of Nd: YAG laser (532 nm) and diode lasers (640, 690, and 808 nm) for the

excitation of charge carriers in the QW or barrier layers. The PL is collected by a pair

of lenses, which is then transmitted through a long-pass filter to remove the reflected

laser light. The long-pass filters that are mainly used in this thesis have the cutoff

wavelengths of 560, 450, and 880 nm. A spectrometer (iHR320) with 1200 lines/mm

grating is used to disperse the PL signal, which is then measured by a p-i-n silicon

photo-diode. To reduce the contribution of noise, PL spectra are recorded by using

a lock-in amplifier (SR830) with a reference from a mechanical chopper (mostly at 67

Hz). The chopping frequency is ascertained from where the contribution of noise in PL

spectra is minimized.
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2.4.2 Surface photovoltage spectroscopy

Surface photovoltage (SPV) spectroscopy is an efficient technique to probe absorp-

tion and redistribution of charge carriers in bulk, hetero, and quantum structures of

semiconductors. In general, bands at the surface or interface of semiconductors bend

due to the localization of charges by surface and interface defect states. These local-

ization/defect centers are originated due to the breaking of crystal periodicity, which

creates unsaturated dangling bonds and causes the transfer of charges from bulk to the

surface. Under this condition, photo-excited charge carriers spatially migrate according

to the surface/interface electric field or due to a non-uniform carrier generation in the

sample. These charge redistribution processes under light illumination may change the

surface potential (V dark
s − V light

s ), which is a measure of the SPV signal.[63, 64] On the

other hand, a relative change in SPV-phase can be understood either by evolution or

dominance of a charge distribution that may oppose an existing process. Generation

of SPV due to drift and diffusion of charges is schematically illustrated in Fig. 2.8a

for a sample with upward band-bending. Charge carriers that are excited within the

depletion width (ld), drift according to this surface band-bending. The spatial sepa-

ration of electron and holes due to this drift develops an electric field (Es
∗), which is

in the opposite direction of the surface electric field (Es), hence band-bending is re-

Figure 2.8: (a) Generation of photo-voltage by charge redistribution processes is
schematically illustrated and (b) SPV amplitude and phase of a semi-insulating GaAs
substrate at room temperature.
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duced. On the other hand, both the electron and hole in the field-free region (deep in

the sample) diffuse away from the surface. This is because the photo-excited carrier

density decreases with the depth from the surface, n(w) ∼ n(0) × exp(−α∗w) where

α∗ denotes the absorption coefficient. Although the electron and hole diffuse in the

same direction, they become spatially separated due to their different mobility and

diffusion constant. The SPV signal, which is generated by this difference in electron

and hole mobility, is known as Damber voltage.[65] Figure 2.8b shows the SPV ampli-

tude and phase spectra of a semi-insulating GaAs substrate, where an enhancement of

SPV-amplitude and sharp-change in SPV-phase can be observed at the band-edge (1.42

eV). In particular, when the energy of the incident photons is higher than εg, a large

number of electrons are photo-excited and the spatial redistribution of these charge

carriers causes an enhancement of SPV amplitude. Here, the capture of charge carriers

by defects plays a vital role in determining the amplitude and phase spectra. Similar

to this, SPV of a p-doped semiconductor with downward band-bending can be found

in literature reports.[63]. Further, discussion on the charge redistribution processes and

contribution of carrier localization in the SPV of QWs can be found in Chapter 3.

SPV measurements are performed in metal-insulator-semiconductor (MIS) configu-

ration, which is depicted in Fig. 2.9.[66] For the excitation of electrons, a broad spectrum

Figure 2.9: Schematic of the experimental setup for SPV measurement.
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of quartz-tungsten-halogen (QTH) lamp is monochromatized by iHR-320 monochroma-

tor, which is then passed through a long-pass filter to remove higher harmonics origi-

nated from the grating. An indium-tin-oxide (ITO) coated transparent conducting glass

(TCG) plate is kept in a soft contact mode with the sample surface.[66] The sample

is illuminated through the TCG plate, which measures the change in surface poten-

tial during the photo-excitation (Fig. 2.9). The SPV is recorded by a lock-in amplifier

(SR830) with mechanical chopper arrangements (chopping frequency range 20 Hz - 3

kHz). In particular, SPV measurements at a higher chopping frequency is beneficial to

probe the carrier redistribution process with relatively small response time (i.e., fast

process), whereas the SPV at a low-chopping frequency can be contributed by both the

fast and slow processes.

2.4.3 Magneto-optical spectroscopy

Detailed information on the optoelectronic properties and fundamental parameters

of semiconductors can be acquired by spectroscopic measurements under a magnetic

perturbation. Under a strong magnetic field, charge carriers are confined in a very small

radius, which causes the discretization of energy state in the form of Landau states.

The energy eigenvalue of charge carriers under an applied magnetic field [ε(Bz)] can

be estimated by solving the Schrödinger equation using a magnetic vector potential

A = −1/2(r×B).[52]

∆ε(Bz) =

(
j +

1

2

)
~eBz

µ∗
± 1

2
g∗µBBZ −

e2

4πε0εr|rb(Bz)|
(2.6)

The first term of Eq. 2.6 represents the Landau diamagnetic energy, where j is the index

of the Landau state (for ground state j = 0), and ~ is the reduced Plank’s constant.

Subsequent terms in Eq. 2.6 signify the Zeeman splitting and Coulomb energy between

electron-hole pairs with g∗ being the Lande-g factor. The effective mass estimated by

Eq. 2.6 with the help of magneto-optical spectroscopy can also be used in deducing

the curvature of bands [m∗ = ~2/(∂2ε/∂k2)], the binding energy of excitons (εb =
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Figure 2.10: (a) Schematic and (b) photographs of the experimental setup for magneto-

PL measurements.

µ∗e4/32π2ε20ε
2
r~2) and exciton Bohr radius (rb = 4πε0εr~2/µ∗e2).[52]

The schematic and photograph of the experimental setup for magneto-PL spec-

troscopy are shown in Figs. 2.10a and 2.10b. The sample is kept inside liquid helium

(LHe) Dewar of the thermostat (Janis SVT-2513 DMI), which is surrounded by a heli-

cally shaped niobium-titanium (NbTi) superconducting magnet. The critical magnetic

field of the superconducting magnet is ∼9.8 T at 4.2 K temperature. The LHe space

with the superconducting solenoid is surrounded by liquid nitrogen and vacuum cham-

bers (1 × 10−6 mbar) to provide thermal isolation from the surrounding environment.

To maintain a steady-state temperature during the experiment, a needle valve that is

kept between the sample-space and LHe chamber allows the transfer of LHe into the

sample-space. For the spectroscopic measurements, laser light is transported by an
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optical fiber with a core diameter 400 µm, which illuminates the sample over a circular

spot area ∼1 mm2. The same optical fiber is used to take-out the PL signal, which

is then dispersed by a spectrometer and detected by a photo-diode. Magneto-optical

measurements are performed under a magnetic field up to 8 T at T ≥ 1.8 K. The ex-

periments below 4.2 K are performed by reducing the vapor pressure on LHe, which

is achieved by continuous evacuation of the sample-space by a low-power dry rotary

pump.

2.5 Charge transport measurements

The Ohmic and rectifying nature of metal-semiconductor junction or semiconductor

hetero-junctions often plays an important role in determining the transport properties of

charge carriers. Specifically, when the work function of the metal is lower than the work

function of semiconductor (i.e., Φm < Φs), electrons flow from metal to semiconductor

to align the Fermi level. Under a steady-state condition, the band alignment for the

given metal-semiconductor junction is schematically depicted in Fig. 2.11a. In this

band-profile, current (i) can easily flow across the junction, which is known as Ohmic

contact, V = i × R, where R is the resistance against current flow. On the contrary,

when Φm > Φs, the flow of electrons from semiconductor to metal results in a Schottky-

barrier (Vs) at the interface, Fig. 2.11b. Here, the current-voltage relation in forward

bias condition can be expressed by, i = i0 × exp(−eVS/QkBT ), which is known as

a rectifying contact. The deviation of ideal rectifying characteristics of the contact

is denoted by Q, known as the ideality factor, which might be contributed by the

recombination of charges.[67]

2.5.1 Capacitance-voltage measurements

In the case of metal-semiconductor Schottky junction, charge carriers are depleted

due to the bending of bands and the corresponding junction capacitance can be ex-
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Figure 2.11: Metal-semiconductor junction in the case of (a) Φm < Φs and (b) Φm > Φs

resulting Ohmic and rectifying-nature of the junction, where E.A. stands for the electron
affinity of the semiconductor.

pressed by,

C =
ε0εrAe
ld

=
de

dV
(2.7)

where Ae denotes the electrical area of contact. Let an applied reverse bias dV increases

the depletion width by dld, and therefore junction capacitance can be written as,

C =
dq

dV
= enw

dlw
dV

(2.8)

Now, using Eqs. 2.8 and 2.7, carrier density as a function of depth [n(w)] can be

estimated by plotting 1/C2 as a function of applied bias V.

n(w) =
2

eε0εrAe[d(1/C2)/dV ]
(2.9)

In order to perform the C-V measurements, an Ohmic (rectifying) contact is made at

the back (front) side of the sample, Fig. 2.12a. Generally, the Ohmic contact on an

n-doped (p-doped) GaAs substrate is made by Au-Ge/Ni/Au (Ti/Pt/Au) multi-layer
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evaporation followed by rapid thermal annealing (RTA) at ∼ 400 ◦C. This is because, at

an elevated temperature, inter-diffusion of Ge (or atoms with high diffusion coefficient)

causes alloying of the semiconductor in close vicinity of the metal-semiconductor junc-

tion, which reduces any sharp-rise of interface-potential. On the contrary, deposition

of Au without annealing may form a rectifying contact. Before the C-V measurements,

metal-semiconductor junction characteristics and it’s break-down voltage in the reverse

bias condition are checked by current-voltage analysis using a Keithley 236 source mea-

suring unit (SMU). C-V measurements are then performed in a constant current region

(when current is independent of applied bias) by using Keithley 590 C-V analyzer at

0.1 and 1 MHz frequencies. The frequency-dependent C-V measurement is beneficial

to probe the contribution of surface states and mid-gap states on the electronic pro-

cesses. In general, the response time of mid-gap states is relatively large, and hence,

their contribution can be eliminated under a high-frequency C-V measurement.[68, 69]

Figure 2.12b shows the temperature-dependent carrier accumulation in a 110 Å thick

InGaAs/GaAs QW, which is estimated by C-V measurements at 100 kHz.[70] The re-

sults obtained in Fig. 2.12b shows that the carrier accumulation in the QW increases

at low-temperature, where a decrease in carrier density at a high-temperature can be

explained by the thermal escape of charge carriers from QW to barrier layers.

Figure 2.12: (a) Schematic diagram showing the sample prepared for C-V measurements
and (b) carrier density estimated by C-V measurements on a QW.
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2.5.2 Electro-chemical capacitance-voltage measurements

Although the conventional C-V measurement is an efficient tool to estimate carrier

density as a function of depth, major limitations of this technique arise due to the

break-down potential of the metal-semiconductor junction and leakage current due to

the trap states at the semiconductor surface. Therefore, the hetero-junction or quantum

structures deeply buried inside the sample (& 100 nm from the surface) is extremely

difficult to be probed by C-V measurement. To overcome these limitations, electro-

chemical capacitance-voltage (ECV) measurement can be performed.[71, 72] In this

technique, an electrolyte-semiconductor junction acts as the depletion region, which is

formed by the Coulomb interaction between carriers in semiconductors and ions in the

electrolyte solution (Helmholtz-layer), as shown for an n-type material in Fig. 2.13a.

The depth profiling of carrier density is achieved by electrochemical etching, followed

by the dC/dV measurements at a fixed bias condition (Eq. 2.9). The amount of current

flow (idis) due to the dissolution of semiconductor ions in chemical solution provides a

measure of etch depth, which is expressed by Faraday’s law,[72]

Wr =
Ma

zaFaρsA

∫
idisdt (2.10)

where Ma, za, Fa and ρs represent the molecular weight of the semiconductor, dissolu-

tion valency (number of carriers required to dissolve an atom), Faraday constant, and

density of the semiconductor, respectively. The dissolution of ions and their separation

Figure 2.13: Schematic of the (a) semiconductor-electrolyte Helmholtz contact forma-
tion and (b) cross-sectional view of electrochemical-cell for ECV measurements.
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in electrolyte solution depend on the presence of holes at the semiconductor-surface. In

the case of a p-type semiconductor, holes are already present in the sample, which help

in the above process. Therefore, etching can be performed in forward bias condition

even in the absence of light. On the contrary, for an n-type sample, electrochemi-

cal etching requires a reverse bias condition with above bandgap light illumination to

generate sufficient numbers of holes.

ECV measurements are performed by Accent PN4300PC ECV profiler, where a 1

M H2SO4 is used as the electrolyte solution for etching and 1 M KOH solution as the

second electrolyte. Figure 2.13b shows the cross-sectional view of an electrochemical

cell, where the semiconductor is loaded by a mechanical force that experiences the

electrolyte solution through a circular aperture of diameter, either 1 or 3 mm. The

area of the semiconductor-electrolyte solution for ECV measurements is decided by the

impedance of the sample. In order to probe the contribution of defect states and their

time response in electronic processes, frequency-dependent ECV measurements can be

performed in the range of 0.3 - 25 kHz.

2.5.3 Classical Hall effect

Classical Hall measurement is a very important tool to study the transport prop-

erties of charge carriers. In a semiconductor laboratory, four-probe Hall measurements

are routinely performed to estimate carrier density, resistivity, mobility as a function

of temperature, which also helps to understand scattering mechanisms in the material

system. The technique relies on the measurement of the magnetic field-driven deflec-

tion of charges that are in drift motion. According to the Drude model, the equation

of motion for the electrons under electric (E) and magnetic field (B) is given by,

m∗e
dv

dt
= −eE− ev ×B− m∗ev

τt
(2.11)

The first two terms of Eq. 2.11 symbolize the force exerted on the electrons by the

electric E = (Ex, 0, 0) and magnetic field B = (0, 0, Bz). The last term signifies the
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scattering of charges, where τt symbolizes the average time between two-successive

collisions, which is also known as transport scattering time. In an equilibrium condition,

it can be considered that dv/dt = 0 and current density J = nev. Now, using these

two relations, Eq. 2.11 can be expressed as the following matrix form,

0 =

 1 ωc

ωc 1

J− ne2τt
m∗e

E (2.12)

where ωc = (eB/m∗e) is the cyclotron frequency under the magnetic field. Equation 2.12,

can be written in the form of E = [ρ]J, where [ρ] is the resistivity tensor which is the

inverse of conductivity [σ] = [ρ]−1.

[ρ] =
m∗e
ne2τt

 1 eB/m∗e

eB/m∗e 1

 (2.13)

Equation 2.13 readily shows that the resistivity in the direction of the current is

independent of B and inversely related to the scattering time (ρxx = m∗e/ne
2τt), whereas

perpendicular resistivity is independent of scattering processes (ρxy = B/ne). The rate

of increase in ρx,y as a function of B is known as the Hall coefficient (RH = 1/ne),

which contains the information of carrier density in the solid.

In general, classical Hall measurements are performed by a four-probe technique

Figure 2.14: Experimental configuration to measure the classical Hall effect in the van-
der Pauw method. The flow of charge current and equipotential lines (a) in the absence
and (b) under Bz are shown.
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in the van-der Pauw method. The Ohmic contacts are made at the corners of a square-

shaped sample by using indium balls. Current is passed through the diagonal contacts

(1 and 3), and voltage is measured across the other two probes by Keithley 236 SMUs,

Fig. 2.14a. Contacts 2 and 4 being situated on the same equipotential line, the voltage

measured across the two probes is ideally becomes zero. However, the deflection of

carriers by Bz distorts the equipotential lines (Fig. 2.14b), and a potential difference

(VH) is generated at the voltage probes. In ven der Pauw geometry, contacts should

be very small and situated at the boundary of the sample, where the sample thickness

is much lower than the lateral dimension. Moreover, transportation of carriers in a

thin or non-inform sample requires a correction factor [f(R12,34/R23,41)]. Rather than

the spherical distribution of charges, here a cylindrical symmetry is considered and a

conformal mapping procedure is employed to express resistivity and mobility of thin

samples by the following relations,[73]

ρxx =
πd

ln 2

[
R12,34(0) +R23,41(0)

2

]
f

(
R12,34(0)

R23,41(0)

)
(2.14)

µ =
d

B

[
R24,13(0)−R24,13(B)

ρ

]
(2.15)

where R12,34(B) is the measured resistance when current is passed through 1-2 terminal,

and voltage is measured across 3-4 terminal under a magnetic field.

2.5.4 Quantum Hall effect

The quantum mechanical effect in Hall measurement arises when charge carriers

with drift velocity are strongly confined by a magnetic field. With increasing the

magnetic field, Landau states shift towards high energy [∆εj ≈ (j + 1/2)~eB/m∗]

and sequentially swept across εf . Once a Landau state crosses the Fermi level, the

charge carriers occupied in that state either relax to lower energy states or recom-

bine radiatively/non-radiatively. Under this condition, the electrical resistance in the

direction of the current (longitudinal magneto-resistance, Rxx) exhibits an oscillatory

variation. This is because, a partially filled Landau state is mainly responsible for the
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Figure 2.15: (a) Magnetic field-driven discretization of energy state in the form of
Landau states and sweeping of Landau states across εf . Under this condition, resistance
in the direction of current oscillates with increasing the magnetic field (b), and resistance
perpendicular to the current flow exhibits a quantized variation (c).

transportation of charges, i.e., when εf is located on the localized states of a Landau-

level, resistivity shows a minimum (Fig. 2.15a). The magnetic field-driven oscillatory

variation of Rxx is known as Shubnikov-de Haas (SdH) oscillation (Fig. 2.15b). Using

the Boltzmann transport equation, the longitudinal conductivity of charge carrier can

be expressed by,

σxx =
e2

m∗e
nτt =

2e2

m∗eh
2

∫
ε

Γ

(
− dFe

dε

)
d2p (2.16)

where Γ denotes the broadening of Landau states. Using the above relation and

Dingle factor of charge transport, the oscillatory variation in resistivity can be expressed

by,[74, 75, 76]

ρxx =

(
σxx

σ2
xx + σ2

xy

)
∼ 1√

B

exp(πm∗e/eBτq)× cos(2πεfm
∗
e/~eB)

sinh(2π2m∗ekBT/~eB)
(2.17)

Here, τq signifies the quantum scattering time: average time an electron spends in a

definite momentum eigenstate, which is different from the transport scattering time τt

(= µm∗e/e). At the same time, Hall resistivity (perpendicular to current, ρxy) exhibits

a quantized variation with an accuracy up to few parts in 10 million (Fig. 2.15c).[77]

ρxy =
h

νe2
(2.18)
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It is noteworthy to mention that charge carriers in a bulk-medium perform closed orbit

motion under a high magnetic field, which hardly contributes to current flow. However,

the carriers near the boundary of the sample cannot complete their orbit and perform

a chiral motion across the edges, which is known as the edge state motion.

The energy eigenvalue of Landau states in the quantum Hall regime can be es-

timated by solving the Schrödinger equation with B and E oriented along z and x-

directions, respectively. The magnetic vector potential of the above system can be

expressed by Landau gauge, A = (0, xBz, 0) and the corresponding energy eigenvalue

can be estimated by neglecting the carrier-carrier interaction,[52]

∆ε(Bz, Ex) =

(
j +

1

2

)
~eBz

m∗e
− eExkyξ −

m∗e
2

E2
x

B2
z

(2.19)

where ξ =
√
h/eB represents the magnetic length of charge carriers. In the case of a

current-carrying device, the contribution of E in Eq. 2.19 becomes feeble as compared

to the first term. Therefore, the magnetic field that would be required to sweep the jth

Landau state across the Fermi level becomes Bj = 2εfm
∗
e/~e(2j + 1). Now, the carrier

density n2D can be expressed by the product of DOS and εf , n2D = 2m∗/π~2×εf . Here,

this parabolic band approximation remains valid for wide-QWs with k ≈ 0. Now, using

the above two relations, the magnetic field corresponding to the successive maxima in

SdH oscillations can be used to estimate n2D by the following relationship:

n2D =
2e

h

[
1

1/Bj+1 − 1/Bj

]
(2.20)

Also, the transverse conductivity in high field regime can be expressed by,[78]

σxy = − e

hVH

∫
dp

2π
vy(k) =

e

2πξ2

∫
dx

1

eB

∂V

∂x
=
νe2

h
(2.21)

where ν is the filling ratio of Landau states that is signifying the fraction of a Landau

state which is occupied by charge carriers, ν = (2j + 1) = n2Dh/2eB, where 2eB/h is

the degeneracy of a Landau state.

In order to measure Rxx and Rxy, Hall bar devices (with length L and width
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Figure 2.16: (a) Hall-bar sample for longitudinal and transverse magneto-resistance
measurements and (b) schematic of the quantum Hall experimental setup.

w) are fabricated by photolithography technique followed by a selective area chemical

etching to define the charge transport region (Fig. 2.16a). Ohmic contacts on the Hall

bar sample are made by Au-Ge/Ni/Au multi-layers, followed by the RTA at 400 ◦C

for 20 sec. Magneto-resistance measurements are performed inside LHe Dewar of the

thermostat (T ≥ 1.8 K) under the magnetic field up to 8 T (Fig. 2.16b). Two lock-in

amplifiers are used to measure longitudinal and Hall resistances. The quantum Hall

measurements are also performed by a single channel source measuring unit under DC

bias.

2.6 Photolithography techniques

2.6.1 Mask-based optical projection photolithography

The technique to transfer the desired pattern from one medium to another with the

help of photons is called photolithography. In this technique, ultra-violet (UV) light is

transmitted through a photo-mask to achieve a spatially patterned light beam, which

is then projected on a photo-sensitive material (photoresist). The photo-mask contains

the desired patterns of opaque and transparent portions on a fused silica glass plate. The

photoresist is a light-sensitive organic compound or polymer. The high energy photons

(wavelength ≤ 500 nm) break atomic bonds or re-arrange the polymer-chains to alter

the stability of the photoresist. Depending on the stability after exposure, photoresists
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Figure 2.17: Flow diagram showing the main steps involved in the photolithography
technique.

can be sub-divided into (i) positive photoresist - illuminated portions become soft and

dissolve in a developer solution (used in this thesis work) and (ii) negative photoresist

- unexposed regions are removed-out in a developer solution. Notably, the proper

development of photoresist patterns depends on the intensity of light, time of exposure,

and distance between the photo-mask and sample surface.

Figure 2.17 shows the steps involved in the photolithography technique. In the

first step, a uniform thickness of photoresist (Shipley S1813) is deposited on a substrate

using a spin coater method. Here, the substrate with photoresist is rotated with 3500

RPM (30 sec) to spill-out the excess photoresist by centrifugal force. Thereafter, the

photoresist is soft-baked at 95 ◦C for 1 min to reduce the water and liquid contents.

Then the photoresist is exposed to UV light through the transparent portions of the

photo-mask, followed by the development in the MFCD-26 solution for 1 min. The

sample is hard-baked at 120 ◦C for 1 min to harden the photoresist patters.

Safety aspects: Photoresists are unsafe for human skin; consumption of photoresist

vapor during breathing can be poisonous for the human body. Also, direct exposure to

UV light is dangerous for eyes, which can cause permanent blindness.

2.6.2 Concepts of maskless-photolithography technique

Although mask-based photolithography is most suitable for industrial applications,

cost, and time delay associated with designing and fabricating a photo-mask are some

of the major limitations. Moreover, there is no scope of modification once a photo-
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mask is fabricated. These limitations of a mask-based system render the concepts of

maskless-photolithography technique, which is now a primary need for small-scale indus-

try, research, and development activities. Electron-beam lithography, x-ray lithography,

focused ion-beam lithography, scanning probe lithography, zone plate array lithogra-

phy, interference lithography, are some of the alternative techniques developed in this

category.[79, 80, 81, 82, 83] Although many of these techniques are useful in nano-meter

scale patterning, fabrication of a complex or arbitrary pattern requires a raster scan by

a digitally controlled x-y stage, which enhances the complexity and reduces the speed of

patterning. Therefore, a simple way to avoid photo-mask can be the projection of pat-

terned light directly on the substrate. This can be achieved by reflecting or transmitting

a collimated light from a spatial light modulator (e.g., digital micromirror device, thin-

film-transistor screen). Musgraves et al.[84, 85] developed a maskless-photolithography

system using a digital-projector and an optical microscope. Here, a diverging light from

a projector is focused by an optical microscope, where the exposure pattern was con-

trolled by a computer. Using this simple system, a minimum feature size of ∼ 15 µm

over a sub-millimeter2 substrate area was achieved. However, non-uniform photoresist

development and feature size-dependent exposure time are some of the critical issues

which need to be addressed in their setup. Lambert et al.[86] also developed a similar

system. Using a biological microscope, a minimum feature size of ∼1 µm was achieved

with improved photoresist sidewalls over a very small exposure area. The inbuilt lens of

the projector was reversed in this setup to achieve a converging light from the projector,

and a mechanical shutter was employed to control the exposure time.

2.6.3 A simple and inexpensive maskless-photolithography sys-

tem

In order to pattern various structures related to this thesis work, a maskless-

photolithography system is developed by a digital-projector and a stereo-zoom optical-

microscope using a similar concept of Musgraves et al.[84, 85] In this setup, highly

divergent light from the projector is focused on a substrate by a 10X eyepiece and an
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objective lens of a microscope. The projector is equipped with 1920×1080-pixel resolu-

tion, 1:13000 contrast ratio, 3500 ANSI Lumens brightness. The emission of light from

the projector is configured to its highest available f -value (available 2.59 - 2.91) to ob-

tain a relatively less divergent light. A 10X eyepiece is placed close to the projector (≤

1 cm), which collimates the light over an aperture area ∼1.5×1.5 cm2. The collimated

light is then coupled into the trinocular head of a stereo-zoom microscope (Figs. 2.18a

and 2.18b). In order to minimize aberrations of light, eyepiece and microscope are

aligned as per the axis of the light, which is coming out from the projector. The mi-

croscope is used for the following reasons- (i) objective lens helps to control exposure

area on the substrate (0.6 - 5X de-magnification), and (ii) eyepiece in the binocular-

Figure 2.18: (a) Schematic and (b) photograph of a simple maskless-photolithography
system based on a projector and an optical microscope. (c) The emission spectrum of
the projector corresponding to the white light is also shown.
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head helps to check pattern placement and focusing of incident light on the substrate

(Figs.2.18a and 2.18b). In this setup, the projector is used to achieve spatial pattern-

ing of the light, where the desired image-patterns are drawn in PowerPoint software.

The computer software directly controls the intensity and duration of exposure. Note

that the hardware configuration of the projector and optical microscope is not affected,

and external lenses and mechanical shutters are also not required in the present setup.

The wavelength of exposure is indirectly controlled by choosing a suitable color in the

PowerPoint image.

A higher de-magnification in the microscope objective can be useful to expose

smaller features. However, with increasing the de-magnification, the area of exposure

significantly decreases, which is therefore feasible for small samples. In this experimental

setup, the minimum feature size is mainly constrained by the pixel-density of the digital

projector, which can be expressed by the following relation,

Wp =

√
Exposure area on the substrate

Total number of pixels
(2.22)

Therefore, an optimum de-magnification of 2X by the objective lens is used from where

the area of exposure becomes 10×6 mm2, with the theoretical limit of minimum feature

Wp ≈ 5 µm. However, in order to achieve well-defined photoresist patterns, a few pixels

of incident light are found to be essential, which enhances the minimum feature size to

∼20 µm. On the other hand, the minimum feature size due to the diffraction of light

can be estimated by,

Wd = k × λ

N.A.
(2.23)

Here, λ is the wavelength of exposure (∼ 430 nm), N.A. stands for the numerical

aperture of the system (∼ 0.2), and k is an instrumental parameter related to the

microscope and projector (∼ 1.5). With these values, the minimum feature size due to

diffraction is estimated to be Wd ≈ 3.2 µm. Note that the numerical aperture related

to the optical components inside the projector may also influence the estimated value

of Wd, which is not considered in the above calculation. This is because the dismantling
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Figure 2.19: Photographic images of various patterns developed by the maskless-
photolithography system.

of the projector for optical measurements may cause serious damage to the system.

The photoresist (Shipley-S1813) coated substrate is kept on an x-y-z-φ controlled

stage (Fig. 2.18a), where x-y motion and φ rotation of the stage are used to ensure

the pattern placement, and z-motion confirms the focusing of incident light on the

substrate (Figs. 2.18a and 2.18b). Initial alignments are performed by a red patterned

light (does not expose the photoresist), which contains an identical pattern that is to be

exposed. After that, the same image but with white light is used to expose photoresist

(6 sec). The intensity of projector light is controlled by introducing a semi-transparent

over-layer (72 % in our case) in the PowerPoint image. The white light spectrum of

the projector is shown in Fig. 2.18c, where the photons with λ < 450 nm bleaches

the photoresist. The photographic images of various structures (e.g., lasers, detector,

Hall bar, etc.), which are patterned by the above system are shown in Fig. 2.19. It is

found that the typical exposure time for the fabrication of various structures, having the

dimension 20 µm ≤ W ≤ 10000 µm, is invariant. This is a necessary condition for the

fabrication of complex patterns that contain both small and relatively large features.
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2.7 Semiconductor device development

2.7.1 Laser diode arrays

The basic operation of a diode-laser depends on the recombination of electron-hole

pairs in p-i-n junction, where photon confinement is achieved by total internal reflection

or Bragg-mirror. In general, a semiconductor diode-laser consists of an active medium

that can be a QW or QDs (decides the emission wavelength), a cladding region having a

lower-refractive index with respect to the active medium (provides photon confinement

by total internal reflection) and a waveguide medium (decides the optical mode of the

laser).[69, 87] The different segments of the semiconductor diode lasers are schematically

illustrated in Fig. 2.20. The intensity of photon-flux decreases with the propagation of

the wave in the waveguide, which can be expressed by I(w) = I0 × exp(−α∗w), where

α∗ is the absorption coefficient and w distance of wave propagation. In order to achieve

the lasing, the gain of the optical medium should be equal to the absorption losses, i.e.,

g = -α∗. In the semiconductor lasers, only a small part of the optical-modes overlaps

with the active region, which is located at the center of the waveguide. The gain factor

associated with the active medium of the laser is known as modal gain (gmodal),[69]

gmodal = g ×

∫ lw/2
−lw/2 I(w)dw∫∞
−∞ I(w)dw

(2.24)

Figure 2.20: Schematic of a QW-based p-i-n laser diode.
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Figure 2.21: Schematic flow diagram showing the steps for the development of semi-
conductor laser diode arrays.

Figure 2.21 shows the steps involved in the processing of diode lasers. In the first step,

the maskless photolithography system is used to pattern the sample with 100 µm thick

parallel lines, which are separated by 500 µm thick regions. The unwanted areas that

are surrounded by the active elements are chemically etched up to the depth of ∼1.8

µm by CH3OH : H3PO4 : H2O2 solution, followed by a SiO2 coating to passivate the

surface states of the etched sidewalls. To take the top contact, the deposited SiO2 is

selectively removed on the active elements of the laser diode by buffer hydrofluoric acid

solution (6:1) using a photolithography technique. Top contacts from the diodes are

made by Ti/Pt/Au multilayer deposition. The thickness of the sample is then reduced

to ∼100 µm by back-side lapping and polishing method, and back-contact is made by

Au-Ge/Ni/Au multi-layers. Finally, the sample is annealed at 400 ◦C for 20 sec to make

Ohmic contacts.

2.7.2 Photo-detectors

Detection of photons by semiconductor materials works on the collection of photo-

generated electron-hole pairs. The illumination of photons with energy more than the

bandgap excites electrons in the conduction band, where the photo-generated electron-

hole drift in crystal either due to an intrinsic or external electric field. The separation
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Figure 2.22: Schematic diagram showing the steps involved to develop photo-detectors.

of electron-hole by this process gives rise to current flow across the semiconductor in

closed-circuit condition or alters the surface potential in the open-circuit configuration.

The amount of current flow or the change in surface potential due to the light illu-

mination depends on the intensity of photon flux, absorption coefficient, and internal

quantum efficiency of the material system. The steps involved in the development of a

photo-detector are shown in Fig. 2.22. In the first step, Au-Ge/Ni/Au multilayers are

deposited at the back-side of the sample followed by an RTA at 400 ◦C for 20 sec. After

that, the active area of the detector (3 mm diameter) is defined by the photolithogra-

phy technique followed by a chemical etching up to the depth of active layers. In order

to passivate the surface states and to reduce reflection of photons from the detector

surface, a uniform thickness of SiO2 (∼ 120 nm) is deposited on the sample. Now, to

take-out the top-contact from the detector, a selective area oxide removal is performed.

After that, a ring-shaped Schottky contact is made on the top of the detector by Au

evaporation and a lift-off method.



Chapter 3

Effect of quantum confinement on

optical properties and effective

mass of excitons

3.1 Introduction and background

The optoelectronic properties of semiconductors can be enriched by confining charge

carriers in a low-dimensional system. However, with an increase in carrier confinement,

a significant amount of wave function penetrates into barrier layers. As a result of this,

electron and hole become localized by the atomic irregularities at the hetero-interfaces,

and basic property of the material system gets modified because of quantum effects

and wave function penetration. Such effects of quantum confinement are often investi-

gated by non-invasive techniques such as PL and SPV spectroscopy.[88, 89, 90, 91] An

extensive amount of research has been performed to derive a quantitative relationship

between the linewidth of an emission/absorption spectrum and the inhomogeneity in

semiconductors. For example, Aksenov and Oliveira et al. proposed a relation to express

PL linewidth as a function of lateral-inhomogeneities at the hetero-junctions,[92, 93]

by assuming the vertical-fluctuation of QW thickness was one monolayer of GaAs.

The theory of PL line-shape to determine the interface quality of QWs was also for-

mulated by Singh et al.[94, 95] With the continuous evolution of growth techniques

and the advancement of device technology, it is now essential to develop a comprehen-

49
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sive understanding on electro-optical processes that define the spectral line-shape of

ultra-low disordered systems. A systematic study needs to be performed on various

thicknesses of QW that are grown under identical conditions, for example, a multiple-

QWs (MQWs) structure with different thicknesses of QW.[91] The effective mass (m∗)

of charge carrier is another important parameter, which can be probed to investigate

interactions between charge carriers, band-curvature, and non-linear property of quan-

tum structures.[28, 29, 96, 97] However, the estimation of m∗ for an active layer in an

MQW structure is difficult by electrical transport measurements due to the problem

of the parallel layer conduction process. The estimation of m∗ by cyclotron-resonance

measurements is also not feasible when the resonance frequencies related to different

QWs are closely separated, and their absorption features are merged.[98, 99] Because

of this, magneto-optical spectroscopy is an attractive technique, where the values of m∗

related to each QWs in an MQW structure can be easily estimated.

In this chapter, the optical properties of excitons and carrier redistribution pro-

cesses in GaAs/AlGaAs QWs are investigated by temperature, excitation-power, and

chopping frequency-dependent PL and SPV measurements. The impact of carrier lo-

calization on the line-shape of PL and SPV spectra of QWs are investigated. Magneto-

optical measurements are performed to probe the effects of quantum confinement on

the effective mass and binding energy of excitons. Also, the impact of wave function

penetration into barrier layers and the role of non-parabolic bands on the effective mass

of excitons are explained for various thicknesses of QW.

3.2 Sample details and experimental procedure

GaAs/Al0.28Ga0.72As MQW samples are grown on a (001) oriented n+ GaAs sub-

strate by the MOVPE technique. The samples are grown at 730 ◦C temperature and 50

mbar pressure. The MQW structure consists of four QWs, 190 (QW-1), 100 (QW-2),

50 (QW-3) and 30 Å thickness (QW-4), which are sandwiched between ∼980 Å thick

AlxGa1−xAs layers. This higher thickness of the barrier layer restricts the coupling of
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Figure 3.1: (a) Schematic diagram of a GaAs/AlGaAs MQW sample and (b) simulated
result of HRXRD data to estimate the structural details of the sample.

wave function between the neighboring QWs (Fig. 3.1a). The structural parameters

(e.g., composition and layer thickness) are estimated by matching the HRXRD pattern

with the simulated results of X’Pert epitaxy software (Fig. 3.1b). Layer thicknesses are

also confirmed by cross-sectional TEM measurements and by matching PL peak energy

with the numerical solution of the Schrödinger equation. Temperature-dependent PL

and SPV measurements are performed in a closed-cycle cryostat with optical window

access. On the other hand, magneto-PL experiments are performed in an LHe cooled

Dewar, with a magnetic field perpendicular to the sample surface. Magneto-optical

measurements are performed by an optical fiber-based setup, which is described in Sec-

tion 2.4.3. For the temperature and magnetic field dependent PL measurements, a 532

nm green laser is used to excite charge carriers, and the chopping frequency is kept as

67 Hz (unless otherwise specified). SPV measurements are performed in MIS geometry,

where the carriers are excited by monochromatizing the broad spectrum of a QTH lamp.

The spectrometer used for these measurements is equipped with 1200 lines/mm grating

having the spectral resolution of & 0.01 nm. A 560 nm long-pass filter is used to block

the reflected laser light during PL measurements or to restrict the higher harmonics in

monochromatic light (originated from grating) during the SPV measurements. Spectra

are recorded by a silicon photo-diode with the help of a lock-in amplifier. Details of

the experimental setup for PL, SPV, and magneto-PL measurements can be found in
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Sections 2.4.1, 2.4.2, and 2.4.3.

3.3 Photoluminescence spectroscopy

In the beginning, temperature-dependent PL measurements are performed on the

GaAs MQW sample to study the optical properties of excitons in a low-dimensional

system, Fig. 3.2a. It is observed that the PL intensity related to the excitonic transition

decreases with a rise in temperature, which becomes negligible for T & 180 K. This

temperature-dependent reduction in PL can be explained by the thermal dissociation

of excitons followed by the escape of charge carriers from the QWs. Additionally,

due to an enhancement of electron-phonon interaction, radiative recombination time of

excitons increases at high temperature [τr(T ) ∼ T × τr(0)].[61, 100] On the other hand,

with an increase in temperature, PL peaks shift towards the low-energy (Figs. 3.2a

and 3.2b), which can be described by a semi-empirical Varshini’s relation, ε∗g(T ) =

ε∗g(0) − αT 2/(β + T ).[101, 102] Here, α and β signify the entropy of charge carrier

and the Debye temperature of the system, respectively. Symbol ε∗g(T ) represents the

sum of fundamental band-gap [εg(T )] and confinement energy of electron-hole in the

QW (ε0 = εe + εhh), i.e., ε∗g(T ) = εg(T ) + ε0. The experimentally estimated ε∗g(T )

is fitted by the Varshini relation with α = 370 K [21, 103] and β ≈ 7 × 10−4 eV-

K−1 (Fig. 3.2b). Careful observation shows that the fitted curve of Varshini’s relation

Figure 3.2: (a) Temperature-dependent PL spectra of the GaAs/AlGaAs MQW sample
and (b) shift in PL peak energy as a function of temperature.
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slightly deviates for QW-4 at T < 50 K. Such an observation indicates that the excitons

confined in a narrow QW are significantly affected by the atomic-irregularities at the

hetero-junction. This anomalous variation of ε∗g(T ) in low-temperature regime can be

explained by introducing a correction factor in Varshini’s relation to consider carrier

localization effects.[104, 105, 106]

At a fairly low-temperature, spectral line-shapes are asymmetrically broadened,

where the linewidth of the PL peak increases with decreasing QW thickness (Fig. 3.3).

In general, the broadening of PL peak is understood by the following factors– (1) ther-

mal energy of charge carriers (Γhomogeneous), (2) impact of defect/disorders (Γdefect),

(3) compositional variation in barrier layer (Γpot.fluct.), (4) thickness fluctuation of

QW (Γthickness), and (5) penetration of wave function into barrier layers (Γpenetration),

which are schematically illustrated in Fig. 3.4a. Particularly, the atomic irregulari-

ties at the hetero-junctions causes fluctuations in QW thickness (lw ± δ1), which may

cause a variation in quantum confinement energy ±∆ε0. Note that the large islands

or terrace-shaped interface-roughness, which was previously reported at GaAs/AlGaAs

interfaces,[107, 91] could not be observed in the cross-sectional TEM images of our

MQW sample. A representative TEM image of a GaAs/AlGaAs MQWs, which is

grown under identical growth conditions, is shown in Fig. 3.4b. It is observed that the

fluctuation in QW thickness remains within 1-2 × mono-layer width of GaAs (1 ML =

2.83 Å). Therefore, in the case of a high-quality QW, the broadening of a PL peak can

Figure 3.3: 4.2 K PL spectra of the MQW sample and PL line-shape fitting by Gaussian
along with Lorentz distribution function.
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Figure 3.4: (a) Schematic illustration of charge carriers’ confinement in a QW and
(b) cross-sectional TEM image of a GaAs/AlGaAs MQWs showing the quality of the
hetero-interfaces.

be described by the following relation,[108, 109, 110, 111]

Γ2
Total = Γ2

homogeneous + Γ2
defect + Γ2

pot.fluct. + Γ2
thickness + Γ2

penetration (3.1)

The excitons which are susceptible for band-to-band recombination (free-exciton, FX)

may experience the localization potentials, and their recombination at different spa-

tial position contribute to the inhomogeneous broadening (Eq. 3.1) with Gaussian

distribution.[108] Notably, strain-induced inhomogeneous line-broadening is not con-

sidered in the present study because of the very small (< 0.04 %) lattice mismatch

between GaAs and Al0.28Ga0.78As materials.[21] Also, the effect of spectral diffusion

on the PL linewidth is negligible for GaAs QWs with highly-uniform spatial charge

distribution.

In addition to the broadening in PL spectra, defects (vacancy, substitutional,

interstitial atoms), impurities (Si, C, etc.), and inhomogeneity in lattice may introduce

isolated localized energy states within the bandgap. The excitons that are captured by

these localization potentials are known as bound-exciton (BX), which can recombine

radiatively and cause asymmetry in PL spectra. With the kinetic energy of BXs being

feeble, the PL line-shape of a BX transition can be approximated by Lorentz function in

the case of binary semiconductors.[108] Notably, distinct PL peaks related to the donor
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or acceptor bound exciton or trion are not observed in the PL spectra of the undoped

QWs (Fig. 3.3). However, defect and impurity-bound excitons may have slightly donor-

type nature due to the incorporation of silicon impurities in the MOVPE grown samples.

In order to estimate PL intensity and linewidth of the FX and BX transitions, PL line-

shape is fitted with Gaussian function along with a Lorentzian distribution. Figure 3.3

shows the PL line-shape fitting of QWs at T = 4.2 K. Here, the Gaussian peak P1

with relatively large PL intensity is understood by the radiative recombination of FX,

whereas the homogeneously broadened P2 is contributed by BX transition.

3.3.1 Quantification of QW thickness fluctuation

The linewidth of P1 transition for the four QWs at 4.2 K is plotted in Fig. 3.5.

To understand the impact of wave function penetration on the broadening of PL peak,

the probability distribution of electron and hole in QWs is estimated by solving the

Schrödinger equation in finite difference method. The parameters used for this calcula-

tion, e.g., m∗ and εg(T ), and band-offsets for GaAs/Al0.28Ga0.72As system, are acquired

from the standard literature reports.[21, 112] Figure 3.6 shows that the charge carriers

in QW-1 (lw = 190 Å) are not considerably influenced by the atomic irregularities at

Figure 3.5: The broadening of PL peak (P1) as a function of QW width. The inset
shows that the excitons in a narrow QW experience thickness fluctuations due to the
atomic irregularities at the hetero-junctions.
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the hetero-junctions. However, in the case of other QWs, the spatial extent of the elec-

tron/hole is larger than the corresponding QW thickness. Therefore, an enhancement

in PL linewidth for a narrow QW can be explained by the effect of wave functions pen-

etration with the substantial influence of hetero-interfaces. It is observed that the PL

linewidth as a function of QW thickness saturates near (1.72 ± 0.05) meV (Fig. 3.5),

where this minimum value of linewidth is governed by the homogeneous broadening

(Γhomogeneous), potential fluctuations (Γpot.fluct.), and in-plane defects (Γdefect) in the

QW layer. The probability of carrier occupancy in barrier layers (f ) is numerically cal-

culated by using Fig. 3.6 (Table 3.1), which is then used to estimate the enhancement

in PL linewidth due to the wave function penetration,

Γpenetration = (1− f)× ΓAl0.28Ga0.72As (3.2)

The PL linewidth of Al0.28Ga0.72As barrier is measured independently, which is found

to be 16.6 meV (data not shown). Thereafter, the broadening in PL spectra due to

QW thickness fluctuation (lw±δ1) is estimated by subtracting the contribution of other

terms in Eq. 3.1, which is summarized in Table 3.1. Finally, the amount of PL line-

broadening due to the QW thickness fluctuation [ε∗g(lw − δ1) − ε∗g(lw + δ1)] is used to

estimate δ1 by the following relation,

Γthickness =
π2~2

µ∗

[
2lwδ1

(l2w − δ2
1)2

]
(3.3)

Figure 3.6: The spatial extent of electron-hole wave functions in different thicknesses
of QWs, which is estimated by solving the 1-dimensional Schrödinger equation.
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Table 3.1: Probability of finding an electron-hole pair in QW (f ) and barrier layers
(1-f ). PL line-broadening originated by different mechanisms are tabulated.

f (1-f ) Γpenetration [Γ2
homogeneous + Γ2

defect PL linewidth Γthickness
(meV) + Γ2

pot.fluct.]
1/2 (P1) (meV)

(meV) (meV)

1.000 0.000 0.00 1.72 1.95 0.90
0.998 0.002 0.03 1.72 3.64 3.21
0.980 0.020 0.33 1.72 7.82 7.62
0.913 0.087 1.44 1.72 10.83 10.56

With the QWs in the MQW structure are grown under identical condition, fluctuations

in QW thickness can be evaluated by averaging the estimated δ1 of the four QWs,

which is found to be 〈δ1〉 = 2.1 ± 0.4 Å. The µ∗ required for this calculation is esti-

mated by the magneto-PL spectroscopy, which is discussed in the later section of this

chapter. A similar order of interface roughness was previously reported by complex

and destructive techniques, like cross-sectional scanning tunneling microscopy, TEM,

etc.[113, 114, 115, 116] Notably, the defects acquainted along the growth direction of

the QW may contribute to the estimated δ1, which can be higher for a thick QW. In

addition to this, the fluctuation in QW thickness in the case of a wide QW may av-

erage out over the higher exciton Bohr radius. The contribution of disorder-averaging

predominantly depends on the quality of epi-layer and hetero-interfaces, the kinetics of

excitons, and carrier capture mechanisms by defects.[90, 117] The above approach to

estimate the fluctuations in QW thickness would be suitable for any set of QWs that

are grown under identical conditions. Notably, a variation in composition and growth

conditions between the QWs may lead to an erroneous result by the above technique

to estimate δ1. This is because, in such a condition, the defect density, dopant density,

and the quality of hetero-junctions may vary among QWs. In summary, the simple and

contactless nature of PL measurements is really attractive to probe inhomogeneities in

QWs.
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3.3.2 Excitation power-dependent PL spectroscopy

In order to confirm the nature of P1 and P2 peaks that are partially merged in the

PL spectra, excitation power-dependent PL measurement is also performed at 4.2 K

(Fig. 3.7a). Figure 3.7b shows that the integrated PL intensity of P1 linearly increases

with a laser power density (pexc). The variation in PL intensity with pexc can be un-

derstood by a rate equation model, I ∝ Rr = (n × p)/τr ∼ pexc. Here, each photon

generates an electron-hole pair (exciton) that recombines radiatively to emit the same

photon again. Therefore, the intensity of free-excitonic PL linearly increases with in-

creasing electron-hole pair generation rate. However, a sub-linear power-dependence of

P2 (I ∝ pyexc, with y < 0.9) indicates that the defect states of the high-quality QW are

saturated under a high pexc (Fig. 3.7c).[118] Note that the power-dependent PL intensity

may exhibit a super-linear variation (1 < y ≤ 2) for free-carrier recombination, where

the photo-generated carriers can be recombined with carriers that are already present

in the sample. Therefore, in an ideal case of free-carrier recombination, PL intensity

quadratically varies with pexc [i.e., I ∝ (pexc)
2], since the rate of carrier recombination

depends on the product of electron and hole density.[119]

Note that the relative strength of PL emission from different thicknesses of QW,

at a given excitation power, can be explained by considering the absorption of pho-

Figure 3.7: (a) Power dependent PL spectra and intensity of P1 (b) and P2 (c) peaks
as a function of the excitation power density of laser light.
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tons, radiative recombination of excitons, and non-radiative decay of charge carriers.

The density of photo-excited carriers in a thick QW, deep inside the MQW structure

(see Fig. 3.1a), is mainly constrained by the reduction of photon-flux as a function of

depth [I ∼ I0 × exp(−α∗l)] and smaller joint density of state. Moreover, the oscilla-

tor strength of excitons (Eq. 1.16) decreases with an increase in QW thickness,[48, 49]

which enhances the radiative recombination time and reduces the PL signal (I ∼ n/τr)

for the thick QW. On the contrary, charge carriers that are confined in a narrow QW

experience disorders present at the hetero-interfaces and decay via a non-radiative pro-

cess. As a result of the above processes, the PL intensity, at a given excitation power,

gradually increases with a reduction in QW thickness (Fig. 3.7b). Notably, when a

significant amount of wave function penetrates in barrier layers (for lw � 30 Å), the

oscillator strength of exciton again decreases,[49] which may cause a reduction in the

PL intensity. Also, under a very high pump power, carrier-carrier scattering, screening

of Coulomb potential, and sample heating play an important role to define the relative

strength of the PL peaks for different QWs.[120, 121]

3.4 Surface photovoltage spectroscopy

3.4.1 Charge redistribution processes with temperature

The absorption of photons and redistribution of photo-generated charge carriers

in the MQW structure are also investigated by SPV measurements. Temperature-

dependent SPV amplitude and phase spectra of the MQWs are shown in Figs. 3.8c and

3.8d. It is observed that the SPV amplitude related to QW transitions monotonically

increases with an enhancement of temperature, where the heavy (HH) and light hole

(LH) transitions are identified by solving the 1-D Schrödinger equation. According to

literature reports, the amplitude of SPV signal can be explained by following processes:

(i) thermal escape of charge carriers from the QW, (ii) electric field-assisted tunneling

of charges, (iii) separation of electron-hole within the QW, and (iv) capture of charges

by interface defects or disorders.[122] Electron and hole, which are escaped from a QW,
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Figure 3.8: (a) Schematic of the GaAs/AlGaAs MQW layer structure and (b) sample

stage for SPV measurements. (c) The SPV amplitude and (d) phase spectra of the

MQW sample in the temperature range of 92 - 300 K. Maxima of heavy and light hole

related (e) SPV amplitude×hν and (f) phase are plotted as a function of temperature.

either by thermal energy or tunneling, drift according to the surface and interface band-

bending. The thermally activated charge carriers may also diffuse in barrier layers due

to a gradient in photo-generated carrier density. In general, charge redistribution pro-

cesses, contributing to the SPV-amplitude, are expressed by the following relationship

of algebraic sum,[123]

SPV =
∑

process

∫
ld

(
dV light

dz
− dV dark

dz

)
dz (3.4)

where V light and V dark represent the surface or interface potential during the light

illumination and dark respectively, and ld symbolizes the depletion width. On the con-

trary, a variation in SPV-phase can be explained by the emergence or dominance of a
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charge redistribution process under an external perturbation, such as enhancement of

temperature, photon flux, magnetic field, etc. In particular, the SPV phase may con-

tinuously vary under the presence of non-linear processes in the sample.[124] Notably,

sub-bandgap SPV features in bulk and heterostructures of GaAs and similar systems

are previously investigated by many authors,[125, 126] and therefore, not discussed in

the present study.

It is observed that the SPV-amplitude related to QW-transitions exhibits a peak-

like behavior (Fig. 3.8c), which is replicated by the phase spectra of the measured signal

(Fig. 3.8d).1 The origin of distinct peaks in phase spectra, which are observed exactly

at the same energies when there is a peak in SPV amplitude, is not yet understood.

To realize the spectral line-shape of SPV phase and temperature-dependent processes,

SPV amplitude×hν and phase maxima as a function of temperature are plotted in

Figs. 3.8e and 3.8f. Depending on their variations, temperature-dependent processes can

be divided into three regions, as marked in Figs. 3.8c and 3.8d. Also, the contribution of

drift/diffusion of electron and hole in the measured SPV signal is realized by the energy

band-profile of the MQW structure (Fig. 3.9), which is numerically estimated by solving

the Schrödinger-Poisson equation for an intermediate temperature.[127] According to

Fig. 3.9, holes that are escaped from a QW drift towards the surface, whereas electrons

after the thermal escape drift away from the surface (i.e., towards the substrate). On

the contrary, the photo-generated electron-hole pair density being maximum close to

the surface, both the electron and hole diffuse away from the surface. Therefore, the

contribution of hole-redistribution in the measured SPV signal would be feeble when

drift and diffusion try to cancel the impact of each other. Moreover, with the mobility

of electrons is much higher than the mobility of holes [128] and diffusion of electrons is

faster than holes [129, 130], SPV signal in the present case is predominantly contributed

by the thermal escape of electrons from QWs followed by their drift/diffusion towards

the substrate.

1SPV phase in the sub-band gap region (870 nm) of GaAs at 67 Hz chopping frequency is set to
zero which is used as the reference for the phase variation.
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Figure 3.9: The energy band profile of the MQW structure is estimated by solving the
one-dimensional Schrödinger-Poisson equation without considering the contribution of
interface defect states. The potential barrier of electrons (Ve) and heavy holes (Vhh) in
QWs are shown in the unit of meV.

It is observed that, in region-I (T . 80 K), SPV amplitude and phase spectra

related to QW transitions could not be recorded, even under the maximum photon-flux

(∼ 1 mW/cm2) available in our experimental setup (Figs. 3.8c-f). This is because most

of the photo-excited electrons in this low-temperature regime radiatively recombine

with holes, which leads to a strong luminescence signal.[131] In addition, a significant

number of electrons are captured by point defects in QWs, which is shown by magenta

arrows in Fig. 3.10. As a result of this, the probability of carrier redistribution within

QWs or the thermal escape of electrons becomes feeble, which causes a negligibly small

SPV signal in region-I.

However, with an enhancement of temperature, radiative recombination time of

charge carriers increases [τr(T ) ∼ T × τr(0)],[61, 100] and electrons, which have been

captured by point defects, are thermally activated to energy eigenstates of the QW

(shown by black arrows, Fig. 3.10). A small fraction of these electrons may also escape

from the QW and drift towards the substrate, leading to a gradual enhancement of the

SPV amplitude. Therefore, in region II (80 . T . 200 K), the free-carrier density in

the conduction band increases due to thermal activation of point-defects and increase

in τr, which may enhance an electron-electron interaction within the QW. Under this

condition, electrons are forced to move towards interfaces and increase the carrier lo-
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Figure 3.10: The recombination (cyan arrow), capture by point defects (magenta
arrows), thermal activation (black arrows), and electron-electron repulsion followed by
carrier localization at heterointerfaces (purple arrows) are schematically illustrated.
In a high-temperature regime, a significant number of electrons escape from the QW
and drift/diffuse in barrier layers. In this process of charge migration, electrons are
captured and re-escape from the defect states in barrier layers or other QWs in the
MQW structure.

calization at the QW interfaces (purple-arrows in Fig. 3.10). As a result of this, an

interface electric field Ei would be generated that may oppose the drift of electrons

under the influence of surface electric field Es, see Fig. 3.10. This enhancement of Ei

due to the electron-electron interaction could be the main reason for the temperature-

dependent increase in the SPV phase in region-II (Fig. 3.8f). Note that the hole-hole

interaction in the valence band of QWs followed by their capture in heterointerfaces

will reduce the magnitude of Ei. However, since the QWs are already occupied by

a considerable number of electrons that are migrated from the n+ substrate (see the

Fermi level in Fig. 3.9), the electron-electron interaction would be a dominating process

than the hole-hole repulsion.

Further enhancement of temperature significantly increases the thermal escape of

electrons, which leads to a non-linear rise of the SPV amplitude in region-III (T & 200

K), Fig. 3.8e. In this process, the electronic density in QWs decreases, and electrons

that were captured at heterointerfaces are also released by thermal energy. Therefore,

the amplitude of Ei at GaAs/AlGaAs heterointerfaces reduces at a high temperature,
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and causes a decrease in the SPV phase (Fig. 3.8f).

In summary, an electron-electron interaction within the QW enhances the interface

electric field, which may oppose drift and diffusion of charges in the QW-based structure.

In this process, the relative phase of the SPV-signal increases. Therefore, when the

energy of the incident photons is resonant with a QW transition, a large number of

electrons are excited due to a higher absorption coefficient, which enhances the electron-

electron interaction and builds up a strong Ei. This could be the reason to observe a

peak like variations in SPV-phase exactly at the same energy when there is a peak in

SPV-amplitude. It is noteworthy to mention that since the built-in interface electric

field opposes the redistribution of electrons, elimination of the above process would be

beneficial to achieve a significant enhancement of photovoltaic response of the system.

The SPV amplitude related to QW transitions in region-III can be explained by

the absorption of photons using the following relation,[132]

|SPV|abs =
kBT

e

Aη∗eΦ0(1−R∗)
hν

[1− e−α∗lw ] (3.5)

Here, an above bandgap light of photon flux Φ0 illuminates the sample over an expo-

sure area A, where the reflectivity of light and quantum efficiency are symbolized by

R∗ and η∗ respectively. Moreover, in the case of a thin absorbing layer, the quantity

[1 − exp(−α∗lw)] can be approximated to α∗lw. Note that the absorption coefficient,

which depends on the joint-density of state, may also vary with an enhancement of

temperature. Equation 3.5 can be used to explain the SPV-amplitude as a function of

temperature by introducing an additional term related to the thermal escape. The SPV

being a complementary technique to emission spectroscopy, temperature-dependent

SPV can be explained with the help of the Arrhenius equation,[133] which is often

used to study temperature-dependent PL intensity [I(T )].

SPV(T) ∼ [I(0)− I(T )] (3.6)

∼ |SPV|abs ×
τr
τnr

exp

(
− εesc
kBT

)
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The symbols τnr and εesc represent the non-radiative decay time and the energy required

for the electronic escape from the QW, where εesc signifies the sum of barrier height (Ve)

and binding energy of excitons. Unlike the present case, when both the electron and hole

contribute to the SPV signal, an additional term related to holes can be incorporated

in Eq. 3.6. Further simplification of Eq. 3.6 can be performed by considering τr(T ) ∼

T ×τr(0). Therefore, Eq. 3.6 shows that the amplitude of SPV increases with rising the

temperature due to the following reasons - (a) radiative recombination time of charge

carrier increases due to the electron-phonon interaction, and (b) probability of thermal

escape increases with raising the temperature. Besides the above formulation, the band-

bending of the MQW structure and carrier localization in point defects may slightly vary

with temperature in region-III, which may also contribute to temperature-dependent

SPV-amplitude and phase spectra.

3.4.2 Impact of carrier-carrier interaction on charge redistri-

bution process

Further insights of carrier localization at the heterointerfaces and its impact on SPV

amplitude and phase are realized by excitation power (pexc) dependent SPV measure-

ments. Results obtained in Figs. 3.11a and 3.11b show that SPV amplitude and phase of

QW transitions are simultaneously increasing with an enhancement of pexc. The SPV-

Figure 3.11: Excitation power-dependent SPV (a) amplitude and (b) phase maxima
related to QW transitions at 300 K.
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amplitude as a function of pexc is also fitted by a power-law relation, SPV ∝ (pexc)
y,

Fig. 3.11a, where numerical values of the exponent are shown in the inset of the plot.

It is found that the fitted value of y is much lower than unity for all four QWs, which

indicates a large number of photo-excited electrons that are bound by defect/disorders

could not contribute to SPV, especially at higher excitation power. At the same time,

an increasing SPV phase suggests that the interface electric field also enhances at higher

pexc. This is because photo-excited electrons become highly susceptible to be localized

at the heterointerfaces of the QW due to a strong electron-electron interaction under

intense light illumination (Fig. 3.11b). As a result of this, the drift of electrons in the

MQW structure is affected and the SPV amplitude exhibits a sublinear increase as a

function of pexc. A lower value of y for a narrow QW (e.g., y = 0.25 for QW-4) readily

indicates that when a significant amount of wave function has penetrated in barrier

layers, electron-electron interaction plays an important role on the carrier localization

at the heterointerfaces. Notably, the accumulation of photo-generated charge carriers

in all four QWs is different due to their different α∗ and εesc, which may also influence

the numerical value of y.

3.4.3 Response time of charge redistribution process

A chopping frequency-dependent SPV measurement is also performed to probe

the time response of carrier redistribution processes that are contributing to the SPV

signal (Fig. 3.12). According to the previous reports, the SPV-amplitude as a function

of frequency (fν) can be expressed by the following relation,[134]

SPV(fν) =
∑
k

℘kτk
[1 + (2πfντk)2]1/2

(3.7)

Equation 3.7 can be easily derived by considering the capacitance-resistance circuit of

metal (TCG) - insulator (air) - semiconductor sample stage configuration. Here, the

time constant associated with the process k is denoted by τk and ℘k represents the
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Figure 3.12: (a) The SPV amplitude and (b) phase maxima are plotted as a function
of chopping frequency at 300 K.

strength of the corresponding process, which are estimated by fitting the frequency-

dependent SPV amplitude as shown in Fig. 3.12a (Table 3.2). The estimated τ1 with

higher ℘ could be related to the thermal escape of photo-generated electrons followed

by their drift in barrier layers, whereas a higher value of τ2 could be related to the de-

localization of electrons followed by their thermal escape and drift in the MQW struc-

ture. It is noteworthy to mention that, even though the thermal escape, drift and carrier

capture mechanisms are in-general ns process, the estimated τ1 and τ2 are found to be

in the ms range. This is mainly because of the carrier localization and de-localization

processes during their migration in barrier layers (see, Fig. 3.10), which enhances the

effective time constant of the above processes. Note that the electrons, which are es-

caped from a QW, may also be localized into other QWs in the MQW structure. In

addition, a sharply decreasing SPV-phase indicates that the carrier-carrier interaction

followed by their capture at heterointerfaces and development of the interface electric

Table 3.2: Time constants of charge redistribution process in different thicknesses of
QW.

QW thickness ℘1 τ1± 0.03 ℘2 τ2 ± 0.3
(Å) (s−1) (ms) (s−1) (ms)

190 1.02 1.3 0.01 5.0
100 1.50 0.75 0.16 3.9
50 2.06 0.48 0.48 2.1
30 2.62 0.31 1.03 1.3
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field is also a slow process with a few ms time response.

3.5 Magneto-PL spectroscopy

3.5.1 Effective mass of excitons and non-parabolicity of bands

In this section, the impact of quantum confinement on the effective mass and binding

energy of excitons is investigated by PL measurements under a high magnetic field.

Figure 3.13 shows the magneto-PL spectra of the MQW sample under the magnetic field

up to 8 T. With an increase in the magnetic field, a blue-shift in PL peaks is observed,

which is found to be significant for a thick QW (e.g., QW-1). The magnetic field-driven

blue-shift in FX transition energy (P1) for the QWs is plotted in Figs. 3.13(b-e). In a

low field regime (B < Bc), the diamagnetic shift of energy states can be expressed by

the following relation,[52, 135]

∆ε(B) = RD
e2B2r2

b

4µ∗
(3.8)

A dimensionless parameter RD is introduced in Eq. 3.8 to consider the role of charge

carrier confinement in quantum structures. However, under a strong magnetic field

when magnetic length < exciton Bohr radius,[52] energy eigenstates become discretized

in the form of Landau states. In this condition, the energy eigenvalue of Landau states

Figure 3.13: (a) 4.2 K magneto-PL spectra under the magnetic field up to 8 T. The
magnetic field-driven blue-shift in PL peaks are plotted in (b)-(e)
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Table 3.3: The reduced effective mass and binding energy of excitons with a variation
in QW thickness are summarized, where the free-electron mass is denoted by m0.

lw µ∗ ± error εb ± error
Å (×m0) (meV)

190 0.114 ± 0.002 8.9 ± 0.4
100 0.133 ± 0.002 10.4 ± 0.6
50 0.163 ± 0.006 12.7 ± 1.0
30 0.178 ± 0.007 13.9 ± 1.1

can be expressed by,[52, 135]

∆ε(B) =

(
j +

1

2

)
~eB
2µ∗

(3.9)

The magnetic field above which magnetic perturbation dominates over Coulomb inter-

action is termed as the critical magnetic field (Bc = µ∗2e3/16π2ε20ε
2
r~3),[52] According

to this expression, the critical field of bulk GaAs can be estimated to be ∼ 4.9 T, con-

sidering εr of GaAs is 13.18.[21] Now, the magnetic-field dependent linear shift in PL

peak energy (B ≥ 5 T) is used to estimate the reduced effective mass of excitons by

Eq. 3.6 [Figs. 3.13(b-e)].[136, 135, 19] Subsequently, the estimated µ∗ is used to calcu-

late the binding energy of excitons in the absence of a magnetic field by εb(B = 0) ≈

(µ∗e4/32π2ε20ε
2
r~2),[52] which is shown in Table 3.3. The binding energy estimated by

this simple relation (considering spherical charge distribution) is found to be in close

agreement with the literature reported εb that was calculated by a rigorous theoret-

ical framework.[137, 138, 139] Such an observation indicates that the penetration of

wave function into barrier layers is trying to restore the three-dimensional character of

excitons in the QWs.

Effect of wave function penetration into barrier layers

It is observed that the estimated µ∗ of the QWs (Table 3.3) is higher than the

reduced mass of excitons in GaAs [µ∗ = 0.056m0],[140] which dramatically increases

with decreasing the QW thickness. According to the existing literature reports, one

plausible explanation for the increase of effective mass with decreasing QW thickness
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can be the impact of wave function penetration into barrier layers. In particular, with

a decrease in QW thickness, wave function penetration upsurges which may increase

µ∗. The resultant effective mass of electron and hole by considering this penetration

effect can be estimated by,[141]

1

m∗(QW + penetration)
=

f

m∗GaAs

+
(1− f)

m∗AlGaAs

(3.10)

where f and (1-f ) signify the occupation probability of charge carriers in the QW and

barrier layer, respectively. The effective mass of charge carriers in GaAs and AlGaAs

materials is symbolized by m∗GaAs and m∗AlGaAs. Using Eq. 3.10, the increase in effective

mass due to the above process can be estimated by,

∆m∗penetration =
m∗GaAs(1− f)(m∗AlGaAs −m∗GaAs)

f ×m∗AlGaAs + (1− f)×m∗GaAs

(3.11)

The numerical values of f for the QWs are estimated by Fig. 3.6. Subsequently, the

estimated ∆mpenetration is summarized in Table 3.4. It is found that the enhancement

of effective mass due to wave function penetration is not sufficient to explain the ex-

perimentally observed higher values of µ∗ (Table 3.4).

Effect of non-parabolicity of conduction band

Another factor that may influence the estimated µ∗ is the non-parabolicity of the

conduction and valence bands. Many groups have theoretically investigated the role

of non-parabolic conduction band in explaining a higher value of effective mass for

QWs.[142, 143, 97, 144] According to these reports, the Hamiltonian of charge carriers

under a magnetic field can be described by the following relation,[145, 146, 147]

H =
~2k2

2µ∗
+

1

2
gµBσpB + ΓDσpφ+ a1k

4 +
a2

ξ4
B

+ a3

[{
k2
x, k

2
y

}
+
{
k2
x, k

2
z

}
(3.12)

+
{
k2
y, k

2
z

}]
+ a4k

2σpB + a5(σpk, kB) + a6k
2Bσp + Vz(e)

Here, ΓD and σp symbolize the Dresselhaus spin-orbit coupling constant and Pauli spin

matrices, respectively. The quantity φ is a vector-operator with components φx =
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(kykxky − kzkxkz). Notably, the Lande g-factor of GaAs being very small (g∗ ≈ −0.44

at 5 K),[145] the contribution of Zeeman splitting in Eq. 3.12 becomes feeble (0.2

meV at 8 T). Also, the contribution of the third term, in representing the spin-orbit

interaction, is very small in the present case due to the negligible inversion symmetry of

GaAs crystal structure.[145] The fourth term of Eq. 3.12 having quadratic dependence

with the applied magnetic field (where ξ =
√
h/eB) denotes the diamagnetic energy

of charge carriers. The terms containing a1 and a3 represent the non-parabolicity of

bands with k4 dependency. Further details of Eq. 3.12 may be found in Refs. [145, 146]

Under the above approximations for a GaAs-type system, a simplified form of Eq. 3.12

is proposed by Hiroshima and Lang to express the non-parabolicity in conduction band

which is given by,[143]

ε′e =
~2

2m∗e
k′2e (1− γk′2e ) (3.13)

where (ε′e, k
′
e) represents the energy eigenstate of electrons in non-parabolic band dis-

persion, which may not be same as (εe, ke) corresponding to the parabolic band. The

γ symbolizes the non-parabolicity factor of the conduction band. It is noteworthy to

mention that, when QW thickness is large, energy eigenstate is positioned at the con-

duction band edge with wavenumber k′e → 0 and Eq. 3.13 turns out to be a parabolic

band dispersion εe = ~2k2
e/2m

∗
e. Here, m∗e (= d2εe/dk

2
e = 0.067 m0)[21] is the effective

mass of electrons, which is a measure of band-curvature at the conduction band edge.

Therefore, a second-order derivative of Eq. 3.13 becomes,[
∂2ε′e
∂k′2e

]
ε′e1

=
~2

me(QW)
=

~2

m∗e
− 6γ~2k′2e1

m∗e
(3.14)

For a QW, the energy-dependent effective mass (mass as a function of QW width) and

ground energy state of electrons in the non-parabolic band are represented by me(QW)

and (ε′e1, k′e1), respectively. Combining Eqs. 3.13 and 3.14, the non-parabolicity factor

γ can be estimated by the following relation,

γ =

[
me(QW)−m∗e
6me(QW)× k′2e1

]
=

[me(QW)−m∗e]× [5me(QW) +m∗e]

72m∗e[me(QW)]2ε′e1
× ~2 (3.15)
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Table 3.4: The increase in effective mass due to the wave function penetration. The
PL peak energy, ground state energy of heavy-hole, and energy eigenstate of electrons
in the non-parabolic band are summarized. Subsequently, the non-parabolicity factor
is estimated by using ε′e1 and Eq. 3.15
lw ∆m∗hh ∆m∗e m∗hh(QW me(QW) ε∗g εhh1 ε′e1 γ

(Å) (penet.) (penet.) +penet.) (×m0) (eV) (meV) (meV) (×10−18)
(×m0) (×m0) (×m0) (m2)

190 0.0000 0.0000 0.350 0.169 1.5352 2.5 22.6 2.32
100 0.0000 0.0000 0.350 0.214 1.5665 7.9 50.0 1.18
50 0.0015 0.0001 0.352 0.303 1.6304 24.0 100.1 0.62
30 0.0060 0.0026 0.356 0.356 1.6926 48.0 139.5 0.48

In order to estimate γ by the use of Eq. 3.15, one needs to have information about

me(QW) which can be decoupled from the estimated µ∗, and energy eigenstates of

the QW (ε′e) corresponding to the non-parabolic band dispersion. Here, the transition

energy of the PL peak is used to estimate confinement energy (ε′e1) of electrons.

ε∗g = εGaAs
g + ε′e1 + εhh1 − εb (3.16)

where ε∗g is the energy of PL peak, εGaAs
g = 1.519 eV is the bandgap of GaAs at 4.2

K,[21] εhh1 is theoretically calculated, and εb is already estimated in Table 3.3. The

estimated ε′e1 for the QWs is shown in Table 3.4.

Note that the heavy-hole band in-general does not interact with the conduction band

edge and experience a weak interaction with the distant bands. Therefore, the impact

of the non-parabolic heavy hole band on µ∗ can be neglected for the QW thickness

greater than 30 Å.[97, 148, 149] Under this condition, m∗hh is considered to be invariant,

m∗hh = 0.35m0,[140, 150] and effective mass of electrons [me(QW)] is decoupled from

µ∗ that is estimated by magneto-PL spectroscopy (Table 3.4).

1

µ∗
=

1

m∗hh
+

1

me(QW)
(3.17)

The estimated m∗e(QW) as a function of QW thickness is summarized in Table 3.4.

Now, Eq. 3.15 is used to deduce γ of the conduction band for the four QWs, by using
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me(QW), m∗e and ε′e1. The non-parabolic ε-k dispersion curves are then plotted in

Fig. 3.14 highlighting the energy eigenstate of QWs by yellow dots. Here, the dispersion

curves are valid within the range of 0 ≤ k′e ≤ kmax.[151] The experimentally estimated

γ for different thicknesses of QW can be compared with the previously reported non-

parabolicity factor for GaAs QWs.[97, 152, 140, 153] In particular, the estimated γ for

QW-4 is found to be in good agreement with the non-parabolicity factor reported by

Nelson et al. for a narrow QW.[97]

It is noteworthy to mention that due to the non-parabolicity in bands, the effective

mass of charge carriers increases when the energy eigenstate is shifted to higher (ε, k),

which can be explained by Eq. 3.14. In previous studies, it has been reported that

the Landau-diamagnetic energy may exhibit a sub-linear variation when the energy

eigenstates are significantly blue-shifted under a strong magnetic field.[52, 48, 154] Such

an observation can be explained by the non-parabolicity in bands, where the effective

mass of excitons increases due to the blue-shift in energy state under a high magnetic

field.[52, 48] With this understanding, it can also be inferred that the charge carriers

at higher energy sub-bands in a QW (s = 2, 3, etc.) would exhibit larger effective mass

and smaller Landau-diamagnetic energy.

Figure 3.14: Non-parabolic band dispersion for different thickness of QWs. A parabolic
dispersion curve for bulk GaAs is also shown by the red dashed line. The maximum k′e
value up to which the dispersion curve is valid is marked by green dots.
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Notably, the reduced effective mass (µ∗) estimated by magneto-PL spectroscopy in

this chapter is the in-plane counterpart of the three-dimensional mass. We have shown

that the existing model of wave function penetration (using Eq. 3.10) is not sufficient to

explain the higher effective mass of excitons in a narrow QW. In this analysis, the higher

reduced mass of excitons is described by the spatial extent of wave functions along the

out-of-plane direction. Similarly, the impact of non-parabolicity of conduction band on

the effective mass primarily depends on the out-of-plane wave vector (for QWs, k2 ≈ k2
z).

Therefore, it is evident that the effective mass estimated by magneto-PL spectroscopy

can be explained by considering the out-of-plane parameters. In view of this, in-plane

and out-of-plane masses are not explicitly mentioned in the above analysis. A similar

convention can also be found in many reports.[141, 143, 97, 155, 156] A detailed study

on the anisotropic effective mass of charge carriers in QWs can be found in Chapter 5.

In order to acquire further insights into this non-parabolicity of bands, a theoret-

ical band calculation is also performed in collaboration with Dr. Aparna Chakrabarti

and Dr. C. Kamal, RRCAT, using Vienna Ab initio Simulation Package. The calcu-

lation is performed on three different systems: (a) 20 mono-layers GaAs, (b) 5 MLs

Al0.5Ga0.5As/10 MLs GaAs/5 MLs Al0.5Ga0.5As, and (c) 5 MLs AlAs/10 MLs GaAs/5

MLs AlAs. The results obtained in Fig. 3.15 show that the curvature of the conduction

Figure 3.15: Theoretically calculated band-structure of (a) 20 MLs GaAs, (b) 10 MLs
GaAs sandwiched between 5 MLs of Al0.5Ga0.5As barrier, and (c) 10 MLs GaAs sand-
wiched between 5 MLs of AlAs barrier.
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band is considerably different in all three cases, whereas the curvature of the valence

band edge remains nearly invariant. This indicates that the charge carriers in a QW

experience an effective crystal potential due to the QW and barrier layer, which can

influence the effective mass of excitons and non-parabolicity of bands.

3.6 Conclusion

In summary, radiative recombination and carrier redistribution processes in GaAs/

AlGaAs QWs are investigated by PL and SPV measurements. The role of carrier local-

ization on the asymmetry in PL line-shape and broadening in PL spectra is understood

for various thicknesses of QW that are grown on the same substrate. The atomic

irregularities at the hetero-interfaces of a QW are quantitatively estimated by mod-

eling the PL linewidth as a function of QW width. The different thicknesses of QW

with the same background parameters are found to be the key recipe for this work.

Also, the localization of charge carriers in a QW leading to distinct peaks in SPV

amplitude and phase spectra is realized by temperature, excitation power, and chop-

ping frequency-dependent SPV measurements. In particular, the SPV measurement is

found to be beneficial to probe carrier capture mechanisms, thermal escape of charges

from QWs, and drift/diffusion in a multi-layered sample, which is also feasible for a

high-temperature study. Further, the effective mass of excitons in QWs is estimated by

magneto-PL spectroscopy, where the reduced mass of excitons significantly increases

with decreasing QW width. It is found that the non-parabolicity of the band is an

important factor that leads to a higher effective mass of charge carriers in a narrow

QW.



Chapter 4

Optical properties of excitons under

a magnetic field and estimation of

defect density in QWs

4.1 Introduction and background

The electro-optical properties of semiconductors can be significantly affected due to

the localization of charge carriers in crystalline imperfections and defects.[91, 157, 158,

90] In particular, defects acquainted in a system may reduce the radiative recombination

efficiency of excitons and constrain the mobility of charge carriers.[159, 160] Therefore,

the estimation of defect-density in quantum structures and their role in optoelectronic

processes need to be understood. In previous, it has been proposed that a spectroscopic

measurement under a high magnetic field can be beneficial for the quantitative estima-

tion of defects.[91, 158, 161] Added to this, a magnetic perturbation can be desirous to

suppress the impact of defects on the optical properties of excitons.[91, 162, 163, 164]

These magneto-optical effects can be distinctly observed in GaAs-based QWs,[158, 165]

because the broadening of energy states is minimum in such systems. At the same time,

the magnetic field influences the radiative recombination and inter-subband relaxation

of charge carriers.[166, 48, 167] With this understanding, it has been demonstrated

that a magnetic perturbation can be utilized for room temperature operation of quan-

76
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tum cascade lasers.[54, 55] At this elevated temperature, a significant number of charge

carriers are excited to higher energy states, which may also escape from QWs. There-

fore, the electro-optical processes at high temperatures would be different than that

of a low-temperature, which requires a careful analysis by relatively high-temperature

magneto-optical spectroscopy. Note that a detailed investigation of the magnetic field-

driven electronic processes in QWs by considering the oscillator strength of excitons,

thermal effects, and carrier redistribution in energy states has not been reported in the

literature. Furthermore, in spite of having an extensive amount of research, estimation

of defect-density in ultra-low disordered systems remains a challenge for most of the

presently available destructive/non-destructive techniques.[168]

In the first part of this chapter, the impact of the magnetic field on optical prop-

erties of free and disorder-bound-excitons is investigated at low-temperature. A sim-

ple model of magneto-excitons is developed to estimate the defect density in QWs

by magneto-PL spectroscopy. Thereafter, to probe the thermal effects on magneto-

excitons, quasi-simultaneous measurements of magneto-PL and magneto-SPV are per-

formed at 100 K. The role of the magnetic field on radiative and non-radiative processes

is discussed by correlating the experimental results with a rate equation model by con-

sidering the thermal effects.

4.2 Experimental procedure

The growth conditions and structural details of the GaAs MQW sample that

is used for this study can be found in Chapter 3. Magneto-PL and magneto-SPV

measurements are performed inside LHe Dewar of the thermostat, where laser light of

wavelength 532 nm excites the electrons in the QW and barrier layers. The PL and SPV

measurements are quasi-simultaneously performed by the optical-fiber based setup: PL

spectra is recorded when a semi-transparent ITO-plate is already kept on the sample.

This ITO plate senses the change in surface band-bending under the light illumination.

Therefore, the sample stage and experimental arrangements remain identical during
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the two-measurements. Details of the experimental setup to record magneto-PL and

magneto-SPV measurements can be found in Chapters 2 and 3.

4.3 Magneto-excitons in semiconductor QWs at a

low-temperature

Figure 4.1 shows the magneto-PL spectra of the MQW sample at 4.2 K. It is ob-

served that the PL spectra at a low-temperature are predominantly asymmetric, where

the asymmetry in line-shape decreases under a high magnetic field (Fig. 4.1). In order

to estimate the variation of BX and FX transitions with increasing the magnetic field,

PL line-shapes are fitted by Gaussian (P1) along with Lorentz (P2) functions. Figure 4.2

shows the PL line-shape fitting to de-convolute BX (P2) and FX (P1) transitions in the

magneto-PL spectra of QW-1. Subsequently, the intensity of P2 and P1 as a function

of the magnetic field is normalized by the zero-field total PL intensity (P1+P2) and

then plotted in Figs. 4.3a and 4.3b. The normalized PL intensity related to BX and

FX transitions is denoted by η2 and η1, respectively.

Figure 4.1: 4.2 K magneto-PL spectra under a magnetic field perpendicular to the
QW plane.
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Figure 4.2: Magneto-PL lineshape fitting by Gaussian with Lorentz functions to de-
couple FX and BX transitions in the case of QW-1.

4.3.1 Quantitative estimation of point defects in QWs

It is observed that the magnitude of η2 significantly decreases with the strength of

a magnetic field (Fig. 4.2a). Such an observation can be explained by the magnetic

field-driven spatial confinement of excitons in a smaller region of space. Under this

condition, excitons in the QW experience a less number of point defects (δ2), which is

schematically illustrated in Fig. 4.3c. In addition to this, the PL intensity of the BX

transition depends on the radiative recombination time of FX (τr) and time required

to capture a free-exciton into defect states (τc).[118]

η2 = κδ2〈Ω〉 × ζ = κδ2 ×
[

4

3
π〈rz〉〈rx,y〉2

]
× τr
τc

(4.1)

Here, 〈Ω〉 represents the spatial extent of excitons, which is given by (4π/3)×〈rx,y〉2〈rz〉.

The symbol κ signifies the fraction of point defects, which is involved in the radiative

recombination process (κ ≤ 1). In the present analysis, the numerical value of κ is

considered as unity, since the radiatively active defects are mainly contributing to the

BX transition. The symbol ζ signifies the probability of free exciton capture into the

defect states (FX to BX formation), which is expressed by the ratio of τr and τc. For

example, a higher value of τr/τc for a given system suggests that excitons are more

susceptible to be recombined via defect states rather than the FX transition, i.e., η2

increases while decreasing the η1. Note that the localization of charges at the hetero-
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Figure 4.3: Integrated PL intensity of (a) P2 and (b) P1 peaks plotted as a function of

a magnetic field, and (c) schematic illustration of excitonic confinement by an applied

magnetic field, where the number of in-plane defects (red dots) experienced by excitons

decrease under a high field.

interfaces of the QW (along the z-direction) is not considerably influenced under this in-

plane confinement of excitons by Bz (Fig. 4.3c).[158] According to the literature reports,

τr and τc in the case of a GaAs QW are found to be ∼ 350 and ∼ 20 ps.[169, 170, 171]

On the other hand, the exciton Bohr radius in a high field regime can be approximated

by,[52]

〈rx,y〉 = (2j + 1)1/2ξ = (2j + 1)1/2 ×
√

~
eB

(4.2)

Therefore, Eq. (4.1) and (4.2) can be used to express the defect density as a function

of η2.

η2 = ζ × 2κh〈rz〉
3e

× 1

B
× δ2 (4.3)

Equation 4.3 shows that the intensity of bound exciton PL decreases with the strength

of a magnetic field. The carriers in the QW being confined along the growth direction,
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Table 4.1: The spatial extent of electron and hole wave functions along the z-direction
and the estimated defect density in four QWs are tabulated.

lw l∗w δ2

(Å) (Å) × 1015(cm−3)

190 190 1.2
100 104 3.2
50 64 2.5
30 52 2.3

exciton Bohr radius in the confinement direction (rz) can be approximated by the

effective QW thickness, 2〈rz〉 ≈ l∗w (where, l∗w ≥ lw). The numerical value of l∗w for

a given thickness of QW is estimated by solving the Schrödinger equation, Fig. 3.6

(Table 4.1), which is found to be in good agreement with the effective QW thickness

estimated by Eq. 1.11.[42] Thereafter, η2(B) in the range of 4 - 8 T is fitted by Eq. (4.3)

to estimate δ2 (Fig. 4.3a), which is summarized in Table 4.1. Since the QWs are grown

under identical conditions, the variation in δ2 for the four QWs can be understood by the

error in the estimated parameter. In summary, a magnetic perturbation in a given plane

can be utilized for surmounting the impact of defects on the optical processes in QWs.

Moreover, magneto-PL spectroscopy is found to be an efficient tool to determine the

point defect density in an ultra-low disordered system in a truly non-invasive manner.

4.3.2 Impact of magnetic field on free-exciton recombination

On the other hand, the Coulomb interaction between two oppositely charged par-

ticles increases when excitons are confinement in the x-y plane, which increases the PL

intensity related to FX transition (Fig. 4.3b).[158] In addition to this, carriers occu-

pied in an excited state may relax to its lower Landau states under a high magnetic

field. This is because, the degeneracy of Landau state increases with the strength of a

magnetic field, N(Landau state) = 1/2πξ2 = eB/h,[52] and therefore, a large number

of carriers can be accommodated in the ground Landau state under a high field. In a

steady-state condition, electrons occupied in jth Landau state is expressed by,

nj =
eB

h

∫
δD
[
ε, εc + εe + (j + 1

2
)~ω
]

1 + exp
( ε−εfn
kBT

) dε (4.4)
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where, εfn is the quasi-Fermi energy in the presence of n∗ excess electrons in the QW.

The symbol δD(ε, εc + εe + (j + 1/2)~ω) signifies the Dirac delta distribution of Lan-

dau states. Such an approximation would be appropriate to study the integrated PL

intensity in the case of a high-quality quantum structure with isolated Landau transi-

tions. However, the impact of the magnetic field on the line-shape of PL spectra can

be analyzed by considering the Gaussian or Lorentz distribution of Landau states.[172]

Under that condition, PL linewidth would be governed by the broadening of Landau

states (Γ), which may also depend on B.[173, 172, 174] Additionally, the magnitude of

τr can vary with the magnetic perturbation, which will be discussed in the next section

of this chapter.

Let, nj be the carrier density in jth energy state and νj is the filling ratio of energy

state, 0 ≤ νj ≤ 1. The selection rule associated with the inter-Landau state transition

is ∆j=±1,[175] and the rate equations are expressed by,[91, 176, 177, 109]

dnk
dt

= GE − (1− νk−1)
nk
τ0

− nk
τr

(4.5a)

dnj
dt

= (1− νj)
nj−1

τ0

− (1− νj−1)
nj
τ0

− nj
τr

(4.5b)

dn0

dt
= (1− ν0)

n1

τ0

− n0

τr
(4.5c)

Here, the symbol k represents the highest Landau state that is occupied by charge

carriers, and GE denotes the electron-hole pair generation rate. To understand the

carrier re-distribution among Landau states, Eqs. (4.5) are numerically solved for three

different GE values (Fig. 4.4). The τr and τ0 for this analysis is taken as 350 and 10 ps,

respectively.[178] In this calculation, the numerical value of τ0 and τr are considered to

be constant, as the existing reports showing the variation of τ0 and τr as a function of B

is found to be inconsistent (often decreasing, increasing, or oscillatory)1.[179, 180, 181,

182] Figure 4.4b shows that, at a low excitation power, charge carriers are predominantly

1An analytical relation to consider magnetic field-driven variation in τr is derived in the later part
of this chapter, which is experimentally verified by modeling the PL intensity of magneto-excitons in
Chapter 5.
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Figure 4.4: (a) Formation of Landau states, inter-subband relaxation and inter-band
radiative recombination of charge carriers are schematically illustrated. The carrier
occupancy in Landau states with increasing the magnetic field is numerically estimated
for three different electron-hole pair generation rates (b) GE, (c) 10GE, and (d) 100GE.

occupied in the ground state when τ0 � τr.[183, 184] In this case, the carrier density in

an excited state becomes feeble, i.e., n1, n2, etc. → 0; the contribution of excited states

in PL spectra is negligible. Under this limiting condition, PL intensity of FX transition

can be approximated by I ∝ Rr ≈ n∗/τr when all the photo-excited carriers (n∗) are

accommodated in the ground energy state.[176] In our experiment, the magnitude of

pexc is kept at low-level, and therefore, distinct PL features related to a higher Landau

state is not observed. Therefore, the observed 1.3 - 2 times increase in FX PL (η1) under

0 - 8 T (Fig. 4.3b) can be correlated with a decrease in τr of a similar order. Figure 4.4d

also shows that, under a high-power excitation, carrier occupancy in excited Landau

states can be significant even at the 8 T field. In that case, the recombination of

excitons via higher Landau states can be probed by magneto-PL spectroscopy, and

their contribution to the PL signal would be decreasing at a high field, Fig. 4.4d. In

summary, a significant number of charge carriers from an excited state relax to the

ground Landau state under a strong magnetic field, where the recombination time of

excitons may also decrease by the magnetic confinement. Nonetheless, when the carrier

density in excited states is feeble, the magnetic field-driven enhancement in PL signal

can be correlated with the decrease in recombination time of magneto-excitons.
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4.4 Electro-optical properties of thermally activated

magneto-excitons

In Section 4.3, low-temperature (4.2 K) magneto-PL spectroscopy has been per-

formed on GaAs QWs, and the magnetic field-driven enhancement (suppression) of

FX (BX) transition is explained. At this low-temperature, PL spectra related to the

light hole transition could not be probed. Moreover, with an increase in temperature,

electron and hole are thermally excited to a higher energy subband, which may also

escape from QWs. To realize the impact of magnetic field on recombination and car-

rier redistribution processes of thermally activated charge carriers, magneto-PL and

magneto-SPV measurements are quasi-simultaneously performed on the same MQW

sample at 100 K. The experimental setup for this measurement is schematically de-

picted in Fig. 4.5. The temperature of this study is ascertained from where both the

PL and SPV measurements can probe HH and LH transitions of the QWs. This is

because the carrier occupancy in excited states increases due to the thermal excitation

of charge carriers, and therefore PL feature related to light hole transition is observed

at 100 K. The thermal energy of carriers at this 100 K (8.6 meV) becomes close to

the exciton binding energy of the GaAs QWs.[185, 158] Notably, even at 100 K, the

HH and LH transitions in PL spectra are found to be in excitonic nature. This is con-

Figure 4.5: Schematic of the experimental setup for the simultaneous measurement of
magneto-PL and magneto-SPV.
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firmed by excitation power (pexc) dependent PL measurements, where the PL intensity

linearly varies with an enhancement of pexc. Therefore, excitons in QWs are influenced

by two-competitive processes, (1) thermal energy of carriers or built-in electric field in

the sample causes reduction of PL intensity, and 2) Coulomb interaction between two

oppositely charged particles decreases τr and enhances the PL signal.

4.4.1 Magneto-PL at 100 K

Figure 4.6 shows the magneto-PL spectra at 100 K, and the results obtained by

a detailed analysis are shown in Fig. 4.7. It is observed that the enhancement of HH

PL intensity by the applied magnetic field is feeble at 100 K than that of the 4.2 K

measurement (Fig. 4.7). Nevertheless, the HH PL signal corresponding to the QW-

4 gradually decreases under a strong magnetic field at this 100 K (Fig. 4.7d). The

magnetic field-assisted reduction of PL intensity for a narrow QW was not observed

during 4.2 K (Fig. 4.7d),[166] which is also not reported in the literature. The observed

variation in HH and LH PL with increasing the magnetic field can be explained by rate

equations of energy states. The τr, which is related to the overlap of electron-hole pairs

Figure 4.6: Magneto-PL spectra of the MQW sample at 100 K. An enhancement of
the HH PL signal is observed for QW-1, where the asymmetry in the PL peak remains
invariant under the magnetic perturbation.
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Figure 4.7: PL intensity of HH and LH transitions at 100 K as a function of the

magnetic field for (a) QW-1, (b) QW-2, (c) QW-3, and (d) QW-4. The variation of HH

PL intensity with the external magnetic field at 4.2 K is also shown. The diamagnetic

blue-shift of HH and LH transitions for the four QWs at 100 K is plotted (e-h).

(i.e., oscillator strength %) is in-general expressed by the following relation,[186, 61]

τr =
2πε0µ

∗c3

n∗re
2ω2%

(4.6)

where the refractive index of the medium is denoted by n∗r, and the oscillator strength

of excitons is described by, % ∝ (a3/r2
x,yrz).[186] Further, the in-plane exciton radius

in high field regime can be expressed by Eq. 4.2, and the out-of-plane radius can be

approximated by 2rz ≈ l∗w.[42] With these approximations, Eq. 4.6 can be expressed by,

τr(B) ∼ πε0µ
∗c3

2n∗re
2ω2
× l∗w~
a3eB

(4.7)

Therefore, recombination time in a high magnetic field regime decreases with the

strength of the external field.

Note that the barrier height for heavy and light holes in GaAs QWs is smaller than
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the barrier height for electrons in the conduction band.[187] Therefore, a large number

of holes overcome the barrier potential at 100 K as compared to the escape of electrons

from the QW. Because of this, the rate equation analysis of holes would be important

in the present investigation than the dynamics of electrons in the conduction band.

Considering the Gaussian broadening of Landau states, Eq. 4.4 is used to express hole

occupancy in the ground Landau state.[166]

ph(B) =
eB

h

1√
2πΓ2

∫
exp[−{ε− (εv + εh + 1

2
~ωh)}2/Γ2]

1 + exp[−(ε− εfp)/kBT ]
dε (4.8)

where the quasi-Fermi energy of holes is denoted by εfp. At higher temperature, the rate

of escape of holes from the QW can be expressed by, Resc ∼ e−εesc/kBT .[188, 189, 190]

Under such circumstances, the rate equations of heavy and light hole transitions are

expressed by,[166, 188]

∣∣∣dplh
dt

∣∣∣
B,T

= GE − (1− νhh)
plh
τ0

− plh
τr(B)

+ U

[
phh(1− νlh)e−|εlh−εhh|/kBT − plhe−ε

lh
esc/kBT

]
=0

(4.9a)∣∣∣dphh
dt

∣∣∣
B,T

= (1− νhh)
plh
τ0

− phh
τr(B)

− U
[
phh(1− νlh)e−|εlh−Ehh|/kBT + phhe

−εhhesc/kBT
]

= 0

(4.9b)

Here, GE is contributed by the photo-excited electron-hole pairs and carrier accumu-

lation due to the thermal activation of defect states. However, at a given temper-

ature and excitation power, GE can be considered to be invariant with an increase

in the magnetic field. Symbol U represent the rate of thermal excitation of holes

and νhh (νlh) is the occupation probability of charge carriers in heavy (light) hole

band. In Eq. 4.9, inter-subband excitation and thermal escape of holes are consid-

ered by the terms inside the square brackets. The quantities, (εlh − εhh) and εhesc [=

eVz(h)− εh− ~eB/2m∗QW + ~eB/2m∗barrier] represent the inter-subband energy gap and

activation energy required to escape a hole from the QW, respectively. With increasing

the magnetic field, energy eigenstates of the QW shift towards the high energy, and
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therefore, the barrier height to confine carriers in the QW decreases. As a result of

magnetic field-driven lowering in barrier height, the carrier escape probability further

rises. Notably, a small fraction of charge carriers that are escaped from a QW may

drift or diffuse 980 Å thick AlGaAs layer (the barrier between two QWs) to be cap-

tured by another QW in the sample. However, the number of charge carriers that are

accumulated due to this re-capture process would be negligible as compared to the

photo-generated electron-hole pairs. Therefore, the contribution of carrier re-capture

on the PL intensity is not considered in this investigation.

Now, Eq. 4.9 is numerically solved to deduce the recombination rate of heavy and

light holes in QW-1 and 4 under the magnetic field up to 8 T. In this analysis, εhesc

for heavy and light holes in the absence of a magnetic field is computed by solving the

Schrödinger equation, which is estimated to be εhhesc(QW-1) = 163.4 meV, εlhesc(QW-1)

= 157.7 meV, εhhesc(QW-4) = 118.6 meV and εlhesc(QW-4) = 74.7 meV. For this analysis,

effective mass of heavy and light holes in GaAs and Al0.28Ga0.72As layers is acquired from

the standard literature reports.[140, 21] The thermal escape time of holes is considered

as 1 ms and values of τr(0) for QW-1 and 4 is acquired from the published reports.[61,

191]. The results obtained by this analysis (Fig. 4.8a) show that the recombination

rate of heavy holes for QW-1 (Rhh
r ) increases with the magnetic field (Fig. 4.8a). Under

this condition, recombination of light holes (Rlh
r ) decreases under a high field. It is

also observed that the magnitude of Resc for QW-1 is feeble, which is not influenced

by the magnetic perturbation (Fig. 4.8a). In the case of QW-4, a gradual decrease in

Rhh
r and enhancement of Resc with the strength of a magnetic field is estimated. With

a significant number of light holes escaped from the narrow QW, Rlh
r is found to be

feeble for QW-4 (Fig. 4.8b), and the corresponding PL transition could not be recorded

at 100 K (Fig. 4.1).

Magnetic field-driven electro-optical processes in two QWs are schematically illus-

trated in Figs. 4.8c and 4.8d. With increasing the magnetic field, the recombination

time of excitons decreases, and a significant number of carriers in a thick QW relax to

the ground energy state (Fig. 4.8c). As a result of this, the PL intensity of the heavy
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Figure 4.8: The rate of radiative recombination of heavy and light holes, and carrier

escape from QWs are estimated by solving Eq. 4.9 for (a) QW-1 and (b) QW-4. The

GE for this analysis is considered as 3×1023 m−2s−1. The results obtained by this

calculation are schematically described for a (c) thick and (d) narrow QW.

hole transition increases under a high magnetic field. On the other hand, carriers that

are confined in a narrow QW are bound by a lower barrier potential, and hence the

thermal escape probability is already very high for QW-4 (Fig. 4.8d). In addition to

this, the magnetic field provides an additional amount of energy (∼ ~ω/2) to the holes,

which reduces the barrier height of the QW (Fig. 4.8d). This is the prime reason to ob-

serve the magnetic field-assisted reduction in PL signal in the case of QW-4 at elevated

temperature. Therefore, the results obtained by the rate equation analysis (Figs. 4.8a

and 4.8b) explain the enhancement or reduction of PL intensity as a function of the

magnetic field (Fig. 4.6). Nevertheless, a quantitative comparison of experimental re-

sults with the rate equation solution requires an exact knowledge of GE, τr, and U for

the QWs.
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Note that the contribution of the Auger recombination would be important in the

above rate equation analysis for a higher injection of charge carriers, n* & 1019 cm−3

(e.g., in diode lasers).[192] Under that condition, one may have to consider the Auger

process in Eq. 4.9, Rauger ∼ CA×n3, where CA denotes the Auger coefficient.[193] In the

present analysis, the impact of the Auger process is not considered because magneto-PL

measurements are performed under a low-power laser illumination on undoped QWs.

Furthermore, the rate equations and subsequent analysis to realize carrier recombination

and escape are understood for a steady-state condition, when electron and hole are

thermalized. This is because the inter-sub-band relaxation of holes (τh0 . ps)[194] is

much faster than the radiative recombination of excitons (τr . ns)[100, 191]. In view

of this, the difference in the thermalization rate of electron and holes, and its impact

on the PL intensity is also not considered.

Careful observation in Fig. 4.6 shows that the asymmetry in PL line-shape, associ-

ated with BX transition, remains unaffected under the magnetic field at 100 K, which

was suppressed during 4.2 K measurements (see, Figs. 4.1 and 4.6). In general, the

PL intensity related to the BX feature depends on the capture of charge carriers from

band to defect states, which is expressed by ζ ∼ τr/τc.[166] Therefore, the existing BX

feature at 100 K suggests that τr/τc ratio is not affected even under the magnetic field

up to 8 T when carriers in a QW possess sufficient thermal energy to surmount the

fluctuating potential of disorders.

4.4.2 Magneto-SPV at 100 K

Further understanding of the magnetic field induced non-radiative processes is de-

veloped by magneto-SPV spectroscopy (Fig. 4.9a), quasi-simultaneously performed dur-

ing PL measurements at 100 K. Using Fig. 4.9a, the SPV amplitude (maxima) related

to HH and LH transitions as a function of the magnetic field is plotted in Fig. 4.10a.

According to the previous report, processes that are responsible for the generation of

SPV are discussed in Chapter 3,[122] which are schematically depicted in Fig. 4.9b).

In the MQW sample, electron and hole in a thick QW are confined by large barrier
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Figure 4.9: (a) Magneto-SPV spectra of the MQW sample at 100 K. The energy sep-
aration between HH and LH transitions is indicated for the QWs. (b) Fundamental
processes that are responsible for the generation of SPV are schematically shown.

potential. Therefore, the probability of thermal escape is feeble for QW-1 and 2, even

at 100 K. Under this condition, the SPV signal is predominately contributed by the

interface-defect assisted charge separation within the QW. The SPV amplitude governed

by the separation of charges within the QW generally increases with rising the carrier

density in the respective energy state.[31] Note that, although the carrier occupancy in

the heavy hole state of QW-1 and 2 increases at a high magnetic field (Fig. 4.8), the HH

SPV of QW-1 remains invariant under a magnetic perturbation (Fig. 4.10a). This is

because most of the carriers, which are relaxed from a higher energy subband at a strong

magnetic field, are recombined radiatively. Hence, in QW-1, radiative recombination

is a favorable process than charge separation. This also indicates that the separation

of charges in a QW is a slow process as compared to the excitonic recombination,

which is already confirmed by the chopping frequency-dependent SPV measurements

in Chapter 3.

On the contrary, since the confinement potential due to the barrier is small for a

narrow QW, a considerable number of carriers may thermally escape from QW-2 and

3. The charge carriers, thereafter, drift in AlGaAs barriers to generate a strong SPV

signal. Moreover, the barrier potential height further decreases due to the Landau-

diamagnetic shift of energy states, and hence the carrier escape probability from the

QW increases. As a result of this, the SPV amplitude related to QW-2 and 3 increases
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Figure 4.10: SPV amplitude at 100 K is plotted as a function of the magnetic field for
(a) QW-1, (b) QW-2, (c) QW-3, and (d) QW-4. Diamagnetic blue-shift of HH and LH
transitions are also plotted as a function of field (e-f).

with the magnetic field strength. Nonetheless, in the case of a very thin QW, i.e.,

QW-4, a significant number of charge carriers are already escaped from the QW due to

the thermal energy. Under this condition, the impact of magnetic field on the carrier

escape process and SPV signal are not distinctly observed for QW-4.

4.4.3 Effective mass of heavy and light hole excitons

The diamagnetic shift of heavy and light hole transitions for the QWs, probed by

magneto-PL and magneto-SPV spectroscopy, is plotted in Figs. 4.7(e-h) and 4.10(e-h).

It is observed that the amount of Landau-diamagnetic energy under the magnetic field

up to 8 T is slightly higher at 100 K than that of the 4.2 K measurements (Fig. 4.1

and 4.6). This is consistent with the existing literature reports, where a decrease in

m∗ at relatively high temperature is reported by many authors.[195] Figures 4.7(e-h)

& 4.10(e-h) show that the blue-shift of energy states exhibits a linear magnetic field

dependence under B ≥ 5 T, which is used to estimate heavy (µ∗hh) and light hole exciton
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Table 4.2: The reduced mass of heavy and light hole excitons estimated by magneto-PL
and magneto-SPV spectra at 100 K.

lw µ∗hh ± error µ∗lh ± error
(Å) (×m0) (×m0)

Magneto 190 0.094 ± 0.005 0.11 ± 0.01
PL 100 0.115 ± 0.007 0.14 ± 0.02

50 0.163 ± 0.008 0.17 ± 0.02
30 0.18 ± 0.01 -

Magneto 190 0.10 ± 0.01 -
SPV 100 0.12 ± 0.01 -

50 0.16 ± 0.01 0.16 ± 0.01
30 0.18 ± 0.01 0.24 ± 0.02

mass (µ∗lh).[52, 158] The estimated effective mass (Table 4.2) by the two spectroscopic

measurements (magneto-PL and magneto-SPV) is found to be in good agreement. Note

that the estimation of µ∗lh is not possible for QW-4 by magneto-PL measurements due

to the feeble LH PL signal. However, magneto-SPV measurements under this condition

can be used to probe the excited states of a narrow QW, which is also feasible for

a high-temperature measurement. On the contrary, absorption of the photon-based

SPV technique is less-efficient in resolving the closely separated HH and LH transition

(e.g., QW-1). Therefore, a quasi-simultaneous measurement of the two complementary

techniques (magneto-PL and magneto-SPV) help in estimating both µ∗hh and µ∗lh for

different thicknesses of QW.

It is found that the estimated µ∗hh and µ∗lh increases with decreasing the QW

thickness. Moreover, for a given thickness of QW, µ∗lh is found to be higher than µ∗hh,

i.e., µ∗lh > µ∗hh. Such an observation of in-plane heavy and light hole mass reversal

was experimentally observed by Hayne et al. for a 150 Å thick GaAs QW,[136] which

can also be found in theoretical reports.[52, 196] The results obtained in the present

study confirm that the in-plane mass reversal effect remains valid even for a narrow QW

when carriers are significantly influenced by the non-parabolicity of band dispersion.

In addition to this, the difference between µ∗lh and µ∗hh is found to be a minimum for

QW-3. A similar anomalous trend can also be observed in the HH and LH transition

energies. The SPV spectra (Fig. 4.9) shows that (εLH−εHH) increases with a reduction
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of QW thickness, for QW-1, 2, and 3. Nonetheless, a further increase in (εLH − εHH)

could not be observed for QW-4, where the separation between the two transitions is

nearly the same for QW-3 and QW-4 (≈ 27 meV, Fig. 4.9). Therefore, a high effective

mass of heavy and light hole excitons and their transition energy can be explained by

non-parabolicity of the conduction and light hole bands.

Furthermore, the impact of the magnetic field on the radiative recombination effi-

ciency of negatively-charged excitons (i.e., trions) in GaAs/AlGaAs QWs is investigated

by magneto-PL spectroscopy. A detailed discussion on magneto-PL spectroscopy of ex-

citons and trions in a modulation-doped QW is presented in Appendix-A.

4.5 Conclusion

In summary, the impact of a magnetic field on the radiative recombination of free

and bound-excitons is investigated by low-temperature magneto-PL measurements. It

is found that the excitons in a QW experience less number of point defects under

a magnetic field-driven spatial confinement of charge carriers, which eventually de-

creases the PL signal related to disorder bound exciton. A phenomenological model of

magneto-excitons is proposed where the reduction in bound-exciton PL with increasing

the magnetic field can be used to estimate disorder density. A comprehensive under-

standing of the recombination of magneto-excitons and inter-Landau state relaxation

of carriers is developed by the rate equation analysis. Further, the impact of mag-

netic field on the electro-optical properties of thermally activated charge carriers is

understood by simultaneous measurements of magneto-PL and magneto-SPV. In par-

ticular, emission-based PL spectroscopy helped in realizing the radiative recombination

efficiency of thermally activated magneto-excitons. Under the same condition, carrier

escape probability from QWs followed by the drift/diffusion of charges in barrier layers

is probed by magneto-SPV measurements. It is found that although the recombination

efficiency of excitons increases under a magnetic field, a significant number of carriers

escape from a narrow QW due to the magnetic perturbation. Therefore, considering the
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recombination, relaxation, thermal escape, drift, and diffusion processes, a minimum

QW-width is suggested, which would be essential for the magnetic field-assisted ad-

vanced optical device operation. In conclusion, magneto-optical spectroscopy is proved

to be a powerful non-invasive tool for investigating the quality of ultralow disordered

systems and optoelectronic properties of magneto-excitons.



Chapter 5

Anisotropic properties of excitons

and parallel magnetic field induced

separation of charges

5.1 Introduction and background

In Chapter 4, the confinement of excitons by a magnetic field, and its impact on

the radiative recombination and inter-subband relaxation processes are investigated.

It is observed that a magnetic field perpendicular to the QW plane (Bz) decreases

the radiative recombination time of excitons. Even though the unique properties of

magneto-excitons are beneficial for optical-emitters, a short decay time of charge carri-

ers is detrimental for photovoltaic applications, transport-based devices, and quantum

information processing.[197, 198, 199, 40] In a previous study, it has been reported that

the tunneling of charges along the growth direction of a shallow QW [Vz(e, h) . 10

meV] increases when a magnetic field is applied parallel to the QW plane (By).[200]

Therefore, the recombination time of excitons may increase due to this magnetic field

driven charge separation process. Similarly, a parallel magnetic field-driven separation

of electron and hole along the growth direction of coupled-QWs has been reported by

Chang et al.[201] In this parallel field configuration, the diamagnetic energy of excitons

is found to be feeble.[202] Recently, a phenomenological model of excitons under a par-

allel magnetic field is presented by Bodnar et al.[203] In their analysis, a significantly

96
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high effective mass of exciton, estimated by the small diamagnetic energy, is explained

by the total effective mass M∗ (rather than µ∗). The feeble diamagnetic energy under

By,[204, 205] and their explanation by M∗ can also be found in Refs. [206, 201]. In

addition to this, a parallel magnetic field-driven shift in band dispersion along the mo-

mentum space is reported by Butov et al.[206, 207] From the theoretical perspective,

here, the major complexities arise due to the breaking of cylindrical symmetry and cou-

pling of eVz(e, h) with the diamagnetic energy under By.[166, 208, 201] In particular, the

role of Vz(e, h) and anisotropic effective mass of charge carrier have been neglected in

almost all these previous reports. Besides the optical property, the magnetic behavior

of excitons in a low-dimensional system is equally important for advanced optoelec-

tronic devices.[209, 210, 211] A considerable amount of research has been performed

to probe the paramagnetic and diamagnetic property of bulk-GaAs, with a variation

in doping density (1015 - 1018 cm−3) and temperature (2 - 300 K).[212, 213, 209] It

has been theoretically understood that the confinement of charge carriers in a quantum

structure can control the magnetic behavior of excitons.[214, 215, 216] Nonetheless, an

experimental study to probe the anisotropic magnetic property of charge carriers in a

QW and its theoretical explanation could not be found in the literature.

With this in mind, an experimental study to investigate the anisotropic property

of excitons in GaAs QWs is presented under perpendicular and parallel magnetic field

configurations. The variation in diamagnetic energy for different thicknesses of QW

is explained by a theoretical model considering the coupling of the quantum confine-

ment and magnetic perturbation. The electro-optical processes induced by an external

magnetic field with different orientations are probed by magneto-PL and magneto-

photovoltage measurements. Furthermore, the magnetic behavior of charge carriers in

GaAs QWs and their anisotropic variation is investigated by magnetization measure-

ments. The experimental results obtained by magneto-PL, magneto-photovoltage, and

magnetization measurements are explained by the same theoretical model, which is

developed in this work.
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5.2 Sample details and experimental procedure

For this study, three GaAs/AlGaAs QW samples (S1, S2 and S3) are grown by the

MOVPE technique on n+ GaAs substrates. Sample S1 contains four GaAs QWs having

the thicknesses of 190, 100, 50, and 30 Å. Sample S2 is embedded with a 48 Å thick single

QW. In sample S3, 50-periods of GaAs QWs are grown where the thickness of each QW

is 75 Å that are separated by 210 Å thick AlGaAs barriers. The structural parameters

of these three samples are summarized in Appendix-B. Magneto-PL measurements are

performed on sample S1 in Faraday (Bz) and Voigt configurations (By) at 4.2 K. The

sample inside a cylindrical bore of the LHe chamber is excited by laser light (λ= 532 nm,

pexc = 0.5 W/cm2) using an optical fiber-based setup. The design of the sample stages

for magneto-PL spectroscopy in two configurations is depicted in Figs. 5.1a and 5.1b.

Sample S2 is used for the simultaneous measurements of in-plane magneto-photovoltage

(PV) and magneto-PL measurements at 4.2 K. Here, the sample is patterned in the

form of parallel mesa structures (strips) by a photolithography technique, followed by

chemical etching (using CH3OH : H3PO4 : H2O2 = 6 : 3 : 1). Au is evaporated on

either side of the mesa-strips for contact formation and inter-connections. Magneto-

PV measurements are performed by the same laser with pexc ∼ 0.010 W/cm2 at 67

Hz chopping frequency. Sample S3 is used for the magnetization measurements by

Quantum Design: superconducting quantum interference device (SQUID).[217] The

sample is mounted by transparent non-magnetic straws, where small pieces of straw

Figure 5.1: Schematic of the sample mounting stage design for magneto-PL measure-
ments in (a) Faraday and (b) Voigt configurations.
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are used for holding the sample in the desired plane.[209] To minimize the magnetic

contribution from the 300 µm thick GaAs substrate, the sample thickness is reduced to

∼ 80 µm by back-side lapping and polishing method.

5.3 Theoretical background

Electro-optical property of magneto-excitons and magnetic behavior of charge car-

riers in a QW can be understood by the Schrödinger equation using a magnetic vector

potential A(r) = −1
2
[r×B].[

(pe + eA(r))2

2m∗e
+

(ph − eA(r))2

2m∗h
− e2

4πε0εr|rb|
+ eVz(e, h)

]
ψ(r) = εx,y,zψ(r) (5.1)

Here, the effect of band-structure (for example, non-parabolicity of band and valence

band mixing) is considered by the re-normalization of effective mass.[218, 26, 219] There-

after, the impact of magnetic field on the center of mass (CM) motion and relative mo-

tion (RM) of charge carriers can be understood by the following transformations,[19]

ψ(R, r) = exp

(
i

~

[
P− eA(r)

]
R

)
Φ(r) (5.2a)

R = (m∗ere +m∗hrh)/(m∗e +m∗h) (5.2b)

P = (pe − ph) (5.2c)

where the position coordinate and momentum of excitons (i.e., carriers in CM frame)

are denoted by R = (m∗ere +m∗hrh)/(m∗e +m∗h) and P= (pe − ph). Using Eqs. 5.2(a-c),

the Schrödinger equation of excitons (Eq. 5.1) is expressed by,[52][
P 2

2M∗ +
p2

2µ∗
+
e2A(r)2

2µ∗
− e

(
1

m∗e
− 1

m∗h

)
A(r) · p− 2e

M∗A(r) ·P (5.3)

− e2

4πε0εr|rb|
+ eVz(e, h)

]
Φ(r) = εΦ(r)

Equation 5.3 is a general expression and depending on the choice of A(r), this can

be used to realize magneto-optical processes under perpendicular and parallel field

configurations
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5.3.1 Magnetic field perpendicular to the QW plane

In this configuration, charge carriers being confined in the x-y plane by Bz, inter-

dependence of in-plane and out-of-plane exciton Bohr radius is expressed by, rx =

ry 6= rz. Therefore, the kinetic and potential energy terms in Eq. 5.3 can be described

by cylindrical coordinate with symmetric vector potential, A(r) = 1/2[-yBz, xBz, 0].

Now, including the spin-splitting of energy states, the in-plane contribution of Eq. 5.3

becomes,[
− ~2

2µ∗x,y

(
∂2

∂ρ2
+

1

ρ

∂

∂ρ

)
+
e2B2

zρ
2

8µ∗x,y
+

eBz

2µ∗x,y
(Lz + g∗⊥sz)−

Λe2

4πε0εr|ρb|
(5.4)

−eBz

M∗ (−yPx + xPy)

]
Φ(ρ) =

(
εx,y −

P 2

2M∗

)
Φ(ρ)

where |ρb| = (x2 +y2)1/2 symbolizes the in-plane exciton radius and g∗⊥(= g∗e +g∗h) is the

lande-g factor of excitons under Bz. The orbital and spin angular momentum is denoted

by Lz and sz, respectively. In Eq. 5.4, the in-plane contribution of the spherically-

symmetric Coulomb potential is isolated with the help of a variational parameter Λ.[152]

The impact of Bz along the x and y-directions being equal, the role of CM motion in

Eq. 5.4 vanishes because of yPx = xPy. Therefore, Eq. 5.4 can be expressed by,[
~2

2µ∗x,y

(
∂2

∂ρ2
+

1

ρ

∂

∂ρ

)
+
e2B2

zρ
2

8µ∗x,y
+

eBz

2µ∗x,y
(Lz + g∗⊥sz)−

Λe2

4πε0εr|ρb|

]
φ(ρ) = εx,yΦ(ρ) (5.5)

Now, the energy eigenvalue of magneto-excitons can be estimated by solving Eq. 5.5,

∆εx,y(Bz) '
e2B2

z 〈ρb〉2

8µ∗x,y
+

~eBzmφ

2µ∗x,y
± 1

2
g∗⊥µBBz −

Λe2

4πε0εr|ρb|
(5.6)

where µ∗x,y and µB symbolize the in-plane reduced mass of excitons and Bohr magneton,

respectively. The symbol mφ denotes the index of orbital angular momentum quantum

number, where mφ = 0 for the carriers occupied in s-states. In a high magnetic field

regime, the energy eigenvalue of magneto-excitons can be derived as[52]

∆εx,y(Bz) '
(
j +
|mφ|+mφ

2
+

1

2

)
~eB
µ∗x,y

± 1

2
g∗⊥µBBz −

Λe2

4πε0εr|ρb|
(5.7)
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The value of Λ as a function of the magnetic field can be estimated by the variational

method using a trial wave function Φ(ρ) ∼ exp(−2 Λρ/α1) + c exp(−ρ2/4α2
2).[152]

〈Φ(ρ, z)|H(Λ)|Φ(ρ, z)〉 = 0 (5.8a)

∂

∂αi
〈Φ(ρ)|H(Λ)|Φ(ρ)〉 = 0 (5.8b)

where αi is the variational parameter, and H(Λ) is the Hamiltonian of the system,

which is the sum of kinetic and potential energy terms of the Schrödinger equation.

Now, the temperature-dependent magnetic behavior of carriers can be understood by

defining a partition function as follows,

Zp(T,Bz) =
∑

exp[−∆εx,y(Bz)/kBT ]

' cosh

(
g∗⊥~eBz

4µ∗x,ykBT

)
exp

[
− e2B2〈ρ〉2

2µ∗x,ykBT
+

Λe2

4πε0εr|ρb|kBT

]
(5.9)

The kinetic and potential energy along the z-direction being invariant with Bz, their

contribution is not explicitly considered in Eq. 5.9. After that, the magnetic suscepti-

bility of carriers in a QW can be estimated by χv,⊥ =M/Bz = kBT/Bz × ∂ lnZp/∂Bz,

where the symbol M denotes the magnetization.

5.3.2 Magnetic field parallel to the QW plane

On the contrary, cylindrical symmetry cannot be used to describe magneto-excitons

under By. This is because, excitons in a QW being confined in the z-direction, the

impact of By along the x and z-directions would be different. Under this condi-

tion, the Schrödinger equation of excitons (Eq. 5.3) can be expressed by the use of

A(r)=1/2[zBy, 0,−xBy],[
− ~2

2µ∗z

∂2

∂z2
− ~2

2µ∗x,y

∂2

∂x2
+
e2B2

y

8

( z2

µ∗x,y
+
x2

µ∗z

)
− e2

4πε0εr|rb|
− eBy

M∗ (zPx − xPz) (5.10)

+eVz(e, h)

]
Φ(x, y, z) =

(
εx,y,z −

p2
y

2µ∗x,y
− P 2

2M∗

)
Φ(x, y, x)
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With the electron and hole are already confined by Vz(e, h), the CM motion of exci-

tons is restricted along the z-direction, and therefore ∆Pz(By) ≈ 0. However, the CM

motion in the other direction can be influenced by the parallel field, i.e., Px may sig-

nificantly vary with By. Hence, the contribution of CM motion (eByzPx/M
∗) cannot

be neglected in Eq. 5.10, which becomes coupled with the diamagnetic energy cor-

responding to y-direction of confinement (e2B2
yz

2/8µ∗x,y). The interplay between the

CM and RM of carriers can be understood by equating the two terms (eByzPx/M
∗ =

e2B2
yz

2/8µ∗x,y), which indicates that the separation between electron and hole in the

direction perpendicular to By and Vz(e, h) increases with the magnetic field. On the

other hand, with the excitons are already confined along the z-direction, the magnetic

perturbation corresponding to the z-direction of confinement (e2B2
yz

2/8µ∗x,y) competes

with the quantum confinement energy ε0. Now, considering eVz(e, h) = 1
2
µ∗zω

2
zz

2, an

analytical expression of energy eigenvalue is derived by the use of Eq. 5.10,

∆εz(By) ≈
1

2

(
e2B2

y~2

4µ∗x,yµ
∗
z

+ ε2
0

)1/2

± 1

2
g∗‖µBBy −

Λ∗e2

4πε0εr
√
x2 + z2

(5.11)

In Eq. 5.11, the confinement energy ε0 (= ~ωz)[136] can be directly estimated from the

PL peak energy or by solving the Schrödinger equation theoretically. In this configu-

ration, the impact of magnetic field on the Coulomb energy would be feeble. This is

because, with increasing the By, excitons in the QW are confined in the z-direction with

a spatial elongation along the x-direction, resulting ∆[x2(By) + z2(By)] ≈ 0. Therefore,

neglecting the small variation in Coulomb energy with By, exciton Bohr radius along

the growth direction becomes,

r2
z(By) =

p2
z

[µ∗z × ωc(By)]2
'
[

2~
µ∗z(e

2B2
y/µ

∗
x,yµ

∗
z + 4ε2

0/~2)1/2

]
(5.12)

where ωc(By) = (e2B2
y/4µ

∗
zµ
∗
x,y + ε2

0/~2)1/2 denotes the cyclotron frequency of charge

carriers. Using Eq. 5.11, the magnetic behavior of charge carriers under By can be

realized by defining a partition function, as described in section 5.3.1. The typical values

of diamagnetic energy [∆εz(By)−∆εz(0)] and out-of-plane exciton Bohr under By = 8
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T are estimated by using Eqs. 5.11 and 5.12, which are found to be 2.4 meV and 78 Å,

respectively. This is calculated for a 150 Å thick GaAs/Al0.3Ga0.7As QW, considering

µ∗x,y = 0.061 m0, µ∗z = 0.057 m0, and g|| ≈ 0.37.[112, 220, 221] The confinement energy

of electron and hole for the given thickness of the QW is estimated by solving the

one-dimensional Schrödinger equation, which is found to be ε0 = 21 meV. Note that

the parameters used for this analysis do not consider the impact of non-parabolicity in

bands, which may largely influence the estimated values.

Note that the formation of dark-exciton under By which was previously proposed

for coupled or super-lattice QWs,[201] can be plausible even for a single QW due to

this magnetic field induced in-plane separation of charges.

5.4 Anisotropic effective mass of exciton in QWs

Magneto-PL spectra of sample S1 under Faraday and Voigt configurations are shown

in Figs. 5.2a and 5.2b. Subsequently, the Landau-diamagnetic shift of PL peaks under

the two configurations are plotted in Figs. 5.2(c-f). It is observed that the diamagnetic

shift in PL peak under Faraday configuration exhibits a linear magnetic field depen-

dence when Bz & 4 T. In this high field regime, the Landau-diamagnetic shift is fitted

by the first two terms of Eq. 5.7 to estimate µ∗x,y, which is then plotted in Fig. 5.3.

For this analysis, the values of g∗⊥ for the given thicknesses of QW are acquired from

Ref.[221]. Note that the magnetic field-driven enhancement of effective mass, which

can be observed under a very strong magnetic field,[222] is often neglected for Bz < 15

T.[136, 223, 218, 224] Therefore, the magnetic field dependent µ∗ is not considered in

our present analysis up to 8 T.

On the contrary, the diamagnetic shift in PL peak is found to be feeble in Voigt

configuration [Fig. 5.2(c-f)], which becomes negligible for a narrow QW (≤ 50 Å).

This reduction in diamagnetic energy under the parallel field can be explained by the

theoretical model presented in Section 5.3.2. According to Eq. 5.11, the impact of

By on the shift in PL peak energy [∆εz(By)] becomes negligible when the quantum
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Figure 5.2: Magneto-PL spectra of sample S1 under (a) perpendicular and (b) parallel

magnetic field orientations. The Landau-diamagnetic shift in PL peaks as a function

of magnetic fields are plotted (c - f).

confinement is much stronger than the magnetic perturbation (ε2
0 � e2B2

y~2/4µ∗x,yµ
∗
z),

i.e., for a narrow QW. With this understanding, the experimentally estimated PL peak

energy as a function of By is fitted by Eq. 5.11 (Fig. 5.2). The µ∗x,y used for this fitting

is already estimated by magneto-PL measurements in Faraday configuration and ε0

is deduced from the PL peak energy, ε0 = εQWg − εGaAsg + εb. The µ∗z estimated by

this fitting is shown in Fig. 5.3. Here, the out-of-plane mass of exciton could not be

estimated for 30 Å thick QW, because of the negligibly small diamagnetic shift observed

under Voigt configuration. Results obtained in Fig. 5.3 show a considerable increase in

µ∗x,y with a decrease in QW thickness. This higher value of µ∗x,y for a narrow QW can

be explained by the non-parabolicity of the band, which is elaborated in Chapter 3.

According to the previous reports, the non-parabolicity of the band should also lead
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Figure 5.3: In-plane and out-of-plane effective mass of excitons as a function of QW
thickness are estimated by magneto-PL spectroscopy. Solid lines are shown to guide
the eye.

to an enhancement of µ∗z for a narrow QW.[26] However, this increase of effective mass

is not distinctly observed in the experimentally estimated µ∗z as a function of QW

thickness, Fig. 5.3. In addition to this, the total effective mass of exciton that can be

estimated by µ∗T = (µ∗2x,y × µ∗z)1/3, is found to be 0.061, 0.061 and 0.067m0 for 190, 100,

and 50 Å thick QWs, respectively. Therefore, although a significant enhancement of

µ∗x,y is observed for narrow QWs, the estimated µ∗T remains invariant (nearly) with a

variation in QW thickness. This indicates an interplay between µ∗x,y and µ∗z, which can

be understood by complex non-parabolic dispersion of bands.[225, 26]

Note that, in a special case, when the barrier height is not sufficient to confine

charge carriers in a QW (i.e., in the case of shallow QW or coupled QWs), magnetic

field By can help the electron and hole to surmount the barrier potential. Under this

condition, a variation of Pz with the applied By can be observed, which is neglected

in Eq. 5.10. Therefore, a parallel magnetic field-driven charge separation along z-

direction can be observed for QWs with very low-barrier height or in the case of coupled-

QWs.[201, 206, 207]
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5.5 Magnetic field driven confinement versus sepa-

ration of charges

In sections 5.3.2, it is theoretically proposed that the electron and hole in a QW

can be separated along the x-direction under the influence of By. As a result of this, a

potential difference would be generated, in the direction perpendicular to the magnetic

field and quantum confinement [i.e., Vx(By, Vz)]. The possibility to measure this voltage

may depend on the crystalline quality of the GaAs/AlGaAs hetero-interface and the

distance between the measuring probes, d. It is noteworthy to mention that due to

the dominance of radiative recombination at a low-temperature, measurements of pho-

tovoltage (PV) signal for a GaAs QW under T . 50 K is extremely difficult without

applying an electric bias.[226, 227] Therefore, to record the feeble magneto-PV signal

that would be generated by By, rectangular mesa structures (10 nos.) is developed on

sample S2 (Figs. 5.4a and 5.4b). These strip-like samples are inter-connected as the

series circuit of 10-voltage sources so that an appreciable amount of magneto-PV signal

can be recorded even at 4.2 K.

Results obtained by the magneto-PL and lateral magneto-PV measurements under

Voigt configuration are shown in Figs. 5.5a and 5.5b, respectively. It is observed that

the PL intensity considerably decreases with the strength of By. At the same time, a

gradual increase in the PV signal along the x-direction is recorded under the magnetic

field parallel to the QW plane (Fig. 5.5b). These observations suggest that, under the

Figure 5.4: (a) Schematic and (b) photograph of the spatially patterned sample for
the in-plane magneto-PV measurements. The width of each parallel strip, containing
the QW regions, is kept as 80 µm.
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Figure 5.5: Magneto-PL and magneto-PV spectra of sample S2 under parallel (a) &

(b), and perpendicular (c) & (d) field configurations. An increase in lateral PV signal

is recorded under strong By, which indicates the in-plane charge separation process

within the QW.

external field By, the separation of charges in the x-direction is dominant as compared

to their confinement along the z-direction. As a result of this, the oscillator strength

of exciton decreases, causing a reduction of PL intensity and an increase of lateral PV

signal. Careful observation shows that the lateral-PV initially decreases for By ≤ 1.5

T (Fig. 5.5b), which could be due to an in-plane motion of charge carriers, followed by

their localization in defect states. However, under a strong magnetic field, the momen-

tum of charge carriers along the x-direction becomes sufficiently high to surmount the

localization potentials. As a result of this, the lateral-PV monotonically increases with

increasing the By in a high field regime. On the other hand, Figs. 5.5c and 5.5d show

the results obtained by magneto-PL and lateral magneto-PV measurements in Faraday
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configuration. Here, an enhancement of PL signal under Bz confirms that the applied

magnetic field strongly confines excitons in the QW. With this magnetic confinement in

the x-y plane, charge carriers become less susceptible to move in the plane of the QW

in Faraday configuration. As a result of this, the in-plane magneto-PV signal gradually

decreases with increasing the Bz (Fig. 5.5d).

Further confirmation of the parallel magnetic field induced confinement of charges

along the growth direction and separation of charges within the QW-plane can be

realized by magneto-PL line-shape analysis. This would be helpful to understand the

impact of By on the electro-optical properties of excitons in a QW. Figures 5.6a and

5.6b show the integrated PL intensity and linewidth of the PL peak (sample S2) as a

function of By. This is extracted from the magneto-PL spectra shown in Fig. 5.5a. The

decrease in PL intensity under By that is observed in Fig. 5.6a, indicates a reduction

in electron-hole wave function overlap in the QW, which may cause either due to –

1. Separation of electron-hole along the growth direction of the QW (which was

reported for coupled or shallow QWs),[201, 205, 200] or

2. Separation of electron and hole within the QW-plane, along with their confinement

in the growth direction (as described in this study).

Figure 5.6: (a) Intensity and (b) linewidth of PL peak as a function of By for sample
S2.
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Considering the first possibility, excitons in the QW would be significantly influ-

enced by the atomic irregularities at the QW-barrier interface and alloy fluctuations of

AlxGa1−xAs barrier, when they are forced to move along the z-direction. Under this

condition, an enhancement in PL linewidth can be expected, which is not observed in

Fig. 5.6b. According to the second possibility, when the excitons in QW are confined

along the growth direction, wave function penetration into the barrier layer decreases

and the impact of interface inhomogeneity/alloy fluctuations of barrier layers on the PL

linewidth is suppressed under By. Therefore, a reduction in PL linewidth is expected

in the second case, where the separation of charges in the x-direction causes a decrease

in PL intensity. Moreover, with the carriers in the QW are already confined by barrier

potential, magnetic field-driven confinement of charges along z-direction would be fee-

ble. Hence, the gradual decrease in PL linewidth and PL intensity as a function of By

(Fig. 5.6b) confirm the validity of the second possibility. In summary, under a parallel

magnetic field, electron and hole in a QW are separated within the QW plane results

in a decrease in PL intensity, whereas the charge carriers are confined along the growth

direction, causing a gradual reduction of PL linewidth and feeble diamagnetic shift of

energy states.

In this charge separation process by By, carriers in the QW perform a chiral motion

across the GaAs/AlGaAs hetero-interfaces. Therefore, unlike a quantum Hall system,

where the boundary of edge state motion is fabricated by photolithography technique

(roughness & 100 nm), here the chiral charge transportation is realized via ultralow

disordered GaAs/AlGaAs interfaces (interface roughness . 6 Å). This may lead to an

enhancement of the mean-free path and greater spin-coherence time of charge carriers.

Note that the device concept demonstrated here does not require an electrical bias,

where the magnetic field is solely responsible for the in-plane motion of charges within

the QW. Because of this, an efficient electrical-transport across the hetero-interfaces of

a QW can be realized by an applied magnetic field parallel to the QW plane.
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5.6 Anisotropic magnetic behavior of charge carri-

ers in GaAs QWs

In previous sections of this chapter, the anisotropic effective mass of excitons and

impact of magnetic field on the electro-optical processes are investigated in Faraday and

Voigt configurations. In this section, to probe the magnetic behavior of excitons in a

QW, magnetization measurements are performed on a 50-period multiple-QWs sample

(S3) under two different magnetic field orientations. The structural details of the sample

are estimated by HRXRD and cross-sectional TEM (Figs. 5.7a and 5.7b).[228] The

carrier accumulation in QWs is estimated by ECV measurements (Fig. 5.7c); details of

the ECV measurements can be found in Section 2.5.2.[229]

Figure 5.8a shows the magnetic-susceptibility of charge carriers in sample S3 at 2

and 300 K. This is estimated by the magnetization measurements under a perpendicular

magnetic field configuration (χ⊥ = M/Bz)[106]. The sample orientation with respect

to the applied magnetic field is depicted in the inset of Fig. 5.8a. Results obtained in

Fig. 5.8a show that the experimentally estimated χ⊥ exhibits a paramagnetic behavior

(χpara) in a low field regime (Bz . 0.1 T), which is suppressed at a low-temperature

(indicated by ∆χpara). This paramagnetic contribution is primarily originated by a

virtual magnetic-dipole-moment between the charge carriers occupied in the conduction

and valence band, which is known as van Vleck paramagnetism (χparaV ).[230, 209]

Figure 5.7: Results obtained by (a) HRXRD and (b) cross-sectional TEM measurements
to estimate the structural parameter of sample S3. (c) Carrier distribution in the 50-
period MQW sample as a function of the depth is estimated by ECV measurements.
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χparaV =
n(T )e2

2m∗2(εa − εb)
∑
〈sj|Iij|bi〉2 = n(T )

a

εg(T )
(5.13)

where the bandgap of the QW, carrier density in the conduction band and angular mo-

mentum operator corresponding to the carriers in conduction/valence band are denoted

by εg(T ) = εa − εb, n(T ), and Iij respectively. The bandgap of a GaAs QW gener-

ally decreases with an increase in temperature, which can be expressed by Varshini’s

relation.[101, 102] At the same time, the carrier density in the QW increases due to the

ionization of donor atoms by thermal energy. In a steady-state condition, electronic

density in the QW can be expressed by Eq. 1.16. Therefore, the increase in carrier

density and decrease in bandgap can lead to a greater χparaV at 300 K than that of at 2

K (∆χpara, Fig. 5.8a). Notably, the impact of carrier localization on the temperature-

dependent S-shaped bandgap variation (predominant for T . 50 K),[104, 105, 106] and

its role on the magnetic property of charge carriers would be feeble for high-quality

GaAs QWs.

Figure 5.8a shows that the diamagnetic behavior of charge carriers becomes domi-

nant over the paramagnetic counterpart under Bz ≥ 0.1 T. Moreover, the diamagnetic

susceptibility at 300 K is found to be higher than that of the 2 K measurements. The

variation of χ⊥ as a function of the magnetic field, which is observed in Fig. 5.8a, can-

Figure 5.8: (a) Experimentally estimated magnetic susceptibility of sample S3 at 300
and 2 K by a magnetic field perpendicular to the QW plane, χ⊥. (b) Theoretically
calculated magnetic susceptibility of carriers in the valence/conduction band for the
two temperatures.
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not be described by the simple expression of Landau-diamagnetic contribution. This

is because the Landau-diamagnetic susceptibility should decrease with the strength of

a magnetic field (|χdia| = e2ρ2/6m∗ε0εr),[106, 214, 231] which is therefore inconsis-

tent with our experimental findings. The disagreement between the theoretical and

experimental results may be explained by considering the Coulomb interaction in the

theoretical model, as described in Eq. 5.6. Here, an additional paramagnetic contri-

bution arises due to the Coulomb interaction between electrons and positive charge

centers or holes (contributed by acceptor-type carbon impurities). Now, the magnetic-

susceptibility of charge carriers is numerically estimated with the help of Eq. 5.9, and

then plotted in Fig. 5.8b. In this analysis, the value of lande-g factor for the given thick-

ness of QW is taken from the literature (≈ −0.1),[221, 220] and cyclotron radius in high

magnetic field regime is considered as 〈ρ〉 =
√
~/eB.[52] The Coulomb separation pa-

rameter Λ as a function of field is estimated by the variational method (Sections 5.3.1

and 5.3.2).[232] The results obtained by this theoretical calculation (Fig. 5.8b) show

that the carriers in QWs exhibit a paramagnetic behavior under a low magnetic field

regime, which is governed by the Coulomb interaction and Zeeman energy. However,

the net-magnetic susceptibility χv,⊥ under a strong magnetic field is mainly defined by

the Landau-diamagnetic property of charge carriers. It is also found that the rate of

change of χv,⊥ with the strength of the magnetic field becomes negligible for Bz ≥ 3.5

T. Moreover, a slight increase in diamagnetism is also computed for the high tempera-

ture. Therefore, the numerically estimated χv,⊥ by considering the Coulomb interaction

is found to be in good agreement in explaining the experimentally estimated χ⊥ as a

function of magnetic field and temperature. In addition to this, the diamagnetic con-

tribution of core-electrons can be added with χv,⊥ for a quantitative comparison with

χ⊥ estimated by SQUID magnetometer (χ⊥ = χv,⊥ + χcore,⊥).[233, 209, 230]

On the other hand, anisotropic magnetic-property of charge carriers in QWs is

probed by the magnetization measurements, under Voigt configuration (χ‖ =M/By).

The experimentally estimated χ‖ and χ⊥ are plotted in Fig. 5.9a to compare the mag-

netic behavior of charges under the two configurations. The sample orientations with
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Figure 5.9: (a) Experimentally and (b) theoretically estimated magnetic susceptibility
of charge carriers in Sample S3 under two different magnetic field configurations, at 2
K.

respect to the applied magnetic field are depicted in the inset of the figure. Similar to

the results obtained by magneto-PL spectroscopy, it is found that the paramagnetic and

diamagnetic susceptibility of charge carriers becomes feeble under this parallel field con-

figuration. The anisotropic variation in the experimentally estimated χ suggests that

the magnetic-signal measured by SQUID is primarily contributed by the QW regions

of the MQW sample. Magnetic susceptibility under the parallel field is theoretically

calculated by the use of Eq. 5.11 to explain the experimental observations in Fig. 5.9a.

The value of ε0 = 55.7 meV for this analysis is calculated by solving the Schrödinger

equation for 75 Å thick QW. The results obtained by this theoretical calculation (χv,‖,

Fig. 5.9b) is found to be in good agreement in explaining the reduction of diamagnetic-

susceptibility under By. The reason to observe this drastic suppression of magnetic

behavior can be understood by the fact that charge carriers in the QW are already con-

fined by Vz(e, h). Hence, the parallel magnetic field-driven charge carrier confinement

along the z-direction becomes feeble [rz(By)], especially when the quantum confinement

is much stronger than the magnetic perturbation, Eq. 5.12.

In summary, the theoretically estimated magnetic susceptibility for the two mag-

netic field configurations explains the anisotropic magnetic behavior of charge carriers

probed by the SQUID-magnetometer. In the theoretical framework, the contribution of

core-electrons and charge screening mechanism can be added, which is beyond the scope
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Figure 5.10: The magnetic susceptibility of empty straws that are used to hold the
sample and measured magnetic-susceptibility of carriers in Sample S3.

of our theoretical framework. In particular, this may be beneficial for a quantitative

explanation of χ⊥ and χ‖ in the low magnetic field regime. The results obtained in this

investigation would be helpful for spin controlled devices, where a magnetic field can

control the magnetic moment of charge carriers.

Note that the accumulated magnetization signal from the 50-QWs at 7 T(MMQWs ∼

3 × 10−6 EMU) is two orders of magnitude larger than the sensitivity of the SQUID-

magnetometer (∼ 10−8 EMU). This confirms that the anisotropic magnetic property

of charge carriers can be probed by SQUID based measurements. The magnetiza-

tion signal contributed by the QW regions is calculated by, MMQWs = χGaAsBρGaAs×

VMQWs/µGaAs, where magnetic susceptibility of GaAs is denoted by χGaAs ≈ 3× 10−5

cm3/mole, density ρGaAs=5.32 gm/cm3, the volume of the 50-QWs VMQWs = (50 ×

effective QW width × sample area), and µGaAs = 144.6 g/mole. Before the above anal-

ysis, it is ensured that the magnetic-susceptibility of the straw that is used for holding

the sample, is feeble than that of the MQW sample. A comparison of the magnetic-

susceptibility of perpendicular and parallel magnetic field of the empty straw and the

sample is shown in Fig. 5.10.
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5.7 Conclusion

In conclusion, the anisotropic property of excitons in QWs is experimentally in-

vestigated by magneto-PL measurements under perpendicular and parallel magnetic

field configurations. An analytical expression of diamagnetic energy for excitons under

a parallel magnetic field is derived by using the Schrödinger equation. The analytical

expression, along with the results obtained by magneto-PL spectroscopy, is used to

estimate the in-plane and out-of-plane mass of excitons in various thicknesses of QW.

The theoretical model described in this work has suggested that the in-plane separa-

tion between electron and hole may increase with the strength of a parallel magnetic

field. As a result of this, the parallel magnetic field induces chiral charge transporta-

tion across the hetero-interfaces of the QW, without applying an electric bias. Proof

of this concept is demonstrated by the lateral-magneto-photovoltage measurements,

where an enhancement in photovoltage signal is recorded under a strong parallel field.

In this process, a reduction in PL intensity is also probed, which is due to the decrease

in oscillator strength of excitons. On the contrary, the perpendicular magnetic field

strongly confines electron-hole pairs, leading to an enhancement of the PL signal and a

decrease in photovoltage signal. Moreover, the paramagnetic and diamagnetic behavior

of charges in the QW is experimentally investigated by superconducting quantum in-

terference device. The anisotropic magnetic property of carriers in QWs is explained by

the same theoretical model, where the contribution of Coulomb interaction is found to

be important for the magnetic field less than 3 T. The results obtained by this investi-

gation suggest a unique method to control the transport, optical and magnetic property

of charge carriers by a magnetic field with different orientations.



Chapter 6

Magneto-optical spectroscopy in

quantum Hall regime

6.1 Introduction and background

Integer and fractional filling of Landau states and their impact on the electrical

transport in semiconductors have been extensively investigated.[56, 234, 235, 236] A

significant amount of research has been devoted to realize charge transport parameters

and scattering mechanisms in semiconductor hetero and quantum structures.[237, 238,

239, 240, 241, 242] The impact of sample inhomogeneity or defects on the quantized

Hall resistance and dissipation-less chiral charge transport was also investigated by

many groups.[74, 243, 244, 245, 246] Although the transport measurements under a high

magnetic field are of paramount importance, a contact-based measurement may not be

feasible for undoped (insulating or semi-insulating), small (quantum dots, wire, etc.),

and multi-layered samples. Moreover, being the technique is destructive, the sample

after measurements can not be used for other studies or device fabrication. Therefore,

magneto-optical spectroscopy, which is a non-invasive tool, has been emerged-out as an

excellent alternative technique to probe magneto-electro-optical processes in quantum

structures.[158, 247, 248, 166, 19, 91] In order to realize the correlation between optical

and transport parameters, magneto-optical spectroscopy was performed in the quantum

Hall regime on high-quality hetero-structures.[249, 250, 251, 252] It was reported that

the diamagnetic shift of energy state exhibits a quantized variation at the integer or

116



6.2. Sample details and experimental procedure 117

fractional filling of Landau states.[249, 251] In particular, at the filling ratio of ν =

1, enhancement of excitonic decay time was reported by time-resolved magneto-PL

spectroscopy.[253] Nevertheless, a detailed correlation between the transport and optical

property of semiconductor QWs, by the simultaneous measurements of quantum Hall

and magneto-PL spectroscopy, has not been reported in the literature.

With this in mind, magneto-transport measurements and magneto-PL spectroscopy

are simultaneously performed on a GaAs modulation-doped QW. In the first part of

this chapter, the impact of photo-generated electron-hole pairs on the charge transport

parameters is investigated. The results obtained by magneto-transport measurements

under dark and illuminated conditions helped in realizing the carrier-carrier interaction

and scattering mechanisms in the QW. In the quantum Hall regime, distinct Landau

transitions are probed by magneto-PL spectroscopy. A rate equation model is described

where PL intensity related to Landau transitions is used to investigate carrier redistri-

bution among the Landau states and recombination time of magneto-excitons.

6.2 Sample details and experimental procedure

For this study, a 210 Å thick GaAs/Al0.22Ga0.78As modulation-doped QW sample is

grown by the MOVPE technique. Silicon atoms are doped in AlGaAs barriers by SiH4

precursor (' 1.5×1017 cm−3), where the separation between the doped layer and QW is

kept approximately 2200 Å. The electrons from the doped regions diffuse in the neigh-

boring layers (diffusion length in Al0.22Ga0.78As is ∼0.5 µm),[254, 255] and accumulates

in the QW. The separation between the QW and doped-AlGaAs layer ensures that the

ionized donors do not influence the electronic transport across the QW layer. The layer-

details of the grown sample are depicted in Fig. 6.1a. The energy band diagram and

carrier density in different layers are numerically evaluated by solving the Schrödinger-

Poisson equation,[256, 257] which is shown in Fig. 6.1b and 6.1c. The Hall bar device

having L ≈ 600 µm and w ≈ 130 µm is fabricated by the maskless photolithography

system.[258] Details of the Hall bar structure fabrication can be found in Section 2.5.4.
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Figure 6.1: (a) Schematic of the GaAs/AlGaAs modulation-doped QW structure.
Theoretically estimated (b) band-diagram and (c) carrier accumulation in different
layers of the sample.

The Rxx and Rxy are measured by two lock-in amplifiers, where 52.6 µA 117 Hz AC is

applied in the Hall channel. Under this applied electric bias, magneto-PL spectroscopy

is performed by an optical-fiber based setup (Fig. 6.2a). The separation between the

tip of the fiber and the sample surface is kept approximately 0.5 mm, which illuminates

the sample over a spot diameter ∼580 µm having pexc . 1.9 W/cm2. With the laser

spot diameter being greater (nearly equal) than the Hall bar width (length), uniform

illumination of the Hall device is realized during the magneto-resistance measurements.

Other regions of the sample being etched-out, photo-excitation in those regions, can-

not contribute to the PL spectra of the QW. The magneto-resistance and magneto-PL

measurements are performed in Faraday configuration unless otherwise specified.

6.3 Impact of photo-excitation on the transport prop-

erty of electrons

Figure 6.2b shows the Rxx and Rxy of the modulation-doped QW under dark and

laser-illuminated conditions. It is observed that the oscillatory behavior of Rxx and

quantized variation in Rxy are damped under the photo-generated electron-hole pairs

in the QW. In addition to this, the separation between two successive maxima in Rxx

is altered, which indicates a variation in carrier density during the photo-excitation.
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Figure 6.2: (a) Simultaneous measurements of quantum Hall and magneto-PL spec-
troscopy on a Hall bar device is schematically illustrated. (b) The longitudinal magneto-
resistance and Hall resistance as a function of magnetic field up to 8 T.

The SdH oscillations in Rxx are often described by Eq. 2.17 (Chapter 2) to estimate

transport parameters in low-dimensional systems.

6.3.1 Estimation of electrical transport parameters

In order to extract the oscillatory part of Rxx (i.e., ∆Rxx), a smoothly varying back-

ground is subtracted from the longitudinal magneto-resistance, which is then plotted in

Figs. 6.3a and 6.3b. Here, a quadratic background in Rxx can be explained by the paral-

lel layer conduction of electrons, which is given by Rb
xx ∼ (en2µ2 + en2

1/n2µ2B
2)−1.[239]

In the modulation-doped QW structure, electronic transport via highly-doped AlGaAs

layers (mobility µ2, carrier density n2) and GaAs QW layer (mobility µ1, carrier den-

sity n1) is mainly contributing to this parallel layer conduction process, see Fig. 6.1.

After that, ∆Rxx as a function of the magnetic field (Figs. 6.3a and 6.3b) is fitted

by Eq. 2.17, and transport parameters under dark and laser-illuminated conditions

are estimated. To reduce the uncertainty in the estimated parameters, oscillations

in Rxx are also recorded at 2.5, 4.2 and 6 K, where the amplitude of SdH oscilla-

tions (δRosc
xx ) is plotted in Fig. 6.3c. The experimental data in Fig 6.3c is then fitted

by Dingle factor [Rd = exp(−πm∗/eBτq)][76] multiplied with
√
BX/ sinh(X) (where

X = 2π2m∗kBT/~eB). It is observed that the impact of laser irradiation on the esti-
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Figure 6.3: The oscillatory part of longitudinal magneto-resistance in (a) dark and

(b) laser-illuminated condition is extracted. The SdH amplitude at three different

temperatures (c), FFT amplitude of SdH-oscillations (d), and the Hall coefficient as a

function of the magnetic field are plotted.

mated m∗ (0.06 ± 0.005 m0) and εf (9.5 ± 1 meV) is feeble, which remains within the

uncertainty of the estimated value. However, a considerable decrease in τq is estimated

under the excess electron-hole pairs in the QW (Table 6.1).

Further insights of this light-induced variation in τq is realized by a fast Fourier

transformation (FFT) of ∆Rxx in the magnetic field range of 0.9 - 3.5 T (Fig. 6.3d).

It is found that the FFT amplitude in either condition exhibits two distinct maxima

at the SdH-frequencies fν1 and fν2. These SdH frequencies are then used to estimate

the carrier density in two energy states of the QW, nεi = 2efνi/h (Table 6.1). A higher

value of nε1 corresponding to fν1 can be understood by the carrier density in the ground
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state (εe1), whereas a lower value of nε2 is assigned to the carrier density in the first

excited state (εe2). It is found that the carrier density in the ground state slightly

decreases under laser illumination (Table 6.1). Such an observation can be explained

by the recombination of charge carriers, especially, when the inter-subband relaxation

of holes is faster than the relaxation of electrons (i.e., τh0 < τ e0 ). In the present case (210

Å QW), the energy separation between εe1 and εe2 [(fν1− fν2)e~/m∗ ' 10 meV][259] is

lower than the longitudinal-optical phonon energy of GaAs (36.6 meV).[260, 261, 262]

Therefore, the phonon-assisted quick relaxation of electrons could not be observed in

the present case. Moreover, with the QW is already filled by electrons, relaxation of

electrons in the conduction band is affected by the inter-subband scattering process. On

the other hand, the accumulation of holes in the valence band edge increases under the

laser illumination, where these photo-generated holes recombine with the electrons that

are already occupied in the conduction band edge. However, being τ0 � τr, most of

the vacant states that are created by the electron-hole recombination are re-populated

in a steady-state condition. Therefore, although a significant number of electrons in

the band-edge are annihilated under a dynamic condition, only a minor decrease in nε1

is observed during steady-state measurements. Note that the carriers occupied in an

excited state of the QW (εe2, εe3, etc.) are highly susceptible to relax in the ground state

by electron-phonon interaction, which is also influenced by the inter-subband scattering

process. This can be understood by Fig. 6.3d, where the FFT amplitude (∼ τq)[263]

related to εe2 state is found to be lower than that of εe1 state. Furthermore, under

the laser illumination, a significant reduction (84 %) in FFT amplitude is observed

for εe2 state as compared to that for εe1 state (60 %). This indicates that, when the

electron density in the excited state increases under the illumination, the electron-

electron interaction becomes dominant which significantly affect τq of an excited state.

Thereafter, the Hall coefficient (RH ∼ Rxy/B) as a function of a magnetic field

is deduced by the experimentally estimated Rxy, Fig. 6.3e. The magnetic field depen-

dence of RH can be explained by the parallel layer charge transport using the following

relation, RH ∼ (en1 + eµ1µ2n
2
2B

2/n1)−1.[239] Considering the parallel layer conduction
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Table 6.1: The transport parameters estimated by using Rxx and RH under dark and
laser illumination are summarized.

τq nε1 nε2 mobility τt/τq
(ps) ×1011(cm−2) ×1011(cm−2) ×105(cm2/V-s)

In dark 0.9 ± 0.03 3.1 ± 0.08 0.7 ± 0.1 1.2 ± 0.1 5
Under illumination 0.6 ± 0.03 2.9 ± 0.1 0.7 ± 0.2 1.6 ± 0.1 9.4

in AlGaAs and GaAs layers,[239, 245, 240, 241] the mobility of electrons is estimated

by Fig. 6.3e (Table 6.1). Subsequently, the transport scattering time τt, which is gov-

erned by the conductivity of electrons, is calculated by the estimated mobility, τt =

mobility×m∗/e = 4.2 ps (5.6 ps) in dark (illuminated) condition.

6.3.2 Impact of laser-illumination on the scattering process

In general, the ratio of τt and τq is used to identify the source of the scattering

mechanism. The estimated τt/τq ratio in the present study is found to be 5 in the

dark, which increases to 9.4 under the laser light (Table 6.1). According to the lit-

erature reports,[245, 264] a lower value of this ratio in the absence of light (< 10)

suggests that short-range scattering processes are mainly responsible for limiting the

mobility of electrons in the QW. This can be governed by the atomic-irregularities at

the GaAs/AlGaAs hetero-junctions or point defects acquainted in the system. Fur-

thermore, an increase in mobility with decreasing the carrier density in the ground

state (mobility ∝ n
−|y|
ε1 ) confirms that the interface-roughness of the QW dominates the

scattering process.[265, 245] Such a finding can be explained by the electron-electron

interaction in the QW, which forces the electrons to move at the interface and scatter

by high-quality GaAs/AlGaAs hetero-interfaces.[266, 267] On the contrary, an increase

in τt/τq ratio (≈ 10) during the laser exposure indicates that the short-range scattering

by interface roughness decreases under the photo-excitation. This can be explained

by the following possibilities – (a) an electron-hole Coulomb interaction reduces the

impact of electron-electron repulsion and screen the scattering of electrons due to the

interface-roughness, and (b) with decreasing the carrier density by the recombination

process, electron-electron interaction reduces and interface-roughness experienced by
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the electrons is decreased. However, the observed decrease in nε1 during the laser illu-

mination is found to be ∼ 6%, and therefore, process (b) may not be sufficient to explain

∼ 33% enhancement in mobility (Table 6.1). Hence, the light-induced enhancement in

mobility is mainly contributed by the screening of interface-potential by the electron-

hole Coulomb attraction in QW. In fact, the photo-generated holes drag the electrons

towards the center of the QW, and therefore, the interface-roughness experienced by

electrons decreases under illumination.

Note that, although the electronic density in excited states of the QW increases

under the photo-excitation, a gradual decrease in Rxx (at B = 0) is observed during

light illumination (Fig. 6.2b). This is because, with an increase in the carrier density,

inter-subband scattering of electrons becomes dominant,[268, 269] which affects τt and

τq related to an excited state. Moreover, an increase in electron-electron repulsion under

the photo-excitation may force the excited-electrons towards the hetero-interfaces,[270,

267] leading to an enhancement of interface-scattering. Another important factor can be

the higher effective mass of charge carriers when the energy eigenstate is at higher (ε, k)

in the band dispersion (See, Chapter 3).[97, 158] Under this condition, the conductivity

of electrons via an excited state becomes feeble (σ = ne2τt/m
∗ + ∆σee + ∆σWL)[271],

that may further decrease under the photo-excitation. Here, the correction factors

in conductivity due to the electron-electron interaction and weak-localization (WL)

are symbolized by ∆σee [∝ ln(kBTτt/~)][271] and ∆σWL [= −e2/2π2~ ln(L2
φ/l

2
m)][272]

respectively, where Lφ is the phase coherence-length and lm denotes the mean free path.

Therefore, a decrease in Rxx at B = 0 under the light illumination can be understood

by the reduction in carrier density in the ground energy state (nε1) due to the carrier

recombination process.

6.4 Magneto-PL spectroscopy in quantum Hall regime

In order to probe the interaction of photon and charge carriers during magneto-

transport measurements, magneto-PL spectra of the Hall bar sample are recorded under
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the electric bias. Measurements are performed at the magnetic fields when maxima and

minima are observed in the SdH oscillations (Fig. 6.2b). Unlike the magneto-resistance

measurements, variation in magneto-PL spectra in the temperature range of 2.5 - 6

K is found to be feeble, which remains within the uncertainty of the line-shape fitted

parameters. In view of this, the results obtained by magneto-PL measurements at

4.2 K is only discussed here. The Landau transitions in the magneto-PL spectra are

isolated by fitting the PL line-shape using multiple-Gaussian functions, which is shown

in Figs. 6.4a-6.4d. Here, the Gaussian peak at the lower energy side of the spectra

(purple line in Fig. 6.4a) is originated due to the radiative recombination of bound

excitons, i.e., BX transition.[105, 118] The other peaks in the PL spectra are associated

with the recombination of charge carriers via Landau states, where j = 0 (second

Gaussian, red line) denotes the ground Landau state transition, j = 1 (blue line) denotes

the first excited state transition, and so on.[273] Subsequently, the results obtained by

PL line-shape fitting are plotted in Figs. 6.5(a-d). The PL intensity of FX recombination

(contributed by all the Landau transitions) is symbolized by IFX(B) =
∑

j Ij(B), and

the PL intensity of BX peak is denoted by IBX , Fig. 6.5a. Here, Ij(B) symbolizes the PL

intensity related to jth Landau state, which is plotted in Fig. 6.5b. The experimentally

observed variation in IFX(B) and Ij(B) with a magnetic field can be explained by a

rate equation model, where the intensity of excitonic PL for a given magnetic field is

Figure 6.4: The representative magneto-PL line-shape fitting at four different magnetic
fields at 4.2 K (a-d). PL spectra are fitted by the use of multiple Gaussian functions
to de-convolute the Landau PL transitions, PL intensity, and the linewidth of Landau
states.
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Figure 6.5: (a) Integrated PL intensity of FX and BX transitions, (b) PL intensity

related to different Landau states, (c) linewidth of Landau transitions, and (d) Landau-

diamagnetic shift as a function of field. Solid-lines denote the fitted curves, and dotted-

lines are used to guide the eye.

expressed by,

ITotal = ℘′
nδ2
τδ2,r

+ ℘

∑
j nj(B)

τr(B)
(6.1)

= ℘′
nδ2
τδ2,r

+
℘

τr(B)

∑
j

2eB/h√
2πΓ2(B)

∫
exp [−{ε∗g − (j + 1/2)~eB/µ∗x,y}2/2Γ2(B)]

1 + exp [(ε− εf )/kBT ]
dε

The first term of Eq. 6.1 signifies the intensity of BX recombination, where the carrier

density in defect states and their recombination time are denoted by nδ2 and τδ2,r

respectively. The factor ℘ is introduced to correlate the PL intensity and recombination

rate of electron-hole pairs as per the following relation, I = ℘ × Rr. Notably, the

magnitude of ℘ remains invariant for a given set of PL spectra which are recorded

by an exactly same experimental setup. Unlike the previous observation where the
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magnetic field causes a reduction of BX feature (Chapters 3 and 4), the impact of

magnetic field on IBX is found to be feeble for the modulation-doped QW, Fig. 6.5a.

This indicates that in the presence of strong electron-electron interaction, carriers are

highly susceptible to be localized at the hetero-interfaces (in the z-direction). Under

this condition, magnetic field-driven in-plane (x-y plane) confinement of excitons does

not help in reducing the IBX(B).

6.4.1 Estimation of carrier density in the QW

The second term of Eq. 6.1 is signifying the PL intensity related to FX recombina-

tion, IFX(B) = ℘
∑
nj(B)/τr(B) = ℘〈ne−h〉/τr(B), where 〈ne−h〉 =

∑
j nj(B) denotes

total electron-hole pair density in all the Landau states and τr(B) represents the re-

combination time of magneto-excitons. For a given magnetic field, the recombination

time associated with different Landau levels of ε1 is considered to be the same in the

present analysis.[109] At a low-temperature when εf is close to the excited states, PL

features related to higher Landau states are distinctly observed in magneto-PL spectra.

Under this condition, the ground Landau state is completely filled with charge carriers,

and therefore, the carrier density in j = 0 state can be equated with the degeneracy of

Landau states, i.e., N(Landau state)= 2eB/h = n0. With this analogy, the PL intensity

of the ground Landau state transition can be expressed by, I0(B) = ℘× [2eB/hτr(B)],

and the intensity of FX transition becomes IFX(B) = ℘ × ne−h(B)/τr(B). The ratio

of the above two relations can be used to estimate electron-hole pair density in the

QW, ne−h(B) = [2eB × IFX(B)]/[h × I0(B)], which is then plotted in Fig. 6.6a. The

average carrier density in the QW in the magnetic field range B ≤ 4 T is estimated to

be 〈ne−h〉 = 1.9×1011 cm−2, where the error-bar in the estimated result arises due to

the uncertainties in the line-shape fitting. Here, the Landau transitions in magneto-PL

spectra being merged under B < 2 T, the results obtained by PL line-shape fitting are

not shown for this low-field regime. Note that, when the impact of magnetic field on

the BX recombination becomes significant,[158, 166] the contribution of IBX (first term

of Eq. 6.1) should be explicitly considered in this rate equation analysis.
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Figure 6.6: (a) The density of electron-hole pair in the QW, (b) radiative recombination

time, (c) carrier density in Landau states, and (d) Fermi energy as a function of the

magnetic field are estimated by the magneto-PL spectra. In figure (d), the dash-dotted

lines are showing the magnetic field-driven shift in Landau states, which is calculated

by ∆εj,z(B) = (j + 1/2)~eB/µ∗x,y − (1/2)g∗⊥µBB.

6.4.2 Recombination time as a function of magnetic field

After that, the radiative recombination time of magneto-excitons can be expressed

in terms of the PL intensity of FX transitions, IFX(0)/IFX(B) = [ne−h(0)×τr(B)]/[ne−h(B)×

τr(0)]. With ne−h(0) ≈ ne−h(B) (Fig. 6.5a), the magnetic field-driven variation in re-

combination time is estimated by, τr(B) = [IFX(0)/IFX(B)] × τr(0). The results ob-

tained by this analysis are plotted with a multiplication factor τr(0) (Fig. 6.6b), where

this τr(0) can be estimated by transient PL measurements or may be taken from the

literature reports. It is found that the estimated τr(B) considerably decreases with the

strength of the magnetic field. A theoretical expression of τr(B) by considering the

oscillator strength of magneto-excitons is already derived in Chapter 4. It was shown



6.4. Magneto-PL spectroscopy in quantum Hall regime 128

that the confinement of excitons by an external magnetic field causes a reduction in τr

which can be expressed by, τr(B) ∼ 1/B (Eq. 4.7). The 1/B dependent variation of

τr(B) is found to be in good agreement in explaining the experimental results under

B & 5 T (Fig. 6.6b).

6.4.3 Carrier density in Landau states

With the quantitative estimation of 〈ne−h〉, the carrier density in each Landau

state can be estimated by IFX(B) and Ij(B), using nj = [Ij(B)/IT (B)]× 〈ne−h〉. The

estimated carrier density in different Landau states (for j = 1, 2, 3) and its variation

with the magnetic field are plotted in Fig. 6.6c. Under a high magnetic field, carrier

accumulation in the ground Landau state monotonically increases when the degeneracy

of the Landau state has increased. In this condition, the carrier density in excited

states reduces due to the relaxation of charges, and the carrier density in an excited

state becomes feeble for B′ ≥ 5.87 T. Beyond this magnetic field (5.87 T), a further

enhancement in n0 is not observed. Therefore, the degeneracy of Landau state at

B′ = 5.85 T becomes a measure of carrier density in the QW, ne−h = 2eB/h = 2.8×1011

cm−2, when most of the carriers in the QW are accommodated in j = 0 state. The

estimated ne−h directly by this degeneracy of state is found to be in good agreement

with the ne−h estimated in Fig. 6.6a. It is also observed that, although the estimated

n0 remains invariant under B′ ≥ 5.85 T, the experimentally estimated I0(B) exhibits

a considerable enhancement even when B > B′ (Fig. 6.5b). This further enhancement

in I0 can be explained by the magnetic field-driven reduction of τr(B), which can be

appreciated by Fig. 6.6b.

6.4.4 Fermi energy as a function of magnetic field

Considering the Gaussian distribution of Landau states, the carrier density in the

QW under a steady-state condition is expressed by,

〈ne−h〉 =
2eB

h

∑
j

1√
2πΓ2(B)

∫
exp[−{ε∗g − (j + 1/2)~eB/µ∗x,y}2/2Γ2(B)]

1 + exp[(ε− εf )/kBT ]
dε (6.2)
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Now, using the estimated 〈ne−h〉, Γ(B), and µ∗x,y, Eq 6.2 is graphically solved to es-

timate εf as a function of field, Fig. 6.6d. The µ∗x,y used for this analysis is deduced

by the Landau-diamagnetic shift, which is elaborated in the next section. The dash-

dotted line in Fig. 6.6d indicates the Landau states, which is calculated by ∆εj(B) =

(j + 1/2)~eB/µ∗x,y − (1/2)g∗⊥µBB, considering µ∗x,y = 0.086m0 and g∗⊥ = 0.6 (see, Sec-

tion 6.4.5). It is observed that εf exhibits a gradual variation when an excited Landau

state becomes empty, i.e., when the filling ratio is changed (Fig. 6.6d). Furthermore,

the estimated εf by magneto-PL spectra is found to be smaller than the εf estimated

by SdH oscillations, which might be due to the additional contribution of holes in

magneto-PL analysis.

6.4.5 Effective mass of charge carrier

The magnetic field-driven shift in Landau states that is observed in Fig 6.5d, is

fitted by the following relation to estimate the in-plane reduced mass of excitons,[52]

∆εj,z(B,E) =

(
j +

1

2

)
~eB
µ∗x,y

± 1

2
g∗⊥µBB − ~ky

E

B
−
M∗

x,y

2

(
E

B

)2

(6.3)

The electric field applied for the magneto-resistance measurement is E ≈ 13 V/m, total

in-plane mass of excitons is M∗
x,y ≈ 0.42 m0,[112] and wave vector at 4.2 K is ky ∼ 2×107

m−1. Under this condition, the contribution of the last two terms in Eq. 6.3 becomes ∼

10−4 meV at 4 T, which is found to be negligible as compared to the Landau-diamagnetic

energy ∼ 1 meV at 4 T (first term). Therefore, the Landau and Zeeman terms of Eq. 6.3

are used to fit the experimental results in Fig. 6.5d. The in-plane reduced mass of

exciton estimated by this fitting is found to be µ∗x,y = 0.086± 0.002m0. For this analysis,

the lande-g factor of the QW is taken as 0.6.[221, 158] A careful observation shows that

the shift in Landau-states slightly deviate from their linear variations, when the filling

ratio of the Landau states is changed (arrow mark in Fig. 6.5d). This additional amount

of shift in Landau transitions can be explained by the contribution of inter-Landau state

carrier-carrier interaction.
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Magneto-PL measurements under a parallel magnetic field

Furthermore, the out-of-plane mass of excitons is estimated by magneto-PL spec-

troscopy under a parallel magnetic field, By (Fig. 6.7a). In this configuration, dis-

tinct Landau transitions in magneto-PL spectra are not observed. Moreover, the

diamagnetic-shift in the PL peak is found to be feeble (Fig. 6.7b). The impact of

parallel magnetic field on the optoelectronic processes and diamagnetic energy is al-

ready elaborated in Chapter 5. Using the same approach, diamagnetic shift in Voigt

configuration is fitted by Eq. 5.11 to estimate µ∗z, which is found to be 0.035 ± 0.004m0

The results obtained by the magneto-PL measurements under perpendicular and paral-

lel field configurations show that the effective mass of exciton is highly anisotropic (i.e.,

µ∗x,y(0.086m0) 6= µ∗z(0.035m0)] even for 210 Å thick GaAs QW. Although none of these

µ∗x,y and µ∗z match with the effective mass estimated by SdH oscillations, the magnitude

of total effective mass µ∗T = (µ∗2x,y × µ∗z)
1/3 = 0.064m0 is found to be in close agree-

ment with the transport mass of charge carriers. Therefore, it can be concluded that

the magneto-PL spectroscopy is beneficial to investigate the anisotropic property of

carriers, whereas magneto-transport measurement provides an averaged value over the

entire magnetic field regime, which may also be affected by the out-of-plane property

of charge carriers and more sensitive to temperature variations.

Figure 6.7: (a) Magneto-PL spectra of the same modulation doped QW sample in Voigt
configuration at 4.2 K and (b) diamagnetic shift in PL peak under By ≤ 8 T.
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6.4.6 Magneto-PL intensity oscillations

In this section, a new method to investigate magneto-PL intensity oscillations is

described.[274] A schematic illustration to probe magneto-PL intensity oscillations due

to the sweeping of Landau PL transitions across probe energy (εk) is depicted in

Fig. 6.8a. Neglecting the small contribution of Zeeman term, the magnetic field-driven

blue-shift in Landau state is expressed by, δεj(B)/δB = (j + 1/2)~e/µ∗x,y. In this con-

dition, the strength of the magnetic field, that would be required to sweep jth-Landau

transition across εk is, Bj = 2µ∗x,yεk/[~e(2j + 1)], Fig. 6.8a. Due to this sequential

sweeping of Landau PL transitions across the probe energy, an intensity oscillation plot

can be recorded by a spectrometer. Figure 6.8b shows the experimentally estimated

magneto-PL intensity oscillation plots that are probed at various energies. For a given

intensity oscillation plot, the magnetic fields corresponding to the successive maxima

in PL (cross-arrow in Fig. 6.8b) are used to estimate µ∗x,y by the following relation,

µ∗x,y =
~e
εk

[
1

1/Bj+1 − 1/Bj

]
(6.4)

The estimated µ∗x,y by using Fig. 6.8b and Eq. 6.4 is found to be 0.082 ± 0.006m0,

which closely matches the µ∗x,y estimated by magneto-PL spectroscopy using Fig. 6.5d.

Note that the fundamental mechanism to record this magneto-PL intensity oscillation

Figure 6.8: (a) Sweeping of Landau PL transition across εk is schematically depicted.
Under this condition, an oscillatory variation in PL intensity can be recorded by increas-
ing the magnetic field. (b) Magneto-PL intensity oscillation curves which are recorded
at different probe energies at 4.2 K.
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is similar to the SdH oscillations, where an oscillatory Rxx is recorded by sweeping

the Landau states across εf . Unlike to magneto-resistance measurements, magneto-

PL intensity oscillations can be probed at different energies (εk) with the help of the

spectrometer itself. In particular, with increasing the probe energy, the same Landau

transition is probed at a higher magnetic field when the carrier occupancy and recombi-

nation time are altered (Fig. 6.8b). In view of this, intensity oscillation plots recorded at

different probe energies would be beneficial in realizing the carrier redistribution among

the Landau states. For a given magneto-PL intensity oscillation plot, the maxima in

PL intensity are observed when εk = (j + 1/2)~eBj/µ
∗
x,y, and the corresponding PL

intensity maximum (Imj ) can be expressed by using Eq. 6.1,

Imj (εk) =
℘

τr(B)

2eB

h
√

2πΓ(B)2

[
1 + I ′b

exp
{

∆εk−εf
kBT

}
+ 1

]
(6.5)

where Ib = I ′b × 2eB℘/
√

2πhτr(B)Γ(B) symbolizes the background PL intensity that

might be contributed by other Landau transitions, with I ′b =
∑

l 6=j exp[−{εk− (l+ 1/2)

~ω}2/2Γ2(B)]. A further simplification of Eq. 6.5 can be performed by considering

τr(B) ∼ τr(0)/B (Fig. 6.8b), Γ(B) ∼ Γ(0)/B (Fig. 6.5d) and by setting the background

PL signal (Ib) to zero. Now, Imj (ε1) and Imj (ε2) being the PL intensity maxima of the

jth Landau transition when probed at ε1 and ε2 energies (arrow marks in Fig. 6.8b).

The ratio of Imj (ε1) and Imj (ε2) is expressed by,

Imj (ε1)

Imj (ε2)

∣∣∣∣∣
j

=
B3

1

B3
2

[
exp

{∆ε2−εf
kBT

}
+ 1
]
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kBT

}
+ 1
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Using the above relation, Fermi energy at the magnetic field [(B1+B2)/2] is computed by

the magneto-PL intensity oscillation graphs. The estimated 〈εf〉 = 9.7±0.8 meV by this

technique can also be used to deduce the carrier density in the QW, 〈n〉 = µ∗x,y〈εf〉/π~2

= 3.5×1011 cm−2. Therefore, investigation of magneto-PL intensity oscillations is found

to be a good technique to estimate optical parameters of the material system that does

not require the complete magneto-PL spectra and is also free from the line-shape fitting
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procedure. Magneto-PL intensity oscillation can also be probed in the case of other

high-quality materials, where isolated Landau transitions are observed in PL spectra.

The PL transitions via higher Landau states are generally observed for doped materials.

Nevertheless, enhancement of temperature or increase in laser excitation power can be

beneficial to increase the carrier density in higher Landau states to observe the magneto-

PL intensity oscillations.

Note that the magneto-resistance measurements on the Hall bar device are also

performed under Voigt configuration using a DC source measuring unit. The results

obtained by the magneto-resistance measurements under Faraday and Voigt configura-

tions are compared in Appendix-C.

6.5 Conclusion

In conclusion, a correlation between the optical and transport property of charge

carriers in a QW is realized by magneto-PL measurements in the quantum Hall regime.

The results obtained by magneto-transport measurements in dark and laser-illuminated

conditions helped to realize the sources of scattering mechanism and electron-electron

interaction in modulation-doped QWs. It is found that the photo-generated holes screen

the interface roughness assisted scattering and influences the inter-subband scattering

process. Under this condition, redistribution of charges among the Landau states, re-

combination time of magneto-excitons, and Fermi energy as a function of the magnetic

field is estimated by magneto-PL spectroscopy. The in-plane and out-of-plane effec-

tive mass of excitons are also estimated by magneto-PL measurements in Faraday and

Voigt configurations, where the effective mass is found to be anisotropic even for a 210

Å thick GaAs QW. In addition to this, a novel method to investigate magneto-PL in-

tensity oscillations, which is conceptually similar to the SdH oscillations, is described.

The estimation of electro-optical parameters by this new method does not require the

complete magneto-PL spectra where parametric line-shape fitting is also not required.

The results obtained by combining the magneto-PL and magneto-transport measure-
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ments helped to develop an in-depth understanding of the electro-optical processes.

This investigation would be beneficial to investigate magneto-electro-optical processes

in quantum structures, especially when a contact-based measurement is not feasible.



Chapter 7

Semiconductor device operation

under a high magnetic field

7.1 Introduction

The III-V semiconductors have been used to fabricate optoelectronic devices for

a wide range of applications requiring the source and detection of UV-VIS-IR light.

The development of light-emitting diodes and semiconductor lasers remains in the fo-

cus of research for their utilization in telecommunication systems, materials process-

ing, medical applications, spectroscopic measurements, pumping of solid-state lasers,

etc.[275, 276] A considerable amount of research has been put to develop highly effi-

cient, tunable-wavelength, and low-divergent light sources by semiconductor quantum

structures.[277, 278, 279] Similar to this, an extensive amount of research has also

been performed to develop high-responsivity photo-detectors with ultra-low dark cur-

rent, which can be operated in the harsh environment of radiation.[280, 281, 282] Over

the past few decades, the impact of magnetic field on the spectral linewidth, output

power, and energy eigenstates of light-emitting devices has been extensively investi-

gated by many authors.[283, 284, 285] It has been shown that the magnetic field-driven

spatial confinement of charge carriers alters the inter-subband and inter-band elec-

tronic transitions, which can enhance the photon-flux and operating temperature of

quantum cascade lasers (QCLs).[54, 286, 287] The operation of such devices under a

high magnetic field can provide crucial information related to the scattering of charges

135
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and electron-phonon interaction underlying the device efficiency.[288] Also, it has been

demonstrated that the response of a photo-detector can be dramatically enhanced by

almost 25 times when subject to a strong magnetic field.[289] In addition to this, it is

extremely important to study the performance of semiconductor devices under a strong

magnetic field, especially for critical scientific experiments and medical applications.

With this in mind, the impact of magnetic field on semiconductor detectors operating

in large hadron collider,[290] time of flight measurements,[291] and magnetic resonance

imaging[292] was investigated by many groups. More recently, the role of a magnetic

field on the performance of single-photon devices and applications related to the quan-

tum computer is investigated. It has been found that the sensitivity of single-photon

detectors increases by nearly four orders of magnitude under a high field.[293] The

magnetic field along different directions can also control the spin-orbit interaction and

Zeeman energy, which is often desired in quantum qubits and quantum information

processing.[294, 295, 296]

Note that the development of those novel devices and their operation under a high

magnetic field requires an involved study, which is beyond the scope of the present the-

sis. The main objective of this chapter is to validate our theoretical and experimental

findings of magneto-optical spectroscopy during the device operation. Experiments are

performed on the QW-based laser diodes and photo-detectors under similar conditions.

The edge-emitting diode-lasers with a considerable number of disorders and a p-i-n

photo-detector are developed. The impact of carrier localization on the performance

of these devices is investigated at different temperatures. Finally, the role of magnetic

perturbation on the lasing characteristics and spectral response of the detector is inves-

tigated at a low-temperature. Further studies in this direction would be beneficial to

realize novel optoelectronic devices related to the quantum technology and information

processing.
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7.2 Sample details and experimental procedure

For this study, InGaAs/GaAs/AlGaAs-based laser-structures are grown on n+ GaAs

substrates at 670 ◦C. The structures have consisted of two compressively strained

In0.2Ga0.8As QWs of 80 Å thickness. The waveguide and clad regions are formed

by Al0.15Ga0.85As and Al0.5Ga0.5As alloys respectively, where n and p-type doping is

performed by silane and diethylzinc precursors. A schematic diagram of the laser-

structure and theoretically computed energy-band profile are shown in Figs. 7.1a and

7.1b. The lasers are operated by ILX Lightwave LDP-3840B pulsed current source,

where pulse-width (PΓ), pulse repetition interval (PRI), and applied current can be

varied in the range of 0.1-100 µs, 0.04-100 ms, and 0-3 A, respectively. In addition

to this, a GaAs/AlGaAs p-i-n detector structure is grown on n+ GaAs substrate at

Figure 7.1: (a) Schematic and (b) energy band-profile of the InGaAs/GaAs laser
structure. (c) Layer details and (d) band-profile of a GaAs/AlGaAs p-i-n detector
structure.
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730 ◦C. Here, a shallow GaAs QW of thickness 180 Å is embedded in the p-i-n struc-

ture, which is surrounded by p and n-Al0.12Ga0.88As layers (see, Fig. 7.1c). Figure 7.1d

shows the energy band profile of the QW-based photo-detector. The barrier height

being very small, ∆εc ≈ 97 meV and ∆εv ≈ 76 meV, perturbation due to a magnetic

field or thermal energy may influence the carrier escape probability in the QW. The

steps involved in the processing of edge-emitting laser-diodes and photo-detector by the

maskless-photolithography system are described in Sections 2.7.1 and 2.7.2. The laser

and detector are operated at LHe temperature under a magnetic field perpendicular to

the QW-plane.

7.3 Edge-emitting diode lasers

In order to investigate the impact of a magnetic field on the lasing characteristics,

few laser diode devices are fabricated on InGaAs/GaAs QW-based structures. These

structures are grown by different indium-sources with slight variations in QW thickness

and different aluminum composition in waveguides. Among these devices, the laser

diode with a considerable number of defects are investigated in the present work so

that the impact of magnetic field on the disorder related feature can be distinctly

observed. Figures 7.2a and 7.2b show the light output power-current characteristics

and laser emission spectra at room temperature under PΓ = 4 µs and PRI = 0.5

ms. During the room temperature operation, laser diodes were kept on a Peltier-

cooled metal plate to reduce the heat-load in the device, and a needle-shaped contact

is used for a single element lasing operation. A considerable rise in laser-power is

observed with increasing the current up to 2.5 A, where the peak power is calculated

by p′peak = (p′av − p′dark)× PRI/PΓ. The symbols p′av and p′dark denote the average laser

power and the background light-signal measured by a power meter. It is observed that

the emission spectra convolutes two partially merged lasing features, which are marked

as L1 and L2 in Fig. 7.2b. With our previous understanding of PL-measurements,

the origin of L2 (at lower-energy) is understood by the electron-hole recombination
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Figure 7.2: (a) light output power-current characteristics, (b) emission spectra of the
laser at room temperature, and (c) schematic diagram showing the band-to-band and
defect-related recombination in the active layer. The inset of figure (a) shows the
photograph of the laser diode array.

via localization states (Fig. 7.2c). These localization potentials might be originated

by indium-rich valleys and defects acquainted in the InGaAs QW.[105] A strong lasing

intensity related to the BX feature (L2) indicates that the carriers in the QW are highly

susceptible to be captured by defect states. The efficiency of this laser diode is found

to be lower as compared to other high-quality lasers (a few Watts of peak power),

which was reported in Refs. [87, 297]. The laser power is mainly constrained by the

localization of charges in the active layer, series resistance in the device, and the quality

of mirror-facets.

Thereafter, the laser diodes are operated at 4.2 K under a magnetic field perpen-

dicular to the QW-plane. The design of the sample stage for the operation of diode

lasers in LHe cooled Dewar is schematically depicted in Fig. 7.3a. The laser diodes are

operated at 340 mA pulsed current condition with PΓ = 4 µs, PRI = 0.5 ms. From the

experimental perspective, the operation of diode lasers in a very small area inside the

LHe cooled Dewar and collection of light by the optical fiber are the major difficulties.

In order to improve light collection efficiency, two-laser diode elements are simultane-

ously operated for a given current, which may enhance the broadening of the recorded

spectra. Figure 7.3b shows the emission spectra of the laser diode as a function of the

magnetic field. Similar to the room temperature operation, the emission spectra at a
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Figure 7.3: (a) Sample stage design for the operation of laser under a high magnetic
field, (b) the emission spectra of the diode laser, and (c) laser intensity as a function of
the magnetic field at 4.2 K.

low-temperature are contributed by L1 and L2. It is observed that the intensity of L2

drastically reduces with an increase in the magnetic field, Fig. 7.3b. The reduction

of L2 can be attributed to the in-plane confinement of charge carriers, i.e., carriers

in the QW experience a less number of defects under a high field (see, Chapter 4).

At the same time, the intensity of L1 increases because the oscillator strength of FX

transition enhances by confining two-oppositely charged particles closer together. As a

result of this, the laser intensity corresponding to L1 becomes dominant under B ≥ 6

T. It is found that the total lasing intensity (i.e., L1 + L2) gradually decreases with an

increase in magnetic field (Fig. 7.3c), which is contradictory to our previous observa-

tion on magneto-PL spectra of QWs. The additional contribution in the present study

arises due to (a) the injection of electrical current and (b) gain mechanism associated

to lasing operation. At the threshold condition, the loss of photons should be equal (or

lower) to the gain in the optical medium (gmodal = α∗i + α∗mirror), which may largely

vary for different energy eigenstates of a QW.[69] Here, α∗i denotes the intrinsic loss and

α∗mirror = 1/2lr×ln(1/R∗1R
∗
2) symbolizes the mirror loss, where lr is the length of the res-

onator and R∗1/R∗2 are the reflectivity of the mirrors. In particular, the absorption losses

in AlGaAs waveguide increases with increasing the photon energy of the laser beam.

This is because the density of defects in the sub-bandgap region of semiconductors ex-

ponentially increases towards the band-edge [α∗subbandgap ∼ exp{−st(εg− ε)/kBT}],[298]
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as shown in Fig. 7.2c. Here, st denotes the steepness parameter. Therefore, when the

lasing emission shifts from L2 to L1 and also due to the Landau diamagnetic energy,

intrinsic loss of photons in the waveguide medium increases. This might be the reason

that the L1+L2 gradually decreases under a high magnetic field, even though the modal

gain of the system (Eq. 2.24) increases due to the Landau state formation. Note that,

under a higher injection current, the impact of device-heating on the boiling rate of

LHe becomes severe. Therefore, laser diodes in the present study could not be operated

by varying the injection current.

In summary, an external magnetic field can be beneficial to suppress lasing emission

via defect states, which may also offer a tunability in lasing wavelength. The magnetic

field being solely responsible for the change in lasing wavelength at a given current, such

an effect would be useful to realize fundamental mechanisms underlying the wavelength

tunability in asymmetric waveguide lasers.[277, 299] A further study in this direction

needs to be performed by varying the injection current, QW-thickness, and modification

of waveguide structure.

7.4 Photo-detectors

Figure 7.4a shows the photograph of the fabricated detector, and it’s current-voltage

characteristics in dark and light illuminated (λ = 730 nm) conditions at 4.2 K are

shown in Fig. 7.4b shows . In this measurement, a broad-spectrum of a QTH lamp is

monochromatized by iHR-320 monochromator, and the power of the excitation light is

controlled by a neutral-density filter. The dark current (idark) of the photo-detector is

found to be 10 ± 5 pA (at -2 V), where this lower value of idark can be explained by

the accumulation of background charges into the QW-region, which acts as an artificial

trap center. However, the dark current of the devices considerably increases under

the reverse bias voltage higher than -2 V (Fig. 7.4a), which indicates the tunneling of

charges from the QW. Similar to this, the photo-current density of the device exhibits a

step like enhancement near -2 V reverse bias voltage. The responsivity of a photo-diode
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Figure 7.4: (a) Photograph of the photo-detector, (b) current-voltage characteristics
under different excitation powers, and (c) spectral-response as a function of magnetic
field.

can be estimated by the following relation,[300]

< =
JAp
p′

(7.1)

where Ap is the active area of the detector (diameter 3 mm), and p′ is the power of the

incident light. The responsivity estimated at the reverse bias voltage of -6 V is sum-

marized in Table 7.1. Also, the specific detectivity D∗ = <
√

1/(4kBT/RAe + 2eJdark)

and quantum efficiency η∗ = <hc/eλ of the device are evaluated with the help of

<,[301, 302] where RAe is the dynamic resistance-area product and Ae being the area

of electric current. The estimated D∗ and η∗ at 4.2 K are summarized in Table 7.1. A

slight decrease in < at higher excitation power (Table 7.1) suggests the light-induced

decrease in band-bending and the localization of charges due to the carrier-carrier inter-

action (see, Chapter 3). Therefore, the drift velocity of charge carriers decreases, and

migration of charges along the growth direction is affected. Additionally, in a separate

set of measurement at 83 K, the detector parameters at 210 nW power are estimated

to be < = 0.53 A/W, D∗ = 1.2×1013 cmHz1/2W−1, η∗ = 0.89 and idark = 0.5 nA.

Therefore, a slight increase in < and η∗ at 83 K can be explained by the emission of

charge carriers that were captured by defect states and due to an enhancement of τr

(Chapter 3).

The spectral response of the photo-detector with increasing the magnetic field up
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Table 7.1: The estimated responsivity, specific detectivity, and quantum efficiency of
the detector at 4.2 K.

illumination power responsivity specific detectivity quantum efficiency
(nW) (A/W) ×1013(cmHz1/2W−1)

2 0.49 2.1 0.83
9 0.45 2.0 0.77
36 0.50 2.2 0.84
210 0.39 1.7 0.66

to 8 T is plotted in Fig. 7.4b. Due to the radiative recombination of charges, a distinct

spectral feature related to the QW transition could not be recorded at 4.2 K.1 On

the other hand, the spectral-response in the above-bandgap region of Al0.12Ga0.88As

increases by 13 % under the magnetic field up to 8 T. Such an observation can be

explained by the following possibilities,

(i) diffusion of photo-generated charge carriers in the x-y plane is restricted by the

applied magnetic field perpendicular to the sample surface. Therefore, the in-plane

diffusion followed by the localization of photo-generated charge carriers in the AlGaAs

layer decreases under a high magnetic field. In this condition, the number of charge

carriers which is flowing along the z-direction of the p-i-n structure increases, which

enhances the spectral response.

(ii) Probability of carrier escape from the QW increases due to magnetic field-driven

lowering in barrier height, ε
e/v
esc ≈ ∆εc/h− (j+1/2)~eB/m∗e/h (see, Section 4.4.1). These

charge carriers then move according to the built-in electric field to enhance the spectral

response of the detector.

7.4.1 Magneto-PL of the detector sample

To probe the magnetic field-driven flow of charges along the z-direction and their

accumulation in QW, magneto-PL spectra of the detector sample are also recorded at

4.2 K (Fig. 7.5a). In the PL spectra, two distinct PL features related to the indirect

excitons (IX) and FX transition are observed, Figs. 7.5a and 7.5b. This IX transition

could be contriuted by the recombination of charges, which are drifted by built-in

1See the results obtained by temperature-dependent PL and SPV measurements in Chapter 3
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Figure 7.5: (a) Magneto-PL spectra of the p-i-n detector structure, (b) schematic di-

agram showing the direct and indirect excitonic transitions, and (c) energy separation

between IX - FX peaks and PL intensity of IX transition as a function of magnetic

field. (d) Magnetic field driven in-plane confinement of charges and their drift due to

the structural electric field are schematically illustrated.

electric field and are captured by opposite interfaces of the QW (see, dotted lines). It

is observed that the separation between FX and IX peaks (i.e., εFXg − εIXg ) decreases

with an increase in the magnetic field (Fig. 7.5c). Also, the intensity of the IX feature

significantly decreases under a high magnetic field (Fig. 7.5c). The magnetic field driven

decrease in IX PL intensity can be explained by this reduction of band-bending, which

could be due to an enhancement in carrier accumulation inside the QW. This is because

the magnetic field restricts the in-plane migration of charge carriers followed by their

localization in barrier layers, which help in drifting the charges according to the built-in
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electric field (z-direction), as shown in Fig. 7.5d. In this process, a significant number

of carriers are also captured by the QW layer. Nonetheless, a large fraction of these

charge carriers escape from the QW due to the magnetic field driven lowering in barrier

height (see Chapter 4), which enhances the spectral response of the photo-detector.

7.5 Conclusion

In conclusion, edge-emitting laser diodes and photo-detector are developed, and the

impact of carrier localization on the performance of these devices is investigated. The

lasing characteristics of a QW-based diode laser with a considerable number of defects

are investigated. It is observed that the contribution of defect states on the lasing emis-

sion can be suppressed by an external magnetic field, which also offers a tunability in

laser wavelength. Such an effect can be used to understand gain mechanics of tunable

wavelength lasers, which need further investigation. On the other hand, localization

of charges within a QW helps in reducing the dark current of a photo-detector. It

is observed that the responsivity of the detector decreases with increasing the light

illumination power, which can be explained by the reduction of band-bending and en-

hancement of carrier localization at the hetero-interfaces. Under a high magnetic field,

the in-plane diffusion of photo-generated charge carriers is restricted, and therefore,

the in-plane migration followed by the capture of charge carriers by defects becomes

feeble. Moreover, a significant number of electron and hole escape from the QW due

to the magnetic field-driven lowering of barrier height. As a result of this, the spectral

response of the photodetector increases with the strength of a magnetic field. The mag-

netic field-assisted flow of charges along the growth direction of the p-i-n structure and

reduction of band-bending are also probed by magneto-PL spectroscopy of the detector

structure.
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emitters, photovoltaics, sensors, and high-mobility devices. Additionally, radiative recombination efficiency 
of the material system can be enhanced by a magnetic field driven spatial confinement of excitons. The 
motivation of the present thesis is to utilize the ‘magnetic field’ as a unique tool to control recombination, 
transport, and magnetic properties of charge carriers. The thesis deals with novel methodologies of 
spectroscopic and transport measurements on GaAs quantum wells (QWs). The role of quantum 
confinement on the excitonic recombination and effective mass of charge carriers is investigated by 
magneto-optical spectroscopy (Fig. 1a). It is found that the effective mass of excitons significantly increases 
with a reduction in QW thickness. The foremost reason behind such an observation is found to be the non-
parabolicity of bands, which becomes dominant when the energy eigenstate is at higher (E, k). It is observed 
that the PL intensity related to disorder bound excitons decreases under a high magnetic field. A 
phenomenological model of magneto-excitons is developed (Fig. 1b), where the magnetic field-driven 
reduction in bound-exciton PL is used to estimate point defect density in QWs. Results obtained by magneto-
optical spectroscopy are also correlated with that of the quantum Hall measurements (Fig. 1c). It is shown 
that magneto-optical spectroscopy with a rate equation analysis can provide detailed information on 
competitive electro-optical processes in quantum structures. Such an investigation would be beneficial, 
particularly when a contact-based measurement is not feasible. Also, it is found that the electron-hole pairs 
in a QW can be separated by a magnetic field parallel to the QW plane, which reduces the PL intensity and 
develops an in-plane photo-voltage signal (Fig. 1d). To fabricate semiconductor devices, a simple maskless-
photolithography system is also developed (Fig. 1e). Finally, it is shown that the carrier recombination and 
redistribution processes in semiconductor devices can be controlled by a magnetic field, which offers 
tunability in lasing wavelength and enhances the charge collection efficiency in photodetectors. Besides the 
physics of magneto-excitons, the present thesis provides clear guidelines for magnetic field controlled 
advanced electro-optical devices development. 

Figure 1 (a) Schematic of the experimental setup for magneto-optical measurements and (b) magnetic field-driven 
spatial confinement of excitons in a QW. (c) Simultaneous measurement of magneto-PL and quantum Hall, (d) 
measurements of in-plane charge separation under a parallel magnetic field, and (e) schematic of the maskless-
photolithography setup. 
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[37] Y. H. Huo, V. Křápek, O. G. Schmidt, and A. Rastelli, Phys. Rev. B 95, 165304 (2017).

[38] E. Poem, Y. Kodriano, C. Tradonsky, N. H. Lindner, B. D. Gerardot, P. M. Petroff,

and D. Gershoni, Nat. Phys. 6, 993 (2010).

[39] I. Schwartz, E. Schmidgall, L. Gantz, D. Cogan, E. Bordo, Y. Don, M. Zielinski, and

D. Gershoni, Phys. Rev. X 5, 011009 (2015).

[40] A. V. Trifonov, E. S. Khramtsov, K. V. Kavokin, I. V. Ignatiev, A. V. Kavokin, Y. P.

Efimov, S. A. Eliseev, P. Y. Shapochkin, and M. Bayer, Phys. Rev. Lett. 122, 147401

(2019).

[41] R. Tempelaar and T. C. Berkelbach, Nat. Commun. 10, 1 (2019).

[42] H. Mathieu, P. Lefebvre, and P. Christol, Phys. Rev. B 46, 4092 (1992).

[43] D. J. Griffiths and D. F. Schroeter, Introduction to quantum mechanics (Cambridge

University Press, 2018).

[44] S. M. Sze and K. K. Ng, Physics of semiconductor devices (John wiley & sons, 2006).

[45] J. H. Davies, The physics of low-dimensional semiconductors: an introduction (Cam-

bridge university press, 1998).

[46] W. T. Masselink, P. J. Pearah, J. Klem, C. Peng, H. Morkoc, G. D. Sanders, and Y.-C.

Chang, Phys. Rev. B 32, 8027 (1985).

[47] M. Fox, Optical properties of solids (2001).

[48] M. Sugawara, N. Okazaki, T. Fujii, and S. Yamazaki, Phys. Rev. B 48, 8848 (1993).

[49] V. Voliotis, R. Grousson, P. Lavallard, and R. Planel, Phys. Rev. B 52, 10725 (1995).

[50] S. Das Sarma, R. Jalabert, and S. R. E. Yang, Phys. Rev. B 39, 5516 (1989).
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[111] B. Deveaud, F. Clérot, N. Roy, K. Satzke, B. Sermage, and D. S. Katzer, Phys. Rev.

Lett. 67, 2355 (1991).

[112] I. Vurgaftman, J. R. Meyer, and L. R. Ram-Mohan, J. Appl. Phys. 89, 5815 (2001).

[113] M. B. Johnson, O. Albrektsen, R. M. Feenstra, and H. W. M. Salemink, Appl. Phys.

Lett. 63, 2923 (1993).

[114] M. B. Johnson, U. Maier, H.-P. Meier, and H. W. M. Salemink, Appl. Phys. Lett. 63,

1273 (1993).

[115] O. Albrektsen, D. J. Arent, H. P. Meier, and H. W. M. Salemink, Appl. Phys. Lett. 57,

31 (1990).

[116] S. Gwo, K. J. Chao, and C. K. Shih, Appl. Phys. Lett. 64, 493 (1994).

[117] S. K. Lyo, E. D. Jones, and S. R. Kurtz, J. Lumin. 60, 409 (1994).

[118] C. He, Z. Qin, F. Xu, M. Hou, S. Zhang, L. Zhang, X. Wang, W. Ge, and B. Shen, Sci.

Rep. 5 (2015).

[119] T. Schmidt, K. Lischka, and W. Zulehner, Phys. Rev. B 45, 8989 (1992).

[120] S. Jin and A. Li, J. Appl. Phys. 81, 7357 (1997).

[121] M. Mosko, A. Moskova, and V. Cambel, Phys. Rev. B 51, 16860 (1995).

[122] S. Datta, B. M. Arora, and S. Kumar, Phys. Rev. B 62, 13604 (2000).

[123] S. Kumar, T. Ganguli, P. Bhattacharya, U. N. Roy, S. S. Chandvankar, and B. M.

Arora, Appl. Phys. Lett. 72, 3020 (1998).

[124] T. Ivanov, V. Donchev, K. Germanova, and K. Kirilov, J. Phys. D Appl. Phys. 42,

135302 (2009).

[125] T. K. Sharma, S. Kumar, and K. C. Rustagi, J. Appl. Phys. 92, 5959 (2002).



BIBLIOGRAPHY 159

[126] R. Roychowdhury, V. K. Dixit, G. Vashisht, T. K. Sharma, C. Mukherjee, S. K. Rai,

and S. Kumar, Applied Surface Science 476, 615 (2019).

[127] M. Group, Band engineering, http://my.ece.ucsb.edu/mgrundmann/bandeng.htm.

[128] W.-C. Liu, J. Mater. Sci. 25, 1765 (1990).

[129] L. Kronik and Y. Shapira, Surface science reports 37, 1 (1999).

[130] V. Donchev, K. Kirilov, T. Ivanov, and K. Germanova, Materials Science and Engineer-

ing: B 129, 186 (2006).

[131] S. Haldar, V. K. Dixit, G. Vashisht, S. Porwal, and T. K. Sharma, J. Appl. Phys. 124,

055704 (2018).

[132] B. M. Arora, S. Ghosh, S. Datta, and S. Kumar, Mater. Sci. Semicond. Process. 4, 489

(2001).

[133] Y. Fang, L. Wang, Q. Sun, T. Lu, Z. Deng, Z. Ma, Y. Jiang, H. Jia, W. Wang, J. Zhou,

et al., Sci. Rep. 5, 12718 (2015).

[134] T. K. Sharma, S. Kumar, and K. C. Rustagi, J. Appl. Phys. 92, 5959 (2002).

[135] I. T. Jeong, S. Ahn, D. H. Kim, J. C. Woo, and S. J. Rhee, J. Korean. Phys. Soc. 45,

1181 (2004).

[136] M. Hayne and B. Bansal, Luminescence 27, 179 (2012).

[137] R. L. Greene and K. K. Bajaj, Solid State Commun 45, 831 (1983).

[138] D. C. Rogers, J. Singleton, R. J. Nicholas, C. T. Foxon, and K. Woodbridge, Phys. Rev.

B 34, 4002 (1986).

[139] J. C. Maan, G. Belle, A. Fasolino, M. Altarelli, and K. Ploog, Phys. Rev. B 30, 2253

(1984).

[140] R. C. Miller, D. A. Kleinman, and A. C. Gossard, Phys. Rev. B 29, 7085 (1984).

[141] S. S. Dosanjh, E. F. Bowser, and J. J. Harris, Appl. Phys. Lett. 64, 2142 (1994).

[142] S. N. Chaudhuri and K. K. Bajaj, Phys. Rev. B 29, 1803 (1984).

[143] T. Hiroshima and R. Lang, Appl. Phys. Lett. 49, 456 (1986).

[144] K. H. Yoo, L. R. Ram-Mohan, and D. F. Nelson, Phys. Rev. B 39, 12808 (1989).
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Appendix A

In this study, excitation power-dependent magneto-PL spectroscopy is performed

on a 150 Å thick GaAs/AlGaAs modulation-doped QW. The silane precursor is used to

dope Si atoms in AlGaAs barriers, with a typical donor density of ∼1×1017 cm−3. The

separation between the doped AlGaAs layers and the GaAs-QW is kept approximately

1100 Å, which help in reducing the ionized donor scattering. The electrons from the

doped AlGaAs diffuse in the neighboring layers and accumulate in the QW region. The

energy-band diagram of the sample is evaluated by solving the Schrödinger-Poisson

equation, Fig. 1a. Figure 1b shows the PL spectra of the QW under two different laser

excitation power densities (pexc), i.e., 0.5 and 2 W/cm2. It is observed that the spectral

line-shape is convoluted with two partially merged PL features. The PL peak at higher

energy side of the spectra is assigned to the electron-heavy hole excitonic recombination

(FXHH), whereas the peak at lower energy side is contributed by the recombination

of negatively charged excitons, i.e., trions (X−HH), Fig. 1b. The separation between

FXHH and X−HH is found to be ∼1.6 meV, which is the measure of binding energy of

Figure 1: (a) Energy-band structure of the modulation-doped QW and (b) PL spectra
of the QW under two different excitation power densities at 4.2 K.



Figure 2: Magneto-PL spectra under two different excitation powers, (a) 0.5 and (b)

2 W/cm2. (c) The linewidth and (d) intensity of FXHH and X−HH transitions as a

function of the magnetic field under pexc = 0.5 W/cm2. The variations of PL linewidth

and intensity related to the two features under pexc = 2 W/cm2 are plotted in figure

(e) and (f).

trions. In past, a similar order of εb of trions for a GaAs QW has been theoretically

and experimentally estimated by many groups [Phys. Rev. B 53, R1709 (1996)][Phys-

ica status solidi (b) 221, 281 (2000)]. Note that Si atoms being remotely doped in

AlGaAs layers (Fig. 1a), the observed PL features corresponding to the QW can not

be influenced by ionized donor states. It is observed that the PL intensity related to

FXHH and X−HH transitions increases with an enhancement of pexc. However, increase

of PL intensity with pexc is found to be significant for FXHH transition as compared to

the X−HH feature. Such an observation indicates that the formation of excitons largely

depends on the photo-generated electron-hole pair density in the QW. On the con-

trary, the intrinsic carrier density in the QW decides the formation of trions and their

radiative recombination efficiency.

To realize the optical response and stability of excitonic quasi-particles under an



external perturbation, magneto-PL spectroscopy is performed under the same excitation

powers of laser light, Figs. 2a and 2b. The variations of PL linewidth and intensity of

FXHH and X−HH transitions as a function of the magnetic field are plotted in Figs. 2(c-

f). At pexc = 0.5 W/cm2, it is observed that the magnetic field driven enhancement

of PL intensity and decrease in PL linewidth are feeble for X−HH transition than the

FXHH feature (Figs. 2c and 2d). Such a variation becomes even more distinct under a

high power light illumination (2 W/cm2) when a dramatic enhancement of FXHH PL

intensity is observed with an increase in the magnetic field. On the contrary, in the case

of X−HH transition, the magnetic field driven enhancement of PL intensity and reduction

of PL linewidth is found to be invariant under the two excitation powers (Figs. 2d and

2f).

The magnetic field driven shift in PL peaks are also estimated by the use of Figs. 2a

and b, which is then plotted in Fig. 3. Careful observation shows that the diamagnetic

shift of FXHH peak slightly varies under the two-excitation powers (Fig. 3). However,

such a variation could not be observed for the diamagnetic shift of X−HH transition.

In summary, the results obtained by excitation power-dependent magneto-PL spec-

troscopy suggest that optical and fundamental properties of trions primarily depend on

the intrinsic carrier density in the QW, which are stable under an external perturba-

Figure 3: Diamanetic shift of FXHH and X−HH transitions as a function of the magnetic
field.



tion. This could be because the additional electron in the trion help to screen external

perturbations like carrier-carrier interaction and magnetic confinement effects. On the

contrary, the formation of excitons and their optical properties strongly depend on the

photo-generated carrier density, which are sensitive to carrier-carrier interactions and

basic properties of the material system.

Appendix B

Table 1: Layer details of samples S1, S2, and S3 that are used for magneto-PL,
magneto-PV and magnetic susceptibility measurements in Chapter 5

Sample name Details of the QW and barrier layers Growth conditions

GaAs/Al0.64Ga0.36As four-QWs Grown at 730 ◦C, 50 mbar,
S1 QW thicknesses: 190, 100, 50, and 30 Å on n+ GaAs substrate

980 Å thick barrier
QWs and barriers are undoped
GaAs/Al0.45Ga0.55As single-QW Grown at 730 ◦C, 50 mbar,

S2 QW thickness: 48 Å on n+ GaAs substrate
2670 Å thick barrier

QW and barrier are undoped
GaAs/Al0.27Ga0.63As 50-QWs Grown at 730 ◦C, 50 mbar,

S3 QW thickness: 75 Å each on n+ GaAs substrate
210 Å thick barrier

QWs are doped with Si (1018 cm−3)



Appendix C

The magneto-resistance measurements on the Hall bar device are performed under

perpendicular and parallel magnetic field configurations, and the results obtained by

this measurements are shown in Figs. 4a and 4b. Measurements are performed by keith-

ley source measuring unit at 4.2 K without illuminating a light. The distinct oscillations

in longitudinal magneto-resistance Rxx and quantized variations in Hall resistance Rxy

are observed under the perpendicular magnetic field configuration (Fig. 4a). However,

the magnetic field driven enhancement of Rxy and oscillations in Rxx is found to be

feeble under the magnetic field parallel to the QW plane (Fig. 4b). Unlike the per-

pendicular magnetic field case, it is observed that the Rxx gradually decreases with an

increase of By in a low-field regime and oscillations are only observed above ∼ 4 T.

Figure 4: The longitudinal magneto-resistance and Hall resistance of the modulation-
doped QW sample under the (a) perpendicular and (b) parallel magnetic field config-
urations at 4.2 K.



Such observations can be explained by the theoretical and experimental understanding

developed in Chapter 5. The oscillatory variations of Rxx under the Voigt configuration

confirms that the charge carriers in the QW are confined in the z-direction. Since,

the charge carriers are already confined in this direction by the barrier potential, the

quantization of energy state and its impact on Rxx is only observed under strong mag-

netic field. Moreover, with the carriers under By move in the x-direction, Rxx initially

decreases with increasing the By. Further investigation to identify the filling ratio of

Landau states corresponding to the Rxx oscillations and variation of Rxy as a function

of By need to be performed, which is not reported in the literature.
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