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Chapter 1 

 

General introduction of deformation, 

irradiation and annealing induced 

microstructural changes in metals and 

alloys 

 

1.1 Introduction: 

Microstructure of a material in general, is described by the grain size, description of their 

structure, size and shape distributions, types of phases present, grain boundaries, hetero-phase 

inter-phases, dislocations and point defects such as vacancies, interstitials and substitutions. 

This can in principle be controlled during the metal forming process (which includes both 

deformation and annealing). However, in-service conditions the microstructure may get 

altered which in turn affect the properties of the material. Deformation and particle irradiation 

are two such processes among others during which changes in the microstructure of the 

material can occur. The effect of this microstructural change on the physical properties may 

be either beneficial or detrimental. To achieve the desired final properties of the material for a 

particular application and to understand the changes during in-service conditions, it is 

required that a comprehensive knowledge of the material be gathered beforehand. 

During deformation and subsequent annealing the microstructure is modified due to 

the arrangement, agglomeration, pileup, annihilation and rearrangement of the defects and 

also the formation of new defect free grains and its growth [1]. On the other hand, during 
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irradiation by an energetic ion, the microstructure is altered due to the formation of the point 

defects and subsequently their agglomeration to form vacancies/interstitial clusters, 

dislocation loops, voids etc. [2].  Formation of new crystallographic phases has also been 

observed during deformation and irradiation when the favourable condition for the phase 

transformation is achieved [1,2]. Hence, understanding the microstructural changes and the 

phase transformations occurring during deformation and irradiation is utmost important for 

physicist, metallurgist, materials scientists and others involved in the pursuit of study of 

materials and their applications. This multi-disciplinary field is not only academically 

important but also has high industrial relevance.  

1.2 Experimental Background: 

X-ray diffraction (XRD) has evolved as an important analytical tool for characterisation of 

materials. After the discovery of X-ray by Rontgenin1895, rigorous experiments were 

conducted in many labs over few decades before scientists could comprehensively understand 

the nature of interaction of this ray with matter. One of the major breakthroughs was the 

discovery of diffraction of these rays from crystals by Max von Laue for which he was 

awarded the Nobel Prize in 1914 [3]. Besides the extensive application of XRD to study the 

crystallographic structure of materials, this technique has advanced as a distinctive tool for 

obtaining the statistically averaged information of the microstructural features of 

polycrystalline materials. The details of the early studies on this indirect technique for 

characterising the microstructure has been reviewed by Greenaugh [4], Warren [5] and De 

and Sengupta [6] and references there in. In this thesis, the capability and versatility of X-ray 

diffraction as a technique for phase and microstructural characterisation of materials have 

been exploited to understand some of the pertaining problems in deformation and irradiation 

of materials. In this study, several line profile analysis techniques (that have been developed 

so far) have been judiciously employed to understand the various aspects of the 
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microstructural features of materials [7–12].This analysis has several advantages over the 

traditional transmission electron microscopy in the investigation of the microstructure of 

materials and is being used as a complementary tool for several decades [13]. It has the 

advantages of giving the statistically averaged information about the microstructure from 

about a volume of 106 m3 to 109 m3 of the sample. 

The microstructural results obtained from the XRD have been supported by the direct 

observation of those features using different electron microscopy techniques. In 1931 Ernst 

Ruska and Max Knoll, fabricated the first electron microscope from the University of Berlin 

[14]. This invention opened new fields of research for characterisation of materials using 

electrons as a probe. In 1933, Ernst Ruska developed a new model of the electron microscope 

which was capable of producing high resolution images [15,16]. Max Knoll created the first 

Scanning Electron Microscope (SEM) which as subsequently improved by Manfred von 

Ardenne [17]. However, the commercial version of the instrument was development by Prof 

Charles Oatley during 1950’s and 1960’s and he is credited as the father of SEM. The images 

were displayed on a CRT screen by synchronizing the scanning of the electron beam in the 

microscope and that of the display. The resolution of the microscope was reported to be 

between 10nm to 100 nm. Recent advances in improving the electron optics along with the 

replacement of the electron source by a field emission gun have greatly enhanced the 

resolution of the SEM (1-4nm). This has extended the applicability of the SEM from 

observing surface topography to carry out more detailed microstructural analysis of materials. 

The technique of Electron Back Scattered Diffraction (EBSD) using FESEM where the 

Kikuchi pattern is captured in a fluorescent screen and further analysed to obtain various 

microstructural features [18–20]. These include individual grain orientations, local texture, 

point to point orientation correlation and phase identification and distribution to name a few 

[18–20]. The high resolution EBSD data has been used for mapping localised strain 
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distributions on surfaces. Understanding the origin of the localised strains in terms of defects 

and their spatial configuration has added valuable knowledge to correlate the microstructure 

with the property of the material [20]. By correlating the observed EBSD pattern with the 

theoretically calculated one, the role of the collective effects of the dislocations on the 

sampled area can be inferred [18–20].Thus XRD and EBSD techniques are powerful 

complementary tools for characterising the microstructure of materials. 

In addition, other characterisation tools such as optical microscopy, Differential 

scanning calorimetry (DSC) and Magnetic moment measurement using vibrating sample 

magnetometer (VSM) have also been used to supplement the results obtained using XRD and 

EBSD. 

1.3 Deformation and Ion Irradiation: 

In engineering, a change in shape or size of an object is referred to as deformation. 

Concurrently, in physics, the continuum mechanics transformation of an object from an 

earlier configuration to a current configuration is termed as deformation. This is an 

unavoidable phenomenon which the materials have to undergo either during the forming 

process (e.g. Tensile, Rolling, Forging, Extrusion, drawing etc.) or during in-service 

condition and hence may be both intentional and undesirable. When a material is deformed 

using an applied stress, the various stages that it passes through (in particular metals and 

alloys) can be categorize das: elastic stage, yield stage, uniform plastic stage, and 

necking stage which follows sequentially with increasing stress. Elastic stage refers to the 1st 

stage of deformation which occurs at low stress values, where the stress-strain relationship is 

linear and the deformed material returns to its original shape when the stress is removed. In 

the intermediate stages of stress (yield stage and uniform plastic stage) the deformation is 

permanent but uniform. At the final stage of stress (necking stage), material develops a crack, 
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which then grows locally with increasing stress and finally fractures through necking. 

Another type of classification of deformation is also generally accepted which depends on the 

nature of applied force or stress on the material. These are uniaxial deformation (e.g. 

compression and elongation), biaxial deformation (e.g. rolling), triaxial (hydraulic) and 

multiaxial deformation. The parameter that is generally used to define the amount of 

deformation depends on the process i.e., in tensile or compression “strain- change in length 

by the original length” and in rolling “percentages of thickness reduction” is considered as 

the measurement of deformation. During the metal forming process, the desired final 

properties of the material are achieved by controlling the deformation and the intermediate 

annealing stages. Thus understanding the combined effect on the material property and its 

controlling parameters are required to be understood before a material can be put to practical 

use.  

Irradiation is the general term used for the process of exposing matter to ionizing 

radiation originating from various sources [2,21]. Ion irradiation is a subset of this wherein, 

energetic particles originating from an accelerator are used for modifying, characterising etc., 

the material [2]. A charge particle accelerated and focussed on to a target can be used as a 

viable tool for material modification, diagnostic, damage and also for probing exotic nuclei 

depending on the ions energy. Among its various applications in materials science, the one of 

significant importance is radiation damage studies of nuclear structural materials. Easy 

availability of accelerators with varying ion species and with different energies, make ion 

irradiation as a very reliable technique for emulating neutron damage in materials used in 

nuclear reactors. This has been recognized as a standard technique for investigating the 

effects of neutron radiation damage on materials that are used in and around the core of 

nuclear reactors [22]. Apart from shorter irradiation time compared to that of neutrons the 

major advantage of using ion irradiation is the reduced or no induced radioactivity of the 
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samples. This enables one to carry out almost immediate characterisation of the irradiated 

materials. By choosing the ion species, energy, dose, dose-rate and temperature of irradiation, 

one can achieve one to one correspondence with neutron damage using the ion irradiation [2]. 

1.4 Microstructure and Defects: 

Microstructures of a material (defined in section 1.1) are small-scale structures which play a 

deterministic role in influencing some of the major physical and mechanical properties of the 

material. Properties like melting point, thermal expansion coefficient, specific heat, elastic 

constants etc. are independent of the microstructure of the materials but resistivity, ductility, 

toughness, yield stress, ultimate tensile strength etc., are strongly influenced by the 

microstructure [23]. 

During in-service condition, the microstructure of the material may be modified due 

to production of new defects which may now tend to modify the material property. In order to 

understand the changes caused by the defects, it is worthwhile to recapitulate the types of 

defects and their effect on microstructure. 

Any type of deviation from the perfectly arranged regular array of atoms in the crystal 

structure is called a defect. Defects are generally categorized depending on their dimension as 

follows (i) Points defects such as vacancies, interstitials, impurities, anti-site atoms etc. are 

zero dimensional (ii) Dislocations or line defects are one dimensional (iii) Surface defects 

such as grain boundaries, stacking fault, twinning etc. are two dimensional and (iv) 

Volumetric defects such as void, precipitates of new phase, stacking fault tetrahedra, tight 

cluster of dislocations, are three dimensional. All of these defects cause distortion of the 

regular array of atoms causing a stress field around it. This field dictates the interaction of the 

defects with similar or dissimilar type of defects and hence plays an important role in the 

movement and re-arrangement of the defects during deformation or irradiation. 
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Point defects (vacancies and interstitials) are the only thermodynamically stable 

defects found in materials. The thermal activation of these defects is driven by the reduction 

in the total free energy of the material due to their formation. However, the concentration of 

these defects at a given temperature is dictated by their formation energies. In general, for a 

given crystallographic structure the formation energy of an interstitial is few times more than 

that of a vacancy which leads to the equilibrium concentration of vacancies to be ~ 105 more 

than that of interstitials. However, deformation (under special conditions) and irradiation 

produces vast amount of point defects thus increasing the concentration much beyond the 

thermodynamically stable value [2,24]. The excess defects can then diffuse, migrate and 

agglomerate to form higher dimensional defects such as dislocations, voids, precipitates etc. 

The agglomeration is driven by the local stress fields and concentration gradient of the 

defects.  

Dislocations or line defects can directly form during deformation and indirectly 

during irradiation. The existence of simplest type of dislocations was suggested by Orowan, 

Polanyi and Taylor [23,25–27] and were called edge dislocation or Taylor-Orowan 

dislocations. The mismatch between theoretical and experimental values of shear modulus of 

the material could only be explained by introducing the concept of dislocation. The presence 

of dislocation was first experimentally observed in 1950 by Transmission Electron 

Microscopy (TEM) [28]. Dislocations are primarily of two types, edge or screw depending on 

the relation between the direction of the lattice distortion (called the Burger’s vector) with 

respect to dislocation line (which runs along the core of the dislocation) [29]. However, in 

real materials, the dislocations are typically of mixed type i.e. having both the edge and screw 

character. Dislocations play a major role in the deformation process and control the plastic 

deformation of a material. When a material is deformed, the dislocations flow through the 

material dominated by slip mechanism, leading to the ductility of the materials. New 
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dislocations (either straight or loops) are created and as a consequence the increasing overlap 

of the strain fields of the adjacent dislocations gradually increases the resistance to 

dislocation motion causing strain hardening of the material. When more dislocations are 

formed, they interact more strongly and can eventually pile-up, re-arrange and can form 

dislocation tangles or small angle sub-grain boundaries. All these can change in the 

microstructure of the material. During irradiation, dislocation loops (vacancy type or 

interstitial type) are formed when same type of point defects agglomerate into clusters and 

eventually collapse or rearrange into loops. These are one of the major irradiation produced 

defects which control the microstructure and eventually the properties of the material during 

further irradiation. 

Formation of deformation twins and stacking faults are also important microstructural 

changes that occur during the deformation of a material. The competitive process of twinning 

(in relation to slip) is dominant in certain crystal systems and under certain conditions. 

Twinning is a special way of accommodation of deformation strain especially seen in 

materials where the number of participating slip systems are lower than five independent slip 

systems required to satisfy the Von Mises criterion for a general deformation of polycrystals 

(mainly in bcc and hcp materials). Even though fcc materials have a large number of slip 

systems, they too show formation of twins if the deformation is carried out at low 

temperature or at high strain rate which prevents activation of required number of slip 

systems for slipping. Experiments have shown that in bcc and hcp metals and alloys twins 

often form at very low plastic strain level, whilst fcc metals do not generally twin until 

appreciable plastic deformation by slip has occurred [30]. Twinning occurs when certain 

portion of the crystal lattice rearranges itself to form the mirror image of the parent lattice. In 

polycrystals, because of the favourable stress concentrations and defects most twins nucleate 

at grain boundaries.  
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In materials with high stacking fault probability (i.e., with low stacking fault energy), 

the energy which is pumped into the material is accommodated by the formation of stacking 

faults in the lattice. Stacking faults are defects which are defined as sudden deviation from 

the regular arrangement (stacking) of crystallographic planes in a crystal and thus fall under 

the category of planar defects. Most commonly stacking faults are observed in the closed 

pack fcc structure which converts to a hexagonal structure in the faulty region. However, 

there are instances of formation of stacking faults in bcc materials also, even though they are 

energetically highly unfavourable due to the lack of stacking sequence in the structure unlike 

fcc and hcp.  

Shear bands are commonly observed microstructural feature in a severely deformed 

material. These are highly concentrated dislocation flow regions in a narrow deformation 

zone extending over many grains. These usually occur when homogenous dislocation slip is 

prohibited or when insufficient slip systems are available for deformation to occur and are 

generally observed in low stacking fault materials. However, they are usually observed in 

ductile materials throughout the deformation region. Due to the strain localization these shear 

bands are detrimental to material processing causing sudden softening of the material and 

thus failure. However, due to their high dislocation densities and large misorientation with 

the surrounding matrix intersecting shear bands provide an ideal site for nucleation of 

recrystallization or nucleating sites for new phases (e.g., deformation induced martensite) 

[1,24].  

The formation of 3D defects such as voids and stacking fault tetrahedra require 

special conditions [2,23]. During deformation at high temperature, where there is excess 

concentration of vacancies, the voids are seen to form at grain boundary junctions [23]. 

However, during irradiation, the excess vacancies that are left behind after the preferential 

absorption of interstitials (in the sinks) may combine to form voids [2]. These voids cause 
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volumetric changes in the material and hence are highly detrimental to material properties. 

The three dimensional version of the stacking faults are the stacking fault tetrahedra which 

are also formed in fcc materials under special conditions during deformation, melt-quenching 

or irradiation [2,23]. 

1.5 The effect of deformation on the materials: 

The materials that are used in our daily life or in any industrial application are polycrystalline 

in nature. Polycrystalline materials are made up of many grains with different orientation and 

this directly affects the deformation process. Dislocation movement play the crucial role in 

any type of plastic deformation, which depends on the slip systems present in that material. It 

is well known that there are preferred crystallographic planes in different crystal structures 

for dislocation slip or glide [29]. The combination of the set of symmetrically identical slip 

planes and associated family of slip directions in which dislocation motion can easily occur 

during plastic deformation is called the slip system. The fcc crystal has in total 12 nos. of 

{111}<110> slip systems with {111} plane being the closely packed plane and <1-10> being 

the high dense direction in that plane. Though bcc has a total 48 nos. slip system of 

{110}<111>, {112}<111> and {123}<111> it does not have any closed placed plane. On the 

other hand, in hcp has a total 3 numbers slip systems of {0001}<1120> (with large c/a ratio) 

with {0001} as the closed packed plane.  At a given temperature, the availability of active 

slip systems determines the ductility of the material. At ambient temperature, fcc structure 

has enough number of slip systems to satisfy the von Mises criteria which makes all fcc 

materials to be ductile. Though bcc has 48 slip systems most of them are inactive at ambient 

temperature making bcc crystal brittle in most cases. The hcp crystal inherently has only a 

very few numbers of slip systems and thus remains brittle at ambient temperature. Thus, in 

the material where enough slip systems are not available or at low temperature when slip 
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systems are not active or at high deformation rate when slip system does not get time to 

activate, twinning and shear bands are formed to accommodate the deformation. 

The relationship between stacking fault energy and the mode of deformation can be 

summarized as follows. In fcc materials with high and medium stacking fault energy 

(Aluminium~ 200 mJ/m2 and Copper ~ 78 mJ/m2) the deformation is accommodated by slip 

rather than by formation of stacking faults and twins [1]. In materials with low stacking fault 

energy such as silver ~ 20 mJ/m2 the preferred mode of deformation is by twinning (aided by 

the formation of stacking faults). It is important to address the evolution of deformation 

microstructure in metals in terms of dislocation arrangement. The deformation in a material is 

accommodated by the multiplication and migration of dislocations. At low strains the 

distribution of dislocations is random and with increasing deformation, depending on the SFE 

of the material, the dislocations either form planar array of SFs, or remain as dislocation 

tangles or arrange to form cells or subgrains [1]. In high and medium SFE materials, a 

balance between the production of large dislocation densities in the slip plane and the 

decreasing energy due to formation of dislocation boundaries promotes the formation of cells 

or subgrain boundaries. This is usually called dynamic and/or static recovery [1]. This 

depends on the nature of the material and the deformation temperature. For example, in 

Aluminum (high SFE and low melting point) the deformation at room temperature causes the 

formation of subgrains due to dynamic recovery [1]. On the contrary in copper (medium SFE, 

reasonable high melting point) the microstructure consists of mainly cells because dynamic 

recovery in much less compared to Aluminium [1]. In low SFE materials, no dislocation cell 

structure is formed since the preferred mode of deformation is twinning. 

Apart from the formation of twins and shear bands one of the other main 

microstructural change that happens is the formation of deformation texture (grain 

orientation). Texture or preferred orientation is a consequence of the fact that deformation 
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occurs on the most favourably aligned slip system and twinning is formed in order to align 

the slip systems (to make dislocation movement easy along a particular direction) by the 

repositioning of atoms [1,23]. 

Microstructural changes in alloys can also be induced by phase transformations. Most 

of the phase transformations in general are thermally activated and hence occur at high 

temperature. However, non-thermally activated phase transformation is becoming important 

in some ferrous and nonferrous alloys and is induced by deformation of the material [31]. 

Deformation-induced phase transformations commonly occur during processing or in-service 

of parts made from steels or non-ferrous alloys. Recent research activities have been directed 

to utilize this phase transformation as an advantage in improving the properties of the 

materials example being the transformation induced plasticity steel being developed for 

outstanding combination of strength and ductility [32]. Since the mechanical properties of the 

material are determined by the microstructural features, it is important to understand the 

changes that occur during the phase transformation.  

Elastic and plastic deformation in most cases do not induce a change in crystal 

structure however, the deformation induced martensite phase transformation seen in some 

steels is an example.  

All the above microstructural changes that happen during deformation alter the stored 

energy in the material. During deformation only around 1% of the total energy is stored 

inside the material and remaining goes to produce heat [1].  The driving force for all the 

property changes is provided by this stored energy. If the deformation is carried out at 

ambient temperature, almost all the stored energy is accommodated in dislocations and their 

various arrangements. The grain shape change, grain orientation, formation of twins, stacking 

faults, shear bands, voids and formation of different internal structures within the grain i.e., 
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dislocation tangles, sub-grain boundaries etc., are all features which contain the stored energy 

of deformation in the material. The determination of this stored energy is not easy and is 

usually measured directly by calorimetry or by X-ray diffraction technique. Indirectly this 

quantity is measured by changes in physical or mechanical property of the material [1]. 

1.6 The effect of ion irradiation on the material: 

Radiation damage is a branch of ion irradiation study where the energy and momentum 

transferred to the target atom by an energetic particle, displaces it from its original position. 

This displaced target atom is called the primary knock on atom (PKA) gives rise to a cascade 

consisting of secondary knock-ons, tertiary knock-ons and so on. Meanwhile, the projectile 

moves along the depth of the material and continues to create further PKA until its energy 

decreases below a value required to create a knock on. At the end of this range(the projected 

distance up to which one incident projectile penetrates before losing its full energy), it ends 

up as an interstitial or a substitutional atom [2].This disturbance in the regular array of atoms, 

results in the production of a large number of vacancies and interstitials which eventually 

dictate the microstructure of the irradiated material. This is called radiation damage and is 

specifically important for the study of core structural materials of a nuclear reactor [2]. 

The energy of the incident ion travelling through the lattice is generally lost by 

electronic, nuclear and radiation processes. In the energy regime where radiation damage is 

generally observed, radiation loss is negligible in comparison to electronic and nuclear losses 

[2]. Among the other two processes, nuclear energy loss is the primary means for causing 

damage in the material and is dominant only at lower energies of the incident ion and the 

electronic energy loss is dominant at higher energies only (~E1/2). However, there is no clear 

energy boundary between these two losses. Since the nuclear stopping power is maximum at 

low energy of the incident particle, the maximum number of defects is produced very close to 
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the range of the incident ion. The first calculation of the numbers of displacement by the 

PKA was formulated by Kinchin and Pease (K-P model) based on certain assumptions [2]. In 

the K-P model the total number of defects created by a PKA with energy T is calculated as 

follows [2]- 

υ (T)   = 0,     for  T <𝐸𝑑   Here, 𝐸𝑑 is the atomic displacement energy 

           = 1,     for  𝐸𝑑< T <2𝐸𝑑  

           = 
T

2Ed
, for 2𝐸𝑑< T < 𝐸𝑐                                                                                                         (1.1) 

           = 
Ec

2Ed
, for T ≥ 𝐸𝑐 

To overcome some of the deficiencies of this model, Norgett, Robinson and Torrens [2] 

suggested a modified atomic displacement model (known as NRT model) as follows 

𝑁𝑑 =
𝑘𝐸𝐷

2𝐸𝑑
=  

𝑘 (𝑇 − ƞ)

2𝐸𝑑
                                                       (𝟏. 𝟐) 

Where 𝑁𝑑  𝑖𝑠 the numbers of displacements driven by the PKA, EDis the damage energy, 

energy available to generate atomic displacements by elastic collisions,  𝑇 and 𝐸𝑑are the 

PKA and atomic displacement energy respectively (as mentioned above) and ƞ is the lost 

electronic energy by electron excitation in the displacement cascade. 𝑘  iscalled the 

displacement efficiency with a value of 0.8 and independent of temperature [2].  

During irradiation, the formation of a stable Frenkel pair (vacancy-interstitial pair) 

takes 10-11 sec within the material but the defect reaction starts after a time scale of greater 

than 10-8 sec. There are many factors which control the final defects concentration in the 

material including defects production rate, defect annihilation rate (recombination and 

absorption at sinks) type of defects, defects density, defects diffusivity (dependent on 

temperature) etc. Each defect interacts with others driven by the stress field around them. The 
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nature of the stress fields around the defect depends on the lattice position of defect 

(interstitial or substitutional position) and type of defect (vacancy or interstitial type). 

Opposite stress field always try to attract each other and same stress field causes repulsion 

among them. Defect reaction can cause either annihilation or agglomeration of the defects. 

During and after irradiation both defects annihilation as well as defect agglomeration starts to 

occurs. Annihilation of newly formed defects may occur between defects of opposite type 

(vacancy-interstitial) or with a sink already present in the material. Voids are formed due to 

vacancy agglomeration and new crystalline phase scan be created due to interstitial 

agglomeration. Due to the additional channels opening up for the diffusion of the defects due 

to irradiation (called radiation enhanced diffusion) segregation of the alloying elements may 

occur causing radiation induced segregation (RIS) [2]. Considering contribution of all factors 

the defect concentration rate equations can be written as [2] - 

𝜕𝐶𝑉

𝜕𝑡
=  𝐾0 − 𝐾𝐼𝑉𝐶𝐼𝐶𝑉 −  𝐾𝑉𝑆𝐶𝑉𝐶𝑆 +  ∇. 𝐷𝑉∇𝐶𝑉                                      (1.3a) 

𝜕𝐶𝐼

𝜕𝑡
=  𝐾0 − 𝐾𝐼𝑉𝐶𝐼𝐶𝑉 −  𝐾𝐼𝑆𝐶𝐼𝐶𝑆 +  ∇. 𝐷𝐼∇𝐶𝐼                                     (1.3b) 

Where, K0 = defect production rate; KIV = vacancy–interstitial recombination rate coefficient; 

KVS = vacancy–sink reaction rate coefficient and  KIS = interstitial–sink reaction rate 

coefficient; CV& CI are vacancy and interstitial concentration respectively;   𝐷𝑉 & 𝐷𝐼 are 

diffusion coefficient of vacancy and interstitial respectively. The left-hand sides of the above 

equations are the rate of change of concentration of vacancy (
𝜕𝐶𝑉

𝜕𝑡
) and interstitial (

𝜕𝐶𝐼

𝜕𝑡
) 

respectively. The first term in the RHS is the defect production rate; second and third terms 

are the annihilation with opposite defect type and sink respectively and the last term is the 

diffusion term due to the concentration gradient of the defects. Thus, the final defect 

concentration as a function of depth and dose in a material is critically determined by the 

presence of pre-existing sinks and the diffusion of the defects dominated by their 
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concentration gradient. We have already discussed the microstructural changes that are 

caused in a material due to irradiation in section 1.4. Hence, evaluating these changes as a 

function of dose and depth will help in endorsing the defect evolution in ion irradiated 

materials.   

The above equation clearly indicates that diffusion of defects is the primary rate 

determining step in the evolution of the defects. The diffusion of the defects produced during 

irradiation occurs by several possible mechanism determined by the nature of the host lattice 

(mainly crystal structure) and the diffusing species. Experimentally, it was observed that 

there is a large difference in the defect accumulation in the fcc, bcc and hcp materials. The 

observation could not be explained by the dislocation bias model alone where it is assumed 

that dislocations are preferred sinks for interstitials [2].  This lacuna was overcome by the 

introduction of the production bias model [2]. The main assumptions in this model are that 

unequal amounts of freely migrating point defect and point defect clusters are produced in the 

damage cascade due to the differing pathways available for the migration of vacancies and 

interstitials. The movement of self-interstitials atoms (SIA) and the SIA clusters could be 1d, 

2d or 3d depending on the crystal structure whereas that of vacancies is always 3d in any 

crystal lattice [2]. The absorption of the defects by dislocations is again determined by the 

nature of the migrating defects and the dislocation structure which also depends on the crystal 

structure. Thus, the crystal structure plays a decisive role in the damage accumulation and 

hence in determining the microstructural changes in ion irradiated material. It is already well 

known that bcc materials are more radiation resistant than fcc or hcp materials [2,33]. The 

final stable configuration of defects in the materials is driven by the need to lower the stored 

energy of the system which was increased during irradiation due to the production of the 

point defects. Thus, in an irradiated material the formation of point defect clusters and their 
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collapse to form higher dimensional defect structures such as dislocation loops, stacking fault 

tetrahedra or voids is due to the necessity to lower the overall energy of system.  

1.7 Effect of annealing in deformed or irradiated material: 

The thermodynamically unstable defects formed during deformation and irradiation should 

get spontaneously removed. However, most of them require thermal activation and hence 

require higher temperatures. Heating a material at high temperature enables the solid-state 

diffusion which can remove and/or arrange the defects in such a way that the total energy of 

the system reduces. This is known as annealing. 

Annealing is the combination of three different processes (i) Recovery, (ii) 

Recrystallization and (iii) Grain growth [1]. Recovery is the process during which a material 

partially restores its microstructure and hence its mechanical properties which were lost 

during the process of deformation and irradiation. This recovery process is more or less 

homogeneous throughout the material but mainly modifies the internal structure of the grains 

rather than the grain boundaries. Recrystallization is the process where further restoration of 

microstructure as well as material properties can be achieved. New defect free grains are 

formed at the expense of the stored energy of the material which then grows further 

consuming the old grains which contain defects. The grain growth process increases the 

average grain size and decreases the grain boundary area by volume ratio to reduce the grain 

boundary energy [1]. All the three processes may occur homogeneously (known as the 

continuous annealing process) or heterogeneously (which is known as the discontinuous 

annealing process) throughout the material. The process of recovery and recrystallization may 

also occur during the deformation stage itself depending on the material property (its melting 

point, stacking fault energy) and the temperature at which the deformation is carried out; this 

is called dynamic recovery and dynamic recrystallization respectively. Since the process of 
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annealing restores some of the material properties, a metal forming process thus consists of a 

combination of deformation (e.g. forging, rolling, extrusion etc.) and heat treatment to 

achieve the desired property of the material before it is put to use. Hence the metal forming 

process is also called thermo-mechanical process. Thermal annealing studies of irradiated 

materials is important to reveal the presence of different defect clusters and understand the 

occurrence of radiation induced precipitates and dynamics of the vacancy clusters  [2,34]. 

1.8 Deformation-irradiation and Crystal structure: 

It is already well established and also discussed in section 1.5 and 1.6 that the deformation 

and the irradiation process are crystallographic structure dependent [1,2,23]. Different 

crystallographic structure has different numbers of slip systems (for deformation) or different 

diffusion pathways (for irradiation) which control the defect dynamics and finally the 

microstructure of the material.  

In this thesis we have tried to address some of the unresolved problems related to the 

defect dynamics and phase transition in materials. The choice of a particular crystal structure 

is imminent from the various advantageous the fcc system offers from the experimental point 

of view. We have tried to utilize the XRD technique to critically address the problems and 

would like to choose a structure which is more symmetric nature. This leaves us with the 

choice of either fcc or bcc compared to hcp. Next, since we would like to address questions 

related to deformation and irradiation induced effects in the materials, we need to choose a 

material where the advantage of dislocation movement and the defect dynamics can be most 

conveniently studied. At ambient temperature, among fcc and bcc crystal structure, fcc offers 

the maximum number of active slip systems [29]. Also, irradiation induced defects such as 

vacancies and SIAs are more mobile at room temperature for most fcc materials [33]. Stage 

III recovery of the irradiation induced defects where both type of defects are highly mobile, 
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causes the formation of different defect clusters such as loops and SFT in fcc materials at 

ambient temperature and hence the signatures of these can be clearly ascertained using XRD 

technique [33]. 

Hence the choice of the crystal structure as fcc is driven by both the experimental 

technique used and the need to follow the dynamics of the defects (dislocations in the case of 

deformation and point defect and their clusters in the case of irradiation) at ambient 

temperature. 

1.9 Different techniques to characterise the deformation and 

irradiation induced effects in materials: 

Deformation and irradiation will affect the microstructure of any material which will change 

the properties of the material. Thus for the deformation and irradiation studies, proper 

characterising tools for determining the microstructure and material properties have to be 

employed. Microstructure characterisation e.g. measurement of grain size distribution, grain 

shape, twin boundary etc. can be carried out directly using optical or electron microscope.  

Microstructure details such as defects type, defect arrangement and concentration, 

crystallographic orientation etc. can be characterised indirectly by XRD, Positron annihilation 

spectroscopy (PAS), Electron back scattered diffraction (EBSD) by scanning electron 

microscopy, Transmission electron microscopy etc. On the other hand the characterisation of 

the material properties can be carried out using universal tensile testing, microhardness 

measurement, nano indentation measurements etc. 

Direct microstructure measurement gives the visualisation of grain size, shape etc. but 

it is not enough to understand it in detail. Simple optical micrograph and the secondary 

electron image show only the grain distribution, twin boundary etc. The indirect XRD 

method measures the strain inside the materials, sub-grain structure (coherent domain), 
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orientation distribution function (ODF) of grains etc. which are the very important parameters 

to determine the material properties. Since XRD gives good statistically averaged 

information, this data is quite reliable to explain the material properties. PAS can be used to 

measure the selective depth wise concentration of defects and the type (or dimension) of 

defects. EBSD gives the idea of crystallographic orientation in a very small scale. This also 

gives the local misorientation which is connected to the coherent domain size in the material 

and the band contrast which is related to both domain size and the strain caused by the 

dislocations within the domain. Misorientation distribution also gives a rough idea about the 

stored energy in the material. Selected area diffraction measurements carried out using TEM 

gives the details characteristic of defects e.g. type and crystallographic position and 

orientation of the defects. All these indirect microstructure characterisation techniques give a 

details understanding of nature of defects and the arrangement of it.  

Change in mechanical properties of the materials due to irradiation or deformation can 

be quantified using hardness, tensile test etc. Hardness measurement gives the different 

hardness (Brinel’s, Vickers, Rock well etc.) of materials in a macro scale, as well as in 

micron scale. Localised micro-hardness measurement gives the possibility of measuring the 

hardness in a selective area of the microstructure. It is a very useful tool to determine 

hardness of different phases present in the material. Also tensile testing gives the strength and 

the ductility of the material which is very important properties for a material in service. This 

measurement give the Young’s modulus, yield strength (YS), ultimate tensile strength (UTS), 

fracture toughness of materials. Some miniature sample use for the irradiation studies which 

also can be used for tensile test in a miniature tensile testing machine.  

The details of all the techniques used in this thesis have been explained in the 

“Experimental” chapter. 
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1.10 Scope of this thesis-Motivation and materials selection: 

In this thesis, we have tried to address some of the unaddressed highly relevant questions 

related to deformation and irradiation phenomena in fcc materials. The evolution of the 

microstructure during deformation, subsequent annealing and during irradiation is highly 

crucial study to understand the material properties in detail. 

The three problems addressed in this thesis and the materials chosen to study each of 

them are summarized below. 

1. Emulation of neutron damage in nuclear structural materials is being carried out routinely 

using ion irradiation. Simulation of the damage profile in the material using available Monte 

Carlo codes indicate that the damage is highly inhomogeneous along the range of the ion with 

the maximum damage occurring at the end of the range. However, it is well known that the 

diffusion of the defects is an important phenomenon that has to be considered while 

evaluating the properties of the ion irradiated material. The final microstructure will be 

dictated by the mobile defects, their annihilation in the pre-existing sinks and the formation 

and annihilation of new defect clusters as the irradiation proceeds. Hence it is important to 

evaluate the changes in the microstructure as a function of dose and as a function of depth. 

We have chosen to carry out this study on alloy D9 (Ti-modified SS316) which is an 

important nuclear structural material. 

Stainless steel of SS316 series have been studied extensively for application as clad 

and wrapper applications in Na-cooled fast breeder reactors due to its good strength and 

compatibility with the coolant. 20 % cold work SS316 material has already been used as a 

core structural (clad and wrapper) material in Fast Breeder Test Reactor (FBTR) [35]. 

However, these steels show the phenomena of void swelling which limits its life time in the 

reactor and hence restricts achieving higher fuel burn up. Fine dispersion of Ti in SS316 
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(Alloy D9) helped alleviate this problem [36]. In alloy D9, fine particles of Ti carbide helps 

traps the vacancies thus preventing their agglomeration to form voids and hence improving 

the void swelling properties. This alloy also has lower creep rate and higher creep rupture 

strength than SS316 alloy [37]. More improved version of D9 alloy (IFAC-1) is being used as 

the clad material in the 1st Prototype Fast Breeder Reactor where optimising the titanium, 

phosphorous and silicon contents has improved the void swelling and creep resistance 

properties [38]. Normal alloy D9 has been used for our radiation damage study.  

2. Deformation induced phase transformation (austenite to martensite) in stainless steel is 

being studied extensively for obtaining new materials with improved properties of strength 

and ductility [32]. The transformation induced plasticity (TRIP) steels can be tailor-made by 

controlling the deformation and annealing conditions to achieve the desired mechanical 

properties. The amount of martensite formed in a particular material depends on the 

temperature, strain rate and the sample history. Various studies have indicated that even 

though high strain rate helps in nucleating martensite at a lower strain the growth of the 

martensite is restricted [39]. On the contrary, it was also seen that at low strain rate, the 

nucleation of the martensite begins at a larger strain value but the growth is aided by the low 

strain rate thus helping to achieve larger martensite percentages [40]. In this thesis we have 

addressed the question as to what will be the effect of changing strain-rate and the strain-state 

on the percentage of martensite formed. In order to carry out this study, one needs to identify 

a material where the deformation induced martensite formation can be easily achieved at 

room temperature and within the deformation rates easily available in universal testing 

machines. After an extensive literature survey, SS304 was chosen for this purpose. 

SS304 is the most popular among the stainless steels because of its high corrosion 

resistive property, good formability and welding property. This is an austenitic stainless steel 

containing approximately (18-20) weight percentages of Cr and (8-10) weight percentages of 
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Ni. In this steel Cr gives the corrosion resistance and Ni acts as an austenite stabilizer. It is 

very commonly used in nuclear industries at the nuclear fuel reprocessing plant and waste 

management plant. Nuclear fuel reprocessing plant normally uses nitric acid which is highly 

corrosive in nature, where SS304 is used because of its high corrosion resistive nature even in 

nitric acidic environment. Except of this use, SS304 is also used where corrosion is a crucial 

issue in the nuclear industry, mainly where water is in contact at high temperature service 

condition. This material is also used in many others industrial purposes mainly in food 

processing equipment, heat exchangers and marine applications. 

3. Thermo-mechanical processing of materials is an important industrial procedure to arrive 

at the final product. During a metal forming process, a combination of deformation and 

annealing is chosen for a material to arrive at the desired final properties. It is already known 

that there is a large difference in the mobility of the defects in the different crystallographic 

planes of the fcc materials. Hence, it is important to understand and follow the recovery and 

the recrystallization process along the different planes to arrive at the right time scales for 

achieving the desired properties during the annealing stage of the thermo mechanical process. 

To show the importance, we have carried out the deformation and annealing study on fcc 

Copper. It is important to choose a material where the dynamics can be clearly followed by 

the available X-ray diffraction technique (to match with the time scales of the measurement).  

Among the fcc materials, copper has the medium SFE and also reasonably high 

melting point (~1063℃). The combination of these two facts helps in accessing the annealing 

study near room temperature. Taking clue from the discussion presented in section 1.5 earlier, 

we can reason out this choice. Among the other available fcc materials, aluminium with high 

SFE has a low melting point (~630℃) and hence deformation at room temperature causes 

dynamic recovery. It is already reported that Aluminum shows the formation of subgrains 

after deformation at room temperature hence limiting the annealing study only to 
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recrystallization [1]. On the other hand, silver has a low SFE and the deformation is 

accommodated mostly as twins in the material. Hence, this material is also not a good choice 

since distinct recovery and recrystallization regions may not be observed due to the presence 

of the twins. So, the best choice is copper. Due to its medium SFE the dislocations are likely 

to remain as tangles or might form cells  hence the dynamics of the dislocations can be 

clearly studied using the time scales and temperatures accessible in the laboratory [1].   

This thesis is organized as follows: Chapter 2 outlines all the experimental tools and 

the analysis techniques used throughout this work. The depth wise assessment of the 

irradiation damage in alloy D9 is presented in Chapter 3. The Chapter 4 describes the uniaxial 

deformation study on SS304 and Chapter 5 contains the deformation and annealing study on 

cold rolled Copper. In Chapter 6, the final conclusion and future scope of the work are 

outlined. 
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Chapter 2  

 

Experimental procedures and Methods of 

Analysis  

 

2.1 Introduction: 

An appropriate sample preparation and experimental procedure are essential to get 

experimental results with better accuracy. Standardisation of sample preparation procedure 

and planning experiments are big tasks as these greatly affect the parameters of interest. The 

thorough understanding of experimental procedures and selection of appropriate parameters 

is also very important since they affect the quality of the data. Proper analysis of data is also a 

crucial step to get the required parameters with minimum error. The best way of analysis 

depends on choosing the right methods for extracting the relevant information 

(microstructural parameters) from the data which comes from experience. 

2.2 Sample preparation procedures: 

The reason for choosing fcc materials for the studies in this thesis was discussed in detail in 

Chapter 1, section 1.8. The three works that have been addressed in this thesis required the 

preparation of the samples specific to the problem studied. We shall describe them in detail 

below. 

2.2.1 Preparation of sample for irradiation study: 

The first study addressed in this thesis involves the characterisation of the microstructure of 

ion irradiated material as a function of dose and depth.  This work has been carried out on 
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alloy D9 (Ti-modified stainless steel) irradiated to different doses using 35 MeV α-particles 

from the Variable Energy Cyclotron at VECC, Kolkata. The alloy D9 was obtained in the 

form of rods of 30mm diameter. The rod had been prepared by hot rolling and then solution 

annealed at 1373 K for 30 min followed by water quenching. To carry out the irradiation, 

discs of 22 mm diameter and 1mm thickness were cut from the rod along the cross-section. 

These discs were fine polished before irradiation using an automated polishing machine 

Tegramin-25 (Fig. 2.1) with different grades of polishing cloths and SiC suspensions till a 

final mirror finish.  This ensured that after irradiation, the front surface XRD study could be 

performed without any further sample preparation. It is essential because any type of sample 

preparation will remove the information available from the surface.  

 

Fig. 2.1: Automated polishing machine 

Irradiation was carried out at Channel 1 beam line of the Variable Energy Cyclotron 

as shown in Fig. 2.2.The sample was mounted on the centre of the aluminium flange (shown 

in Fig. 2.3 using a thin coat of silver paste and a collimator made of aluminium (with an 

opening of 20 mm diameter and 10 cm length) was used in front of the sample to hold the  
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Fig. 2.2: Channel 1 beam line of the Variable Energy Cyclotron 

 

Fig. 2.3: Sample mounted on the Aluminium flange 

 

Fig. 2.4: Diamond wheel cutter 
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sample as well as to collimate the ion beam. This collimator also served the purpose of 

secondary electrons suppressor since it was electrically connected to the target flange. The 

flange was continuously cooled by low conductivity water to remove the beam heating. This 

setup was electrically insulated from the beam line using a Perspex ring and the sample 

current was directly measured from the flange. The fluence of the ions required for 

calculating the irradiation dose was calculated using a current integrator. A small ring made 

of Macor was mounted on the front part the collimator which faced the beam, so the ions 

falling beyond the 20 mm opening of the collimator are not erroneously counted. 

After irradiation, the samples with different doses were cut to dimension 10mm x 

10mm using diamond wheel cutter (Fig. 2.4) for further study.  

Different thickness has been accessed by systematic material removal using the same 

polishing machine with a rotating speed of 50 rpm and using 300 grade polishing paper. Care 

was taken regarding the sample heating during material removal.  Further details of the depth 

wise sample preparation are presented in section 3.4.3, Chapter 3. 

2.2.2 Preparation of samples for deformation study: 

Deformation studies have been carried out using uniaxial tensile and biaxial rolling. The 

details of the sample preparation for each of the study are as follows: 

The uniaxial deformation (tensile) study has been carried out on SS304 samples using 

the universal tensile testing machine (shown in the Fig. 2.5(a)). The tensile samples (shown 

in the Fig. 2.5(b)) of gauge length of 25 mm, width 10 mm and thickness 3 mm were 

prepared using the wire EDM machine available at VECC from the rolled sheet of SS304 as 

per ASTM standards [41]. 
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Fig. 2.5: (a) Universal tensile testing machine (b) Schematic representation of tensile 

sample along with dimensions & (c) Tensile sample specimen used in the experiment 

 

Uniaxial tensile deformation was carried out on these samples for specific strain rates 

(explained in Chapter 4, section 4.4) by controlling the extension rate in the universal tensile 

testing machine. For further characterisation, square samples have been cut out from near the 

fracture region of the samples using the diamond wheel cutting machine with appropriate 

cooling to avoid any localized annealing due to heat. XRD study was performed on these 

square samples which were surface finished using the automated polishing machine (Fig. 2.1) 

to get good XRD pattern. The samples were electro polished using the Struers-make 

Lectopol-5 (Fig. 2.6) for further studies using FESEM-EBSD. Vibrating sample 

magnetometer (VSM) and Differential scanning calorimetry (DSC) measurements were 

 

 Thickness: 3 mm 

(b) 

(a) (c) 
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carried out on very small samples cut out from the fracture region again using the diamond 

wheel cutting machine. 

 

Fig. 2.6: Electro polishing machine 

The rolled copper sheets (20 cm x 15 cm) with different percentage of deformation 

were used for the deformation and annealing study detailed in chapter 5. The biaxial 

deformation was done at room temperature using a roller mill of diameter 16.5 cm at a speed 

of 20 rpm. Square samples (approximately 12 x 12 mm2) were cut from the different rolled 

sheets using jewellery hacksaw. At the time of sample cutting, precautions were taken so that 

the sample temperature does not increase above room temperature in order to avoid thermal 

activation of the defects which could cause changes in the microstructure which is 

undesirable. The samples were mechanically polished sequentially using different grade (600, 

800, 1000, 1200) silicon carbide (SiC) papers and finally polished to mirror finish using fine 

grain (9 m, 3 m, 1 m and 0.25 m) diamond paste to get proper XRD data.  

In order to determine the temperature for the in-situ XRD studies, the initial 

experimental was carried out ex-situ using a silicone oil bath on a thermostat controlled 

magnetic stirrer (shown in Fig. 2.7). This ensured homogenous sample heating and 
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prevention of oxidation of the sample surface at elevated temperatures. The actual sample 

temperature was measured using a thermometer inserted into the oil bath.  

 

Fig. 2.7: Silicon oil bath heated by Magnetic Stirrer 

Room temperature XRD measurements could be carried out on samples with varying 

thickness since the Bragg-Brentano (BB) geometry could be satisfied using a special sample 

mount. However, for the high temperature XRD measurements the sample has to be mounted 

on a Pt strip heater. If a thick sample is mounted on the strip heater, the extra height coming 

from the sample thickness changes the focusing condition of BB geometry. Thus, the use of 

thin sample is recommended during the recrystallization study. Here, each piece of the rolled 

samples were thinned down to <0.2 mm before mounting for the high temperature stage. 

Finally, the surface was electrochemically etched to get a good microstructure using Optical 

Microscope and FESEM.  

2.3 X-ray Diffraction: 

X-ray diffraction (XRD) is a popular technique for material characterisation used extensively 

in various scientific and industrial applications. It is a rapid analytical technique primarily 
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used to identify the crystalline phase and subsequently quantify the crystallographic 

parameters such as unit cell dimensions and atom position etc. Additionally, since this 

technique determines the three-dimensional array of lattice, any deviation of that array i.e. 

formation of the defects affect the XRD patterns and understanding the underlying reasons 

will help in identifying and quantifying the defects.  

2.3.1 Details of the X-Ray Diffractometer: 

All the data used in this thesis have been collected using the Bruker AXS D8 Advance 

Diffractometer. The front view of the diffractometer is shown in the Fig. 2.8. X-Ray 

Diffractometer has three main basic components: (i) X-ray generator tube, (ii) Sample holder 

and (iii) X-ray detector. Different sealed tube sources e.g. Cu, Co and Mo etc. for different 

wavelengths can be used in this diffractometer depending on the requirement. Soller slits are 

connected to the source tube for collimating the X-rays. Two type of sample stages are  

 

Fig. 2.8: The front view of the X-ray diffractometer 
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available with the system; (i) conventional room temperature spinner stage for performing the 

room temperature XRD (Fig. 2.9) and (ii) high temperature sample stage (Fig. 2.10) which 

can be attached with this system to perform XRD at different temperatures up to 1500℃. In 

the high temperature stage, platinum strip acts as both the heater and the sample holder. The 

high temperature experiments were carried out in vacuum to prevent oxidation of the 

samples. The temperature of the platinum strip (stage temperature) and the sample 

temperature are measured using two different thermocouples. One is attached to the lower 

side of the platinum strip just below the sample position. The other can be positioned on the 

sample surface to measure the actual sample temperature to avoid any discrepancies in the 

measurement due to the thermal conductivity of the sample. During the measurement using 

the high temperature stage the samples were mounted on the platinum strip using a thin layer 

of silver paste which acted as the thermal contact between the strip and the sample. 

 

 

Fig. 2.9: Room temperature XRD spinner stage 
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Fig. 2.10: High temperature XRD sample stage 

The diffracted X-rays from the sample were collected using the Lynx-EyeTM detector. 

This is a one-dimensional detector patented by Bruker AXS and is based on compound 

silicon strip technology. This detector provides an enormous advantage in terms of intensity, 

peak-to-background-ratio and lower limits of detection. It gives a high-count rate (increase in 

intensity per unit time) without sacrificing the resolution and peak profile. This detector is 

capable of recording approximately 200 times the intensity of ordinary point detector while 

maintaining same data quality. This is required for reliable and accurate microstructural 

analysis using the XRD line profile. 

Diffractometers generally work under two geometries (i) “θ-2θ Bragg-Brentano 

geometry”, where the source is fixed but the sample and the detector are moved as θ degs and 

2θ degs respectively and (ii) “θ-θ Bragg-Brentano geometry”, where the sample stage is fixed 

whereas both source and detector are moved by θ degs with respect to the sample. The Bruker 

AXS D8 Advance diffractometer used in this study has a θ-θ Bragg-Brentano geometry 

measurement system. It has advantage of dealing with any type of samples (e.g. any solid, 

liquid or powdered samples) as the sample stage is fixed. Details of the parameters used 

during the data collection for the different studies are discussed in the respective chapters. 
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2.3.2 Different model based techniques of XRDLPA: 

Ideally, a sharp diffraction line (Dirac delta function) is expected due to scattering of X-rays 

from an infinite regular array of atoms. In reality, crystalline materials are never ideal and 

contain lattice defects which can cause broadening of the diffraction line [42]. The X-ray line 

is mainly broadened due to small size of the crystallites, dislocations, planar defects (twins 

and stacking faults), chemical inhomogeneity etc. More specifically, in a chemically 

homogenous material, fragmentation of the material into domains with different 

crystallographic orientations and the strain field of crystal lattice defects are the two major 

causes for the broadening of the X-ray line profile. The broadening caused by the 

fragmentation of material into some small coherent crystal is called “size broadening” and on 

the other hand the broadening due to lattice distortion of the individual defect strain field is 

called “strain broadening”. During deformation or irradiation, a large number of different 

types of defects are produced which results in disturbance of the regular lattice. These defects 

can rearrange causing the formation of lower misorientation boundaries in the lattice which 

decreases the size of the coherent region from which the diffraction takes place thus causing 

the “size broadening” of the peak. On the other hand, the individual defects inside the 

coherent domains, will produce lattice strain which causes the “strain broadening” of the X-

ray line profile. These two broadenings can be separated from the total line shape using the 

various X-ray Line profile analysis (XRDLPA) techniques. Thus XRDLPA will help to 

extract the different parameters related to size and strain broadening.   

The peak broadening in the experimentally measured X-ray diffraction profile is 

mainly coming from the two parts (i) Instrumental broadening and (ii) Sample broadening. 

The instrumental broadening contribution is decided by the X-ray source, detector, the 

different collimators, etc., that are used in the experimental setup. This contribution is usually 

fixed for a particular set of hardware. The instrumental broadening parameters are calculated 
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from the data of a NIST standard sample (LaB6 or Si-powder) collected under the same 

experimental conditions that were used for that the samples. The instrumental broadening is 

modelled using the Caglioti relations [43]– 

𝐹𝑊𝐻𝑀2 = 𝑈 𝑡𝑎𝑛2(𝜃) + 𝑉 𝑡𝑎𝑛(𝜃) + 𝑊                                         (𝟐. 𝟏𝒂) 

𝜂 =  𝑎 + 𝑏 (2𝜃)                                                                        (𝟐. 𝟏𝐛) 

Where, U, V, W are the variables defining the Full Width at Half Maximum(FWHM)as a 

function of 𝑡𝑎𝑛(𝜃) and 𝜂represents the fraction of Gaussianity of pseudo-Voigt (pV) function 

defining in terms of variables a and b.These parameters are listed in Table 2.1 for the Cu and 

Co sources which were in this thesis. 

Table 2.1: List of Caglioti parameters for Cu and Co source 

Parameters Cu-source Co-source 

U 1.4E-3±4.8E-4 1.7E-3±4.5E-5 

V -8.9E-4±1.8E-4 -1.6E-3±8.6E-6 

W 2.9E-3±1.3E-4 3.9E-3±1.4E-4 

a 0.41±0.01 0.43±0.01 

b 5.2E-3±2.3E-4 5.2E-2±1.0E-3 

 

Several ab-initio and model based approaches have been developed to calculate the 

microstructural parameters using XRDLPA and they have been successfully adopted to 

evaluate the microstructure of irradiated and deformed materials [5,13,51–56,42,44–50]. 

They can also be broadly categorized according to whether the analysis is carried out using 

individual peaks or using the whole XRD pattern.  Each of the model-based technique has 

their own unique approach and use different mathematical functions to model the peak 

broadening. Using different methods thus help in characterising the microstructural 
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parameters to different levels of complexity. All the methods, which have been used 

throughout this study, are explained below. 

Scherrer Equation: 

Scherrer equation is used in XRD method to calculate the size of sub-micron crystallite from 

the broadening of the peak in a diffraction pattern [57]. This is approximated by considering 

that the peak broadening comes only from size factors. Strain contribution in the peak 

broadening does not consider here. The Scherrer equation can be written as [57]– 

𝐷𝑉 =
𝐾𝜆

𝛽 cos (𝜃)
                                                                         (𝟐. 𝟐) 

Where, 𝐷𝑉 is the mean coherent crystallite size (domain size), K is a dimensionless shape 

factor with a value of close to unity. In general it is considered as 0.9 but it depends on the 

actual shape of the crystallite.  is the total integral breadth, is the Bragg angle and λ is the 

wavelength. 

Williamson-Hall (WH) analysis: 

This is a primary method to get an idea of the relative contribution of size and strain 

broadening in the XRD pattern and qualitative understanding of the strain anisotropy [9]. In 

this method, both these contributions are modelled using the Cauchy functions and hence the 

total integral breadth is the sum of the integral breadth of two Cauchy functions. 

𝛽𝑡𝑜𝑡𝑎𝑙 = 𝛽𝑠𝑖𝑧𝑒 + 𝛽𝑠𝑡𝑟𝑎𝑖𝑛                                                          (2.3) 

According to the Uniform Deformation model for an elastically isotropic solid (No Strain 

anisotropy [58], the order independent volume weighted domain size (DV) and order 

dependent microstrain () is given by 

(𝛽 cos 𝜃 𝜆) = 0.9 𝐷𝑉⁄⁄ +  2𝜀((2 sin 𝜃)/𝜆)                                           (2.4) 

Where, is the total integral breadth, is the Bragg angle and is the wavelength. In case of 

elastically isotropic solid, WH plot (* Vs d* plot, Where, * =(𝛽 cos 𝜃 𝜆)⁄  and d* = 
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(2 sin 𝜃)/𝜆) should be a straight line in which the intercept determines the coherent domain 

size and the slope of the straight line dictates the micro-strain inside the domain. Non 

linearity of the WH plot indicates the non-isotropic strain induced inside the domain. This 

analysis helps us to choose the model (Isotropic or non-isotropic) for further detail analysis. 

Modified Williamson-Hall (MWH) technique:  

In order to correct the strain anisotropy contribution to the peak broadening (inherently 

present in the material caused by the non-isotropic elastic properties) Ungár et al. [59] 

proposed a modified Williamson-Hall technique assuming that the strain broadening is 

caused only by dislocations. The strain anisotropy was introduced using a scaling factor C 

(dislocation contrast factor) [60], thus modifying the above eqn. to - 

𝛽𝑐𝑜𝑠𝜃

𝜆
=

0.9

𝐷𝑉
+ 𝑎 (

2 sin 𝜃

𝜆
) 𝐶̅

1

2 + 𝑏 (
2 sin 𝜃

𝜆
)

2

𝐶̅                                 (𝟐. 𝟓) 

Where, 𝑎 is related to the effective outer cut-off radius of the dislocation, Burgers vector,  

and dislocation density and b is related to corresponding fluctuations in the dislocation 

density. The average contrast factor 𝐶 ̅related to the elastic constants of the material and can 

be theoretically calculated using the program ANZIC [61].  

The values of used in both the above analysis are calculated using the program 

Winplotr [62] after including the instrumental broadening correction file. This file is also 

generated using the Winplotr program from the NIST standard sample data. 

Double-Voigt technique: 

In this technique, Voigt functions are used to separate the size and the strain broadening 

contribution in the XRD line profile [63]. The surface-weighted domain size (DS), volume 

weighted domain size (Dv) and the root mean square microstrain(< 𝜀(𝐿)2 >)
1

2 can be 

calculated using this technique after appropriately modelling the peak profiles.  
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The Fourier transform of the Voigt function used to calculate the Fourier coefficients 

F(L) in terms of a distance L, perpendicular to the diffracting planes can be written as [63] - 

 F(L) = (−2L βC −  𝜋𝐿βG
2 )                                                 (2.6) 

    Where, βC and βG are the Cauchy and Gauss components of the total integral breadth 

respectively. βC and βG can be written as - 

βC =  βSC +  βDC                                                            (2.7) 

β𝐺
2 =  β𝑆𝐺

2 +  β𝐷𝐺                                                                                     
2 (2.8) 

βSC and βDCare the Cauchy components of the size and strain contributions to the integral 

breadth respectively and  βSG and βDG are the corresponding Gaussian components. 

The size and the strain coefficients are obtained by considering at least two reflections 

from the same family of crystallographic planes.  The area/surface and volume weighted 

domain sizes are respectively [63]-  

DS =  
1

2βSC
                                                                       (2.9a) 

𝐷𝑉 =
exp(𝑘2)

𝛽𝑆𝐺
(1 − erf (k))                                                        (2.9b) 

Where, k =  
β𝑆𝐶

(π
1

2⁄ β𝑆𝐺)
, the characteristic integral-breadth ratio of a Voigt function. Also, the 

mean square strain is expressed as function of the averaging distance L as -  

< ε(L)2 > =  
1

S0
2 (

βDG
2

2π
+  

βDC

π2

1

L
),      where S0 = 2sin   

The values of the micro-strain at averaging distance L = Ds/2 and at Dv/2 are usually 

considered for comparison of the results. 

The values of C and G are calculated using the program Winplotr after including the 

instrumental broadening correction file. The program BREADTH by Balzer [63] is used for 

calculating the microstructural parameters.  
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Modified Rietveld method using MAUD: 

Rietveld method is a time-tested analysis technique used for quantification of phases from 

XRD data [64]. This is a whole pattern fitting method where the contributions of all 

diffracted peaks in the observed XRD pattern are used for calculating the average 

microstructural parameters. 

The XRD pattern has been represented in this method as a function of the diffraction 

angle (2) as [8,65–67] - 

𝑌𝐶(2) =  [𝐵 ∗ (𝐼𝑆 ∗ 𝐼𝑎)](2) +  𝑏𝑘𝑔                                         (2.11) 

In the above, ‘B’ represents the true line broadening related to the sample. Also, the 

symmetric and asymmetric parts of the instrumental broadening function are represented by 

𝐼𝑆 and 𝐼𝑎 respectively. Here ‘B’ and ‘𝐼𝑆’ are modelled using a pseudo-Voigt (pV) function 

and they are convoluted first using the procedure described by de Keijser et.al. [10]. Then, 

‘𝐼𝑎’, represented by an exponential function [64] is numerically convoluted with earlier 

result. To get the final XRD pattern, the background ‘bkg’ is added to the convolution of ‘B’, 

‘𝐼𝑆’ and ‘𝐼𝑎’. The pV function can be written explicitly- 

𝑝𝑉 (2) =  ∑ 𝐼𝑛𝑡𝛼1𝛼2
[(1 − 𝜂)(1 + 𝑆2)−1 +  𝜂 exp(− 𝑙𝑛2 𝑆2)]             (2.12) 

                                             𝑊ℎ𝑒𝑟𝑒,    𝑆 = (2 − 20) 𝐻𝑊𝐻𝑀⁄   

And, HWHM and 𝜂 are considered as shape parameters in the above pV function. L. 

Lutterotti et.al., introduced the contribution of the size and strain broadening in the Rietveld 

technique, by modifying the width and the mixing parameter of the pseudo-Voigt function 

which is used to model the diffraction line in this method and implemented it in the software 

MAUD (Materials Analysis Using Diffraction) [8,67,68] [Note: For the analysis of the XRD 

data in Chapter 5, the program LS1 (earlier version of MAUD) and MAUD have both been 

used. The publication arising from this chapter contains the results obtained using LS1 and 

hence the same has been shown in the thesis. A few of the other analysis (not included in the 
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publication) were carried out using MAUD at a later stage and have been included in Chapter 

5. However, the results from both the analysis are consistent with each other and did not 

depend on the software used]. The relation of the coherent domain size (D), and the r.m.s. 

microstrain (<𝞮2>1/2) (assuming a Gaussian strain distribution) with the pV function for the 

true line broadening are given below [8,67,68] - 

𝑍 (𝑍 + 1) exp[−(𝑍 + 1)2 (16 ln 2)⁄ ]⁄ +  1 (𝑍 + 1) exp[− (𝑍 + 1) 2⁄ ]⁄ = exp [−𝜋2 < 𝜀2 >

𝐷2

(2𝑑2)
−  1 2⁄ ]                                                           (2.13a) 

𝐻𝑊𝐻𝑀 = arcsin[𝜆 (𝑍 + 1) (4⁄ 𝜋𝐷) + sin 0] −                         (2.13b) 

𝜂 = 𝑍 [𝑍 +  (𝜋 ln 2⁄ )1 2⁄ ]⁄                                                         (𝟐. 𝟏𝟑𝐜) 

This modified Rietveld method is then used to fit the experimental data profile with D and 

as fit parameters. 

 Preferred orientation, or texture in crystalline materials can cause serious systematic 

errors in fitting the XRD data during the evaluation of the crystallographic (lattice constants) 

and microstructural parameters. Among the various models available in the program MAUD 

for correcting the texture the most popular is the generalized spherical harmonic model [69]. 

While fitting, the harmonic expansion parameter is gradually increased till the required 

results are obtained. The size and strain anisotropy in the MAUD program is treated using the 

POPA anisotropy model. In this model, the direction dependent domain size is given by 

[70,71] - 

< 𝑅ℎ > =  𝑅0 +  𝑅1 𝑃2
0(𝑥) +  𝑅2𝑃2

1(𝑥) cos 𝜙 +  𝑅3𝑃2
1(𝑥) sin 𝜙 + 𝑅4𝑃2

2(𝑥) cos 2𝜙 +

                                                                     𝑅5𝑃2
2(𝑥) sin 2ϕ                                                            (𝟐. 𝟏𝟒)  
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Where, x and  have a relation with the miller indices (hkl) of the different crystallographic 

planes. Also the dependence of the micro strain with (hkl) for the material with cubic 

symmetry is given by [70] - 

< 𝜀ℎℎ
2 > 𝐸𝐻

4 =  𝐸1(ℎ4 + 𝑘4+𝑙4) +  2𝐸2(ℎ2𝑘2+𝑘2𝑙2+ℎ2𝑙2)                            (2.15) 

Where, 𝐸𝐻 = 𝑎𝐻, with ‘𝑎’ is the lattice parameter and 𝐻 = 2𝑠𝑖𝑛𝜃 ⁄ 𝜆. 

  The calculation of the instrumental broadening parameters (which determine the 

contribution of instrumental broadening) is carried out using MAUD from NIST standard 

LaB6data collected with the same experimental parameters. Then the sample XRD data is 

first fitted by considering the instrumental parameter files, background of the XRD profile 

and the crystallographic parameters (e.g. lattice parameters, crystallographic structure 

etc.). The crystal structure information for the particular sample is introduced into the 

program as the CIF file (Crystallographic Information file) which is available online. In 

the next step, the microstructural parameters are also refinement (crystallite size (DS) and 

r.m.s. microstrain <εL
2 >1/2) sequentially by first considering the isotropic DELFT model 

and then refining the texture parameters and finally the anisotropy parameters [10,67,72].  

 Convolutional Multiple Whole Profile fitting (CMWP):  

In this method, ab-initio theoretical functions are used for size and strain broadening to fit the 

diffraction profile [44]. The Fourier coefficients of size and strain profiles are expressed in 

terms of refining parameters. All the Fourier coefficients along with the instrumental 

contributions are multiplied and then inverse Fourier transformed to match with the observed 

profile [44]. For the determination of size Fourier coefficient, it is assumed that the 

crystallites are spherical in shape and has a log-normal size distribution [44]. The refining 

parameters for obtaining the size profile are the median and variance of the distribution. One 
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can obtain size distribution and also the average value of surface and volume weighted 

domain sizes from the refined values of these parameters [44]. 

On the other hand, the strain broadening contribution is assumed to arise from 

dislocations only. Hence, the strain Fourier coefficients are expressed as a function of 

dislocation density (𝜌), average contrast factor of dislocation (𝐶) and arrangement of 

dislocation 𝑓(𝑅𝑒
∗) in matrix [5,44,73–75] 

𝐴𝐷(𝐿) = 𝑒𝑥𝑝 [−2𝜋2𝑔2𝐿2 (
𝑏

2𝜋
)

2

𝜋𝜌𝐶𝑓 (
𝐿

𝑅𝑒
∗)]                            (2.16) 

Here, L is the coherent length and 𝑅𝑒
∗ is the outer cut-off radius of dislocation where strain 

field diminish to zero. The average contrast factor of dislocation (𝐶) defines the relative 

orientation of burger vector (𝑏) with respect to the diffraction vector (𝑔). It depends on the 

elastic properties of the material. For cubic materials, it can be calculated using the following 

equation [44,60] 

𝐶ℎ̅𝑘𝑙 = 𝐶ℎ̅00(1 − 𝑞𝐻2)                                                              (2.17) 

Where, H2 can be expressed as a function of diffracting plane {hkl}. The theoretical value of 

average contrast factor for {ℎ00} reflection (𝐶ℎ̅00) and 𝑞 which defines type of dislocation 

can be calculated using 𝐶ℎ̅𝑘𝑙 values obtained from the online programme ANIZC [61]. 

Depending on the elastic constants and the type of dislocation (pure screw and edge 

dislocation) the program calculates the �̅�ℎ𝑘𝑙. The experimental value of ‘q’ is then compared 

with the theoretically obtained one to know the type of dislocations present in the system. 

Another parameter called Wilkens arrangement parameter was introduced by Wilkens for 

describing the arrangement of dislocation in the matrix using 𝑅𝑒  
∗ [44,61,73] 

𝑀∗ = 𝑅𝑒
∗ ∗ √𝜌                                                                       (2.18) 

The large value of M* indicates random arrangement of dislocation whereas small value 

indicates that the dislocations are arranged to screen their strain field [44]. 
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2.4 Universal testing machine (UTM): 

The uniaxial deformation of SS304 samples for carrying out the study of austenite to 

martensite phase transformation has been performed using the universal tensile testing 

machine INSTRON (Model: 4482) at room temperature shown in the Fig. 2.5. The sample is 

mounted between the fixed and the movable arms of the instrument. The system is fully 

computerised and servo controlled. The control parameter is the extension rate (mm/sec) 

which controls the movement of the upper (movable) arm. The load on the sample is 

measured by the load cell which is mounded on the movable arm. The details specification of 

the universal tensile testing machine is given in the Table 2.2 In the system, one can control 

the extension rate and that is related to the strain rate through the gauge length of the tensile 

sample. Thus, one has to choose the extension rate for your specific sample such that it can 

satisfy the required strain rate. To end the experiment at a specific strain value (pre-strain 

value used in the case of the SS304 study), the option “End criteria”, available in the software 

was used. The specific extension value corresponding to the required strain value was input 

as the parameter (which depended on the gauge length of the sample from which the strain 

could be calculated). 

Table 2.2: Parameters of the UTM 

Parameters Specification Parameters Specification 

Load capacity 100 kN Return speed 600 mm/min 

Maximum speed 500 mm/min 
Position control 

resolution 
0.006 mm 

Minimum speed 0.001 mm/min 
Crosshead speed 

Accuracy 

±0.10 mm or 0.15% 

of 

displacement 

Maximum force at full 

speed 
75 kN Load measurement 

±0.5% of reading 

down to 1/50 of load 

cell capacity 

Maximum speed at full 

force 
250 mm/min 

Strain 

measurement 

±0.5% of reading 

down to 1/50 of full 
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Accuracy range 

Position measurement 

accuracy 

±0.10 mm or 

0.15% 

Position control 

resolution 
0.006 mm 

 

2.5 Vibrating sample magnetometer (VSM): 

Quantification of martensite is very important in the austenite to martensite phase transition 

study. Austenite phase is non-magnetic whereas the martensite phase is magnetic. Thus the  

 

  Fig. 2.11: Vibrating sample magnetometer (VSM) 

magnetic study can be used to quantify the martensitic phase. In our study, VSM (Shown in 

Fig. 2.11) was used to measure the saturation magnetic moment of the samples. When a 

magnetic material is situated in an external magnetic field, magnetic dipole moments of the 

sample are aligned in the direction of the external field. The measure of the moment in the 

sample gives an indication of the magnetic susceptibility of the material. In the VSM, the 

induced magnetic moment is measured using a stationary pick-up coil. When the sample is 

vibrated inside the coil, the emf induced (in the coil) is a direct measure of the magnetic 
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moment of the sample. Thus, measuring this emf at the same frequency as the sample 

vibration using a lock-in amplifier gives the magnetic moment which is then converted in 

terms of emu/gm using a calibration standard.      

The experiment has been carried out at room temperature, only to quantify the amount 

of magnetic phase in the deformed SS304. Quantification has been done by measuring the 

magnetic hysteresis loop up to 3 Tesla over the full cycle (0T to 3T to 0T to –3T to 0T). The 

saturation magnetisation and the coercivity of the samples were evaluated from the hysteresis 

loops obtained. 

2.8 Differential Scanning Calorimetry (DSC): 

DSC allows the measurement of reaction heats and heats of transitions, heat flow rates and 

their changes. In both the deformation study carried out in this thesis, DSC measurements 

were used to supplement the XRD measurements. DSC measurements were carried out in the 

Netzsch-make Simultaneous Thermal Analyser 449-F1 shown in the Fig. 2.12. In this 

technique, the sample and the reference pans are heated at the same rate by an external  

 

Fig. 2.12: Simultaneous Thermal Analyser 

furnace. The temperature difference between the two pans is monitored using a differential 

thermocouple connected to the bottom of the pans. The lead or lag of the temperature of the 
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sample pan over that of the reference pan is then measured as a function of the heating rate.  

This temperature difference is calibrated in terms of the heat flow to/from sample giving 

indication of the endothermic/exothermic process the sample is undergoing a thermodynamic 

process. This is a sensitive method for evaluating the stored energy in the deformed materials 

and also to any heat absorbed during phase transition. The DSC scans can be performed upto 

1200 ℃ using either Pt, Pt-lined alumina or Alumina crucibles. If the thermograms have to be 

measured below 600 ℃, then Aluminum crucibles are the best choice due to their improved 

thermal conductivity. 

2.9 Optical microscopy: 

Optical microscope uses visible light as the probing tool and a system of lenses to magnify 

the object size. Present day optical microscopes have complex designs to improve the 

resolution and contrast of the optical images.  For our study of metallic surfaces, we have 

used the inverted optical microscope of Carl Zeiss make (shown in Fig. 2.13). Due to its 

versatile nature the applicability of the microscope has been extended to various materials 

science applications including grain sizing, inclusion counts, layer thickness assessment, 

phase determination etc. The illuminating system consists of a light source, condenser 

lenses/filters/polarisers, an aperture diaphragm (for controlling the amount of light entering 

 

Fig. 2.13: Carl Zeiss make inverted Optical microscope 
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the objective lens), and a plane glass reflector. The objective lenses are of varying 

magnification (5x, 10x, 20x, 40x) are available along with the eyepiece of 10x magnification. 

The images can be captured using a CCD camera attached to the side port in the microscope. 

In our study the optical micrographs have been used as the first technique to understand the 

microstructure of the samples during different stages of the studies. Proper sample 

preparation using grinding, polishing and surface etching/electropolishing was done 

according to the sample before capturing the micrographs. 

2.10 Field Emission Scanning Electron Microscope based 

Electron back scatters diffraction (FESEM- EBSD): 

Scanning electron microscopy (SEM) provides topographical and elemental information at 

useful magnifications of 10x to 1,00,000 x, with virtually unlimited depth of field. This 

instrument uses a finely focused electron beam which is scanned across the surface of the 

sample. The resulting secondary electrons, backscattered electrons, and characteristic X-rays 

are collected by detectors and displayed real time on a CRT screen. Topographical images of 

the sample are generated using the secondary electrons. Backscattered electron imaging gives 

the elemental contrast within the top few layers of sample (usually < 150 nm) and can be 

used for mapping the spatial distribution of elements or compounds. Recent developments on 

improving the electron source to Field Emission Guns (which can provide narrower electron 

beams) have enabled the visualization of the images at an ultra-high magnification (up to 

3,00,000x) and higher resolution (~ 1.5 nm) than the conventional SEM.  

For our study we have used the Carl Zeiss-make SUPRA 55 FESEM (shown in Fig. 

2.14). It is equipped with a patented GEMINITM column which is designed to provide 

superior beam brightness with ultrahigh resolution for the entire voltage range together with 

high probe currents for analytical applications. It has an internal beam booster which 

maintains a high beam energy throughout the entire column, regardless of the electron beam  
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Fig. 2.14: Front view of Field Emission Scanning Electron Microscope (FESEM) 

energy selected by the operator. The beam is decelerated to the selected energy only after 

passing through the scanning system. The electron beam path is also designed to eliminate 

crossover of beam electrons between source and specimen. It is equipped with both the in-

lens secondary electron detector (located within the column), an independent Everhart-

Thornley secondary electron detector and 4-Duadrant solid state back scattered electron 

detector.  Additional detectors for EDX (Oxford Liquid Nitrogen free SDD X MAX 20) and 

WDX (INCA WAVE 500 wavelength dispersive spectrometer) measurements are also 

available with the instrument. The features of the SUPRA-55 are listed in Table 2.3 

Table 2.3: Features of the SUPRA-55 

Parameters Specification Parameters Specification 

Resolution 

1.0 nm at 15 kV,  1.7 

nm at 1 kV, 4.0 nm 

@ 0.1 kV 

Standard detectors 

High efficiency In-lens 

detector, Everhart-

Thornley Secondary 

Electron Detector 

Gun Vacuum ≤1x10-10 mbar  Chamber 

330 mm (Ø) x 270 mm 

(h), 2 EDS ports, CCD-

camera with IR 

illumination, free ports 
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Magnification 12-900,000 x Specimen stage 

5-Axes Motorised 

Eucentric Specimen 

Stage 

Emitter 
Thermal field 

emission type 
Image processing 

Resolution: Up to 3072 x 

2304 pixel, Noise 

reduction: Seven 

integration and averaging 

modes 

Acceleration 

Voltage 
0.1-30 kV Image display 

Single 19" TFT monitor 

with SEM image 

displayed at 1024 x 768 

pixel 

Probe Current 4 pA-10 nA System Control 

SmartSEMTM with 

Windows®XP, operated 

by mouse, keyboard and 

joystick with optional 

control panel 

 

 

One of the main advantages of the focused electron beam available with the FESEM 

is that it can be used for collecting the crystallographic micro texture data from the sample 

surface using the Electron back scatter diffraction (EBSD) technique. The measurements are 

carried out using the Oxford Integrated Advanced Aztec HKL EBSD with fore scatter 

detector system with 4 diodes for Nordlys II Analysis. The sample is mounted on a 70 deg 

pre-tilted holder. The experiments are carried out on electro-polished surfaces of the samples.  
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Chapter 3  

 

Depth profiling of ion induced damage in D9 

alloy using X-ray Diffraction  

 

3.1 Introduction: 

Radiation damage of structural materials is of foremost importance and also a limiting issue 

for many applications including nuclear power production, medical applications, or 

components for scientific radiation sources. The lifetime of a component is largely restricted 

by the damage a material can sustain in the extreme environments of radiation, temperature, 

stress, and fatigue, over long periods of time. Since the beginning of the nuclear reactor era, 

the damage properties of a variety of materials have been widely studied in nuclear reactors 

and spallation neutron sources [2,34]. However, ion beam irradiations using particle 

accelerators are a more lucrative alternative to study radiation damage in materials in a rather 

short period of time [2,76,77] due to its fast cycle length and low cost. Extensive studies have 

been carried out on nuclear structural materials using ion beams to emulate the damage 

caused by neutron in the reactor [2,34]. Easy availability of ion sources, controllable 

irradiation conditions (dose, dose rate and temperature of irradiation), and low radioactivity 

of materials makes ion irradiation studies a rapid means for screening of materials and also 

for understanding various basic radiation damage processes [2]. However, the damage 

created by an energetic ion, is limited only to a certain depth depending on the energy and 

momentum of the incident ion unlike neutron where the penetration depth is several orders 

more than that of the ion with same energy. The incident ion loses its energy by both 
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electronic and nuclear losses thus coming to rest within the material at a certain projected 

range [2]. At the end of the trajectory, the nuclear energy loss becomes high and hence the 

damage distribution normally peaks at this region(called as Bragg peak after William Henry 

Bragg who discovered it in 1903) [78]. 

Thus, the ion irradiation results in a non-uniform damage profile as a function of 

depth. This is represented in Fig. 3.1(a), which shows the plot of target displacement in D9 

alloy by a 35 MeV Helium ion. It is clear from the plot that up to nearly 2/3 of the range of 

the ion, the target displacements are almost constant and hence can be referred to as 

homogenous damage region. Near the peak damage region (Bragg peak) the target 

displacements vary significantly and hence this region can be referred as the inhomogeneous 

damage region. It has been a general practice among researchers to use the Monte Carlo 

simulation code (SRIM) [79] for understanding the ion energy deposition profile in a material 

and subsequently to calculate the damage profile for a given incident ion. The damage profile 

in SRIM is calculated assuming that for each incident ion the target is a perfect (but 

amorphous) material. It does not consider any pre-existing defects or the damages already 

created by the previous ion [79]. Hence at the end of the calculation (typically carried out for 

one lakh incident ions), one obtains a statistically averaged damage profile as a function of 

depth for a single incident ion. Moreover, SRIM does not take into account the diffusion of 

the freely-migrating point defects that are formed during the displacement cascade. The time 

scale of diffusion of these freely migrating defects is >10-8 sec and can continue to time as 

high as106 sec [2]. This migration is mainly aided by the new pathways that have been 

created for the diffusion of the vacancies and the interstitials by irradiation [80]. This 

increased diffusion phenomenon is known as Radiation Enhanced Diffusion (RED) [2]. As 

already discussed in Chapter 1, these defects agglomerate and cause a change in the 

microstructure of the material which dictates the properties. Due to the phenomenon of RED, 
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the microstructure near the peak damage region and also away from this peak along the depth 

(towards the homogeneous damage region) will not be as expected from the damage profile 

obtained from SRIM [Fig. 3.1(a)]. So, it is interesting to study the microstructural parameters 

along the depth of the sample from the peak damage region to the homogeneous region. 

 

Fig. 3.1: Schematic diagram of the depth profiling of the sample where the bottom panel 

(a) shows the Damage profile obtained from the SRIM code and top panel (b) shows the 

methodology followed for accessing the damage profile. 

3.2 Previous studies and motivation: 

Several experimental studies were carried out to evaluate the damage profile along the depth 

in irradiated materials [81–86]. Whitley et.al. used cross sectional Transmission Electron 

Microscopy to evaluate the void-swelling in Ni after self-ion and Cu ion irradiation [87]. 
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They found out that the swelling was higher in the middle of the ion range and decreasing 

significantly at near the end-of the range. They also observed that in the case of the Cu ion 

irradiation, the ions were confined to the end of its trajectory [87]. Shiraishi and Fukai carried 

out depth dependent damage profile study on 24 MeV He ion irradiated Stainless steel using 

micro-Vickers hardness measurement and cross sectional TEM [88]. They observed that the 

hardness values showed a peak at the end of the ion range [88]. Se-Hwan Chi et.al. measured 

the Vickers hardness as a function of depth to evaluate the depth profile in 12 MeV proton 

irradiated 12Cr-1Mo-V steel [89]. They found out that the peak damage region was shifted 

towards a lower depth, which they attributed to either work hardening during the sample 

preparation for hardness measurement or due to the thermal effects during the irradiation.  Xu 

Wang et.al. had used micro Raman spectroscopy to evaluate the depth profile in 20MeV C 

ion irradiated SiC samples [90]. They had quantified the damage using the intensity and the 

area of the characteristic Raman modes of the SiC sample as a function of depth. They had 

also reported that the peak damage region was shifted from that calculated using SRIM and 

had attributed the shift to the stopping power values used in the calculation. An interesting 

observation reported by them was the non-linear increase in the damage as a function of dpa 

at a particular depth (Fig. 4 of [90]). Gigaxet.al. had used cross-sectional TEM to study the 

radiation response of 3.5 MeV Fe ion irradiation on T91 alloy up to damage levels of 1000 

dpa [86]. They exploited the variable damage along the depth to study the void swelling and 

precipitation in this alloy. All the previous studies showed inhomogeneous radiation damage 

along the penetration depth of incident ions. However, in order to understand the various 

phenomena revealed in the material due to ion irradiation it is crucial to systematically study 

the radiation induced microstructural changes as a function of depth on a few samples with 

different doses. It is important that while evaluating the material property as a function of 

depth sample preparation is carried out carefully so that the methods used do not introduce 
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unwanted errors in the experimental results. Undertaking a study on samples with different 

doses will also help to overcome this problem. 

3.3. Brief description of work: 

In this study, we have used X-ray diffraction line profile analysis (XRDLPA) for evaluating 

the microstructural parameters (such as coherent domain size and the microstrain within the 

domain) of an irradiated material as a function of ion penetration depth and at three different 

doses. The effect of irradiation on changing the microstructure of the material has already 

been discussed in detail in Chapter 1. In brief, irradiation induced defects (defect clusters, 

dislocation loops, new phases, precipitates etc.) disturb the periodicity of the crystal lattice. 

This causes a broadening of the X-ray peak thus giving the opportunity to indirectly evaluate 

the effect of irradiation on changing the microstructure as a function of depth and dose. This 

study has been carried out using alloy D9 (Ti-modified stainless steel) irradiated using 35 

MeV beam from the variable energy cyclotron at VECC, Kolkata. Alloy D9 gained 

importance as a structural material for Na-cooled fast breeder reactors [91]. The material 

showed a very good combination of high temperature tensile and creep strength properties, 

irradiation creep resistance and resistance to irradiation induced void swelling [36,37,91]. 

The percentage of minor alloying elements in this material have been specifically tuned to 

form precipitates (such as TiC etc.) which act as trapping centres for the point defects 

(especially vacancies) produced during irradiation. This prevents agglomeration of vacancies 

to create voids thus suppressing the phenomena of void swelling. The introduction of various 

other minor alloying elements such as Si and P in this alloy also helped in delaying the onset 

of void-swelling with irradiation dose [92]. Due to the importance of this alloy (or its variant) 

as a clad material in the Prototype Fast Breeder Reactor, it was chosen as material to carry 

out the study of damage depth profile in irradiated materials. 
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3.4 Experimental and characterisation details: 

3.4.1 Sample description and preparation: 

The alloy D9 used in this study has a nominal composition (in wt%) [91] as given in Table 

3.1. The details of the samples and the irradiation were outlined in section 2.2.1, Chapter 2. 

The irradiation was carried out using a defocused beam of Helium ions of 35 MeV energy 

and a beam current of about 100 nA. The sample temperature was always below 313K during 

irradiation as measured by the thermocouple connected very close to the sample. Three 

samples were irradiated to final doses of 51015 He+2/cm2, 6.41016 He+2/cm2 and 21017 

He+2/cm2 (a variation of about 3 orders). 

Table 3.1: Chemical composition (in wt %) of Alloy D9 

C Mn Ni Cr Mo N Ti S P Fe 

0.05 1.50 15.04 15.09 2.26 0.006 0.21 0.003 0.01 Rest 

 

The depth-wise study has been performed by systematically removing the material 

from one side of the sample using a polishing machine. The details of the sample preparation 

have been described below in section 3.4.3. 

3.4.2 Stopping and Range of Ions in Matter (SRIM): 

Monte-Carlo simulation code SRIM 2013 [79] has been used for calculating the ion range 

and the damage profile of the 35 MeV alpha particles in alloy D9 and the result shown in Fig. 

3.1(a). It can be seen that the maximum damage (Bragg peak) occurs at the depth of around 

203 m +/- 3 m. Henceforth, the sample side facing the ion beam will be called the front 

face of the sample and the sample beyond the Bragg peak will be called the back face of the 

sample.  
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3.4.3 X-ray diffraction measurement: 

Initially, the front side XRD data was collected from all the samples including one 

unirradiated sample. The depth-wise information of the microstructure was collected by 

systematically removing the material from the back of the sample. At each step as described 

below, the sample thickness was reduced by the automated polishing machine using a fine 

polishing cloth and distilled water. Initially, the thickness of the sample was 1mm which was 

reduced to about 300 m from the back side. Subsequently, the thickness was reduced to 250 

m, 220 m, and then brought down to 60 m by removing material in each step by 20 +/- 2 

m. The lower depth limit was restricted to 60 m due to the problem of handling (lower 

thickness) samples during further characterisation. The X-ray data was collected from the 

back surface of the sample at each step. Fig. 3.1(b) shows the experimental scheme used to 

carry out the study on the irradiated samples. All diffraction profiles were obtained using Co-

Kα X-ray source in the range of 2 from 450 to 1240 with a step of 0.020. For calculating the 

instrumental broadening, standard LaB6 powder sample was used and X-ray data was 

collected using the same experimental parameters. 

3.4.4 X-ray Diffraction Line profile analysis (XRDLPA): 

In this study, two main techniques have been used for extracting the microstructural 

parameters as a function of ion penetration depth in the He ion irradiated D9 sample. Among 

the various ab-initio and model-based approaches of XRDLPA for extracting the 

microstructure related parameters described in Chapter 2, (i) Double-Voigt technique [63] 

using diffraction peaks from two parallel set of planes and the (ii) whole pattern fitting 

technique using modified Rietveld method (with the program MAUD) [11,93] have been 

used in this study. 
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3.4.5 Optical microscopy: 

During the experiments, it was observed that the XRD peaks of the unirradiated sample were 

broader compared to the irradiated sample. This is possible only if there are pre-existing 

defects in the unirradiated sample. In order to understand this, the unirradiated sample was 

annealed and the optical micrographs of unirradiated and annealed samples were obtained 

using a Carl Zeiss inverted optical microscope. The samples were mechanically polished 

followed by chemically polishing using 10% perchloric acid solution and then chemically 

etched using 10% oxalic acid solution to reveal the microstructure.  

3.5 Results and Discussion:  

Fig. 3.2 shows the X-ray diffraction pattern obtained from the unirradiated sample and those 

taken from the front side of the irradiated samples. At the initial dose of irradiation i.e. at a  
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Fig. 3.2: X-ray diffraction pattern of the unirradiated and the three irradiated samples. 
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dose of 5x1015 He2+/cm2, we can see that there is an increase in the peak intensities 

accompanied by a decrease in the peak broadening. With increasing dose, the peak intensity 

is found to decrease with an increase in peak broadening. 

 

Fig. 3.3: Optical micrograph of the unirradiated sample. 
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Fig. 3.4: X-ray diffraction pattern as a function of depth for the D9 sample irradiated to 

the dose of 2x1017 He2+/cm2. 

Fig. 3.3 shows the optical micrograph of the unirradiated sample. One can see that the 

grain boundaries are not clearly visible and the grains show the presence of twins. This 

microstructure is typical of a solution annealed and rapidly quenched material. Fig. 3.4 shows  
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the X-ray patterns obtained from the highest dose (2x1017 He2+/cm2) sample as a function of 

depth. Except for the data from the front face, 250 m and 300 m where the X-ray peak 

intensities are higher, the X-ray data from 60 m to 220 m show lower peak intensities and 

there is no significant change among them as a function of depth. 

In the data taken at 250 m and the 300 m depth, it can be seen that these are more 

or less similar to the data of the unirradiated sample shown in Fig. 3.2. This shows that the 

sample at these depths is not affected by the irradiation. To extract the exact nature of the 

microstructural evolution, XRDLPA was carried out using the double Voigt technique and 

the Modified Rietveld method using MAUD. The volume weighted domain size and the 

r.m.s. microstrain (at Dv/2) of the unirradiated sample from the double Voigt analysis was 

found to be 574 ± 46 Å and 1.1x10-3 ± 1x10-4 respectively. Fig. 3.5 shows the variation of the  

0 50 100 150 200 250 300 350
0

200

400

600

800

1000

1200
 5x10

15
 He

2+
 /cm

2
  

 6.4x10
16

 He
2+

 /cm
2

 2x10
17

 He
2+

 /cm
2

V
ol

u
m

e 
w

ei
gh

te
d

 D
om

ai
n

 S
iz

e 
D

v
 (
Å

)

Thickness (m) 

 

Fig. 3.5: Volume weighted domain size as a function of depth of three irradiated 

samples obtained from the Double Voigt analysis 
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volume weighted domain size obtained as a function of depth for the three irradiated samples 

using the double Voigt technique. 

The following are the significant observations that can be inferred from Fig. 3.5:- 

(a) In all the irradiated samples, the value of the domain sizes obtained in the front side of the 

sample is larger than that of the unirradiated region. 

(b) The domain size of all the samples at 250 m and 300 m matches well with that of the 

unirradiated sample. 

(c) In the lowest dose sample i.e., 5x1015 He2+/cm2, the domain size shows an increase 

compared to the unirradiated value at lower depths of up to 150 m. Beyond 150 m and up 

to the peak damage region, the value is lower than that of the unirradiated region. 
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Fig. 3.6: Root mean square (r.m.s.) microstrain at Dv/2 as a function of depth of three 

irradiated samples obtained from the double Voigt analysis. 

(d)  In the other two doses of irradiation (6.41016 He+2/cm2 and 21017 He+2/cm2), the 

domain size is lower at all depths (except the front face, 250 m and 300 m) than that in the 

unirradiated region.  
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(e) The highest dose sample (21017 He+2/cm2) has a lower domain size than the 6.41016 

He+2/cm2 sample at all depths except at 250 m and 300 m where the value almost 

coincides with the unirradiated region value.  

Fig. 3.6 shows the r.m.s. microstrain obtained as a function of depth using the double 

Voigt technique for all the three irradiated samples. It can be seen that the r.m.s. microstrain 

are lower than the value at the unirradiated region (~1x10-3) at all depths and does not show 

any systematic change as a function of depth contrary to the variation of the domain size (Fig. 

3.5). The microstrain values are varying between 1x10-4 to 8x10-4 for all the three samples. 

The double Voigt analysis technique has been carried out only on the family of parallel set of 

planes i.e., the (111) and (222). But, it is well known that the defect diffusion and 

annihilation are inherently anisotropic in irradiated materials [94]. During irradiation, the 

production of the point defects depends on the displacement energy of the lattice atom. This 

energy depends on the potential barrier surrounding the equilibrium lattice atom and is thus 

not uniform in all directions. This causes a variation in the number of point defects produced 

along the different directions. In addition, the diffusion of the surviving point defects is 

determined by the easily available diffusion pathways. In general, the diffusion of the defects 

is controlled by the atomic density in a particular plane and hence is crystallographic plane 

dependent. Apart from this, the radiation enhanced diffusion also plays a significant role thus 

resulting a different microstructure along different crystallographic planes. In order to 

understand the defect migration and evolution in a comprehensive manner, the whole pattern 

fitting technique of modified Rietveld analysis has been carried out on all the samples as a 

function of depth. 

Fig. 3.7 shows a typical graph of fitting of the data using the MAUD software for the 

unirradiated sample. The fitting was carried out including both texture and anisotropy. 

According to Popa [70], the first term in the polynomial expansion (Eq. 2.14) gives the 
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Fig. 3.7: Representative fitting pattern of the unirradiated sample by modified Rietveld 

method using MAUD 
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Fig. 3.8: Variation in domain size as a function of depth for three irradiated samples 

obtained from MAUD analysis 

average radius of the composite crystallite. In the program MAUD [11,93],  Eq. 2.14 is 

implemented in terms of the diameter of the crystallite (which can be called the average 

domain size). The value of the average domain size and the r.m.s. microstrain for the 
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unirradiated sample are found to be 460 ± 7 Å and 1.2 x 10-3 ± 1 x 10-4 respectively. Fig. 3.8 

shows the variation of the average domain size obtained from the analysis of all the three 

irradiated samples as a function of depth. This is more or less similar to that seen in Fig. 3.5. 

Table 3.2 shows the variation of the micro-strain as a function of depth for the 

irradiated samples. The results do not show much variation as a function of depth similar to 

that seen in the double Voigt analysis. 

The advantage of using the whole pattern fitting procedure is that, one can calculate 

the effective domain size in each crystallographic plane. This helps in understanding the 

anisotropic contribution to the peak broadening. Fig. 3.9 (a-d) shows the plot of the effective 

domain size along the major crystallographic planes of the fcc structure (i.e. {111}, {200}, 

{220} and {311}) contributing to the analysis. The results along the {111} plane (Fig. 3.9(a)) 

is similar to that obtained by the double Voigt technique (Fig. 3.5) which is expected.  But,  

Table 3.2: Microstrain as a function of depth from the modified Rietveld analysis using 

MAUD 

Depth Dose: 5x1015 He+2/cm2 Dose:6.4x1016 He+2/cm2 Dose:2x1017 He+2/cm2 

0 4.28E-4 4.70E-4 4.76E-4 

60 4.11E-4 3.03E-4 - 

80 4.16E-4 3.83E-4 3.00E-4 

100 4.93E-4 3.17E-4 2.55E-4 

120 5.27E-4 2.96E-4 2.46E-4 

140 6.07E-4 3.28E-4 2.70E-4 

160 1.28E-4 2.78E-4 3.02E-4 

180 3.17E-4 4.16E-4 3.47E-4 

200 3.26E-4 4.22E-4 3.35E-4 

220 3.75 E-4 - - 

300 1.20E-3 1.20E-3 1.20E-3 
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Fig. 3.9: Variation of effective domain size on each crystallographic plane (a) {111}, (b) 

{200}, (c) {220} and (d) {311}, for three irradiated samples, with depth obtained from 

Maud analysis 

the domain size along the {200} plane is lower than the domain size in all other planes and 

does not show any significant change as a function of dose or depth. 

On the other hand, the variation in domain size along the {220} and {311} plane 

shows more or less similar trend as that on the {111} plane. The change in the domain size is 

more prominent in the front face of the sample, where the domain size has increased in the 

first dose of irradiation and then decreased as a function of dose. Hence, the changes seen in 

the average values of the domain size (Fig. 3.8) can be attributed to the averaging effect of 

the changes seen mostly in the {111}, {220} and {311} family of planes.  

All the above experimental observations can be reconciled as follows: The first and 

foremost observation is the increase in the domain size up to a certain depth in the lowest 

dose of irradiation. This can happen only if there are significant microstructural defects 

present in the unirradiated sample which can act as possible sinks for the irradiation produced 
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defects. In order to confirm this, the unirradiated sample was vacuum annealed at 1073K for 

10 hours.  

60 80 100 120
0

30k

60k

90k

50 52

0

20k

40k

60k

80k
In

te
ns

it
y 

(c
ou

nt
s)

2-Theta (degs)

 Annealed

 Un-Irradiated

2-Theta (degs)

 

Fig. 3.10: X-ray diffractogram of the annealed sample. Insert shows the comparison of 

the (111) peak of the unirradiated and the annealed sample. 

The X-ray diffractogram and the optical micrograph of the annealed sample are shown in Fig. 

3.10 and 3.11 respectively. Insert of Fig. 3.10 shows comparison of {111} peak from 

unirradiated and the annealed sample. It is clearly evident from the figure that there is 

considerable decrease in the peak broadening. This indicates that the defects present in the 

 

Fig. 3.11: Optical micrograph of the annealed sample. 
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unirradiated sample have annealed out causing a considerable increase in the grain size with a 

more homogenous distribution as seen in Fig. 3.11. 

The X-ray data of the annealed sample was fitted using the modified Rietveld method 

(MAUD) and the average domain size and microstrain were found to be 1125 ± 13Å and 

4.8x10-4 ± 0.5x10-4 respectively. This clearly indicates that there is a significant change in the 

microstructure of the sample which can also be corroborated with the clear and prominent 

grain boundaries in the sample as seen in the optical micrograph (Fig. 3.11). Comparing the 

domain size and the microstrain values of the annealed and the unirradiated sample, it can be 

concluded that the sample used in this study had a large concentration of pre-irradiation 

defects in the form of network of dislocation clusters, dislocation loops etc. For low stacking 

fault energy materials such as stainless steel the pre-irradiation dislocation network will 

remain as dislocation arrays instead of forming cells [1]. The material under study is a variant 

of the stainless steel 316L and Hughes et al. have shown that the dislocations remain as 

arrays [95]. Further, helium ion irradiation is expected to produce spatially spread small 

clusters of point defects [2].The final microstructure resulting from the irradiation will then 

strongly depend on the interaction of the newly formed defects (vacancies and interstitials 

spatially spread as small clusters) with the pre-irradiation microstructural defects and also 

among themselves.   

The observations in this study can be explained by taking recourse to the point defect 

balance equation for irradiation induced defects [2,80] and considering defects diffusion due 

to the defects concentration gradient. Thus defects concentration rate equations recalled from 

Chapter 1 (Eq. 1.3a and Eq. 1.3b) for further explanation. 

∂CV

∂t
=  K0 − KIVCICV − KVSCVCS + ∇ · DV∇CV 

∂CI

∂t
=  K0 − KIVCICV − KISCICS + ∇ · DI∇CI     
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The exact variation of the point defect concentration with time is complicated because of the 

influence of the various parameters in these equations. Nevertheless, an approximate solution 

for the time evolution of the defects and hence subsequently their influence on the properties 

were explained by Sizmann in a concise manner [2,80]. To a first approximation, the 

equations can be solved by assuming ∇C ≈ 0 and one can obtain two characteristic times  

and with  = (K0Kiv)
 -1/2 and  = (KisCs)

-1. is the time up to which linear build-up of 

defect concentration occurs and  is the time to achieve quasi-steady state [2,80]. Sizmann 

[80] had obtained solutions for the point-defect rate equation depending on temperature and 

also on the concentration of pre-irradiation sink densities in a sample (low, medium and 

high). Our observations of variation of the domain size as a function of depth and dose can be 

explained by considering the case of low temperature irradiation and high sink density in 

solving the point-defect balance equation as suggested by Sizmann [80]. In this regime, 

 and since the mobility of the interstitials are more than that of the vacancies, the 

interstitials are annihilated in the pre-existing sinks before they can annihilate/recombine with 

the vacancies [2,80]. This causes an excess concentration of vacancies to be freely present for 

migration and further interaction among themselves or with sinks. In addition, the irradiation 

causes inhomogeneous damage along the depth of the sample (Fig. 3.1(a)) resulting in a large 

concentration gradient of defects within the range of damage (~200 m). This 

inhomogeneous defect concentration opens up new channels [80] for the diffusion of the 

defects which results in an increase of migration of vacancies within the damaged region 

which finally may cluster and collapse to form dislocation loops or arrays thus changing the 

microstructure as a function of depth. This migration can occur over large time scales (~106 

secs) and hence can alter the microstructure of the material even after a significant period of 

irradiation. 
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Fig. 3.12: The schematic diagram showing (a) Expected domain size variation as a function of 

depth assuming SRIM generated target displacement profile. (b) Summary of the results 

obtained in this study. Black dashed line indicates the domain size of the unirradiated sample. 

Curve A, B and C shows the variation in the domain size for the three doses of irradiation 

5x1015 He2+/cm2, 6.4x1016 He2+/cm2 and 2x1017 He2+/cm2 respectively. Red arrow shows the 

increase in the domain size upon irradiation above the unirradiated value indicating that the 

defects that are produced during irradiation are annihilating in the pre-existing sink and hence 

decreasing the sink density. The blue arrow indicates the flow of defects due to radiation 

enhanced diffusion towards the front surface of the sample. 

The schematic diagram (Fig. 3.12) summarises the results obtained in this study on the three 

samples. Fig. 3.12(a) shows the expected domain size variation as a function of depth from 

the damage profile obtained from the SRIM calculation (assuming that the irradiation has 

been carried out on a well annealed sample and no defects migration). The black horizontal 

line in Fig. 3.12(b) shows the domain size as a function of depth in the unirradiated sample 

(which is constant as a function of depth). Curve A, B and C show the variation of the 

domain size observed in 51015 He+2/cm2, 6.41016 He+2/cm2 and 21017 He+2/cm2 dose 

samples respectively. 

a 

b 
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Curve A in Fig. 3.12(b) shows the schematic representation of the variation of the 

domain size seen in the lowest dose sample (5x1015 He2+/cm2). The domain size at the front 

surface is found to be much higher than that of the unirradiated region (see also Fig. 3.5 and 

Fig. 3.8). The value decreases as a function of depth but still remains higher than that of the 

unirradiated region till about 150 m (This is indicated by the red arrow in Fig. 3.12(b)). 

Beyond this depth, it decreases below the value of the unirradiated region and shows a 

minimum at around 180-200 m. This variation in the domain size as a function of depth can 

be explained by considering both diffusion of the defects from the peak damage region to the 

homogenous region and the annihilation of these defects at the pre-existing sinks in the 

sample. In the low dose sample, the defect density produced due to irradiation is low in the 

homogenous region and hence most of the freely migrating defects that are produced in the 

irradiation cascade are absorbed in the pre-existing sinks. In addition, the defects that are 

produced in the peak damage region can diffuse down the concentration gradient and also 

annihilate in the pre-existing sinks decreasing their concentration and hence increasing the 

domain size (This process of diffusion is shown as the blue arrow in Fig. 3.12(b)). The 

annihilation of the defects is predominant in the lower depth (< 150 m) and hence this 

region can be called the annihilation dominated region.  

 Beyond 150 m excess defects that are available after their annihilation at the pre-

existing sinks can agglomerate and form new defect clusters in this region of the sample. 

These new defect clusters (dislocation loops or arrays) will now become predominant and 

affect the coherent region as seen by X-ray diffraction. Hence, the size of the coherent region 

will now start decreasing below that seen in the unirradiated region and this is seen as the 

decrease in the domain size beyond 150 m and up to the peak damage region. This region 

can be called the irradiation induced damage dominated region. The value of the domain size 

at 250 m and 300 m depth in all the samples are almost the same as that of the unirradiated 
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sample. This indicates that the diffusion of the irradiation induced defects occur mainly 

towards the irradiated surface of the sample. This is because the diffusion is aided by the new 

channels that are made available due to irradiation which is only available in the depth from 

the irradiated surface up to the peak damage region.   

With increase in dose (irradiation time), both the defect concentration and their 

migration increases (due to the concentration gradient) and hence, the formation of new 

defect clusters will become more uniform throughout the damage region. This is represented 

by the curve B (in Fig. 3.12(b)) which is a representative of the dose of 6.4x1016 He2+/cm2.  

On further increase in dose, these newly formed defect clusters may themselves start acting 

as sinks for the defect forming during the irradiation. Hence a quasi-steady state where there 

is both formation of defect clusters and their annihilation results in the tendency towards 

saturation of the domain size beyond a certain dose. This has also been observed in the 

irradiation studies of Ne6+ on SS316 samples [53]. The curve C shows schematically the 

variation of the domain size obtained in the highest dose (2 x 1017 He2+/cm2) sample in this 

study, where there is only a small decrease in the domain size in comparison to that of the 

intermediate dose sample (6.4 x 1016 He2+/cm2). 

It is seen that in all the three samples the domain size in the front face of the sample is 

larger than the unirradiated sample. This could be due to the fact that in general surfaces act 

as infinite sinks for the defects [2]. However, with increase in dose, the domain size decreases 

marginally and shows a saturating trend. This could be due to the onset of the quasi-steady 

state where the formation of new defect clusters will act as sinks for subsequent irradiation 

formed defects.  

The results obtained in this study are in contrast to that reported on 24MeV 

irradiated Stainless steel by Shiraishi and Fukai [88]. Apart from the sharp increase in the 

Vickers hardness values near the end of the ion range, they have also reported sharp 
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variations in the Helium bubble density, bubble diameter and swelling across the peak 

damage region. We have not observed such variations in the domain size and/or microstrain 

as a function of depth. But, the results obtained in this study for the 5 x 1015 He2+/cm2 sample 

indicates that there is a systematic variation of the domain size as a function of depth which 

could only be explained if the diffusion of the defects is considered to play a significant role 

in the defect annihilation process in the pre-existing sinks and at higher doses, the more or 

less constant domain size (indicating a homogenous defect profile) seen as a function of 

depth indicates that enhanced defect diffusion is important in deciding the final 

microstructure of the irradiated sample. 

3.6 Conclusion:  

In summary, with the help of detailed X-ray diffraction line profile analysis, we could clearly 

show that there is significant variation of the microstructure caused by the irradiation induced 

defects as a function of depth in ion irradiated materials. The results clearly support the fact 

that the changes in the microstructure is decided by the combination of the presence of pre-

existing sinks, the defect production rate, their enhanced diffusion and their annihilation rate 

in both existing and newly forming sinks. It is worth mentioning that the presence of pre-

existing sinks plays a critical role in determining the damage homogeneity in the material. 

These help in preferential trapping of a particular type of defects thus enabling the diffusion 

of the complimentary defects much further away from the collision cascade region and hence 

paving way for a homogenous damage profile in the material. In our study of Helium 

irradiated D9 alloy, the unirradiated sample had significant amount of pre-existing sinks. It is 

seen that at low doses of irradiation when the defect concentration is less, the domain size 

shows a significant variation as a function of depth. As irradiation proceeds and the defect 

concentration increases, the pre-existing defects are completely annihilated and the defect 

diffusion now causes a more or less homogenous microstructure as a function of depth. 
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Chapter 4  

 

A novel approach to analyse combined pre 

and post strain rate dependent phase 

transformation in tensile deformed SS304 

using XRD and EBSD 

 

4.1. Introduction: 

The martensitic phase transformation is a reversible, diffusionless, crystallographic structural 

phase change observed in a class of steels, Ti-alloy, Ni-alloy etc. [31,32]. It is name after the 

German metallurgist Adolf Martens. The mechanism of this transformation was first 

described in a simple way by the metallurgist, Edgar Collins Bain and hence came to be 

known as Bain model [31,32], where the transformation is considered from fcc to bct or bcc. 

He showed that in steels a simple distortion can transform a fcc lattice structure to a bct or 

bcc lattice structure. Later, several other models were also proposed to explain this 

transformation i.e. KSN model (by Kurdjumov, Sachs and Nishiyama), Bogers and Burgers 

model etc. The transformation mainly goes through the two stages of (i) Nucleation and (ii) 

Growth of martensitic phases. It was observed that the nucleation of martensitic phase during 

the phase transformation occurred heterogeneously [96]. The elastic strain energy contributed 

by the shear related with the Bain transformation will suppress the homogeneous nucleation, 

though the interfacial energy of two phases is relatively low. The most favourable 

heterogeneous nucleation site is considered to be a dislocation whose strain field helps to 

nucleate new phase. The dislocation interaction energy will reduce the nucleation energy 

https://en.wikipedia.org/wiki/Metallurgy
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barrier for this transformation.  This martensitic phase also can form even at very low 

temperature where diffusion of atoms is not possible [24]. Martensitic phase can grow at a 

speed of sound in metal or metallic alloy like steel [24]. Also the chemical composition of 

martensitic phase is identical with the parent austenitic phase [24]. Since this phase 

transformation occurs at low temperature and at high speed fast with no change in chemical 

composition it also came to be known a diffusionless phase transformation. The growth rate 

of martensitic phase is determined by the movement of the inter-phase boundary of austenite 

and martensitic phases. Thus the interphase characteristic is very important for this 

transformation. During this phase transformation the atoms of parent phase will re-arrange 

but displacement of atoms does not exceed one atomic distance [96]. This phase 

transformation may occur due to the external stress or by change in temperature during 

cooling. The lattice will expand during this phase transformation and results a compressive 

residual stress in the parent austenitic phase [97]. This compressive stress will limit the 

maximum martensitic phase formation and significantly increase the fatigue strength [97]. 

Since this is a crystallographic structural phase transformation, thus a dramatic discontinuous 

change in elastic constant may be seen due to this transformation [98].  

Present day challenge is to tailor materials with desirable properties and functionality 

to suite the diverse engineering applications. The need to utilize phase transformation and 

plasticity for designing high performance materials has revived the research interest in 

materials showing martensite transformations especially transformation-induced plasticity 

(TRIP) steels [99]. In general austenite stainless steels are low strength but high ductile alloys 

[100,101]. These steels are composed of metastable austenite phase and on deformation, 

these phases transform to strain induced -hcp and ’-bcc martensite phases. The martensite 

phase increases the work hardening of the material and thus leads to higher values of ultimate 

tensile strength but with a loss of ductility. Ductility can however be recovered by reversing 
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some of the martensite to austenite due to grain size refinement by controlled annealing [83]. 

The loss of ductility due to the martensite transformation can be prevented and also reversed 

if the deformation is carried out above a characteristic temperature which depends on the 

steel composition. Here the formation of martensite occurs only at high strains preventing the 

onset of necking and hence improving the ductility. This is referred to as transformation 

induced plasticity, where the formation of martensite helps in improving the ductility of the 

material[99]. 

4.2 Previous Studies and motivation: 

The complex behaviour of deformation induced martensite (DIM) phase transformation in 

steels depends on several factors including initial microstructure, chemical composition, heat 

treatments etc. For a fixed composition and initial microstructure, the major factors that have 

a strong influence on the phase transformation are temperature and strain-rate. It is well 

documented that increase in the temperature suppresses the martensite transformation [102–

105]. Olson and Cohen had also proposed a simple theory connecting the phase 

transformation rate with temperature [106]. The effect of strain-rate on the phase 

transformation has been studied over a vast range of deformation rates [40,76,77,107–110]. 

Effects of strain state (uniaxial tensile and biaxial tensile) and strain-rate (10-3/sec and 

103/sec) in SS304 has been studied in detail by Hecker et.al [109] and Murr et.al [108]. They 

could conclude that at low strain, high strain-rate experiments yielded more martensite than 

low strain-rates. However, at higher strain, low strain-rate yield more percentage compared to 

the high strain-rate. Hecker et.al showed that high strain-rates lead to lower amounts of 

martensite formation [12]. They argued that high strain rates lead to adiabatic heating causing 

increased stability of austenite phase [109]. Arpan et.al. have carried out characterisation of 

martensite formed during uniaxial tensile deformation of SS304 LN [40] under strain rates 

varying from 1x10-4 /sec to 1/sec. They could conclude that when the strain-rate is increased, 
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the total volume fraction of martensite decreases which again was attributed to suppression of 

phase transformation due to temperature rise at high strain rate. They could show that higher 

strain rate initiated the formation of the martensite at a lower strain but lower strain-rate 

yielded the maximum volume fraction of martensite at fracture [40]. Experiments by Hokka 

and Isakov et.al., have showed that strain rate itself may play a decisive role on the rate of 

phase transformation [76,110]. Hokka showed that there is large difference in the percentage 

of martensite formed between the low strain-rate (quasi-static) and high strain-rates even at 

low plastic strains (where the effect of deformation induced heating is absent) [110] which 

could not be accounted for by the variation of strain-rate alone. Isakov et.al. performed tests 

where the strain-rate was suddenly increased by 4 orders of magnitude resulting in a deceased 

strain-hardening rate which could not be explained by adiabatic effects alone [76]. In order to 

uncouple the effect of strain-rate and adiabatic heating in strain induced phase transformation 

Vazquez-Fernandez et.al, [111] have performed experiments covering a large strain rate in 

both isothermal and adiabatic conditions on AISI 301LN steel. They could show that at high 

strain-rate and at low strains, the adiabatic heating alone cannot explain the reduced phase 

transformation rates and strain-rate seems to play an important role. The effect of prior 

martensite on the strain-induced martensite formation has been studied by P. Mukherjee et al. 

in AISI 304 SS using acoustic emission [85]. They reported that the during the tensile testing, 

the acoustic emission signals corresponding to the formation of martensite could be observed 

to much larger strain in samples with prior martensite compared to that of samples with no 

prior martensite. All the above studies indicate that during deformation, the martensite 

formation is a highly complex phenomena depending on the strain-state, strain-rate and also 

the presence of prior martensite in the material.  

In this study we have tried to address the following questions in DIM phase 

transformation of metastable austenite steels during uniaxial tensile deformation: (1) can a 



77 
 

combination of different strain-rates yield higher martensite fraction than a single strain-rate 

(2) what is the role of prior martensite in yielding higher martensite fraction and (3) what is 

the critical role of the microstructure of the prior martensite that determines the final 

martensite fraction.  

4.3 Brief description of the work: 

We have carried out this study using uniaxial tensile measurement on AISI 304 steel. 

Considering the various studies from detailed literature survey briefed above, we have 

selected a combination of pre-strain (0.4, 0.45 and 0.5), pre-strain rate (10-1/sec and 10-2/sec) 

and post-strain rates (1x10-4, 5x10-4 and 1x10-3/sec) to carry out this study. The details of the 

samples are given in the experimental section below. Several complimentary techniques have 

been used for characterizing the austenite and the martensite phases and also to gather 

detailed information on the microscopic details of the transformation such as the phase 

boundaries etc.  

The main tool used for the quantification of the martensite phase in this study is the 

X-ray diffraction technique. Magnetization measurements have also been used to support the 

results. Detailed Electron Back Scattered Diffraction measurements have been carried out on 

selected samples in order to characterize the phase boundaries between the austenite and the 

martensite phase. Additionally, Differential Scanning Calorimetry has also been used to 

calculate the stored energy in the deformed material.  

4.4 Experimental and characterisation details: 

The tensile deformation was carried out by controlling the extension rate corresponding to the 

required strain rate using the Universal Testing Machine. Each tensile sample was deformed 

with a different combination of high strain rate (10-1 to 10-2/sec) followed by low strain rate 
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(10-3 to 10-4 /sec) up to fracture. After the pre-strain, the samples were removed from the 

testing machine and left to relax to remove the elastic strain. Further tensile experiment (post-  
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Fig. 4.1: a) Experimental chart for tensile test b) Engineering stress strain curve of the 

tensile test at strain rate 1x10-4 / sec 
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strain) was carried out on the relaxed samples. The sample labelling was done according to 

the pre-strain, pre-strain rate and the post-strain rate and is shown in detail in Fig. 4.1(a). 

  Four types of different pre-strain samples were prepared: Samples with strain rate of 

10-1/sec and true strain of 0.4 and 0.45 and samples with the strain rate of 10-2/sec and true 

strain of 0.45 and 0.5. These samples were again subjected to tensile test up to fracture with 

three different strain rates of 10-4/ sec, 5 x 10-4/sec and 10-3/ sec. Three samples were also 

deformed up to fracture directly without any pre strain with a same strain rate as above (10-4/ 

sec, 5 x 10-4/sec and 10-3/ sec). In total, twenty number of samples: 12 samples with both pre-

strain and post strain, 4 samples with only pre-strain, 3 fractured samples with only post 

strain (no pre-strain) and 1 as received sample were subjected to further characterization 

using both macroscopic and microscopic techniques. Each sample is different by at least a 

minimum of one parameter i.e., pre-strain or pre-strain rate or post-strain rate. A 

representative engineering stress strain curve of the tensile test at strain rate 110-4/sec is 

shown in the Fig. 4.1(b). 

4.4.1 X-ray diffraction (XRD): 

Phase identification (-austenite-fcc and ’-martensite-bcc), quantification and 

microstructural characterisation were carried out on all the twenty samples using X-ray 

diffraction (XRD) technique. The XRD data was collected using Bruker D8 Advance X-ray 

diffractometer with Co-Kα X-ray source. XRD pattern was obtained in the Bragg-Brentano 

geometry with a step size of 0.020 and time per step was 1 sec in the range of 2 from 450 to 

1240. The average depth from which the XRD data is collected is about ~ 16m. The 

diffraction data was corrected for instrumental broadening effects during the analysis stage by 

using the XRD data of the NIST standard LaB6 powder sample collected using the same 

experimental parameters. Since the main aim of this study is to quantify the martensite phase 
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formed during deformation as a function of strain and strain-rate, it is important to use 

analysis techniques, where the newly formed phase can be quantified. Also, in order to 

understand microstructural changes that are taking place during the deformation, it is required 

to evaluate systematically the microstructural parameters, such as domain size and 

microstrain within the domain in the parent phase and the newly formed phase in the 

deformed samples. Different techniques such as WH, MWH, MAUD and CMWP have been 

used to carry out detailed X-ray LPA of the XRD data.  

Here, the modified Rietveld technique (detailed in section 2.3.2, Chapter 2) has been 

used for both phase quantification and also determination of the microstructural parameters of 

the phases. The XRD data of all the samples were fitted by introducing two different 

crystallographic information files (CIF), one for the parent austenite (fcc) and another for the 

deformation induced martensite phase (bcc). The fitting was carried out by refining the back-

ground, the phase percentage and the lattice parameters in the 1st step. In the 2nd step, the 

microstructural parameters (domain size and microstrain) were also refined. Finally, the 

texture formed due to the uniaxial tensile stress was refined by using the spherical harmonics 

model [112,113]. The final fit parameters are then the lattice parameters of the phases, the 

phase percentages and the microstructural parameters of the two phases. 

For more detailed insight on the nature of the defects Convolutional Multiple Whole 

Profile fitting (CMWP) along with modified Williamson-Hall technique have been used on a 

few selected samples. The details of these two techniques have already been described in 

section 2.3.2, Chapter 2. 

4.4.2 Vibrating Sample Magnetometer (VSM): 

Magnetic measurements have been carried out to help determine the amount of the martensite 

phase in the deformed samples as a complimentary technique of XRD. The martensite phase 
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in stainless steels is magnetic in nature and hence the value of the saturation magnetisation 

gives an estimate of the martensite phase formed in the samples. The samples used for the 

magnetic measurements were of approximate dimension 1 mm x 1 mm x 3 mm (with weight 

70-100 mg). The details of the magnetic measurement were already given in section 2.5, 

Chapter 2. The magnetic hysteresis loop was measured over the full cycle and the saturation 

magnetisation (Ms) and the coercive field (Hc) were calculated for each sample. 

4.4.3 Differential Scanning Calorimetry (DSC): 

In this study, the thermogram measurements have been carried out on some of the samples to 

supplement the quantification of the martensite using XRD and magnetisation measurements. 

The heat flow measurements were carried out on small pieces (weighting about 50-70 mg) 

cut from near the fractured surface of the as-received sample, one pre-strain sample (P1) and 

three fractured samples (P03, P11 and P13) using the Simultaneous Thermal Analyzer. The 

thermograms were measured in the temperature range of 298K to 1200K with a heating rate 

of 40K/min using (Pt+Al2O3) heating pan. The heating curves of the samples were measured 

twice and the difference between the two scans was calculated. The second run is required to 

subtract the heat capacity variation of the sample with temperature. The difference between 

the two scans gives the absolute value of the energy released or absorbed by the sample. Prior 

to each set of measurement, the empty pan run was carried out with the same heating rate to 

obtain the instrumental back ground.  

4.4.4 Electron Back Scattered Diffraction (EBSD): 

Electron back scattered diffraction (EBSD) measurements has been specifically used to 

characterise the boundary between the austenitic and martensitic phases in this study. The 

measurements were carried out on a few selected samples (the choice of the samples will be 

explained in the results section below) using Field Emission Scanning Electron Microscope. 
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Small pieces (size ~ 10 mm x 10 mm) of samples were electro-polished using a solution of 

perchloric acid and acetic acid under 40V at -18C for 20-30 secs. These were mounted on a 

70 degree pre-tilted sample stage and subjected to Electron back scattering diffraction 

analysis. All experimental parameters, such as electron accelerating voltage (20 kV), aperture 

size (120 m), distance between sample and detector and image magnification were kept the 

same for all the samples. The data was measured with a scan area of 185 m x 250 m and a 

step size of 520 nm. A magnification of 350x was chosen so that good statistics of the phase 

boundaries can be obtained. It is to be noted that in deformed samples, due to the presence of 

strain in the material, the number of indexed points decreased (number of non-indexed point 

increases) as compared to the as-received sample. Hence, in order to avoid ambiguity in the 

results due to the varying non-indexed points the EBSD data has not been used for 

quantification of the phases fcc and bcc. However, the data were used to analyze the Lattice 

correlation boundaries (LCB) and Orientation relationship boundaries (ORB) between the 

two phases.  

4.5. Results and Discussion: 

Fig. 4.2 shows two representative XRD patterns of as-received sample and one deformed 

sample (P01). The formation of martensite phase in P01 can be clearly observed. All the 

peaks of the as-received sample could be indexed to the fcc lattice. However, no discernible 

peaks corresponding to bcc phase could be observed in the as-received sample. All the new 

peaks in XRD pattern of the deformed sample could be indexed to the martensite phase with 

phase group Im-3m (bcc). It can also be observed that all the crystallographic peaks of both 

the austenite and the martensite phase of P01 sample are broadened which indicates the 

presence of deformation induced defects (mainly dislocations) in both phases. 
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Fig. 4.2: XRD patterns of as-received and deformed sample with a strain rate of 1x10-4/ 

sec (P01) 

  In order to quantify the martensite percentage and also to extract the microstructural 

parameters (domain size, microstrain, dislocation density and the dislocation character) in the  
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Fig. 4.3: XRD pattern fitting using Maud software for fracture sample (P01) with strain 

rate 110-4 / sec 

two phases, detailed Line Profile Analysis (LPA) was carried out on the XRD data. The first 

LPA analysis was carried out using the modified Rietveld method utilizing the MAUD 

software. Here, the two phases were fitted with two different crystallographic information 
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files (CIF), one for the austenite fcc phase and other for the martensite bcc phase. A 

representative fitted pattern is shown in Fig. 4.3 for P01 (deformed) sample. 

  The amount of martensite phase estimated from the XRD data is plotted in Fig. 4.4 for 

all the deformed samples. It can be observed that all the four pre-strained samples (P1, P2, P3 

& P4) show a small amount (6-8%) of martensite phase. All the other (fractured) samples 

show significantly high martensite percentage (greater than 30%) depending on the strain and 

strain rates used during the tensile test up to fracture. The most interesting observation is that, 

only two samples i.e., P11 & P12 show much larger martensite percentage (~ 60%) compared 

to the rest.  It is also important to note that, although all the three samples (i.e., P11, P12 and 

P13) in the P1 series have the same pre-strain history (P1 series samples have a true strain of  
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Fig. 4.4: Martensite percentage from the modified Rietveld fitting of the XRD data 

using MAUD software 
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0.4 and have been deformed with a strain rate of 10-1/sec), only the P11 (post-strain rate 1x10-

4 /sec) and P12 (post-strain rate 5x10-4 /sec) samples show a large martensite percentage. It is 

also a significant observation that these two samples (P11 & P12) shows more amount of 

martensite phase than that of the P01 & P02 samples (samples without any pre-strain, but 

have been deformed up to fracture using the same post-strain rate as P11 and P12 

respectively). This result clearly shows the effect of pre-strain in the samples on the 

martensite transformation.  

200

300

400

500

600

P02

P4
P3P2

P1

P42P32P22
P12

P41

P31
P21P11

P01

P43P33P23P13
P03

D
o
m

a
in

 S
iz

e
 (

Å
)

Samples

Austenitic Phase

a

5x10
-4

1x10
-3

2x10
-3

2x10
-3

3x10
-3

P4P3P2

P1

P42

P32
P22

P12

P43

P33
P23P13

P03

P41

P31

P21

P11

P01

Austenitic Phase

M
ic

ro
 s

tr
a
in

 

Samples

b

 

3.5898

3.5904

3.5910

3.5916

3.5922

P02

P4

P3
P2

P1

P41

P31

P21
P11P01

P03

P43

P33

P23
P13

P12

P22 P42
P32

c

L
at

t.
 p

ar
a.

 (
Å

)

Samples

Austenitic Phase

 

Fig. 4.5: (a) Surface weighted domain size, (b) r.m.s. micro-strain and (c) lattice 

parameter variation of the -fcc phase for all deformed samples. 
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The average domain size (Ds) and the r.m.s. micro-strain (<εL
2 >1/2) of both the austenite and 

the martensite phase were evaluated as a fitting parameter from the modified Rietveld 

method. The as-received sample had surface weighted domain size of 1835 (± 14) Å and a 

microstrain of 1.68E-4 (± 1.68E-7) as obtained from the fitting. The microstructural 

parameters (surface weighted domain size, r.m.s. micro-strain and lattice parameter) of the 

austenite phase of all the deformed samples are plotted in the Fig. 4.5(a), 4.5(b) and 4.5(c) 

respectively. The values of domain size and microstrain (of the austenite phase) of the pre-

strained samples (P1, P2, P3 & P4) is plotted in Fig. 4.5. The domain size is lower and 

microstrain is higher than the corresponding values of the as-received samples which is a 

clear signature of deformation. It is also interesting to note that the domain size values of all 

the pre-strain samples are more or less the same. However, there is a small difference in the 

microstrain values among them. The microstrain of the P1 sample is slightly lower compared 

to that of the other three pre-strained samples. This is an interesting observation which may 

be helpful in understanding the higher martensite formation in P1 series. The microstructural 

parameters of the austenite phase of all the fractured samples are significantly different from 

the pre-strained and as-received sample as expected. The domain size values of all the 

samples are more or less same and in the range of 210-280 Å. The decrease in the domain 

size with increasing deformation (pre-strain and fracture) indicates that the significant change 

in the coherent region due to formation of deformation induced defects in the austenitic 

phase. The microstrain values (Fig. 4.5(b)) of the fractured samples (ranging between 1.3 x 

10-3 to 1.8 x 10-3) are greater than that of the as-received and pre-strained samples. This also 

corroborates with the earlier observation and indicates the accommodation of deformation in 

the austenite phase resulting in significant micro-strain within the domain in the samples.  

Fig. 4.6(a) and 4.6(b) shows the microstructural parameters obtained for the 

deformation induced martensite phase. The domain size in the newly formed martensite 
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phase does not show any systematic behaviour as a function of deformation (i.e., there is no 

clear difference between the domain size values of the pre-strained and the fractured sample). 

However, a few observations can be made from Fig. 4.6(a). The deformation induced 

martensite phase in the pre-strained samples and the fractured samples with post-strain rate of 

1 x 10-4/sec (P1-P4, P11, P21, P31 and P41) have coherent regions of similar size ~ 675 (± 

50) Å. However, the domain size of the post strain samples deformed with a strain rate of 10-

3/sec, shows a decreasing trend with increasing pre-strain and pre-strain-rate (P03, P13, P23,  
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Fig. 4.6: (a) Surface weighted domain size and (b) r.m.s.microstrain variation of the 

martensite phase of all deformed samples 

P33, and P43).  On the contrary, the microstrain of the newly formed martensite phase does 

not show any variation among all the deformed samples, except for the sample P1. All the 

samples (except P1) have a relatively high microstrain (between 2.5 x 10-3 and 3.0 x 10-3) 

compared to the austenite phase, with P1 showing even higher microstrain (~3.5 x 10-3). This 

is an important observation that will be invoked at a later part to explain the formation of 

higher martensite fraction in the P1 series samples. It is worth mentioning here that the 

martensite phase due to its lathe-like structure is morphologically different from the more 

isotropic austenite phase and hence may inherently have a large microstrain compared to the 

austenite phase. 
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  The lattice constant of the crystallographic phases is also an important parameter 

during the LPA of the XRD data. Fig. 4.5(c), shows the variation of the lattice parameter of 

the austenite phase of all the deformed samples. The as-received sample has a lattice 

parameter of 3.5941 ± 0.0002 Å. It is clear from Fig. 4.5(c) that the lattice parameter of the 

austenite phase of the deformed samples systematically changes as a function of deformation. 

The pre-strained samples have a lower lattice parameter compared to the as-received sample 

(the change is ~0.05%). The fractured samples show a further decrease in the lattice 

parameter compared to the pre-strained sample. Moreover, the decrease is systematic with 

respect to the post-strain rate used for the deformation of the samples. The samples which 

have been deformed using the strain-rate 1 x 10-4/sec (the lowest in this study) show the 

maximum change in the lattice parameter (~0.14%) with respect to the as-received sample, 

followed by the intermediate strain-rate samples (strain rate 5 x 10-4 /sec and change of 

~0.09%). The samples deformed using the strain-rate 1 x 10-3 /sec (highest post strain rate 

used in this study) shows the lowest change in the lattice parameter (~0.07%) among all the 

fractured samples. The decreasing lattice parameter clearly indicates that the austenite phase 

is subjected to a compressive stress from its surroundings which is the martensite phase 

formed during the deformation. This compressive stress in the parent phase may be one of the 

deciding factor to control the formation of the martensitic phase in the materials [114]. 

  Magnetic measurements on the as-received and deformed samples have been 

performed to substantiate the results of the XRD analysis to understand the martensite phase 

formation. It has to be noted that the magnetic measurements were carried out using small 

pieces of the samples cut close to the fractured surface of the deformed samples. The M-H 

loop was measured for all the samples up to a maximum field of 3 Tesla. In Fig. 4.7, the 

magnetization obtained in terms of the magnetic moment/gm is plotted for a few 

representative samples. Inset of Fig. 4.7 shows the M-H curve for the as-received sample. It  
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Fig. 4.7: M-H loop of a few representative deformed samples. Inset: M-H loop for the 

as-received sample 

is evident from the inset, that there is no sign of saturation of the magnetic moment even up 

to 5 Tesla in the as-received sample. This is typically the behaviour of a paramagnetic sample 

[115]. The magnetic moment (through small) arising in this sample could be due to the very 

small amount of martensite phase (but sparsely dispersed) present in the as-received sample. 

The magnetic moment at 3T is 4.63 emu/gm and the cohesive field (Hc) is ~1.38 x 10-4 Tesla.  

  In order to understand the magnetic contribution in the deformed samples, the 

saturation magnetic moment and the cohesive field of all the samples (except that of the as-

received one) are shown in Fig. 4.8(a) and 4.8(b) respectively. It can be clearly seen from 

Fig. 4.8(a) that the saturation magnetic moment of the pre-strained (P1-P4) samples are lower 

compared to that of the fractured samples, however, the values of all the deformed samples 

are much higher compared to that of the as-received sample. This is a clear indication of the 

formation of the martensite phase (which is magnetic) in the deformed sample. It can also be 

seen from the Fig. 4.8(a) that the nature of the variation of the saturation magnetic moment is 

similar to that of Fig. 4.4. P11 and P12 samples show the highest saturation magnetic 
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Fig. 4.8: (a) Magnetic moment and (b) Cohesive field for all the deformed samples 

moment indicating that these samples have the highest martensite phase. This is in agreement 

with the martensite percentage obtained from the XRD analysis (Fig. 4.4). Fig. 4.8(b) shows 

the coercivity of the samples extracted from the B-H loop data. The pre-strained samples 

show much larger coercivity compared to the fractured samples. This observation is similar to 

that reported earlier by Mumtaz et.al.[116]. They have also reported that the coercive field 

decreases with increasing deformation and have attributed it to the formation the magnetic 

phase of different size and shape [116]. 

  From the above study using XRD and VSM it can be concluded that the amount of 

martensite formed during the deformation of SS304 is highly sensitive to the combination of 

the pre-strain and the pre and post strain rate used for the deformation. Thus among all the 

samples studies, the samples deformed with a strain rate of 10-1/sec to a pre-strain of 0.4 (P1 

series) and then subsequently deformed to fracture with a strain-rate of 1x10-4/sec and 5x10-

4/sec seem to show the highest martensite percentage (Samples P11 and P12). This indicates 

that a high pre-strain rate and a low post strain rate along with a particular pre-strain value is 

a necessary combination to obtain a large amount of martensite. 
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  In order to obtain more detailed information regarding the microstructural difference 

among the pre-strained samples and to ascertain the difference within the P1 series samples 

(i.e., between P11&P12 and P13) the XRD data of some selected samples were analyzed 

using the CMWP analysis. As mentioned earlier, in this method, the strain contribution to the 

XRD line broadening is assumed to be arising due to dislocations alone. Among the fitting 

parameters related to the dislocation contribution to the line broadening, the factor (q) 

signifying the dislocation character (i.e., edge or screw) dictates the contrast factor of the 

dislocations. This has been calculated using the modified W-H method. To estimate the 

theoretical limits of the q value the following procedure has been followed. The contrast 

factors of dislocation in each individual diffraction plane (Chkl) of Fe (fcc) have been 

calculated for different dislocations using the program ANIZC [61]. The edge dislocations 

with slip system <110> {111} and screw dislocation with slip system <110> are considered 

for the analysis. The elastic constants used for this calculation are C11 = 207 GPa; C12=132 

GPa; C44=123 GPa [117].  From the calculated value of contrast factors of different planes, 

the average value of contrast factor for {200} reflection and the value of q are evaluated 

using Eq. 2.17 for both the edge and screw dislocations respectively. The limit of q 

corresponding to edge and screw character is 1.604 and 2.392 respectively. The average value 

of contrast factor for {200} reflection for edge and screw dislocations are found to be 0.292 

and 0.302 respectively. It is worth mentioning here that the theoretical values have been 

estimated using the elastic constants of pure- fcc Fe and variation in the elastic constants due 

to alloying elements may vary the limit of the q values for the edge and screw dislocation. 

  These values of the average contrast factor for all the reflections were initially used 

for plotting the modified W-H plot. Fig. 4.9(a) and 4.9(b) shows the W-H and the modified 

W-H plot of the as-received, pre-strained (P1-P4), P11 and P13 samples. The values are then 
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Fig. 4.9: (a) Williamson-Hall and (b) Modified Williamson-Hall plots for the as-

received, pre-strained (P1-P4) and P11 & P13 samples. 

iterated to obtain a self-consistent solution using the modified W-H equation (Eq. 2.5). The 

new (final) values of q obtained for all the evaluated samples are plotted in Fig. 4.10. 

Comparing these values with the theoretical estimate obtained for the edge and screw 

dislocations, it can be concluded that the dislocations are mostly of edge type is all the 

samples including the as-received sample. 

  The q values of the fractured samples (P11 and P13) are however much lower than the 

calculated limit for the edge dislocation. An important observation of the variation of q is the  
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Fig. 4.10: Dislocation character (q) obtained for the best fit of the modified W-H plots of 

the samples. 
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fact that there is a small but noticeable increase in its value of the P1 sample compared to 

other pre-strained samples. This indicates that the dislocations that are formed in the P1 

sample may be dominantly of screw type, resulting in an increase in the q value. Using the q 

values obtained from the modified W-H plot, the detailed LPA analysis using CMWP method 

was carried out.  
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Fig. 4.11: (a) Volume weighted domain size (DV) (b) Surface weighted domain size (DS) 

(c) Dislocation density and (d) Wilkens arrangement parameter (M*) for different 

deformed samples calculated by CMWP analysis 

  The important parameters such as the domain size (DV), microstrain (DS), the 

dislocation density and dislocation arrangement parameter (M*) of the austenite phase 

obtained (using Eq. 2.18) from the CMWP analysis are plotted in Fig. 4.11. It is clearly 

evident from the Fig. 4.11(a) and 4.11(b) that the domain size (both volume weighted and 
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surface weighted) variation follows a similar trend as observed in Fig. 4.5(a) which is the 

result of MAUD analysis. It can also be observed that the dislocation density (In Fig. 4.11(c)) 

of all the pre-strained samples are almost similar which is concurrent with the results of the 

microstrain values shown in Fig. 4.5(b) and the dislocation density of the fractured samples 

P11 and P13 are higher than the pre-strained samples, which is also similar to the earlier 

results (Fig. 4.5(b)) where the microstrain is higher. However, the arrangement of the 

dislocations in the pre-strained and the fractured samples are drastically different, which is 

evident from the Wilken’s arrangement parameter M* obtained from the CMWP analysis 

(plotted in Fig. 4.11(d)). As pointed out by Gubicza [42] a decrease in the value of M* clearly 

indicates the highly correlated nature of the dislocations which is expected in the fractured 

sample. Among the pre-strained sample, P1 sample shows a lower M* value compared to the 

other samples (P2-P4) which is also an indication that the arrangement of the dislocations in 

the P1 is different from that of the other pre-strained sample. 

 

Fig. 4.12: Band contrast and Phase contrast images for as-received and deformed 

sample 

 

As-received P13 
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In order to gain insight into the differences in the local microstructure of the austenite 

and the martensite phase we have carried out detailed EBSD measurements on various 

deformed samples. The advantage of the EBSD measurement is that one can map the two 

crystallographic phases in the sample in detail and use the data to obtain comprehensive 

understanding of the interface of the two phases. EBSD measurements were carried out on 

only a few selective samples (as-received, P1-P4, P11 and P13). Band contrast images and 

the phase contrast images of the as-received and P13 sample is shown in Fig. 4.12. 

Prominent grains are visible in the band contrast image of the as-received sample. On 

the contrary, no clear grain structure is seen in the deformed sample and there is a clear 

increase in the number of non-indexed points (black colour) in the band contrast image. The 

phase contrast image of the as-received sample reveals the presence of austenitic phase 

(marked as blue) and small fraction of the martensite phase (marked as red). The increase in 

the martensite phase is clear in the phase contrast images of the P13 sample. In order to 

understand the subtle difference between the samples, the phase boundary between the 

austenite and the martensite phase has been analyzed in terms of the lattice correlation 

boundaries (LCB) and the orientation relationship boundaries (ORB) between the two phases. 

The first quantity i.e., the “lattice correlation boundaries” is the measurement of the angular 

relationship between any two crystallographic planes (or directions) of the two phases. Since, 

only the planes are considered, and no specific direction within the planes is specified, the 

LCB values give only a partial relationship between the phases.  Orientation relationship 

boundaries (ORB) are more detailed and give the angular relationship between specific slip 

planes of the two different phases. The LCB and ORB distribution of the interfaces 

boundaries of the austenite and martensite has been calculated. LCB angular distribution was 

calculated considering the highest dense planes ({111} set of planes for fcc structure and 

{110} for bcc structure) of the two different phases, while the ORB distribution was 
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calculated using the two primary slip systems of the phases i.e., {111}<110> for austenite 

and {110}<111> for martensite phase.  

  There are extensive studies on the crystallography of austenite-martensite 

transformations and different crystallographic orientation relationships for the transformation 

of austenite into martensite using Transmission Electron Microscopy [118–123]. Due to the 

small angular difference between the different orientation relationships the experimental 

verification of the relationships become difficult and there is still considerable debate on the 

relative importance of each of them [124]. The fcc-bcc transformations in steels are 

commonly found to follow the Kurdjumov–Sachs (KS) [125] and the Nishiyama–

Wassermann (NW) [118,123] relationships. In both these relationships, the closed packed 

planes of the two crystallographic phases are parallel or nearly parallel (i.e., {111} in fcc || 

{110} in bcc). They differ in only the slip directions considered within these planes, i.e., KS 

relationship assumes <110> || <111> whereas the NW relationship assumes <110> || 

<100>These two relationships differ only by an angular rotation of 5.26 deg [126]. 

  In the present study we have carried out the LCB and the ORB distribution analysis 

from the EBSD measurements. Since the EBSD data is gathered over a large area compared 

to that of the TEM data, the analysis provides statistically average information of the 

boundary characteristics compared to that from the TEM data. The analysis has been carried 

out assuming that all the boundaries between the austenite and the martensite phase follow 

the KS relationship only. If the interface boundaries follow the KS relationship ideally, the 

LCB and the ORB distribution should peak at 0 deg. However, it is observed that most of the 

boundaries formed show a deviation from the ideal value and are spread up to a maximum of 

7-10 deg [127]. In our analysis, we have tried to associate this deviation from the ideal 

relationship to the differences in the martensite percentages observed among the samples. 
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Crystallographically the maximum possible angular deviation that can be expected from the 

KS relationship is 43 deg [127].  
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Fig. 4.13: (a) Lattice Correlation Boundaries and (b)Orientation Relationship 

Boundaries distributions for As-received and two fracture samples 

  Fig. 4.13(a) and 4.13(b) shows the LCB and the ORB distributions for the as-received 

and the two fractured samples of the P1 series (P11 and P13). The LCB distribution (Fig. 

4.13(a)) of the fractured samples P11 and P13 show large distribution of boundaries at low 
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angle (2-7 deg) as compared to as-received sample, where most of the boundaries seem to 

occur near an angle of ~35 deg. This indicates that the boundaries between the austenite and 

deformation induced martensite phases follows the KS criteria. Similarly, from Fig. 4.13(b) 

one can clearly observe that the ORB distribution for the as-received sample peaks near the 

angle of ~42 deg, whereas in P11 and P13 the distribution is maximum at low angle (2-10 

degrees) indicating that the boundaries of the fcc and bcc phases have already aligned as per 

the KS relationship. However, the subtle difference between the P11 and P13 samples can be 

inferred from these graphs. The LCB and the ORB boundaries in the P13 samples mostly 

have their angle of deviation concentrated at the lower angles indicating that the there is 

almost perfect alignment of the two major slip planes in the fcc and bcc lattices following the 

KS relationship. However, for the P11 samples although majority of the boundaries are 

almost closely aligned (angle of deviation between 2-7 deg), some of the boundaries still 

show a larger deviation (angle close to ~35 deg). 
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Fig. 4.14: Lattice Correlation Boundaries distribution for all the pre-strain samples (P1-

P4) 
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  From the results of the detailed XRDLPA analysis which showed a small difference 

between P1 and the other pre-strained samples (P2, P3 and P4), we have analyzed the EBSD 

data of the corresponding samples. The angular distribution of LCB and ORB of the four pre-

strain samples (P1-P4) has been evaluated and are shown in Fig. 4.14 and Fig. 4.15 

respectively. The difference is clearly noticeable in these figures. The LCB distribution 

(Fig.4.14) has a peak between 0-5 degrees for all the pre-strain samples except P1, where 

there is a bi-modal distribution with one peak between 0-5 degrees and other between 30-35  
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Fig. 4.15: Orientation Relationship Boundaries distribution for all the pre-strain 

samples (P1-P4) 

degrees. This bi-modal nature is also seen the ORB distribution of P1 as seen in Fig. 4.15. 

Thus, this observation shows that in all pre-strain samples, highest dense plane and the 

dominant slip systems of the parent fcc phase and the deformation induced bcc phase are 

aligned almost parallel to each other (again satisfying the KS relationship) except for the 

P1.The presence of considerable amount of non-parallel primary slip systems of the two 

phases indicates that a large strain is present in the phase boundaries of the P1 sample as 
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compared to the other pre-strained samples. This was evident from the microstrain values 

obtained from the XRD analysis of the austenite and the martensite phases in the pre-strained 

samples (See Fig. 4.5 and 4.6). The microstrain of the austenite phase in P1 sample is lower 

compared to that of the other pre-strained sample, whereas that of the martensite phase of P1 

is considerably higher than that of other pre-strained samples. It can thus be conjectured that 

the presence of high strain regions act as high energy site for the further growth or nucleation 

of new martensite upon further deformation of the P1 sample. Hence it can be conjectured 

that the pre-strained sample P1 may have the possibility of showing more martensite phase as 

has been observed compared to other pre-strain samples. 

  DSC measurements were carried out on some of the samples in order to give 

supplementary support to the quantification of the martensite formation in this study. Fig. 

4.16 shows the thermograms of the as-received, P1, P11, P13 and P03 samples. The 

endothermic peak observed between 750 K and 950 K in the P11, P13 and P03 samples 
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Fig. 4.16: DSC thermograms of As-received and deformed samples 
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corresponds to the reverse transformation of the martensite phase to the austenite phase [128].  

Hence the area under the curve corresponding to the energy absorbed during the 

transformation is related to the amount of martensite present in the sample. Table 4.1 shows 

the area under the endothermic peak (energy absorbed) obtained for these samples. The 

results clearly corroborate with the results of XRD and VSM measurements, where P11 

shows a greater martensite (greater energy absorbed) compared to P13 and P03 which shows 

almost similar amount of martensite phase (corresponding to similar absorbed energy). 

 The overall important experimental observations can be summarized as follows- 

1. The formation of deformation induced martensite in SS304 is sensitive to the path in which 

the deformation is carried out. 

2. A unique combination of pre-strain, pre-strain rate and post-strain rate seems to yield a 

relatively large amount of martensite within the range of experimental parameters addressed 

in this study.  

3. The LCB and the ORB relationships obtained from the EBSD measurements have helped 

to identify the differences among the pre-strained samples. 

4. Among all the combinations of experimental parameters used in this work, it is observed 

that pre-strain value of 0.4 carried out with a strain-rate of 10-1/sec and a post-strain rate ≤ 5 x 

10-4/sec seems to yield the maximum martensite formation (P11 and P12 samples). 

5. XRDLPA analysis of the pre-strained samples clearly indicates that the P1 sample with a 

pre-strain of 0.4 deformed with a strain rate of 10-1/sec has different microstructural 

parameters compared to the other three. The microstrain of the austenite phase is lower and 

that of the martensite phase higher in this sample compared to others. The nature of the 
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dislocations represented by q indicates that the dislocations in P1 have more screw character 

and the Wilken’s arrangement parameter indicates that the dislocations are more correlated in 

P1 compared to the other three pre-strained samples (P2-P4).  

  The above results can be explained by the mechanism of deformation induced 

martensitic formation as a nucleation and growth process. 

  It is well known that the austenitic-martensitic transformation is accomplished by the 

nucleation of the martensite phase and subsequently its growth [102].  Extensive research on 

the MT has led to the general consensus that there are mainly two routes for the formation of 

the martensite phase, i.e., (1) direct transformation of austenite () to martensite (’) and (2) 

transformation of austenite () to martensite (’) through the martensite -hcp phase [129]. 

However, it is now accepted that the intermediate -hcp is a transient phase [130] and is not 

an essential precursor for ’ [131]. 

SS304 falls under the category of low stacking fault energy material. When the 

samples are deformed at a high strain rate, the formation of large number of shear bands is 

imminent along with increasing probability of intersection of these shear bands. This 

results in martensite formation both in the intersecting points of shear bands as well as in 

individual shear bands as also observed by Ye Tian et.al. [132]. When this pre-strained 

sample is again subjected to deformation, the pre-existing nuclei will act as the preferred 

growth points for the martensite phase. Moreover, new nucleating sites are also formed 

during deformation. The preferred mode of martensite formation is a competitive process. 

It depends on whether the growth of pre-existing nuclei is energetically favourable or 

nucleations of new sites are favourable. The preference for growth to occur from the pre-

existing sites is dependent on the energy of the martensite nuclei. It was seen that the 

microstrain of the martensite phase of the P1 sample is higher compared to that of the 
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other pre-strained samples and the dislocation arrangement parameter (Fig. 4.10(d)) which 

is a measure of the interaction/correlation among the dislocations shows a sudden decrease 

in P1. These may imply that P1 has higher stored energy in comparison to the other pre-

strained samples. It was also observed that the LCB and ORB in P1 sample (indicating slip 

plane alignment between the austenite and the martensite phase) have high angular 

deviations indicating that these boundaries are in a higher energy state compared to that of 

P2, P3 and P4 samples. Hence upon further deformation, the growth of the martensite 

phase in the P1 sample is likely to occur from the pre-existing nuclei as the process is 

energetically favourable. The lower microstrain of the martensite phase in P2, P3 and P4 

samples indicate that upon deformation the growth of the martensite can occur either from 

new nuclei or will require larger strain to initiate the growth during post-strain.  

  Recently, Tao-Ho Lee et.al. have shown that the screw component of a perfect 

dislocation plays a crucial role in the -fccto -hcp martensite transformation [133]. They 

could categorically demonstrate that the screw component of the dislocation induces a 

torsional flow of atomic planes resulting in the nucleation of hcp martensite [133]. In our 

XRDLPA study, we have observed that P1 sample shows an increase in the screw character 

of the dislocations (Fig. 4.10). It can be conjectured that this increase may be an indication of 

the precursor for -hcp formation in this sample compared to the other pre-strained samples. 

Hence the observation that P1 pre-strained sample alone shows a large increase the 

martensite percentage during post strain could be due to the presence of large high energy 

nucleation sites as well as for the formation of -hcp in this sample.  

  Another important observation is that among all the P1 series samples, only those 

with low post-strain rate (i.e.,P11 & P12) showed a large increase in the martensite 

percentage, whereas P13 sample which had the same pre-strain rate but a higher post-strain 
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rate did not show the increase in the martensite percentage. The difference between P11/P12 

and P13 samples is seen in the LCB and ORB distributions as observed in Fig. 4.13(a) and 

4.13(b) respectively. It is clear that P11 still shows presence of ’boundaries with large 

angular deviations as compared to the P13. The martensite phase present in the P1 sample 

having both low and high angle boundaries have grown during the post straining in the P11 

sample compared to the P13 sample. On the other hand, P13 sample shows the growth of 

only the low angle boundaries. In earlier works, it was observed that the high density of pre-

existing dislocations in the austenite increased the resistance to the martensite growth by 

obstructing the cooperative atomic displacement [134,135]. It was conjectured that the 

presence of entangled dislocations may pin or slow down the growth of the phase boundary 

[134,135]. Hence in the P13 sample where the post-strain rate is larger compared to P11 and 

P12, it is expected that the dislocations formed during the deformation are entangled and 

hence prevents the growth of the high angle deviated boundaries. 

  It can be summarized that the volume of the martensite formed during deformation 

can be controlled by adjusting the pre-strain and also the pre-strain rate and post-strain rate. 

These aspects have high importance while determining the process parameters in shop floor 

practices such as ausforming etc. where the increase in the number of nucleating sites as well 

as refining the martensite plate size is the major criteria of the process. This combination of 

the pre-strain and pre and post-strain rate may be highly sample dependent and each alloy 

combination may require a unique combination of these experimental parameters to arrive at 

a higher martensite percentage. 

4.6. Conclusion: 

Tensile coupons of SS304 have been subjected to uniaxial deformation with a combination of 

different pre-strain and pre/post-strain rates. The quantity of the martensitic phase has been 
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obtained from the XRDLPA analysis. The relative quantitative phase measurement using 

VSM (magnetic measurement) and the DSC study has supported the result of XRDLPA 

analysis. The XRDLPA and VSM measurement have shown a few percentage of martensitic 

phase has formed in the pre-strained samples indicating starting or nucleation of new phase. 

All these measurements also show the continuation of the growth of martensitic phase during 

post strain. We have shown that a specific combination of pre-strain (0.4), pre-strain rate (10-

1/sec) and post-strain rates (1x10-4 and 5x10-4/sec) within the experimental parameters used in 

this work yielded a higher martensite fraction. Significant difference in the microstrain (of 

both the austenite and martensite phase) and the dislocation character of the austenite phase 

obtained from the detailed XRDLPA analysis of the pre-strained samples indicate that these 

samples have the necessary precursors for higher martensite growth during the post-straining 

stage. Detailed EBSD analysis of the ’ phase boundary in terms of the KS relationship 

reveals that these pre-strain samples have shown presence of both low angle and high angle 

deviated LCB and ORB’s which would have acted as the nuclei for the growth of the 

martensite phase during the post strain. During the post strain, the growth of the martensite is 

supported only at low strain rates, indicating that the entangled dislocations forming at the 

high strain rate restrict or slow down the growth of the phase boundary which are mainly high 

angle deviated LCB and ORB’s. Overall observation shows that relatively higher strain rate 

makes it possible to nucleate martensitic phase at all probable sites and relatively low strain 

rate helps to grow the high angle deviated nuclei also. Thus this study has clearly shown that 

for tuning the properties of transformation in induced plastic steels, it is necessary to use a 

unique combination of process parameters. 
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Chapter 5   

 

In situ XRD studies of the process dynamics 

during annealing in cold rolled copper 

 

5.1 Introduction: 

 

Property of a well finished material depends on the thermomechanical processes of which it 

has been subjected to, before achieving its final useful form. The final mechanical properties 

of the material such as yield stress, fracture stress and ductility are controlled by the 

microstructural features such as point defects, dislocations, presence of second phase, grain 

boundaries, grain size, grain shape, texture etc. Hence, control over the microstructure is 

important to obtain the desired final properties of the material. In order to control, improve 

and optimise the microstructure i.e. grain size, grain shape and texture of the final finished 

product, a detailed understanding of the physical insight underlying the deformation and 

annealing phenomena is essential [1]. This requires collecting quantitative information 

regarding the detailed microstructural evolution during the thermomechanical process. 

Rolling is a biaxial deformation process during which both compressive and 

longitudinal stresses are applied to the material. In this deformation process, the mobile 

dislocations accommodate the strain produced due to the increase in defect densities inside 

the material which changes the morphology of the internal grain structure of the materials. 

These dislocations are then accommodated in the form of various microstructural features 

(such as cells, domains, sub-grains etc.) inside the grains that are characteristics of the 
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deformed state [136]. The shape of the grain changes with the formation of new grain 

boundary area by incorporation of a large number of dislocations generated during this 

process. These external and internal changes in grain structure results in changes in the stored 

energy of the material. Stored energy of any cold work material represents the elastic energy 

associated with the defects [137,138]. The sum of stored energies accommodated in isolated 

defects, grain boundaries and the interfaces of the domains within the grains represents the 

total stored energy of the deformed material [1]. It may be noted that the amount of stored 

energy in deformed material not only depends on total dislocation density, but also on the 

configuration of dislocations [137] which is dictated by the dislocation stress field [139,140]. 

Dislocation configurations with long range stress fields have higher stored energy compared 

to the arrangement where the dislocation screening is enhanced [137]. In addition to that the 

orientation of the grain determines the slip activity (by the orientation relationship of the slip 

system) which controls the deformation process in the material [141–146]. Therefore, in a 

polycrystalline material, the overall stored energy during deformation is highly related to 

direction of applied stress and grain orientation (texture). The stored energy will thus vary 

from grain to grain depending on its local crystallographic orientation [147,148]. 

For deformed samples, this stored energy will acts as a driving force for recovery and 

recrystallization of the material during annealing [138]. The onset of recovery and the 

completion of recrystallization of a material depend on the amount of stored energy. The 

higher the stored energy, the faster the material will recover and pave way for formation of 

new nucleating sites or defect free grains. Thus, different crystallographic orientations will 

show different time dependence of the release of stored energy during annealing due to the 

different dislocation movement dynamics in each plane [142]. Hence, different set of 

crystallographic planes (hkl) will respond differently to the deformation as well as annealing 

process in the materials. However, in order to achieve the desired properties at the finished 
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stage of the materials, estimation of stored energy as a function of time along different 

crystallographic planes during annealing of a deformed material will have a significant 

impact on selecting the process parameters particularly annealing temperature and time. 

The annealing process involves the decrease in stored energy which corresponds to 

the change in microstructure due to the rearrangement and annihilation of defects. Since, 

annealing behaviour of a material is not only dependent on the overall stored energy but also 

the mobility of defects. Thus, annealing process depends on the spatial distribution of defects 

i.e. the crystallographic plane in which the defects are present [1]. Inhomogeneity of stored 

energy on a local scale will affect the nucleation, whereas the larger scale heterogeneity will 

influence the growth of the recrystallized grains [1]. Hence, it is of high importance and 

significance to study the annealing behaviour of a material with different deformations in the 

light of accumulation of stored energy and distribution of defects. In this work, the detailed 

evolution of defects have been studied and evaluated the amount of stored energy released at 

different crystallographic planes during annealing of 50% and 80% cold rolled Cu samples. 

5.2 Previous Studies and motivation: 

Several studies on deformed Cu have been carried out in detail to understand the annealing 

phenomenon [149–153]. Ph. Gerber et al. [142] carried out studies on evolution of global 

texture during recrystallization of cold rolled copper after various rolling reductions. G. 

Mohamed et al. [154] investigated intergranular work hardening state in moderately cold 

rolled copper and found that the stored energy varied substantially with the initial orientation, 

leading to a strong variation of the recrystallization temperature. The influence of cold 

deformation on the stored energy in other alloys have also been studied with the help of 

neutron diffraction and Electron Back Scattered Diffraction (EBSD) [147,155]. D. Breuer et 

al. [156] estimated the density of dislocations and its arrangement in plastically deformed 
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copper using XRD. T. Rzychon et al. [157] determined the changes in microstructure during 

compression and oscillatory torsion of deformed copper by XRD line broadening. K. Piekos 

et al. [144,158] observed stored energy distribution with respect to crystal orientation in 

polycrystalline copper experimentally as well as using stochastic vertex model of 

recrystallization. They observed that the release of the stored energy followed a complicated 

process and was highly orientation dependent. L. Liu et al. [159] has measured stored energy 

and recrystallization temperature in polycrystalline copper as a function of rolling strain. C. 

Deng et al. [143] have estimated the bulk stored energy of cold rolled tantalum by differential 

scanning calorimetry (DSC) along with the evolution of microstructure.  R. D. Doherty et al. 

[160] described the fundamentals of recrystallization with the understanding of as-deformed 

state on different metals. D. Mandal et al. [153] studied the effect of grain boundaries on the 

stored energy at different grain size of the cold worked copper. J. Schamp et al. [161] 

concluded that the recrystallization is non-homogeneous across the cross-section of the 

electrolytic tough pitch (ETP) copper wire by measuring the stored energy using DSC. Other 

studies [136,162] have also been carried out to assess the static and dynamic stored energy on 

deformed copper. However, the temporal release of stored energy at various deformations 

and temperature with respect to different crystallographic planes and also the process 

dynamics involved in releasing the stored energy have not been studied so far. 

5.3 Brief description of the work: 

In this work, the microstructural evolution during annealing of deformed electrolytic copper 

has been followed using in-situ high temperature XRD technique. Detailed XRDLPA 

analysis of the XRD data of different crystallographic planes of the deformed sample was 

carried out to follow the temporal evolution at different temperatures. The stored energy has 

also been estimated from the XRD data using modified Stibitz formula [148,163]. However, 

this formula is only a first order approximation and the error associated in estimation may be 
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relatively high [164]. Nevertheless, in view of the fact that the main aim of this work is to 

understand the dynamics of the release of stored energy along different crystallographic 

planes with respect to temperatures, although the absolute value of the stored energy is not 

necessarily important. The overall stored energy of the samples has also been measured by 

DSC at different deformations to corroborate with the estimation by XRD. It is to be 

mentioned that the other important consequences of deformation and/or annealing such as 

orientation of individual grains or texture has also been partly addressed. Here, 50% and 80% 

cold rolled deformed samples were chosen for carrying out the study of the release of stored 

energy using the X-ray diffraction technique. The higher percentage of deformation offers the 

advantage of substantially higher initial stored energy (hence higher peak broadening). Hence 

the temporal release of stored energy at higher deformations and temperatures can be 

followed in the lab time scale and the corresponding higher peak broadening in XRD data can 

be clearly analysed to follow the evolution as a function of time. Though the 90% cold rolled 

specimen is the highest deformed among all, it was not considered because the sample was 

quite thin (0.5 mm) to handle for EBSD sample preparation which involves grinding, 

polishing and etching. The intermediate deformation percentages (60% and 70%) were not 

chosen because, a large difference in the initial stored energy (i.e., between 50% and 80%) 

can give rise to clear difference in the time scales of the annealing processes. 

5.4 Experimental procedure: 

5.4.1 Sample description and preparation: 

In this study, electrolytic copper was used and its composition is given in Table 5.1. 

The electrolytic copper sheet was cold rolled from 20% to 90% at room temperature. The as-

received copper sheets (thickness 5 mm) were rolled and samples with different reduction 

(from 20% to 90% -except 30%) were obtained in this study.  Each 10% reduction was 

achieved by the same ten number of passes. During the deformation process, no thermal 
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annealing was carried out in between the different percentage reduction. This ensured that the 

deformation was a cumulative process. Small samples were prepared by procedure detailed in 

section 2.2.2, Chapter 2.These as-deformed samples were then systematically characterised 

using optical microscopy and X-ray diffraction.  

Table 5.1: Composition of the Copper sample 

Element O Ag S Fe Ni Sn As Pb Sb Cu 

Amount in 

ppm 

270 25 14 10 8 5 4 3 3 Bal. 

5.4.2 Optical Microscopy: 

Initial characterisation of the as-received and the deformed samples have been carried out 

using optical microscopy. The polished samples were chemically etched using Ferrous-

chloride solution and the microstructure was observed using Carl Zeiss, Inverted Optical 

Microscope. In order to observe the changes due to annealing, the optical micrograph of the 

annealed samples was also observed after proper sample preparation.  

5.4.3 X-ray diffraction measurements: 

X-ray diffraction (XRD) profiles from as-received and all deformed samples were recorded 

using Bruker D8 Advance X-ray diffractometer using Cu Kα radiation. The data was collected 

in the 2θ range of 40 to 100 with a step size of 0.02 using the room temperature stage. The 

collection time given for each step was 1 sec/step for full profile scan at room temperature 

and 0.5 sec/step for single peak scan during high temperature dynamics study. The 

instrumental broadening was corrected by using the XRD data obtained from Si powder 

(NIST standard SRM 640) with the same experimental parameters. 

The high temperature XRD study was required to carry out in-situ measurement at 

different temperatures and different crystallographic planes to understand the defect evolution 

as a function of time in the deformed samples. In order to identify the suitable temperatures 
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for this in-situ XRD study, an ex-situ experiment was carried out. Samples of 80% deformed 

sheet were soaked in a (temperatures 400 K, 414K, 441K and 471K) Silicone oil bath for 15 

minutes which was preheated using a magnetic stirrer attached with thermostat. The samples 

were then characterized using X-ray diffraction using the same experimental parameters as 

mentioned earlier. 

For the in-situ studies, small samples of 50% and 80% rolled copper sheet were 

polished carefully and mounted on the high temperature XRD stage consisting of a Platinum 

(Pt) strip heater using small amount of thermally conducting silver paste. The sample used in 

the high temperature XRD stage were thinned down to less than 0.2 mm to satisfy the 

focussing condition of the Brag-Brentano geometry. The whole stage was evacuated and the 

vacuum was maintained better than 5×10-5 mbar during the experiment so that the sample did 

not oxidise. Time dependent annealing study was carried out at three different temperatures 

(458K, 473K and 488K chosen from the initial ex-situ study). Samples were heated at a rate 

of 2 K/sec, up to the desired temperature and then the X-ray scan of any one crystallographic 

peak (e.g. {111}, {200} and {220} etc.) was taken as a function of time. In all cases, a 

freshly-prepared sample was taken from the rolled sheet to collect the data for a particular 

{hkl} plane and also for different temperatures. The data collection time of each {hkl} plane 

was chosen after optimizing the peak to background ratio for obtaining an acceptable peak. 

The 2θ range for the scans was also determined such that the desired amount of background 

points is available on either side of the peak to carry out further XRDLPA analysis. Each 

peak evolution was followed up to a time till no change in the integral breadth of the peak is 

observed for a few successive peak profile measurements. This indicated that the 

microstructural evolution (as observed by XRD) has reached its saturation for this particular 

temperature. The time coordinate was calculated from the time stamps at the beginning and 

end of each scan provided along with the data saved after each scan by the XRD data 
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collection program. The actual time corresponding to each scan is calculated as follows: After 

mounting the sample, the temperature was set using the programmable Eurotherm controller 

provided with the XRD high temperature stage. When the set value is reached, the XRD 

instrument starts collecting the data and the time is designated as ti (which includes the time 

for the source and the detector to move to the required 1 angle). If the time taken for 

scanning the particular peak is taken as t = t(2) - t(1), then the time of each scan is 

calculated as tn = ti + (n-0.5)*t. 

5.4.4 Electron backscatter diffraction (EBSD): 

Electron microscopy studies were also carried out for more detailed understanding of the 

microstructural changes among the deformed and annealed samples, using FESEM (Carl 

Zeiss Supra 55). Electron Back Scattered Patterns (EBSP) was captured with a beam voltage 

of 20 kV, step size of 0.3 µm, at a working distance of 16 mm and a 70◦ tilt angle of the 

sample. The polished surface was electrochemically etched by D2 electrolyte (supplied by 

Struers), to obtain an optimum microstructure with high indexing ratio. In each case, the 

sample was mounted with the rolling direction parallel to the horizontal direction of the 

EBSD sample mount. Use of electrochemically etched sample ensured that the optimum 

microstructure could be obtained with high indexing ratio. 

5.4.5 Differential scanning calorimetry (DSC): 

The overall stored energy of the deformed samples was measured on both the 50% and 80% 

rolled samples using DSC/TGA attachment of the Simultaneous Thermal Analyser (Netzsch 

STA 449F1) to compare with the measured stored energy using XRD. Small pieces (~ 60-80 

mg) of the deformed samples from the rolled sheets were used for this study. The experiment 

was carried out at a heating rate of 40K/min on both the samples up to 873K. Two 

consecutive runs were carried at the same heating rate for calculation of the quantitative 
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stored energy. Ultra-high pure argon gas (5N purity) was used to protect the sample against 

oxidation during the entire experiment.  

5.5 Results and Discussion: 

The results were divided into two parts (deformation and annealing) as described below-  

5.5.1 Deformation Study: 

Deformation causes the microstructural changes in various ways where the shape of the grain 

changes depending on the direction of deformation and this leads to a large increase in the 

total grain boundary area [1]. For cubic metals, the main mechanism of deformation is 

slipping and twinning. The slipping mechanism is mostly predominant for the metals with 

high stacking fault energy [23]. Though copper has stacking fault energy of 78 mJ m-2 [23], it 

is still considered to be moderately high [165] and the mechanism of deformation of Cu is 

primarily by slip followed by twinning. The essential difference between the deformed and 

the annealed states lies in the dislocation content and their arrangement. It is well understood 

that the evolution of the microstructure during recovery and recrystallization is determined by 

the deformation microstructure based on the density, distribution and arrangement of the 

dislocations [1]. Hence, it is of utmost importance to study the microstructure (grain size and 

shapes, domains size (the coherent size of the crystal determines by the dislocation cells 

within the cell blocks), micro-strain inside the domain), stored energy along different 

crystallographic planes and also the overall stored energy in the deformed material. In this 

study, the deformed samples were characterised using various techniques to understand the 

dislocation and its arrangement and its manifestation in the different length scales. 

(a) Micro-graphical study: 

The grain morphology of as-received and deformed samples was characterised by optical 

microscopy as well as with the help of FESEM using the EBSD technique. Fig. 5.1 represents 
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the optical micrographs of as-received, 50%, 60%, 70% and 80% rolled samples. All the 

rolled samples clearly reveal the effect of deformation on the grain morphology. The as- 

 

Fig. 5.1: Optical Micrographs of As received and rolled copper samples (50%, 60%, 

70% and 80% rolled samples) 

received sample shows clear well-defined grains with an average grain size of about 30 µm. 

During the deformation process, grains are becoming elongated along the rolling direction. 

The figure clearly shows the ductile nature of the Cu sample in which higher the deformation, 

larger the elongation of the grains (The red arrows in the optical micrograph shows the 

rolling direction and the elongation is also along the same direction as expected) 

The deformation microstructure is more clearly evident in the EBSD micrographs as 

shown in Fig. 5.2(a), 5.2(b) and 5.2(c) for as-received, 50% and 80% rolled samples 

respectively. The 50% rolled sample shows a smaller grain size with irregular grain 

boundaries whereas, the 80% rolled sample clearly shows the elongated structure with highly 

As-received 50% Rolled

80% Rolled70% Rolled

60% Rolled

50 m
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irregular boundaries. The small angle grain boundaries have been generated using the EBSP 

with a minimum and maximum misorientation angle of 2 deg and 15 deg respectively.  

 

 

Fig. 5.2: EBSD Band contrast image of (a) As-Received, (b) 50% rolled and (c) 80% 

rolled sample 
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Fig. 5.3: Relative frequency distribution of misorientation angles of (a) As-Received, (b) 

50% rolled and (c) 80% rolled sample 
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Using the HKL Channel 5 software, the relative frequency distribution of the 

misorientation angle between two consecutive EBSP has been evaluated for as-received, 50% 

rolled and 80% rolled samples and presented in Fig. 5.3. The EBSD micrograph and relative 

frequency distribution of misorientation angle of the 80% rolled sample (Fig. 5.2(c) & 5.3(c)) 

reveals a significantly larger fraction of low misorientation angles as compared to 50% rolled 

sample (Fig. 5.2(b) and 5.3(b)). Another parameter that can be used to understand the effect 

of deformation is the band contrast (BC) of the EBSP [166]. It is a quality factor derived from 

the Hough transform that describes the average intensity of the Kikuchi bands with respect to 

the overall average intensity within the EBSP [165]. 
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Fig. 5.4: Relative frequency distribution of band contrast of (a) As-Received, (b) 50% 

rolled and (c) 80% rolled sample 
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The values are scaled to a range from 0 to 255 (low to high contrast). In general, the 

grain boundaries and deformed regions tend to be darker than the interior of the well 

recrystallized grains [18]. Similar parameters (such as pattern quality, image quality etc.) 

defining the quality of the Kikuchi pattern generated in an EBSD have been used recently to 

understand a qualitative difference in the microstructure in the deformed, recovered and 

recrystallized stages of a sample [18,155,166,167]. The histogram of the BC values obtained 

in the three samples are shown in Fig. 5.4(a), 5.4(b) and 5.4(c) respectively and it can be 

clearly seen that the histogram becomes broader and the peak gradually shifts to a lower gray 

value with increasing deformation. 

(b) X-ray diffraction studies: 

The X-ray diffraction pattern of the as received and the deformed samples are shown in Fig. 

5.5. It is clearly observed that there is a systematic increase in the intensity of the {220} peak 

and a decrease in the {111} peak in the rolled samples respectively compared to the as  
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Fig. 5.5: X-ray diffraction patterns of all the rolled samples with as-received sample 
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received sample. A significant broadening of the diffraction peaks of the deformed samples is 

also observed indicating that the deformation has introduced changes in the internal structure 

within the grains causing the formation of substructure (domains) inside the grains and the 

micro-strain inside the domains [1]. During cold rolling, a large number of dislocations are 

introduced in the material but these may not be randomly distributed in the material. These 

dislocations are accommodated into the material in a variety of ways including creation of 

internal boundaries. In order to decrease internal energy, the individual dislocations arrange 

themselves creating substructures within the grains. It is seen that in case of copper  rolled to 

low strains, the microstructure consists mainly of cells or domains (tangle of dislocations) 

and also thin plate like micro bands [1,165]. 

To get a qualitative idea of the texture evolution, a relatively old method using the 

relative intensity ratios of the different crystallographic planes has been used. In this method 

the relative intensity ratio of each {h’k’l’} plane of the deformed sheet was calculated using 

the following equation - 

(IR)h’k’l’=(Ih’k’l’/Ihkl)/∑(Ih’k’l’/Ihkl)                                            (5.1) 

Where, the unprimed and primed indices indicate corresponding Bragg reflections of the as-

received and the deformed samples. The relative intensity ratio of each {hkl} plane has been  
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Fig. 5.6: Relative Intensity Ratio for different {hkl} Planes 
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plotted with respect to rolling percentages (as shown in Fig. 5.6). This plot clearly reveals the 

preferred orientation of {220} crystallographic plane (parallel plane to {110} set of planes). 

This type of texture formation is generally observed when the compressive stress is 

dominating over the tensile stress during the rolling process. 

In a rolling process, the sample is subjected to biaxial stress i.e. (i) tensile stress along 

the rolling direction and (ii) compressional stress in the direction normal to the rolling plane 

as shown in the Fig. 5.7(a) and 5.7(b). The thickness reduction during each pass determines 

the compressional stress and the rolling speed determines the tensile stress. Type of texture 

formation during rolling depends on which among the two stresses (compressional or tensile) 

is dominating during the deformation. In fcc copper, the major slip system is {111}<110> 

[23]. The increase in the peak intensity of the {220} peak as seen in Fig. 5.5 and 5.6 indicates 

that the {110} planes are preferentially oriented along the rolling plane during the 

deformation process. It is well understood that during the rolling process (shows in Fig. 

5.7(a)), if the compressive stress is more than the longitudinal stress, then the majority of 

{220} planes tend to orient along the rolling plane [168]. This is because, the {111}<110> 

slip system becomes active and tend to align the {111} (as explained in Fig. 5.7(b)) planes  
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perpendicular to the rolling plane and since <110> is the slip direction, the corresponding 

{110} planes tend to align parallel to the rolling plane containing the rolling and the 

transverse directions. 

Domain size and microstrain evaluation: 

The X-ray diffraction line profile analysis (XRDLPA) was used to evaluate the 

microstructural parameters such as domains size and micro-strain inside the domains 

generated due to the deformation inside the materials. This measurement helps to understand 

more details of the deformation effect on the materials. The surface weighted domain size 

(𝐷𝑠) and the average microstrain values < 𝐿
2 >

1

2 were obtained by the modified Rietveld 

technique (using LS1 and MAUD) [8,67] which was described in detailed at the chapter 2. 

The microstructural parameters obtained by this LS1 program for the 50% and 80% rolled 

samples are shown in Table 5.2. The volume weighted domain size (𝐷𝑣) along different {hkl} 

planes was also calculated using Scherrer equation (Eq. 2.2) after the appropriate 

instrumental broadening correction [57]. The integral breadth () was calculated considering 

that the peak profile follows the Lorentzian function. The peaks could not be fitted with a 

Gaussian or a pseudo-Voigt function which implies that the strain contribution to the 

broadening is almost negligible. The values of the corrected 𝐷𝑣 are also given in Table 5.2. It 

is clearly seen from the Table 5.2 that both 𝐷𝑣 and 𝐷𝑠 decreases with increasing deformation 

resulting in smaller coherent region or domains, but the values of the microstrain did not 

change with deformation. Copper being a material with medium stacking fault energy 

[23,165], the mode of deformation in some grains may be accommodated by two mechanisms 

namely slipping and twinning. It is also observed that the relative shift in 2 is not significant 

in case of both 50% and 80% rolled samples as compared to as-received sample. Hence, it 

may be possible that the stacking faults are absent even after 80% deformation. With the 
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increase in strain, the dislocation initially forms the cell structure and subsequently the 

deformation is accommodated by twinning [1,165] and the amount of which increases with 

increasing deformation. However, we could not observe any deformation twins in FESEM as 

these may be extremely fine. Humphrey et.al. [1] have reported that the thickness of these 

twins is in the range of 0.2-0.3 nm which may not be possible to observe in either XRD or in 

the EBSD measurements. 

Table 5.2: Volume weighted domain size DV (calculated using Scherrer formula) of 

different {hkl} planes and surface weighted domain size DS and microstrain  

(calculated by modified Rietveld technique LS1) of the as received and deformed 

samples. 
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Fig. 5.8: Representative modified Rietveld fitting (by MAUD) of the 80% rolled sample 

 

Sample 

Domain 

size  (Dv)  

of {111} at 

RT (Å) 

Domain 

size  (Dv)    

of {200} at 

RT  (Å) 

Domain 

size  (Dv)    

of {220} at 

RT (Å) 

Domain 

size  (Dv)    

of {311} at 

RT  (Å) 

Average 

Domain size  

(Ds) 

(Å) 

Microstrain 

() 

 

As 

received 
487.3 274.0 338.6 253.4 ---- ---- 

50%rolled 355.3 279.6 269.6 196.3 294 8.6x10-4 

80%rolled 327.6 213.9 261.5 163.2 245 8x10-4 
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Fig. 5.9: The variation of (a) Average domain size (Davg) and (b) Average microstrain 

(avg) with rolling percentage obtained by MAUD analysis 

Detail microstructural analysis was also carried out (using MAUD software) on all the 

rolled samples.  Fig. 5.8 shows a representative MAUD fitting of the 80% rolled sample. 

Average domain size (Davg) and the average microstrain (avg) were calculated after correcting 

for the anisotropy and the texture as outlined in Chapter 2. 

The average domain size and microstrain variation are shown in the Fig. 5.9(a) and 

5.9(b) respectively. Domain size is systematically decreasing and the microstrain is 

increasing with increasing deformation. This indicates that the formation of lower angle 

misorientation boundaries and increasing lattice strain with increased percentage of rolling. 

Calculation of stored energy: 

Rajmohan et.al. [148] have used a modified Stibitz [163] formula for calculating the stored 

energy [𝐸<ℎ𝑘𝑙>] along different crystallographic orientations [148] using direction dependent 

elastic modulus [𝑌<ℎ𝑘𝑙>] & Poisson’s ratio [𝜈<ℎ𝑘𝑙>] as given below. 

𝐸<ℎ𝑘𝑙> =  
3

2
𝑌<ℎ𝑘𝑙>

(
∆𝑑

𝑑
)

2

(1+2𝜈<ℎ𝑘𝑙>
2)

                                   (5.2) 

Where, 𝑌<ℎ𝑘𝑙> is the Youngs modulus and 𝜈<ℎ𝑘𝑙>is the Poisson’s ratio which are both 

direction dependent. The relative change in the lattice spacing (
∆𝑑

𝑑
) can be obtained from the 

broadening of the X-ray diffraction peaks using the following relation: 
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(
∆𝑑

𝑑
) =

𝛽

2 tan 𝜃
                                                                  (5.3) 

Where, 𝛽 is the integral breadth after instrumental broadening correction at the Bragg angle 

2𝜃 as explained in the previous section. 

The values of the stored energy along the planes {111}, {200}, {220} and {311} have 

been estimated using the direction dependent 𝑌<ℎ𝑘𝑙>and 𝜈<ℎ𝑘𝑙> and are presented in Table 

5.3 as a function of deformation. It is evident from Table 5.3 that the stored energy is highly 

orientation dependent and the value of stored energy is more in the highest atom density 

planes (i.e. {111} for fcc materials) as compared to the other planes even in the as-received 

samples. The stored energy has increased in all the planes with increasing deformation with 

the change being maximum in the {111} plane. The other planes show a relatively lower 

increase in the stored energy. {111} crystallographic plane being the slip plane can 

accommodate more dislocations and hence show a greater increase in stored energy as 

compared to other planes. It should be noted that the error in full width at half maximum 

value was high for the peaks with low signal to noise ratio ({311} XRD peak) and also low 

intensity values. 

Table 5.3: Stored Energy of different {hkl} planes of the As-received, 50% and 80% 

rolled samples 

(C) Differential Scanning Calorimetry (DSC): 

The stored energy provides the driving force for recovery and recrystallization  at the time of 

annealing [1,163]. Hence it is necessary to quantify the overall stored energy in both the 

samples which will help to determine the approximate annealing temperature. Fig. 5.10 

Sample SE of {111} at 

RT (J/Mole) 

SE of {200} at 

RT (J/Mole) 

SE of {220} at 

RT (J/Mole) 

SE of {311} 

at RT 

(J/Mole) 

As received 10.48 7.48 5.22 4.79 

50% rolled 19.92 7.15 8.09 7.73 

80%  rolled 23.17  12.24 8.63 11.35 
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shows the DSC curves of the 50% and 80% rolled samples heated at a rate of 40K/min after 

the baseline correction. It is clearly seen that the peaks are obtained at temperature of 592K 

and 552K for 50% and 80% rolled samples respectively.  
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Fig. 5.10: DSC curves of 50% rolled and 80% rolled samples 

The area under the curve of the peak gives a measure of the stored energy. It is found 

to be 38 J/mole and 46 J /mole for 50% and 80% rolled samples respectively as seen in Fig. 

5.10. These values corroborate with the studies done by L. Liu et. al. as a function of strain in 

pure copper [159].  

It is evident that the stored energy of the 80% rolled sample is larger as compared to 

the 50% rolled sample. Moreover, the release of the stored energy is found to occur at a lower 

temperature for the 80% deformation. It is well known that the stored energy causes the 

recovery and the recrystallization process to occur at a lower temperature [169,170]. This 

may be attributed to the fact that smaller activation energy is required to release the overall 

stored energy for the 80% rolled sample, causing the process to start at a lower temperature. 



126 
 

5.5.2. Annealing Study: 

When a deformed material is annealed, recovery and recrystallization occur resulting in the 

formation of defect free grains and thus restoring the property of the material to a significant 

extent [23,136]. During the recovery process, the microstructural changes are very subtle and 

occur on a small scale while new defect free grains are nucleated and subsequently grown 

during the recrystallization process [1]. A division between recovery and recrystallization is 

thus difficult to define; since recovery mechanism plays a crucial role in nucleating 

recrystallization [160]. As recovery lowers the driving force for recrystallization, a significant 

amount of prior recovery may in turn influence the nature and kinetics of recrystallization 

[168–171]. The evolution of recovery and recrystallization processes in a material depend on 

the extent of deformation (stored energy in the sample) and also on the nature of the material 

i.e., the stacking fault energy, impurities etc. [1]. As observed in the last section, the 

accumulation of stored energy is highly orientation dependent and thus it is expected that the 

release of the stored energy along different crystallographic orientations will show a different 

behaviour as a function of time.  The in-situ study follows the release of stored energy with 

time at a particular temperature to understand the dynamics of recovery and recrystallization. 

The temperatures for the dynamic study were chosen based on the information from 

the reported literature [142]. Ph. Gerberet.al. [142] have observed that for 90% and 70% 

rolled pure Cu sample recrystallization of pure Cu starts at around 398 K and 448 K and ends 

at 473 K and 573 K respectively.  

(a) X-ray diffraction studies 

The XRD profiles of the ex-situ heated copper samples are plotted for all the four 

temperatures in the Fig. 5.11(a). From this XRD patterns, the relative intensity ratio of each 

crystallographic planes are calculated using Eq. 5.1 and plotted in the Fig. 5.11(b). It is 

evident from Fig. 5.11(b) that in between 441 K and 471 K recrystallization has started and 
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the {200} cubic texture has formed (the relative intensity ratio of {200} plane has changed 

between 441 K and 471 K). Hence, the in-situ annealing study has been carried out at three 

different temperatures 458 K, 473 K and 488 K to understand the dynamics of annealing 

process. 
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Fig. 5.11: (a) The XRD profile of annealed 80 % rolled copper sample in silicon oil bath 

at different temperature (b) Relative intensity ratio plot of the annealed sample at 

different temperature 

(b) 
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The primary slip system in the fcc copper material is {111}<110>. As a result, the 

two major crystallographic planes which show prominent changes in the values of the 

integrated intensity during the deformation process are the {111} and the {220} planes. Also, 

at the time of recrystallization, it was observed (in Fig. 5.11(a) and Fig. 5.11(b))from the ex-

situ annealing study that cubic texture (alignment of {200} planes) has formed. Hence the in-

situ annealing experiment using high temperature XRD has been carried out on these three 

crystallographic planes ({111}, {220} and {200} planes) only. 

The intensity variations of the three crystallographic planes ({111}, {200} and {220} 

planes) during the annealing of 80% rolled Cu, have been plotted in the Fig. 5.12 (a, b and c). 
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Fig. 5.12: Intensity variation of the XRD profile of (a) {111, (b) {200} and (c) {220} 

planes during annealing at 458 K of 80 % rolled Cu 

The intensity of the {111} and {200} planes systematically increase during the annealing 

(Fig. 5.12(a) and 5.13(b)). On the other side, the intensity of the {220} plane at first increases 

and then decreases with annealing time (Fig. 5.12(c)). 

Domain size variation along different crystallographic planes: 

The single peak analysis of the XRD peaks of {111} and {220} set of planes has been 

performed to characterise the in-situ evolution of microstructure with time at different 

temperatures for 80% rolled sample. The corrected integral breadths of {111} and {220} 

peaks as a function of time are evaluated after correcting for the instrumental broadening and 

the Debye Waller factor at 458K and 473K. The volume weighted domain sizes for {111} 

and {220} planes are estimated using the Scherrer’s equation (Eq. 2.2) [57] and plotted as a 

function of time. Fig. 5.13(a) and 5.13(b) reveal that at two different temperatures, a distinct 

variation in the size of the domains in {111} and {220} planes are observed as a function of 

time at the initial stage for both the deformed samples. 

 



130 
 

20

40

60

80

100

120

0 1210842

 

 

473 K

D
o

m
a

in
 S

iz
e
 (

n
m

)

Time (hours)

458 K

    {111}

80% rolled
(a)

6

20

40

60

80

100

12108642

 

 

458 K

473 K

D
o

m
a
in

 S
iz

e
(n

m
)

Time (hours)

    {220}

80% rolled

0

(b)

 

Fig. 5.13: Domain Size variation on (a) {111} planes and (b) {220} planes at two 

temperatures 458 K and 473 K 

The domain size increases rapidly followed by a saturation for {111} and {220} peaks 

at 473K. But the rise in the domain size is observed to be gradual following a straight line at 

the initial stage and then saturates with time at an annealing temperature of 458K. In the 

heavily deformed sample, recovery occurs prior to recrystallization primarily with the 

changes of dislocation structure in the material. It is to be noted that recovery and 

recrystallization are competing processes and both are driven by the stored energy of the 

deformed state [1]. Initially there is a rearrangement of dislocations followed by annihilation 

which causes increase in the domain size. This may be considered as the recovery stage and 

the onset of saturation in the domain size as the start of recrystallization stage. The variation 

in the profile of the evolution of domain size at two different temperatures (Fig. 5.13(a) and 

5.13(b)) may have occurred due to the difference in the amount of thermal energy supplied to 
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the deformed material. Hence, the increase in annealing temperature causes a significant 

amount of prior recovery at a much lower time.  

Measurement of stored energy in different crystallographic planes: 

Fig. 5.14 shows the variation of the stored energy with time as calculated using Eq. 5.2 for 

the 80% rolled sample from the diffraction peak broadening along the {111} planes in a 

semi-log plot. The variation along {111} planes is monotonic (similar to an exponential 

decay) at the three different temperatures.  
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Fig. 5.14: Stored Energy variation in {111} planes at three temperatures 458K, 473K 

and 488K on 80%rolled Cu. The red line shows the fitted curves (for 458 K and 473K 

except 488K because of smaller variation). 

It is worth noting that the saturation values of the stored energy at the end of the experiments 

for all the three temperatures are same (within the error bar) which gives good confidence in 

the experimental procedure. Fig. 5.15(a) and 5.15(b) show the stored energy release with time 

along the {220} planes for the 50% and the 80% rolled samples at the temperature 458K and 
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473K respectively. It can be clearly seen that the nature of the variation of the SE with time 

in the {220} planes (Fig. 5.15) is quite different compared to that of {111} planes (Fig. 5.14). 
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Fig. 5.15: Stored Energy variation for {220} plane at two temperatures 458 K and 473 K 

on (a) 50% rolled and (b) 80% rolled. The red line shows the fit of the data. 

The curve shows two distinct regions: a smaller decrease in the stored energy in the early 

stage (which will be called as stage I) and then an exponential decay (which will be called as 

stage II), almost similar to the behaviour of {111} set of planes (Fig. 5.14). The time 

corresponding to the change-over between the two kinetics is significantly different in the 

two deformed samples (marked by arrows in Fig. 5.15(a) and 5.15(b)). The change is found 

to occur at a lower time for 80% deformed sample as compared to 50%, which is expected. In 

the initial stage, recovery occurs by the rearrangement and annihilation of dislocations and 

the stored energy vs time curve shows different time dependence compared to that in the 

second stage which arises due to the initiation of recrystallization processes seen in Fig. 5.15. 

Since, the amount of stored energy is the driving force of recrystallization, the onset of 

recrystallization occurs at a lower time for higher deformation (80% deformation). This is 

also evident from the clear signature of the initial increase in intensity for {220} peaks due to 

recovery followed by a sharp decrease due to the formation of recrystallized texture as seen 

in Fig. 5.16. This phenomenon could not be observed for the {111} planes as the release of 



133 
 

stored energy and the dynamic process of annealing are so fast that it could not be followed 

within the laboratory time scale. 
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Fig. 5.16: Stored Energy and Peak Intensity variation for {220} plane at temperature 

458 K on 80% rolled Cu 

The faster dynamics in the {111} can be explained by considering the fact that this 

plane has the highest planar density of atoms and the initial stored energy is highest (Table 

5.3) indicating that this plane can accommodate more dislocations during the deformation 

process and subsequently on annealing, the stored energy is released at a much faster rate by 

the faster annihilation of dislocations.  

These dynamic processes of annealing responsible for release of the stored energy can 

be mathematically modelled in the following way. Recovery and recrystallization are the 

primary process involved in the change in the stored energy of the deformed material. 

Recovery involves the movement of the dislocations and subsequently their annihilation 

causing a decrease in the stored energy, and recrystallization involves the process of 

nucleation and growth of new defect free grains which is also again driven by the stored 
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energy in the material. The kinetics of these two processes will hence determine the overall 

variation of the stored energy as a function of time. In a medium stacking fault energy 

material, the mobility of the dislocation is reduced [172] and hence the movement of the 

dislocations can thus be considered to be restricted to quasi two dimension and can be 

modelled as a second order process. The recrystallization on the other hand is restricted to the 

boundaries of the grains and the interfaces, and hence can be modelled as a first order process 

[1,173]. As we clearly see from the experimental results above, the kinetics of the release of 

stored energy is different along the {111} and {220} crystallographic planes in the 

experimental duration. Hence, it can be conjectured that the time scale of the two processes 

involved in the release of the stored energy is different along the two planes. This is expected 

because, {111} set of planes have a higher stored energy and would thus have a lower 

activation energy compared to the {220} set of planes. The stored energy variation is thus 

fitted to the following equation. 

 𝑆𝐸(𝑡) = 𝑆𝐸𝑡=∞ +  𝐴𝑒
−(

𝑡+𝑡0

𝜏1
)

2

+  𝐵𝑒
−(

𝑡+𝑡0

 2
)
                               (5.4) 

Where, 1 and 2 are the time constants of the second order (recovery) and the first order 

(recrystallization) process respectively. A time ‘t0’ has been included in the two terms to 

account for the experimental delay time (required to be introduced to account for the time 

during which both the processes have already began before the start of the experimental 

observation). Coefficients A and B give the relative contribution of recovery and 

recrystallization process to the dynamics. The stored energy variation has been fitted using 

this equation and the values obtained are tabulated in Table 5.4. The fitting curves are 

superposed on the experimental data in Fig. 5.14, 5.15(a) and 5.15(b). It can be seen from the 

Table 5.4 that the time constants of the two processes are varying systematically with 

temperature as well as the deformation. In the 80% rolled sample, the time constants of the 
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recovery and recrystallization processes are much less along the {111} plane compared to the 

{220} plane. In fact, at T=473K, the curve could be fitted with only the first order process 

with a small time constant of 423 secs. Along the {220} plane, the 80% rolled sample has 

lower time constants compared to the 50% rolled sample. This is also expected since the 80% 

rolled sample has a higher stored energy thus enabling the recovery and also the 

recrystallization process to start at an earlier time compared to that of the 50% rolled sample. 

From Table 5.4, it can be seen that for the 50% rolled sample, annealed at 458K, the time 

constants of the two processes are quite large and is comparable to the maximum 

experimental time. It can also be seen from Fig. 5.16 (b) that the release of the stored energy 

is not completed in the sample subjected to 458K within the experimental time. This can also 

be corroborated with the EBSP analysis and the misorientation angle distribution of the same 

sample as discussed below. The large differences in the time constants along the {111} and 

{220} planes clearly indicate that there is a marked difference in the kinetics of the two 

processes i.e., recovery and recrystallization along the different crystallographic planes and 

the activation energy of the processes is also different in the different planes.  

Table 5.4: Parameters obtained by fitting Eq. (5.2) to the observed stored energy 

variation as a function of time. 

Sample 
Temperature 

(K) 
Peak 

SEt=∞ 

(J/mole) 

t0  

(secs) 
1 

(secs) 

2 

(secs) 

A 

(J/mole) 

B 

(J/mole) 

80% 

rolled 
458 {111} 2.3 1200 704 1420 409.3 23.7 

 473 {111} 2.0 577 - 423 0 23.5 

 458 {220} 0.6 1200 7565 9784 3.8 4.4 

 473 {220} 0.7 577 2461 2657 3.5 6.6 

50% 

rolled 
458 {220} 0.9 1200 12160 17500 3.3 4.6 

 473 {220} 1.6 577 1729 3615 1.3 10.6 

(b) EBSP study on the annealed samples: 

The band contrast images of the annealed samples using EBSP shows clear indication of well 

recrystallized grains as shown in Fig. 5.17(a) and 5.17(b). It is evident from the observations  
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Fig. 5.17: EBSD band contras images of the annealed samples after (a) 50% rolled and 

(b) 80% rolled 
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Fig. 5.18: X-ray diffraction patterns of the 80% rolled sample before and after 

annealing. (Arrows indicate the decrease in the (220) intensity and the increase in the 

(200) intensity). 
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Fig. 5.19: Frequency distribution of misoriention angle of the annealed samples (a) 50% 

rolled and (b) 80% rolled 
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Fig. 5.20: Frequency distribution of band contrast of the annealed samples (a) 50% 

rolled and (b) 80% rolled 

that the irregular shaped boundaries as seen in Fig. 5.2(b) and 5.2(c) have changed to sharper 

boundaries with larger misorientation among the grains. This is especially more significant in 

the 80% rolled sample. 

This can also be corroborated with the XRD peaks (Fig. 5.18) which show clear 

changes in the peak intensity of {200} and {220} planes indicating the formation of 

recrystallized texture. It can be seen that for the 80% rolled sample, both the misorientation 

angle distribution (Fig. 5.19(b) which shows a significant number of high misorientation 

angle boundaries) and the band contrast distribution (Fig. 5.20(b) which shows a peak shift 
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towards the high gray values and a much sharper distribution function) clearly show that new 

defect free grains are formed. In the case of the 50% rolled sample, the misorientation angle 

distribution (Fig. 5.19(a)) and the band contrast (Fig. 5.20(a)) clearly indicates that significant 

recrystallization has not taken place. There are formation of new grains with lower 

misorientation angle and only a slight shift of the band contrast distribution function to higher 

gray values. 

5.6 Conclusion: 

Detailed characterisation of a deformed materials has been carried out with respect to 

microstructure (grain size, domain size, microstrain), stored energy (overall and along 

specific planes), temporal evolution of microstructure and release of stored energy at 

different temperatures to study the annealing phenomenon. The deformed Cu samples have 

been used to understand the kinetics of the release of stored energy along different 

crystallographic planes during the annealing process. The microstructure has been 

characterised using EBSP which reveals irregular grain boundaries with increasing 

deformation. The microstructural parameters as evaluated using XRDLPA technique show a 

decrease in domain size whereas the microstrain remains almost constant. The overall stored 

energy is found to increase with deformation. The stored energy along the different 

crystallographic planes has been evaluated using the modified Stibitz formula and it is seen 

that the accumulation of stored energy is much higher in {111} set of planes as compared to 

the other planes. The kinetics of the release of the stored energy along the {111} and {220} 

set of planes are followed using in-situ XRD measurements carried out at 458K and 473K on 

the deformed samples. The process dynamics of the recovery and the recrystallization are 

explained clearly from the observed time dependent variation of the stored energy in the 

{220} set of planes. The two processes are found to follow second order and first order 

dynamics respectively. 
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Chapter 6  

Conclusion and future scope of the work 

In this thesis, three different problems of high significance related to ion irradiation and 

deformation of fcc materials has been studied in detail. The topics are (1) understanding the 

defect dynamics and importance of pre-existing defects (that act as sinks), in determining the 

final microstructure of ion irradiated material, (2) determining the combined effect of varying 

the strain-state (pre-strain), the pre-strain and post-strain rates on the deformation induced 

austenite-martensite phase transformation in steels and (3) assessing the process dynamics 

along different crystallographic planes during biaxial deformation and subsequent annealing 

of fcc material. The evaluation of the microstructure in terms of the size of the coherent 

domain (determined by the arrangement of the defects) and the micro strain caused by the 

presence of defects (mainly dislocations in our study) has been studied in detail using 

different techniques of X-ray diffraction line profile analysis. Along with the XRD analysis, 

the microstructure has also been assessed using EBSD. Additional experimental tools have 

also been used to give support to the results obtained from XRDLPA and EBSD analysis. The 

outcome of the studies discussed in this thesis can give impetus for similar studies to be 

carried out in the field of deformation and ion irradiation of materials. 

The study of depth wise assessment of the microstructure in - irradiated alloy D9 

discussed in Chapter 3 clearly showed the evidence of the phenomena of radiation enhanced 

diffusion (RED) where new diffusion channels are created due to the irradiation produced 

defects.  The importance of the presence of pre-existing sinks in determining the final 

microstructure could be clearly observed. In our study, the alloy D9 had the microstructure of 

hot rolled, solution annealed and rapidly quenched material. This resulted in significant 
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amount of microstructural imperfections which could act as sinks for the irradiation induced 

defects. It was observed that at low doses of irradiation where the defect concentration is less, 

the variation in the microstructure (domain size) was significant but systematic as a function 

of depth. With increasing dose, the pre-existing sinks are completely annihilated and the 

defect diffusion causes a homogenous microstructure as a function of depth. With further 

increase in dose, there is no significant change in the microstructure which indicates that a 

steady state has been reached. This is due to the delicate balance of the defect production rate, 

radiation enhanced diffusion and defects annihilation at pre-existing and newly created sinks. 

This study could hence show the importance of both the initial microstructure of the material 

and also the phenomena of radiation enhanced diffusion. This study also indicates that one 

should exercise caution while carrying out characterisation of ion irradiated materials, since 

the final microstructure is an interplay of many factors. Hence assessing the damage profile 

as a function of depth is important before arriving at a conclusion on the radiation induced 

changes in material properties. 

The second study (Chapter 4) was on austenite- martensite (phase) transformation in 

SS304 during uniaxial tensile deformation using different pre-strain, pre-strain rates and post-

strain rates. This study could clearly show that the percentage of martensitic phase could be 

enhanced by suitable combination of these deformation parameters. XRDLPA results along 

with that of EBSD studies on the lattice correlation and the orientation relationship of the 

phase boundaries between austenite and martensite could give a clue for this observation.  It 

could be shown that higher pre-strain rate helps in the formation of two types of martensite 

nuclei (with different angular deviation from KS relationship), while the slow post-strain rate 

could help in the growth of more martensite in all the nucleated points. Considering that 

multiple combination of parameters controls the mechanism of martensitic transformation, 

this study can considerably contribute to the deformation induced phase transformation of 
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similar materials. Moreover, such studies can help during the quest of special alloys with 

improved ductility and strength. 

The evolution of stored energy (hence changes in the microstructure) along different 

crystallographic planes in rolled copper is described in Chapter 5. From this study we could 

categorically show that defect dynamics during annealing of a deformed material is highly 

crystallographic plane dependent. The changes in the X-ray line profile of each 

crystallographic plane during high temperature annealing was followed meticulously using 

in-situ measurements on 50% and 80% deformed copper samples. The temporal variation of 

the stored energy evaluated using the XRD data could clearly show that the process of 

recovery and recrystallization is different along different crystallographic planes and also 

dependent on the initial deformation stage. This study could show that in any thermo-

mechanical treatment of the material during manufacturing process proper choice of 

parameters are important. This will ensure that the required mechanical properties dictated by 

the microstructure can be achieved during the production of the material.  

All the above studies have thrown open many questions some of which are outlined below.  

1. The role of the pre-existing sinks in determining the final microstructure of ion irradiated 

materials can be understood systematically by carrying out irradiation on materials with 

different percentage of initial deformation (which determines the number of pre-existing 

sinks). By choosing a combination of deformation, irradiation dose, dose-rate and 

temperature of irradiation an exhaustive study of importance of all parameters in deciding the 

final microstructure of irradiated materials can be understood. 

2. In general, biaxial deformation is mostly used during material forming. There have been 

contradicting reports on martensite formation during biaxial loading in stainless steels. 

Taking clue from our study, the martensite phase formation can be carefully manipulated 
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using the deformation process parameters. Hence, carrying out similar studies during biaxial 

loading will help to resolve these issues. 

3. BCC metals and alloys are being explored as candidate materials for several high 

temperature applications. This is due to their improved high temperature mechanical 

properties in comparison to fcc. However, most bcc materials are brittle and careful 

procedures have to be followed during the manufacture of their components. Study of 

evolution of stored energy along the different crystallographic planes in deformed bcc 

materials can help is deciding the thermomechanical parameters for proper finished product. 

Preliminary studies in laboratory scale can help in finding the correct temperature and time 

scales for the processing of the materials. Since bcc does not have a closed packed plane 

unlike fcc, it doesn’t have any well-defined single slip system and at high temperature many 

of the 48 slip systems may be active hence may result in a different defect dynamic compared 

to fcc which may aid the defect dynamics in a different manner compared to in fcc. 

4. All these studies have been carried out using the materials with coarse grain structure. But 

it is well known that the grain boundary area by volume ratio will alter the defect dynamics. 

On the other hand, the grain boundaries act as probable nucleation site for new phases. Thus, 

various materials with different grain size can alter the dynamics of deformation induced 

phase transformation. So the study related to the effects of deformation and irradiation on any 

material with ultrafine, fine and coarse grain structure have its majestic impact on 

metallurgical study.     
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amount of microstructural imperfections which could act as sinks for the irradiation induced 
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3. BCC metals and alloys are being explored as candidate materials for several high 

temperature applications. This is due to their improved high temperature mechanical 

properties in comparison to fcc. However, most bcc materials are brittle and careful 

procedures have to be followed during the manufacture of their components. Study of 

evolution of stored energy along the different crystallographic planes in deformed bcc 

materials can help is deciding the thermomechanical parameters for proper finished product. 

Preliminary studies in laboratory scale can help in finding the correct temperature and time 

scales for the processing of the materials. Since bcc does not have a closed packed plane 

unlike fcc, it doesn’t have any well-defined single slip system and at high temperature many 

of the 48 slip systems may be active hence may result in a different defect dynamic compared 

to fcc which may aid the defect dynamics in a different manner compared to in fcc. 

4. All these studies have been carried out using the materials with coarse grain structure. But 

it is well known that the grain boundary area by volume ratio will alter the defect dynamics. 

On the other hand, the grain boundaries act as probable nucleation site for new phases. Thus, 

various materials with different grain size can alter the dynamics of deformation induced 

phase transformation. So the study related to the effects of deformation and irradiation on any 

material with ultrafine, fine and coarse grain structure have its majestic impact on 

metallurgical study.     
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Summary 

Microstructure of a material strongly influences some of its major physical and mechanical 

properties. This can in principle be controlled during the metal forming process (which 

includes both deformation and annealing). In service conditions, the microstructure may get 

altered and as a consequence can affect the properties of the material. Deformation and 

particle irradiation are two such processes among others during which changes in the 

microstructure can occur. The effect of such changes on the physical properties may be either 

beneficial or detrimental. To achieve the desired final properties of the material for a 

particular application and to understand the changes during in-service conditions, a thorough 

knowledge of the material should be gathered beforehand. 

In this thesis, we have studied some of the relevant but so far unaddressed problems 

related to deformation and irradiation phenomena in face centered cubic (fcc) materials. X-

ray diffraction technique has been used as the major tool for characterising the microstructure 

of the materials throughout this study. Detail X-ray line profile analysis techniques have been 

used to understand in-depth the microstructural changes in the materials to varying levels of 

complexity. Other characterization tools such as electron back scattering diffraction (EBSD), 

differential scanning calorimetry (DSC) and vibrating sample magnetometer (VSM) have 

been additionally employed to support the findings of XRD. 

The three main topics that have been addressed are: defects diffusion in ion irradiated 

materials, deformation induced phase transformation and nature of defects dynamics along 

different crystallographic planes during annealing of a deformed material. The choice of the 

material to carry out the individual studies was based on the property of the material and its 

relevance in the different applications. Alloy D9, SS304 and electrolytic Copper were chosen 

to carry out the studies respectively. 
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In summary, the work in this thesis demonstrates that systematic evaluation of the 

microstructure of the material during irradiation and deformation (and subsequent annealing) 

is important to understand the defect dynamics, which controls the final material properties. 

The depth wise characterisation of the microstructure of ion irradiated alloy D9 (which is an 

important material for in-core application in fast breeder nuclear reactors) has categorically 

shown that the final microstructure is controlled by the radiation enhanced defect diffusion 

and presence of pre-existing sinks in the initial material. It is observed that after a certain 

dose of irradiation a steady state is reached due to the fine balance between the production of 

the defects and their annihilation in sinks (pre-existing and newly formed) aided by the 

radiation enhanced diffusion. In the deformation induced phase transformation study carried 

out on SS304 sample, it is shown that a combination of deformation parameters such as pre-

strain (strain state), pre-strain and post-strain rates help to enhance the martensite percentage. 

The findings in this study may help in designing high performance materials with improved 

plasticity. The difference in the dynamics of the release of stored energy along different 

crystallographic planes during annealing (of a deformed material) has been studied in 

biaxially rolled copper. Due to the availability of preferred slip systems in fcc material, it is 

seen that the evolution of the defects and hence the release of stored energy has different 

temporal behaviour along the different planes. This result can have significant impact on 

selecting the process parameters particularly annealing temperature and time in order to 

achieve the desired properties.  

The results presented in this thesis can give impetus to carry out meticulous 

experiments for characterisation of deformed and ion irradiated materials. 
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