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SYNOPSIS

The 4% lattice mismatch between Si and Ge leads to the presence of an in-

herent strain in the epitaxial Si1−xGex layers on Si. The presence of strain in

these layers induces change in their band-structure and hence affect their elec-

tronic and optical properties substantially. Thus, strained Si/Ge heterostructures

offer a means of tailoring the properties of semiconductors, such as band gap and

carrier mobility in the devices and show a strong potential to produce devices with

superior performance. High efficiency of these devices depends upon how well

the band structure is engineered which leads to the confinement of electrons and

holes in such heterostructures. Thus, performance of a device is critically linked

to the composition and the strain present in SiGe layers as both of these influ-

ence the band structure. Monolithic integration of SiGe optoelectronic devices

with well- developed very-large-scale-integration (VLSI) technology can reduce

the production cost of devices hugely.

This thesis work focusses on the study of growth aspects of Ge nanostructures

in Si/Ge multilayers by Molecular Beam Epitaxy (MBE) technique. The growth

of SiGe on Si is generally described by classical Stranski-Krastanov (SK) process

where the first three deposited Ge monolayers contribute to the wet-layer and then

the formation of 3-D nanostructures (quantum dots) take place which is governed

by the competition between kinetics and thermodynamics. However, the growth

of SiGe films involves in fact more complex mechanisms not accounted for in

the simplified SK growth process like interdiffusion with the lower layers and the

manifestation of nonuniform stress fields in the subsurface regions. Thus, a modi-

fied SK growth mode is generally followed in the deposition of Si/Ge multilayers,

which leads to a large amount of interfacial intermixing and also occurrence of

nanostructures which are different from the conventional quantum dots obtained



viii

in these multilayers. Generally quantum dots form in Si/Ge multilayers with their

tip pointing towards the top surface, however at low growth temperatures, we have

observed the formation of a new kind of Ge quantum huts with their base lying

at the wet-layer and tip pointing towards the substrate. These nanostructures are

identified as ‘Inverted Quantum Huts’ (IQH) in this thesis work. These IQH are

observed to show high photoluminescence emission with a band-lineup to be of

Type-I which is unlike the conventional quantum dots owing to lower strain in

the IQH structures. Apart from this, the strain and intermixing occurring in InAs

quantum dots formed on GaAs substrate by MBE technique have also been stud-

ied.

X-ray scattering techniques such as x-ray reflectivity, x-ray diffraction and

anomalous grazing incidence x-ray diffraction have been used extensively to un-

derstand the growth mechanism of such multilayers. X-ray scattering experiments

have been mainly performed at Indian Beamline, Photon Factory, Japan and Petra

III, Germany synchrotron facilities. Also, cross-sectional transmission electron

microscopy (XTEM) technique has been utilized to obtain a first-hand informa-

tion of the Si/Ge interfaces. Following is the outline of the present thesis.

Chapter 1 provides a brief introduction of the growth mechanisms involved in

epitaxial growth of Ge on Si. It gives an initiation of the idea of strain relaxation

processes that occur in Si-Ge heteroepitaxy. Optimization of growth parameters in

order to reduce undesirable misfit dislocations and plastic relaxation is discussed

here followed by a brief review of conventional quantum dots which are obtained

in SiGe superlattices.

Chapter 2 is devoted to the brief description of the various experimental tech-

niques and instruments used during this thesis work. These include Molecular

Beam Epitaxy setup, X-ray scattering facilities i.e. laboratory source and syn-

chrotron source, Transmission electron microscopy and its special sample prepa-
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ration for cross-sectional view, Atomic force microscopy and Optical techniques

i.e., Photoluminescence spectroscopy and Raman spectroscopy.

Chapter 3 is based on the theoretical formalisms of X-ray scattering. X-ray

scattering provides statistically averaged and useful information about the system

in a non-destructive manner. Depending upon the geometry used, this technique

allows to probe intermixing and strain at the buried interfaces and can also yield

highly surface sensitive information such as about the quantum dots on top sur-

face. As this thesis work is based mainly on the X-ray scattering technique, a full

chapter is devoted to provide a base.

Chapter 4 gives detailed information about the growth method of Si/Ge mul-

tilayers. It is shown that how by choosing proper growth conditions, one can

move from Si/Ge multilayer system which consists of large misfit dislocations to

a Si/Ge superlattice system with negligible plastic dislocations. Interfacial Si-Ge

intermixing and strain have been studied and it is found that intermixing increases

with the growth temperature and decreases as the deposition rate is increased.

A consistent analysis of specular reflectivity and diffraction profile is presented

which provided valueable structural information as a function of depth.

Chapter 5 deals with the study of the formation of Inverted Quantum Hut

(IQH) structures which form in the SiGe superlattice structure at low growth tem-

peratures. Consistent results of XTEM, GID and out-of-plane XRD provide a

simple model to explain the growth mechanism of these IQH. It is shown that

the deposited Ge layer relaxes strain by uniform intermixing with the previously

deposited lower Si layer to form a Si0.6Ge0.4 wet layer exhibiting an out-of-plane

lattice parameter of 5.64 Å and an in-plane lattice parameter close to the Silicon

value of 5.43 Å. The IQH structure forms with its base just below the wet layer.

The anomalous x-ray scattering measurements have revealed interesting compo-

sition variation in this IQH structure from base to tip.
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Chapter 6 present the results of a photoluminescence study of the IQH struc-

tures. Unlike conventional Ge quantum dots formed above Ge-on-Si interfaces,

the presented quantum structures exhibit excitation-power independent photolu-

minescence energy which indicate a Type-I kind of band lineup in these structures.

Chapter 7 provide a study of the InAs quantum dots grown on GaAs substrate

using MBE technique. Although this thesis work is primarily concerned with

SiGe nano structure, we have shown here that the techniques developed by us

in this thesis can also applied to other semiconductor nano structures. InGaAs

quantum dots are very important for technological applications and we show here

that the developed methods in this thesis can be used in these III-V systems to

tune structure-spectroscopy relationship. The GID study provides us statistically

averaged information regarding the composition and the size of the QD which is

consistent with the results obtained from the AFM study. AFM measurements

suggest the coalescence of small quantum dots to form uniformly sized larger

quantum dots for the higher deposition temperature. This coalescence and absence

of it lead to variation in In-Ga intermixing (observed from GID measurements)

inside the quantum dots deposited at different growth temperatures. Relatively

low variation of In composition within quantum dot structures present in high

in-plane density region exhibit sharper PL emission.



Contents

1 Introduction 1
1.1 Growth Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Si-Ge Heteroepitaxy . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Optimization of Growth . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 General Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5 Quantum Dot Superlattice: Review . . . . . . . . . . . . . . . . . 20

2 Experimental Techniques 23
2.1 Molecular Beam Epitaxy . . . . . . . . . . . . . . . . . . . . . . 23

2.1.1 MBE Basics . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.2 Outline of the MBE system . . . . . . . . . . . . . . . . 25

2.2 X-Ray Scattering Facility . . . . . . . . . . . . . . . . . . . . . . 31
2.2.1 Laboratory Source . . . . . . . . . . . . . . . . . . . . . 32
2.2.2 Synchrotron Source . . . . . . . . . . . . . . . . . . . . . 33

2.3 Transmission Electron Microscopy . . . . . . . . . . . . . . . . . 38
2.4 Atomic Force Microscopy . . . . . . . . . . . . . . . . . . . . . 44
2.5 Optical Techniques . . . . . . . . . . . . . . . . . . . . . . . . . 49

3 X-ray Scattering Techniques 57
3.1 X-ray Diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2 X-ray Reflectivity . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.2.1 Parrat Formalism . . . . . . . . . . . . . . . . . . . . . . 66
3.2.2 Scheme based on Distorted Wave Born Approximation . . 71

3.3 X-ray Diffuse Scattering . . . . . . . . . . . . . . . . . . . . . . 74
3.4 Grazing Incidence Diffraction . . . . . . . . . . . . . . . . . . . 78
3.5 Anomalous X-ray Scattering . . . . . . . . . . . . . . . . . . . . 81

4 MBE growth of Si-Ge Multilayers 83
4.1 Si/Ge multilayers showing plastic relaxation . . . . . . . . . . . . 86

xi



xii Contents

4.2 Si-Ge Superlattices . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.2.1 XTEM Study . . . . . . . . . . . . . . . . . . . . . . . . 89
4.2.2 Raman scattering . . . . . . . . . . . . . . . . . . . . . . 90
4.2.3 XRD Study . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.3 Interfacial intermixing and strain . . . . . . . . . . . . . . . . . . 104
4.3.1 Electron density profile . . . . . . . . . . . . . . . . . . . 105
4.3.2 Strain profile . . . . . . . . . . . . . . . . . . . . . . . . 109
4.3.3 Summary of results . . . . . . . . . . . . . . . . . . . . . 111

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5 Quantum Structures in SiGe Superlattice 115
5.1 Formation of Inverted Quantum Huts . . . . . . . . . . . . . . . . 116
5.2 Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . 118
5.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 119

5.3.1 In-plane Structure . . . . . . . . . . . . . . . . . . . . . . 120
5.3.2 Out-of-plane Structure . . . . . . . . . . . . . . . . . . . 127
5.3.3 Growth Mechanism . . . . . . . . . . . . . . . . . . . . . 129

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6 Excitation-power independent Photoluminescence in Inverted-Quantum-
Hut Structures 135
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.2 Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . 139
6.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 144
6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

7 Extraction of structure and composition of InAs quantum dots grown
on GaAs substrate as a function of in-plane dot separation 151
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
7.2 Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . 154
7.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 157
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

Bibliography 169



List of Figures

1.1 Schematic diagram of the three possible growth modes. . . . . . . 7

1.2 Schematic illustration of major processes occurring during growth
on a substrate surface. . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3 Schematic showing the strain relaxation occurring during heteroepi-
taxy by elastic and inelastic means. . . . . . . . . . . . . . . . . 13

1.4 Critical thicknesses of smooth strained SiGe layers on (001) Si for
relaxation by dislocation formation at high and moderate substrate
temperature dMB and dDT . (Ref. [17]) . . . . . . . . . . . . . . . 15

1.5 XTEM of Si/Ge multilayer sample (TG= 550◦C, Si/Ge:110/40 Å)
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Chapter 1

Introduction

In his famous lecture ‘Plenty of room at the bottom’, Richard P. Feynman in

1959 explored the immense possibilities which can be achieved by miniaturiza-

tion. Since then, a plenty of work has been done in this field and many new

inventions such as scanning tunneling microscope and upgradations in transmis-

sion electron microscopes have allowed us to image and control single atoms and

molecules. Research in last few decades has also led to the easy accessibility of

nanomaterials which show extraordinary properties. Nanomaterials are generally

referred to those materials having feature dimensions in the range of 0.1-100 nm.

These nanomaterials such as clusters of atoms (quantum dots), fullerenes, carbon

nanotubes or biomolecules have novel electronic, optical and chemical properties

attributed to their dimensions. Further, by varying their size and controlling their

interactions, the fundamental properties of nanostructured materials synthesized

from these building blocks may be tuned.

1
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Semiconductor nanostructures are significant from the scientific point of view

as they provide a means to create artificial potentials for carriers, i.e. electrons and

holes in semiconductors, at length scales comparable to or smaller than the De-

Broglie wavelength. Due to such small length scales, quantum mechanical prop-

erties such as confinement effects become important. These confinement effects

lead to the feasibility of new devices. Restrictions (such as indirect band-gaps)

which arise due to the material property are shifted or lifted and hence, electronic

band structure of the semiconductors can be engineered [1, 2]. Semiconductor

nanostructures in the form of quantum wells, quantum wires and quantum dots are

very important as they offer confinement in one, two and three dimensions respec-

tively. Some examples of devices which are based on the electronic band offsets

and the sub-band structure in superlattice and quantum well heterostructures are

high electron-mobility transistor structures (HEMTs) [3,4], hetero-bipolar transis-

tors (HBTs), inter-band light emitting diodes (LEDs) and laser diodes, inter-band

photodiodes, quantum well infrared photodetectors (QWIPs) [5] and quantum

cascade laser structures [6] with intra-band emission in the mid-infrared spectral

range. The realization of zero-dimensional objects in which the electrons are con-

fined in all three dimensions, the so-called quantum dots, have attracted a lot of

attention for their applications in optoelectronics [7, 8] and quantum information

technology.

Semiconductor nanostructures become even more important due to the satu-

ration of complementary metal oxide semiconductor (CMOS) technology. Ac-
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cording to the Moore’s law, the density of integrated MOSFET transistors double

every 18 months, which so far has been satisfied. It is observed that scaling down

the devices to 25 nm leads to a degradation in their electrical properties. Hence,

alternative materials to the CMOS technology have been pursued. Strained Ge

and III-V compound semiconductors are found to be the most suitable candidates

for replacing the CMOS technology for integration in the well-developed Si very

large scale integration (VLSI) microelectronics. These advanced techniques in-

volve the preparation of strained Ge and III-V semiconductor quantum dots. It

is hence necessary to develop methods to fabricate these semiconductor quantum

dots on a large scale in a controlled manner in order to integrate them into usable

devices. In addition to the control of size, an arrangement of the quantum dots in

regular arrays is also desired, as by doing so, the quantum dots can be coupled to-

gether to enhance their output. The two broad approaches to create nanostructures

in a controlled manner are ‘top-down’ and ‘bottom-up’ techniques. The top-down

approach involves use of lithography techniques such as electron beam lithogra-

phy, focussed ion beam milling, selective chemical etching or photolithography.

These sophisticated lithography techniques lead to a very high manufacturing cost

of the devices and are generally very slow methods as well. In contrast, bottom-up

approach utilizes the inherent properties of the material used, to produce organized

nanostructures.

Fabrication of nanostructures by bottom-up approach is essentially based on

the growth process. In this, generally atoms or molecules are deposited on a
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substrate surface and depending upon the material properties, nanostructures are

formed. It is non-equilibrium growth process and is governed by the competition

between kinetics and thermodynamics. Such self-organized growth is attractive

as it yields quantum dots which are free of defects that might degrade their per-

formance. This method also enables growth of very small nanostructures having

far-spaced energy levels that are essential for room-temperature operation. Hence,

bottom-up approach utilizing self assembly of quantum dots is an alternate cost-

effective approach towards this issue. As most of the physical properties of these

quantum dots depend upon their shape and size, it is necessary to have a deep

insight into the nucleation and growth processes involved. Recent progress in

the characterization techniques to understand the growth of various germanium

(Ge) quantum structures formed in silicon (Si) lattice have made this research

field active again as this development may provide us future optical materials for

seamless integration with the present Si-based very large scale integration (VLSI)

technology [9, 10].

Self-organization of Ge quantum structures on Si and InAs quantum dots on

GaAs by heteroepitaxy opens up a comfortable route to new devices. The het-

eroepitaxy of these semiconductors is generally realized by advanced growth tech-

niques such as Molecular Beam Epitaxy (MBE) or Chemical Vapor Deposition

(CVD). These quantum dots are formed by the Stranski-Krastonov (S-K) growth

mode followed in their heteroepitaxy due to the nearly 4% and 7% lattice mis-

match between Si/Ge and InAs/GaAs respectively. For both the systems, defect-
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free but strained 3D islands form on top of a thin wet-layer during heteroepitax-

ial growth. Epitaxial multilayers of these semiconductors have been observed to

show self organization of such quantum dots in which they stack one over the

other in alternate layers due to strain propagation. Lateral ordering of the quan-

tum dots can be achieved by the self-ordering due to elastic interactions. Hence,

by choosing proper growth conditions, three-dimensional self assembled quantum

dot arrays can be formed. This thesis work mainly deals with the growth and study

of Si/Ge multilayers with embedded Ge nano-structures.

These Si/Ge multilayers were prepared using Molecular Beam Epitaxy tech-

nique. Apart from Si/Ge multilayers, Ge quantum dots on Si and InAs quantum

dots on GaAs were also studied in detail. X-ray scattering and cross-sectional

transmission electron microscopy (XTEM) techniques have been used extensively

for the characterization of these structures. These techniques are particularly im-

portant as they provide information about the buried structures and interfaces

present in the system. X-ray scattering is a non-destructive method and provides a

statistically averaged information over a few microns of the sample. However, the

intensity distribution is in reciprocal space leading to the requirement of a lot of

model assumptions and fitting routines for data interpretation. XTEM on the other

hand provides a direct image of the interfaces and buried structures with atomic

resolution. In this, the information is very localized and lacks generalization over

the whole sample. For the structures on the sample surface i.e. quantum dots

on the surface, Atomic Force Microscopy (AFM) technique is used to study the
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size and density of the structures. In the following sections, a brief introduction

of the growth mechanism of Si-Ge heteroepitaxy is provided. Importance of the

optimization of growth parameters for the reduction of defects in epitaxy has been

discussed. Later, a general discussion of SiGe system is provided followed by a

brief review of the quantum dots formed in SiGe superlattice structures.

1.1 Growth Mechanism

The word epitaxy [from the ancient Greek words επτ (on top) and ταξισ (to

order)] indicates a growth process in which the impinging atoms attach to an ex-

isting crystalline surface by forming layers that have the same order as the original

matrix. Heteroepitaxy is therefore defined as an epitaxial growth realized by de-

positing the atoms on a substrate having different composition. Epitaxial growth

is a non-equilibrium kinetic phenomenon. As, in equilibrium conditions, adsorp-

tion and desorption from the gas phase occur at the same rate, the same holds

for cluster nucleation and decay and there is no net growth. That is, the proper-

ties like surface roughness or coverage remain constant in equilibrium conditions.

Depending on the relative bond strengths of atoms in the deposited layer and be-

tween these atoms and the substrate atoms, as well as the degree of the lattice

match between the two materials, that give rise to different thermodynamic con-

ditions, three epitaxial growth modes have been studied and classified so far [11]:

1. Layer by layer growth in lattice matched systems (Frank-Van der Merwe).
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This is typically observed in homoepitaxy, for example in the growth of Si

on Si or materials having very low lattice mismatch.

2. The layer by layer, then island growth mode (Stranski-Krastanov, SK) in

lattice mismatched systems. The SK mode occurs frequently in systems

with a small lattice mismatch, for example Ge on Si (4.2%) or InAs on

GaAs (7%).

3. The island growth mode (Volmer-Weber). This growth mode, in which is-

lands nucleate on a bare substrate, is typical of systems with a large lattice

mismatch.

In this simple description of growth, reaction or interdiffusion is not allowed.

These three growth modes are schematically represented in Fig. 1.1.

Figure 1.1: Schematic diagram of the three possible growth modes.

The relationship between surface and interfacial free energies [12] gives us a

way to predict growth modes. Surface free energy is defined as the free energy

to create a unit area of surface on an infinite bulk solid. Given specific (per area)
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surface energies for the substrate and film as γs, γf , respectively (where these are

the values for the semi-infinite crystals) and an interfacial energy γin, where the

subscript i stands for interface and n stands for the number of monolayers of film

deposited, monolayer-by-monolayer growth occurs only when

∆γn = γfn + γin − γs ≤ 0 (1.1)

for all values of n. The term γfn differs from γf to allow for an n-dependent

surface strain. The term γin includes the excess free energy needed to create

the initial interface between two different materials γi0, plus the additional free

energy arising from strain due to lattice mismatch between the overlayer film and

the substrate. In the opposite extreme, one obtains cluster growth when, for all

values of n,

∆γn = γfn + γin − γs ≥ 0 (1.2)

In this case the over layer doesn’t wet the substrate. In the intermediate case, the

adlayer initially wets the substrate, but because of lattice mismatch, as n increases,

strain energy contributes to γin to the point at which the film no longer wets.

Typically, at this point, misfit dislocations are incorporated to relieve strain and,

given sufficient mobility of adatoms, preferential growth will occur in the relaxed

region, leading to the nucleation of 3D clusters. Alternately, roughening of the

growth front can relieve strain at the expense of additional surface energy. The

film thickness at which Equation 1.1 no longer holds is one of the definitions of
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the critical thickness, below which the overlayer film grows in registry with the

substrate. Equations 1.1 and 1.2 show that it would be quite difficult to grow a

coherent strained layer superlattice of two unlike materials A and B. If A wets

B, then B will not wet A. The fact that binary strained layer superlattices can be

grown shows that more is involved than thermodynamics, that is, kinetics also

plays a role. Interdiffusion, chemical reaction, or surface segregation also can

change surface wetting and the growth mode as will be presented in this thesis

work.

Kinetic Processes

Film growth is a non-equilibrium process in which kinetics play an essential role

in determining the film morphology. Kinetic processes can be partly controlled

by varying substrate temperature and deposition rate. Deposition of adatoms onto

a surface drives the system into supersaturation, from which the system tries to

relax back to equilibrium by forming a condensed phase, e.g. 2D islands for

an adlayer that wets the substrate. Adatoms move randomly on the surface and,

when meeting each other, form islands. All islands larger than the critical nucleus

will grow by further addition of adatoms until the supersaturation is eliminated.

Another means of removing the supersaturation is by the adsorption of adatoms

on those substrate steps that are good sinks. The surface diffusion coefficient

determines the relative rates of these processes. From an atomistic point of view,

kinetic processes in growth can be categorized into pure migration of adatoms on
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a flat terrace and the interactions of adatoms with surface steps.

Figure 1.2: Schematic illustration of major processes occurring during growth on
a substrate surface.

An adatom, in addition to meeting another to form a nucleus, meeting an ex-

isting island, or traveling between existing islands along a concentration gradient

(coarsening), may also meet one of these fates: walking into a special sink site like

a substrate step, diffusing into the bulk of the substrate, or re-evaporating from the

surface as is schematically shown in Fig. 1.2. As the film growth can be performed

under conditions far from equilibrium, a variety of growth-front morphologies can

be obtained depending on which kinetic process is rate limiting. The three kinetic

growth modes observed in homoepitaxy are:

• kinetically rough growth

• layer-by-layer growth

• step-flow growth
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The kinetically rough growth occurs in the extreme limit of a high deposition

rate and slow lateral diffusion of adatoms, in which atoms migrate only on the

order of a few lattice sites before they incorporate into growing film or are buried.

In the extreme case, if the surface diffusion coefficient is zero and all adatoms stay

where they land, the roughness of the growth front will diverge as the thickness

increases. As the growth rate is reduced or the substrate temperature is raised (in-

creasing adatom mobility), the regime of layer-by-layer growth can be achieved.

In this growth mode, adatoms have sufficient mobility to find one another, nucle-

ate 2-D islands that grow, coalesce, and ultimately fill in the initial starting surface

at ∼1 monolayer of deposition. The layer-by-layer growth mode usually shows

an increase of surface roughness with coverage because the previously deposited

layer is never completely filled in before the next layer nucleates. The step-flow

growth-mode ensures a smooth surface during deposition. In this case, the surface

is like a staircase with atomic-height risers. Step-flow growth is achieved when

deposited atoms have sufficient time to migrate and incorporate into a step before

other atoms deposited on the surface increases the supersaturation sufficiently to

force nucleation on the terraces. To maintain it, one either deposits relatively

slowly or heats the substrate to a high enough temperature for adatoms to diffuse

far enough to incorporate into steps before nucleating islands.
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1.2 Si-Ge Heteroepitaxy

Heteroepitaxy is a bottom-up approach to prepare fine nanostructures without re-

ferring to the lithographic techniques. This can be used to fabricate self-organized

semiconductor nanostructures and possibly tailor their physical properties. This

thesis work is based upon the Si/SiGe heterostructures fabricated on Si(001) using

Molecular Beam Epitaxy system.

SiGe alloys are miscible in the whole composition range for temperatures used

in epitaxy i.e., 300-750◦C [13]. The surface energy of SiGe is lower than that of

Si, resulting in two-dimensional growth of Si1−xGex layers in the Franck-Van-

der-Merwe growth mode. This applies for a very low Ge content x of the alloy

layer, at which lattice strain plays a minor role. The lattice parameter of Ge aGe

= 5.646 Å is about 4% larger than that of Si aSi = 5.431 Å. However, with in-

creasing Ge content x, the elastic energy ∼ ε2d stored in a layer of thickness ‘d’

increases, with the increase in built-in biaxial strain ε =0.04x. Thus the elastic en-

ergy increases linearly with layer thickness and drives inelastic and elastic strain

relaxation. Inelastic strain relaxation takes place by formation and glide of misfit

dislocations. The formation, gliding and pinning of dislocations also induces a

high density of threading dislocations that intersect the deposited SiGe layers and

degrade layer quality. The density of threading dislocations can be reduced by de-

position of thick SiGe buffer layers with a graded Ge content [14]. Fig. 1.3 shows

the schematic representing the two types of strain relaxation. Strained SiGe layers

of increasing thickness on Si tend to relax strain not only by dislocation formation
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but also by local elastic relaxation which involve an increasing undulation and

roughening [15] of the surface. Such a roughening may be enhanced by local in-

homogeneities caused by dislocations, point defects or contaminations. However,

even a perfect SiGe layer on Si may roughen due to the two fundamental mech-

anisms. Homogeneous deposition of a SiGe layer in the step-flow mode on a Si

substrate with a small (inevitable) miscut may result in a layer of modulated thick-

ness. Some SiGe material may accumulate at the intrinsic step edges, as mismatch

strain can partially relax there. Even at an atomically flat substrate, undulations of

a strained layer surface enable elastic strain relaxation.

Figure 1.3: Schematic showing the strain relaxation occurring during heteroepi-
taxy by elastic and inelastic means.

Under conditions of relatively high misfit coherency strain εcoh >2%, het-

eroepitaxial thin films grow via the Stranski-Krastanov (S-K) mode [12], i.e., the

first 1-3 monolayers (ML) of film grow as a two dimensional (2D) wetting layer,

but subsequent adatoms cluster to form small three dimensional (3D) islands.

These islands can retain coherent interfaces with the underlayer, but nonetheless



14 Chapter 1. Introduction

some portion of the net strain energy is relaxed by the 2D-3D transition. This

behavior is governed by the energetics of the strain field and the surface [15], sub-

ject to the kinetics of adatom transport that regulate nucleation and evolution of

islands, in competition with dislocation introduction [20,21]. However, in case of

dilute Si1−xGex alloys (having low Ge concentration) with low misfit strain, the

3D islands form only after a critical thickness is achieved. The atoms at the top

of the island are free to relax towards the bulk Ge lattice parameter and the elastic

energy released exceeds the increase in surface energy. Apart from this simple

approach of growth in SiGe heteroepitaxy, modified S-K growth mode is widely

observed. In this, the growth mechanism (kinetics and thermodynamics) is highly

influenced by the intermixing of Si and Ge at the interfaces [16].

1.3 Optimization of Growth

As already discussed, SiGe heteroepitaxy follows S-K growth mode. The quality

and the type of structure formation in SiGe heteroepitaxy depends on the growth

parameters i.e. growth temperature, composition, deposition rate and layer thick-

nesses. Due to the biaxial compressive strain developed in the pseudomorphic

Si1−xGex layers, an elastic energy is stored in these layers. The energy density

is proportional to the thickness of the layer and leads to the elastic and inelastic

strain relaxation. Inelastic strain relaxation takes place by formation and glide of

misfit dislocations. It causes a severe limitation of layer parameters for pseudo-

morphic defect-free heteroepitaxy. The calculated critical thicknesses for disloca-
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tion formation depending on Ge content of a SiGe layer on Si(001) are plotted in

Fig. 1.4 [17].

Figure 1.4: Critical thicknesses of smooth strained SiGe layers on (001) Si for
relaxation by dislocation formation at high and moderate substrate temperature
dMB and dDT . (Ref. [17])

Matthews and Blakesley [18] determined an equilibrium critical thickness

dMB for formation of dislocations from the balance of relevant forces. These

values are in reasonable agreement with experimental results observed for high

growth temperatures TG ≥750◦C. At lower TG, kinematic limitations become im-

portant as explained by Dodson and Tsao [19]. A certain, (temperature-dependent)

amount of excess stress is necessary to induce the gliding of dislocations required

for strain relaxation. The resulting curve of critical thickness dDT for a moder-

ate temperature of 550◦C is significantly above the equilibrium curve in Fig. 1.4.

In between the two curves, there is a range of parameters for metastable strained

SiGe layers, which can be deposited without inelastic relaxation at low temper-
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ature. During this work, several kind of multilayer structures were grown and

their structure was studied by cross-sectional transmission electron microscopy

(XTEM). Depending upon the growth conditions, different structures were ob-

tained in the several epitaxial SiGe samples so prepared. Threading dislocations

were also observed when either the growth temperature was low and/or the thick-

ness of the Ge layer was higher than the critical thickness for elastic relaxation.

Variation in the growth parameters led to the formation of completely pseudomor-

phic layers when the growth temperature was kept at higher values (750◦C) and

SiGe alloy layers were grown with Si spacers as the lattice mismatch between

SiGe alloy and Si is lower than that between Ge and Si. Following are two exam-

ples of multilayer samples with and without dislocations as deposited in our MBE

chamber.

Figure 1.5: XTEM of Si/Ge multilayer sample (TG= 550◦C, Si/Ge:110/40 Å)
showing inelastic relaxation.

Fig. 1.5 shows XTEM study of a Si/Ge multilayer sample grown at substrate

temperature of 550◦C and having layer thicknesses as Si/Ge:110/40 Å. As can be
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Figure 1.6: XTEM of Si/SiGe alloy multilayer sample (x=48%, TG = 750◦C,
Si/SiGe : 175/100 Å) showing completely pseudomorphic layers.

seen from the Fig. 1.4, the Ge layer thickness is higher than the critical thick-

ness for dislocation formation, we observe a 3D islanding taking place in the

system and the accumulated strain is relaxed by the formation of threading dislo-

cations. High resolution XTEM images verify the inelastic relaxation occurring

in these multilayers by the presence of dislocations. Completely pseudomorphic

Si1−xGex/Si epitaxial multilayers can be grown by choosing the growth param-

eters properly. Fig. 1.6 shows a completely pseudomorphic multilayer system

where a Si0.52Ge0.48 alloy layer having thickness of 100 Å is deposited alternately

with Si spacers of 175 Å. This multilayer system was deposited at a substrate tem-

perature of 750◦C. The layer thicknesses with the Ge composition in alloy layer

fall in region below the critical thickness for dislocation formation as depicted in

Fig. 1.4. High resolution XTEM images show a complete pseudomorphic growth.
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1.4 General Discussion

Both silicon and germanium occur in nature as crystalline diamond lattice struc-

tures, in which each atom is covalently bonded to four neighboring atoms. The

diamond structure unit cell consists of two inter-penetrating face-centered cubic

unit cells, one of which is displaced along the body diagonal by a quarter of the

unit cell lattice parameter relative to the other. Si and Ge are completely miscible

and can form any Si1−xGex alloy with x varying from 0 to 1. The lattice con-

stant of any Si1−xGex alloy (aSiGe) can therefore be described by Vegard’s law,

according to which, for any germanium composition, x, aSi1−xGex is an interpo-

lation between the lattice constants of silicon (aSi) and germanium (aGe) and can

be written as [11]:

aSi1−xGex = aSi(1− x) + aGex+ [0.0273(x2 − 10x)] (1.3)

The final term is a correction factor for Si1−xGex to account for the slight discrep-

ancy between theoretical and empirically obtained lattice parameters.

The 4% lattice mismatch between the two elements is utilized to fabricate

strained (pseudomorphic) layers. Deposition of Si1−xGex atoms on a silicon sub-

strate to form a commensurate interface will result in a layer under biaxial com-

pressive strain in the plane of growth due to the larger bulk lattice constant of

Si1−xGex. The interface between the two materials is known as a misfit interface,

and the in-plane compression of the Si1−xGex layer will be accompanied by an
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extension of the lattice in the growth direction, according to the Poisson ratio.

Alternatively, the growth of silicon on a substrate of bulk Si1−xGex will result in

a biaxially tensile strained layer. The in-plane strain (ε||) in the layer due to the

lattice mismatch (or misfit) can be expressed in terms of the lattice constants of

the layer, alayer = a||, and substrate, asubstrate:

ε|| =
a|| − asubstrate

asubstrate
(1.4)

For silicon-germanium strained layers, ε|| varies with germanium composition

from zero to 0.04 and will be positive (negative) for compressive (tensile) strain.

The lateral compression is compensated by an elongation ε⊥ of the SiGe layer

leading to a tetragonal distortion of the lattice. This distortion can be found by

the elastic theory as: ε⊥ = −2C12ε||/C11 where Cij are the elastic constants. The

introduction of strain into silicon has a profound effect on its electrical properties,

which are highly desirable for the manufacture of future electronic devices.

If the layer thickness exceeds the critical thickness, the strain relaxation takes

place by plastic (defect) accommodation instead of elastic mismatch compensa-

tion. Plastic relaxation in the form of misfit dislocations are created at the inter-

faces or threading dislocations so created can pass through the whole layer leading

to the relaxation of stored elastic energy.
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1.5 Quantum Dot Superlattice: Review

Stacked islands or undulated superlattices can be obtained by depositing alternat-

ing layers of strained islands and thin substrate material spacers in near-equilibrium

growth conditions. This is a good means to increase the total volume of 3D nanos-

tructures without incurring strain relaxation via plastic deformation (i.e. injection

of misfit dislocations). In general, island superlattices exhibit a strong vertical

correlation.

Figure 1.7: HAADF STEM cross section images of island superlattices grown by
MBE (Si0.54Ge0.46/Si superlattice with 3.4 nm thick alloy layers and 13.7 nm Si
spacers, grown at 625◦C) (Ref. [24]).

The micrograph (Fig.1.7) obtained from an MBE grown structure shows ex-

tremely regular undulations forming at the alloy to Si interfaces. In the SiGe

system, the vertical alignment of the islands arises from a partial elastic relax-

ation of the Si1−xGex lattice at the apex of the island, which causes tensile strain

in the Si lattice above the Si1−xGex island. This locally reduces the misfit strain
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and makes it an energetically favorable nucleation site for a Si1−xGex island in

the next alloy layer. This vertical alignment may be lost if the Si spacer layer

thickness is increased to the extent that negligible strain exists at the surface. The

critical spacer thickness depends on the growth methods and conditions [22] but,

in general, strong vertical alignment is achieved for spacers less than 25 nm thick,

while little alignment is preserved beyond 100 nm. The degree of vertical order-

ing has been correlated with a reduction of the thickness of the WL in stacked

islands, which is also consistent with strain propagation in the Si spacers. The

coarsening and coalescence of islands in the upper layers of island superlattices

is a self-organization process that may be explained in the framework of contin-

uum elasticity theory [23]. The strain field overlap of two closely spaced small

islands will result in the nucleation of a larger island in the next alloy layer rather

than the replication of the small islands, while for larger islands the strain field

will not expand beyond the lateral size of the islands and their size will be self-

limited. Finally, some oblique stacking of islands is sometimes observed and has

been explained by the interplay of surface stress and the development of Si surface

depressions (step-bunching) in the vicinity of large islands [17]. No well ordered

staggered stacking has been observed in the SiGe system on (001) Si, because

elastic anisotropy favors vertical alignment.

Self-assembly offers an attractive route to the fabrication of quantum dot ar-

rays, especially since the islands can be unexpectedly uniform in size. A fasci-

nating feature of such structures is that the dots (i.e., buried islands) in successive
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layers are spatially correlated. Tersoff et al [23] gave a theoretical model for the

self assembly of Ge/Si islands. At the surface, new islands tend to nucleate di-

rectly above buried islands. This spatial bias arises from the strain at the surface

due to buried strained islands. The island sizes and spacings actually become more

regular with each successive layer. This phenomenon provides a mechanism for

obtaining the uniform island sizes required in electronic devices. They showed

that the size and spacing of islands can be directly controlled via the thickness of

the layers.

Liu et al [22] have shown an evidence of the breakdown of vertical correlation

and also the growth mode changes before and after the reach of effective thickness

of superlattices. In each period, the strain is relaxed by the formation of quantum

dots after reaching the critical thickness. However, for the quantum dot super-

lattice also, a critical thickness exists after which the dislocations are induced in

the superlattice. To understand critical thickness for quantum dot superlattice, the

equivalent Ge content should be determined. From both theoretical and experi-

mental results of the critical thickness of SiGe alloy and SiGe/Si superlattice on

Si [27,28], it is concluded that the nominal Ge thickness rather than wetting layer

thickness only contribute on the strain accumulation and determine the film crit-

ical thickness, even though misfit strain in each layer is partially relaxed by the

formation of the dots.
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Experimental Techniques

2.1 Molecular Beam Epitaxy

The first successful use of a molecular beam apparatus for the crystallization and

investigation of GaAs epilayers by Cho and Arthur dates back to the late 1960s.

Since then, MBE has evolved into one of the most widely used techniques for

producing epitaxial layers of metals, insulators and superconductors as well, both

at the research and the industrial production level. The principle underlying MBE

growth is relatively simple: it consists essentially of atoms or clusters of atoms,

produced by heating up a solid source which then migrate in a UHV environment

and impinge on a hot substrate surface, where they can diffuse and eventually

incorporate into the growing film. Inspite of simple concept, a lot of technological

strength is required to produce MBE systems that yield the desired quality in terms

of material purity, uniformity, high vacuum and interface control.

23
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2.1.1 MBE Basics

Molecular beam epitaxy is a technique for epitaxial growth via the interaction of

one or several molecular or atomic beams that occurs on a surface of a heated

crystalline substrate under ultrahigh-vacuum condition [30–32]. Source materials

are placed in a crucible inside the evaporation cells (known as Knudsen cells),

whose shape and dimensions ensure the required angular distribution of atoms in

the beam. A manipulator with substrate holder is used to ensure the required posi-

tion of the substrate relative to the cells and to heat it to the required temperature.

The homogeneity of the resulting films can be improved by rotating the substrate.

For typical distances between the sources and the substrate, the molecular

beam condition is ensured (i.e., the free path of the particle is larger than the

geometrical size of the chamber. The MBE systems are provided with the means

to reach and maintain ultrahigh vacuum (∼10−11 Torr) and operation is usually

oil-free. One of the reasons why the MBE system must be oil-free is the need to

ensure that the substrate is atomically clean before growth. On the other hand,

a low level of background doping and control over the properties of the grown

material can be ensured only if uncontrolled fluxes reaching the substrate surface

are as weak as possible. An ultrahigh vacuum is essential for this purpose, but

it is not a sufficient condition. Firstly, any vacuum represents an equilibrium

between the rate of gas evolution and the rate of pumping, so that construction and

crucible materials with lowest possible rate of gas evolution are used. Secondly,

it is important to ensure cryogenic screening around the substrate in such a way
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that it will minimize the stray fluxes of atoms and molecules from the walls of

the chamber, which are present at room temperature and can arise from the heated

components of the apparatus. Thirdly, only ultra-pure materials can be used as

source materials in MBE.

One advantage of MBE is the intrinsic feasibility of controlling the profile

of the composition and doping of a growing structure at monolayer level. This

feasibility is ensured by a molecular beam regime during growth that excludes

any interaction between atoms or molecules in the beam and between different

beams, in combination with a low growth rate. An abrupt change in composition

and/or degree and nature of doping are achieved by opening or closing the relevant

fluxes using the shutters with which each cell is equipped. The operation time of

a shutter (< 0.1 sec) is usually considerably less than the time needed to grow one

monolayer (typically 1-5 sec). Variation of cell temperatures and, consequently,

the intensities of molecular fluxes, and the corresponding variation of the growth

rate provide a way of establishing any specified composition profile in the film.

Preliminary preparation of an atomically clean, defect-free substrate surface is

exceptionally important in this technology.

2.1.2 Outline of the MBE system

A schematic drawing of a generic MBE system is presented in Fig. 2.1. Some ba-

sic components can be identified: The vacuum system consists of a growth cham-

ber, UHV-connected to a preparation chamber, where substrates are degassed prior
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to growth, and a load-lock module for transfer to and from air (not shown). All the

components of the growth chamber must be able to resist bake-out temperatures

of up to 200◦C for extended periods of time, which are necessary to minimize out-

gassing from the internal walls. The pumping system must be able to efficiently

reduce residual impurities to a minimum. In practice, base pressure is reduced to

the 10−11-10−12 Torr range. The pumping system usually consists of ion pumps,

with auxiliary Ti-sublimation and cryogenic pumps.

Figure 2.1: Schematic diagram of a Molecular Beam Epitaxy setup.

Liquid N2 cryopanels surround internally both the main chamber wall and

the source flange. Since MBE is a cold wall technique, cryopanels prevent re-

evaporation from parts other than the hot cells. Also they provide thermal isolation

among the different cells. Effusion cells are the key components of an MBE
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system, because they must provide excellent flux stability and uniformity, and

material purity. Therefore a careful choice of elements, materials and geometry

is required. The cells are placed on a source flange, and are co-focused on the

substrate heater, to optimize flux uniformity. The temperature control is of the

order of ±1◦C at 1000◦C. A schematic drawing of a typical effusion cell is shown

in Fig. 2.2, and some of the main features are indicated. The crucible (1) is

usually made of pyrolitic boron nitride, which can stand temperatures of up to

∼1300◦C without appreciable degassing. Its shape can be cylindrical or conical

with different tapering angles, depending on the material to be evaporated. Its

size depends on the material to be evaporated as well, and has to be big enough to

provide several months of operation before the depletion of the material. Heating

is provided by a Ta filament (2), while multiple Ta foils provide heat shielding

(3). A thermocouple (4) is located in an appropriate position in order to measure

the material temperature; temperature regulation is provided by high-precision

PID regulators. A mechanical or pneumatic shutter, usually made of Tantalum or

Molybdenum, is placed in front of the cell to trigger the flux. The shutters operate

much faster than the growth rate (typically 0.1 s), and are computer-controlled to

provide reproducible growth cycles, especially for superlattices. Besides, these

are designed not to outgas when heated from the cells, and not to constitute an

appreciable heat shield, giving rise to flux transients after opening. The substrate

manipulator is capable of continuous azimuthal rotation (CAR) around its axis to

improve uniformity across the wafer. The heater behind the sample is designed to
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Figure 2.2: A typical Effusion Cell.

maximize temperature uniformity and minimize power consumption and impurity

outgassing. On the manipulator a Mo or Ta substrate holder is mounted containing

the wafer on which deposition has to be done.

Figure 2.3: Molecular Beam Epitaxy setup present at Saha Institute of Nuclear
Physics.

All the SiGe samples are prepared by the solid source Riber Compact21 MBE

system (shown in Fig. 2.3) present at Saha Institute of Nuclear Physics. It consists
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of three chambers viz. load-locked sample-loading chamber (LC), preparation

chamber (PC) and growth chamber (GC). While a high vacuum (∼10−9 Torr) is

maintained in LC and PC using turbo and ion pumps respectively, an ultra high

vacuum (∼10−11 Torr) is maintained in GC using titanium sublimation and ion

pumps. GC is provided with a residual gas analyzer (RGA) (Hiden Analytical,

UK) for the detection of residual impurities. For the insertion of the substrate

wafers (chemically cleaned beforehand) in LC, the same are put in metal (Mo)

cassettes prior to loading. These are then transferred to PC with the help of sam-

ple lift and transfer rod, where the wafers are degassed by radiative heating. The

maximum temperature of this degas chamber (PC) is 820◦C. After this, the wafers

are transferred to GC, where they are further heated up to a maximum tempera-

ture of 1100◦C for degassing and oxide removal. This procedure allows making

ultra-clean reconstructed surfaces for further studies. Reflection high energy elec-

tron diffraction (RHEED) system (STAIB instruments) present in GC, allows in

situ monitoring of the surface reconstruction process as well as the growth pro-

cess. The four effusion cells present in GC, of which two are of high temperature

(2000◦C) and two are of low temperature (1450◦C), are used for the evaporation

of materials to be deposited. Germanium and silicon, used for Si/Ge multilayer

deposition in the present work, are evaporated using low temperature effusion cell

and electron gun (e-gun) evaporator, respectively. The deposition of Ge and Si is

controlled by main shutters attached to the sample manipulator. The deposition

rate of Si is maintained with the help of a Quartz Crystal Microbalance (Inficon
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XTC/2 Deposition Controller), by controlling power of the electron beam. The Ge

deposition rate is determined by controlling effusion cell temperature. Substrate

is rotated azimuthally during growth so as to ensure better homogeneity of the

films. During deposition, liquid nitrogen is continuously circulated around GC

for system cooling and maintaining ultra high vacuum. The deposition process is

fully software controlled.

Chemical Cleaning

Si(001) wafers, used as substrates, are chemically cleaned using two-step RCA

process. In the first step, Si substrates are lowered into a boiling mixture of HCl

(30%), H2O2 (31%) and deionized water (DI-H2O) in the ratio 1:1:5 for 15 min.

The wafers are then rinsed in a DI-H2O bath for a further 15 min. In the second

step, the substrates are immersed in a boiling mixture of NH3 (25%), H2O2 (31%)

and DI-H2O in parts of 1:1:5 for 15 min. After this, the wafers are rinsed in the

DI-H2O bath for 15 min to wash away residual ions of the acid. Hydrofluoric

acid solution (HF-Dip) was used to remove the native oxide from the wafer sur-

face immediately before they are put into the load-lock chamber. HF-Dip was a

mixture of HF (40%) and DI-H2O with ratio 1:10. In order to desorb the oxide,

the substrate was first heated up to 800◦C for 30 min in the preparation cham-

ber, which was followed by a further heating at 1100◦C for 5min in the growth

chamber. Surface cleanliness was checked by in-situ RHEED.



2.2. X-Ray Scattering Facility 31

2.2 X-Ray Scattering Facility

X-rays were discovered in 1895 by the German physicist Roentgen and were so

named because their nature was unknown at the time. It was not until 1912 that

the exact nature of x-rays was established. In that year the phenomenon of x-ray

diffraction by crystals was discovered, and this discovery simultaneously proved

the wave nature of x-rays and provided a new method for investigating the fine

structure of matter. X-ray diffraction is extremely useful technique as it can in-

directly reveal details of internal structure of the order of 10−8cm in size. X-rays

are basically electromagnetic radiation of exactly the same nature as light but of

very much shorter wavelength. The unit of measurement in the x-ray region is

the angstrom (Å), (=10−8cm), and x-rays used in diffraction have wavelengths ly-

ing approximately in the range 0.5-2.5 Å, whereas the wavelength of visible light

is of the order of 6000 Å. X-rays therefore occupy the region between gamma

and ultraviolet rays in the complete electromagnetic spectrum. Till the mid 1970,

X-ray tubes were only used as X-ray sources in which X-rays are generated by

bombarding high energy electrons on a suitable target material like Copper (Cu),

Molybdenum (Mo) etc. In mid 1970s it was realized that the synchrotron radiation

emitted from charged particles circulating in storage rings constructed for high

energy nuclear physics experiments was potentially a much more intense and ver-

satile source of x-rays. Indeed synchrotrons have proved to be such vastly better

source that many storage rings have been constructed around the world dedicated

solely to the production of X-rays.
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2.2.1 Laboratory Source

After the discovery of x-rays in 1985, the first X-ray tube to be used as a standard

x-ray source was developed by W. D. Coolidge in 1912. A typical x-ray tube con-

sists of a filament or cathode made of Tungsten to produce electrons which are

focused and accelerated by applying a high voltage between cathode and anode.

The anode is generally coated with a metal like Copper (Cu), Molybdenum (Mo),

etc., depending upon the requirement of wavelength of x-rays to be generated.

The point where the electron beam strikes the anode is called the focal spot. Most

of the kinetic energy of the electrons after bombardment with anode is converted

to heat and only about 1% of the energy is converted into x-ray. The heat gener-

ated during the bombardment is dissipated by keeping the anode in contact with

circulating coolant like cold water. This generation of heat at anode and efficiency

of cooling restrict the power of the x-ray tube around 1 kW. A further improve-

ment in the power was achieved when a rotating anode was used instead of fixed

anode. A rotating anode can dissipate heat over a larger volume compared to fixed

one. The technical difficulties like problem of maintaining high vacuum seal on

the rotating shaft of anode took some time to settle and only after 1960’s rotating

anode x-ray sources could be available on commercial basis.

X-rays produced from bombardment of electrons on anode consist of two dis-

tinct components depending the nature interaction of electrons with anode mate-

rial. There is a continuous part due to the electrons being decelerated, and even-

tually stopped in the metal. This is known as bremsstrahlung radiation and has



2.2. X-Ray Scattering Facility 33

maximum energy that corresponds to the high voltage applied to the tube. Dur-

ing collision of a high energy electron with an atom of the anode, an electron

from inner shells of the atom can be knocked of creating a vacancy. The spon-

taneous relaxation of an electron from an outer shell into the vacancy produces

an x-ray photon with a characteristic energy equal to the difference between the

energies of the shells. These characteristic energy peaks superimposed on contin-

uous bremsstrahlung give the total spectrum of x-rays emitted from that particular

anode material. The experiments with monochromatic beam utilize the K-lines

of the anode material which is several orders of magnitude more intense than

bremsstrahlung spectrum.

2.2.2 Synchrotron Source

Fig. 2.4 shows a schematic of the key components of a typical synchrotron source.

The details will vary according to the particular requirements, but many compo-

nents will be found in one form or the other. Synchrotron light starts with an elec-

tron gun. A heated element or cathode produces free electrons which are pulled

through a hole in the end of the gun by a powerful electric field which produces

an electron stream. The electron stream is fed into a linear accelerator or linac.

Here, high energy microwaves and radio waves chop the stream into bunches or

pulses. When they exit the linac, the electrons are travelling at 99.99986% of

the speed of light and carry about 300 million electron. The linac feeds into the

booster ring which uses magnetic fields to force electrons to travel in a circle. The
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Figure 2.4: Schematic of a typical Synchrotron source

booster ring ramps up the energy in the electron stream to the order of gigaelectron

volts (GeV). This is enough to produce synchrotron light in the infrared to hard

x-ray range. The booster ring feeds electrons into the storage ring, a many-sided

donut-shaped tube. The tube is maintained under vacuum, as free as possible of

air or other stray atoms that could deflect the electron beam. Bending magnets or

insertion devices such as undulators are used to finally produce the Synchrotron

light. Bending magnets deflect the electron beam to produce the radiation. The

main function of bending magnets is to bend the electrons into their racetrack or-

bit. However, as the electrons are deflected from their straight path when passing

through these magnets, they emit a spray of x-rays tangentially to the plane of the

electron beam. The synchrotron light from a bending magnet covers a wide and
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continuous spectrum, from microwaves to hard x-rays, and it is much less focused,

or brilliant, than the fine beam of x-rays from an insertion device. Undulators are

magnetic structures, made up of a complex array of small magnets which force

the electrons to follow an undulating, or wavy, trajectory. The radiation emitted

at each consecutive bend overlaps and interferes with that from other bends. This

generates a much more focused, or brilliant, beam of radiation than that generated

by a single magnet. Also, the photons emitted are concentrated at certain energies

(called the fundamental and harmonics). The gap between the rows of magnets

can be changed to fine-tune the wavelength of the x-rays in the beam. The second

key component is the monochromator, as in many applications it is required to

work at a particular average wavelength. It may also be desirable to choose the

wavelength bandwidth, and monochromators made from perfect crystals through

to multilayers allow for a considerable variation in this parameter. After this, the

monochromatic beam is focussed down to small sizes by using devices such as

x-ray mirrors and refractive Fresnel lenses. Finally, x-rays are delivered on the

sample on which experiments are performed.

The quality of the Synchrotron x-ray beam can be parameterized depending

upon several aspects. These aspects can be combined into single quantity, called

the ‘brilliance’. First of all, there is the number of photons emitted per second,

then collimation which defines how much beam diverges as it propagates. Colli-

mation is in milliradians both in horizontal and vertical directions. Other impor-

tant aspect is the source area which is given in mm2. Lastly, important factor is
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Figure 2.5: Diffractometer at Indian Beamline, Photon Factory, Japan.

the spectral distribution. Some sources produce very smooth spectra, others have

peaks at certain photon energies. The convention is therefore to define the photon

energy range as a fixed relative energy band-width (BW), which is chosen to be

0.1%. Altogether, the figure-of-merit of the source is given as:

Brilliance =
Photons/second

(mrad)2(mm2sourcearea)(0.1%BW )
(2.1)

The brilliance is a function of the photon energy. The maximum brilliance

from third generation undulators is approximately 10 orders of magnitude higher

than that from a rotating anode at the Kα line. In this thesis work, most of our x-

ray experiments were performed using x-ray synchrotron sources at Indian Beam-
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Figure 2.6: Line diagram of the diffractometer at Indian Beamline, Photon Fac-
tory, Japan.

line, Photon Factory, Japan and P08 beamline of Petra III, Germany.

While performing on X-ray scattering measurements, from the experimental

point of view, it is extremely important to have a precise machinery in order to

have an accurate control over the incidence and exit angles. Also, x-ray sources

are required which have low angular divergence. Today both of these require-

ments are met easily due to the availability of very high precision diffractometers

and the Synchrotron radiation sources. Fig. 2.5 shows a four-circle diffractometer

(in grazing incidence and exit angle geometry) installed at Indian beamline, Pho-

ton Factory, Japan. The path of incident x-ray beam, exit beam into detector and

sample stage are indicated. This versatile diffractometer has four circles of rota-

tion so as to provide several degrees of freedom to perform GIXS experiments.
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Fig. 2.6 shows the line diagram of the said diffractometer. It consists of a set of

vertical and horizontal motorized slits present both in the path of the incident x-

ray beam and in front of the detector, so as provide a defined beam profile and

high signal to noise ratio respectively.

2.3 Transmission Electron Microscopy

The structures formed in the Si/Ge heteroepitaxy have a size of the order of

few hundred nanometers. To understand the structural properties at nanometer

scale, Transmission Electron Microscopy (TEM) comes across as a very powerful

and versatile instrument. It offers variety of information obtained from differ-

ent modes such as high resolution lattice imaging, scanning tunneling electron

microscopy-energy dispersive x-ray spectroscopy (STEM-EDX), high angle an-

nular dark field (HAADF) imaging and selected area electron diffraction (SAED).

Fig. 2.7 is a schematic showing the formation of high resolution TEM image and

SAED pattern in transmission electron microscope.

The first TEM was built by two German scientists, M. Knoll and E. Ruska,

in 1932. The transmission electron microscope (TEM) [33] operates on the same

basic principles as the light microscope but uses electrons instead of light. TEMs

use electrons as ‘light source’ and their much lower wavelength makes it possible

to get a resolution a thousand times better than with a light microscope. A ‘light

source’ at the top of the microscope emits the electrons that travel through vacuum

in the column of the microscope. Instead of glass lenses focusing the light in the
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Figure 2.7: Schematic showing formation of HRTEM image and SAED pattern in
TEM.

light microscope, the TEM uses electromagnetic lenses to focus the electrons into

a very thin beam. The electron beam then travels through the specimen. Depend-

ing on the density of the material present, some of the electrons are scattered and

disappear from the beam. At the bottom of the microscope the unscattered elec-

trons hit a fluorescent screen or CCD camera, which gives rise to a ‘shadow image’

of the specimen with its different parts displayed in varied darkness according to

their density. The image can be studied directly by the operator or photographed

with a camera. In a TEM, a thin crystalline specimen is subjected to a parallel

beam of high-energy electrons. As TEM specimens are typically 100 nm thick,

and the electrons typically have an energy of 100-400 kiloelectron volts, the elec-
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trons pass through the sample easily. During transmission, the electrons interact

with the specimen, giving rise to signals containing information about the internal

structure and chemistry of the specimen. Electron diffraction patterns and lattice

images are two forms of data which give an insight of crystallographic informa-

tion in TEM. Lattice images are interference patterns between the direct beam

and diffracted beams, viewed in direct space, and are obtained by high-resolution

TEM (HRTEM) imaging. In the images, the spacing of a set of fringes represents

the lattice spacing. For direct information of defect structure on the atomic scale,

a HRTEM is particularly useful.

A STEM is in principle very similar to the more commonly known scanning

electron microscope (SEM) in that electron optics are used before the specimen

to focus an electron beam to form an illuminating spot, or probe, that is scanned

over the specimen in a raster fashion. Various signals produced by the scattering

of the electrons can be detected and displayed as a function of the illuminating

probe position. Since there is very little scattering of the electrons in a thin sam-

ple, little beam spreading occurs and the spatial resolution is mainly controlled by

the illuminating probe size. Energy dispersive x-ray spectroscopy (EDX) is useful

in determining the chemical composition of the materials in the specimen. High

angle annular dark-field (HAADF) imaging [82] refers to the use of a particular

detector geometry in STEM. A geometrically large annular detector is placed in

the optical far field beyond the specimen. The total intensity detected over the

whole detector is recorded and displayed as a function of the position of the illu-
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minating probe. Since the detector only receives a signal when the specimen is

present, the vacuum appears dark. For the heavier atom, the scattering intensity

is higher, which leads to atomic number (Z) contrast in the image. In selected

area electron diffraction pattern (SAED), the sample is illuminated with a parallel

electron beam to ensure the focusing of the transmitted and diffracted beam onto

the back focal plane of the objective lens. A specific area of the sample is selected

by a SAED aperture that is in an image plane conjugate with the sample in the

electron optic system of the TEM. A few hundred nanometers is therefore the typ-

ical lateral size of the region sampled by SAED in TEM. In this case, electrons

are treated as wave-like, rather than particle-like. Because the wavelength of high-

energy electrons is a fraction of a nanometer, and the spacings between atoms in a

solid is only slightly larger, the atoms act as a diffraction grating to the electrons,

which are diffracted. That is, some fraction of them will be scattered to particular

angles, determined by the crystal structure of the sample, while others continue to

pass through the sample without deflection. As a result, the image on the screen

of the TEM will be a series of spots-the selected area diffraction pattern (SADP),

each spot corresponding to a satisfied diffraction condition of the sample’s crystal

structure. If the sample is tilted, the same crystal will stay under illumination, but

different diffraction conditions will be activated, and different diffraction spots

will appear or disappear. Fig. 2.7 shows the formation of HRTEM image and

SAED pattern in TEM.
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Sample preparation for Cross-sectional TEM

Sample preparation is the most crucial part of the TEM characterization. For the

electrons to transmit through the sample, it has to be thinned down to the elec-

tron transparency (<100 nm) for conventional TEM and even lesser (<10 nm) for

HRTEM. To study the interfaces or the bulk of the sample, cross-sectional trans-

mission electron microscopy (XTEM) measurements are required, which need

rigorous sample preparation. Step by step procedure for XTEM sample prepara-

tion is shown in Fig. 2.8 and 2.9.

Figure 2.8: Step flow of XTEM sample preparation method.

The MBE sample is first of all cut into two thin stripes of around 2.5 mm

thickness using a fine wire cutter. Also, two thin stripes (2 mm) of Si wafer are
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Figure 2.9: Step flow of XTEM sample preparation method continued after steps
in Figure 2.8.

also cut which are used as dummy. These four stripes are then glued to each other

using the epoxy-resin such that the deposited sides of the sample face each other as

shown in the schematic [Fig. 2.8]. Now, the glued stripes are put inside a stainless

steel hollow tube having inner and outer diameter of 2.5 and 3 mm respectively.

The vacant space inside the tube is filled by the epoxy resin. The tube is then

cut into thin discs by the wire cutter. These thin discs are then further thinned to

100 µm using lapping and polishing method. In this, several emery papers are

used in a particular sequence and the discs are rotated over them for thinning.

Now, the sample is put inside the Dimple Grinder where the sample is thinned

from the center to about 30-40 µm. At last, sample is put inside the Precision ion
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polishing system (PIPS) whose schematic is shown in Fig. 2.9. In this, the sample

is sputtered by 5kV Argon gun from top and bottom with only one gun working

at a time. Thus, a tiny hole is formed at the center of sample making the region

in its vicinity to be electron transparent (∼100 nm). Finally, the sample becomes

ready to be probed inside the TEM system. The Transmission electron microscopy

(TEM) investigations in this thesis work were carried out using FEI, TECNAI G2

F30, S-TWIN microscope operating at 300 kV equipped with a GATAN Orius

CCD camera. High-angle annular dark field (HAADF) scanning transmission

electron microscopy (STEM) is employed here using the same microscope, which

is equipped with a scanning unit and a HAADF detector from Fischione (Model

3000). This TEM facility is installed in Saha Institute of Nuclear Physics.

2.4 Atomic Force Microscopy

The advent of Scanning Probe Microscopes and especially of the Atomic Force

Microscope (AFM) has opened new perspectives in the field of microscopy. AFM

is a very high-resolution type of scanning probe microscope having nanometer

order of resolution which is more than 1000 times better than the optical diffrac-

tion limit. The Atomic Force Microscope was developed mainly to overcome a

basic drawback with STM - that it can only image conducting or semiconducting

surfaces. The AFM, however, has the advantage of imaging almost any type of

surface, including polymers, ceramics, composites, glass, and biological samples.
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Figure 2.10: Schematic illustration of AFM.

Basic Principles

In AFM a sharp tip mounted on a cantilever is allowed to scan over a sample sur-

face and deflection of the tip due to its interaction with the sample surface atoms

is monitored. Schematic of AFM functioning is shown in Fig. 2.10. Under nor-

mal working conditions the interaction forces between the tip and sample atoms

bend the cantilever following Hooke’s law. The cantilever deflection is detected

by an ‘optical lever’ principle and converted into an electrical signal to produce

the images. In optical lever method, a laser beam reflected from the backside of

the cantilever is made incident on a Position Sensitive Photo Detector (PSPD). As

the cantilever deflects, the angle of reflected beam changes and the spot falls on a

different part of the detector. Generally the detector is made of four quadrants and

the signals from the four quadrants are compared to calculate the position of the

laser spot. The vertical deflection of the cantilever can be calculated by comparing

the signal from the ‘top’ and ‘bottom’ halves of the detector. The lateral twisting
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of the cantilever can also be calculated by comparing the ‘left’ and ‘right’ halve

signals from the detector. This detection system measures the cantilever deflec-

tion with sub-Angstrom sensitivity. The spring constant of the cantilever should be

small enough to allow detection of small forces and its resonant frequency should

be high to minimize sensitivity to mechanical vibration. The scanning i.e tip or

sample movement is performed by an extremely precise positioning device made

from piezo-electric ceramics, most often in the form of a tube scanner. The scan-

ner is capable of sub-Angstrom resolution in X, Y and Z-directions. To control the

relative position of the tip with respect to the sample accurately, good vibration

isolation of the microscope has to be ensured. The AFM tips and cantilevers are

microfabricated from Si or Si3N4. Typical tip radius is from a few to 10 s of nm.

In AFM, the force F(r) which acts between the tip and sample is used as the

imaging signal. For two electrically neutral and non-magnetic bodies held at a

distance r of the order of several nanometers, the Van-der-Waals forces usually

dominate the interaction between them. The force can be derived from the Lenard-

Jones potential and its distance dependence can be given as

F (r) ∝ (
1

r13
− 1

r7
) (2.2)

The variation of interaction force with the distance is depicted in Fig. 2.11.

As the atoms are gradually brought together the attractive force between them in-

creases until they are so close together that their electron clouds begin to repel

each other electrostatically. This electrostatic repulsion progressively weakens
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the attractive force as the inter-atomic separation continues to decrease and when

the distance between the atoms reaches a couple of Angstroms, the total Van-der-

Waals force becomes repulsive. In AFM, the local variation of the force acting

between the tip and the sample is measured in order to generate the three dimen-

sional images of the surface.

Figure 2.11: Dependence of force on the distance between the tip and sample.

Modes of operation

Because of AFM’s versatility, it has been applied to a large number of research

topics. The Atomic Force Microscope has also gone through many modifications

for specific application requirements.

Contact Mode: The first and foremost mode of operation, contact mode is

widely used. As the tip is raster-scanned across the surface, it is deflected as it
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moves over the surface corrugation. In constant force mode, the tip is constantly

adjusted to maintain a constant deflection, and therefore constant height above the

surface. It is this adjustment that is displayed as data. However, the ability to

track the surface in this manner is limited by the feedback circuit. Sometimes the

tip is allowed to scan without this adjustment, and one measures only the deflec-

tion. This is useful for small, high-speed atomic resolution scans, and is known as

variable-deflection mode.

Because the tip is in hard contact with the surface, the stiffness of the lever

needs to be less than the effective spring constant holding atoms together, which

is on the order of 1-10 nN/nm. Most contact mode levers have a spring constant

of less than 1 N/m.

Noncontact mode: Noncontact mode belongs to a family of AC modes, which

refers to the use of an oscillating cantilever. A stiff cantilever is oscillated in the

attractive regime, meaning that the tip is quite close to the sample, but not touching

it (hence, ‘noncontact’). The forces between the tip and sample are quite low, of

the order of pN (10−12 N). The detection scheme is based on measuring changes

to the resonant frequency or amplitude of the cantilever.

Dynamic Force / Intermittant-contact / ‘Tapping Mode’ AFM: A stiff can-

tilever is oscillated closer to the sample than in noncontact mode. Part of the

oscillation extends into the repulsive regime, so the tip intermittently touches or

‘taps’ the surface. The advantage of tapping the surface is improved lateral reso-
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lution on soft samples. Lateral forces such as drag, common in contact mode, are

virtually eliminated.

2.5 Optical Techniques

Luminescence in semiconductors can be stimulated by several different ways such

as carrier excitation by using lasers or by current injection. A non-equilibrium

state of electron and holes in conduction and valence band respectively is ob-

tained. The adjacent recombination of electrons and holes may lead to the emis-

sion of a photon and this is called as radiative recombination.

Photoluminescence Spectroscopy

A very simple and powerful measurement technique is photoluminescence (PL)

spectroscopy. The carriers are excited by a pump beam with a photon energy

higher than the bandgap of the structure. The electrons then thermalize to the

bottom of the conduction band and recombine emitting light with the bandgap

energy. At room temperature, the luminescence of silicon is rather weak as most

of the recombination of electron-hole pairs occur non-radiatively due to the traps

and impurities. Thus, a laser is used as the excitation source together with a high

sensitivity detector, such as a photomultiplier tube or an avalanche photodiode. PL

spectroscopy is a very simple and fast technique, and is mainly used for material

characterization in a broad variety of fields. The use of the as grown samples

without any further treatment is one of its main advantage. Si and Ge are indirect
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semiconductors and this can be understood by their band-structure.

Band-Structure

The electronic and optical properties of Si and Ge are related to their band struc-

ture. The band structure of a material depends upon the crystal structure and is

the key to the dispersion relation of the charge carriers. Experiments on optical

absorption, luminescence, and transport properties can be interpreted only if the

band shapes and band-gaps are known. In a heterostructure, band offsets at the

heterojunction are also needed for designing devices and interpreting experiments.

The band structure of any material is conventionally embodied by the dispersion

relation E(k) where E is the energy of an electron (or hole) at the band edge with

a wave vector k in the first Brillouin zone.

Fig. 2.12 schematically shows energy dispersion relations for Ge and Si. Pos-

itive and negative energies refer to electrons and holes, respectively. Note that the

conduction band minimum for Si doesn’t lie at k=0 i.e. Γ symmetry point, but

away from it. Since, this minima lies in [100] direction (∆ - minima), there is not

just a single minimum of energy. Rather, there are six equal minima existing along

the equivalent <100> directions in the crystal. For the case of Ge, the conduction

band minima lies in the [111] direction and hence there are eight equal minima

existing along the equivalent <111> directions. Also, the valence band struc-

ture of both semiconductors is similar, exhibiting a maximum at the zone center

k=0. In the case of Si the maximum of the valence band is twofold degenerated.
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Figure 2.12: Electronic band-structure for Ge and Si.

In accordance to the different band bending and the resulting effective masses the

states of both bands are called heavy and light holes (hh and lh, respectively). Due

to the spin-orbit interaction the degeneracy is partly broken shifting the so-called

spin-orbit-holes (soh) by 0.04 eV in the case of Si and 0.30 eV in the case of Ge

to lower energies.

Optical transitions are divided into direct and indirect ones, depending on

whether conduction band minimum and valence band maximum occur at the same

k value. Figure 1 shows that the conduction band minimum of Si does not occur

at k = 0. Hence, this is an indirect band-gap semiconductor. For direct band-gap

semiconductors, exciting an electron from the top of the valence band to the bot-

tom of the conduction band, leaving a hole in the valence band, will lead to the
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Figure 2.13: Band gap variation of Si1−xGex alloys against Ge content x . The
top curve gives the band gap energy for unstrained (cubic) alloys, which show a
crossover from the Si-like (conduction band minima at ∆) to the Ge-like band-
structure (conduction band minima at the L point) at x = 0.85. The two other
curves are for pseudomorphic Si1−xGex layers on a cubic Si substrate, which
leads to a splitting of the valence band.

emission of a photon after the recombination of these two carriers. The energy of

this photon is the same energy as the band gap Eg. In the case of indirect semi-

conductors, such direct recombination is not possible since the bulk selection rule

△k = 0 has to be fulfilled. The transition from the highest occupied level of the

valence band to the lowest unoccupied level of the conduction band is forbidden

unless one or several momentum conserving phonons participate (absorption or

emission).

Figure 2.13 shows the bandgap variations of Si1−xGex alloys grown pseudo-
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morphically on Si(001) substrate. Strain lowers the symmetry of the Si1−xGex

layers from cubic to tetragonal [34–36]. Lowering of the symmetry causes split-

ting of the band edges and modifies the band-gap. For x < 0.85 conduction band

of the alloy remains Si-like. In the tetragonal symmetry the sixfold degeneracy

of the △ conduction band is partially lifted; it splits into a fourfold and a twofold

degenerate state. When the layers are under biaxial compression (e.g., Si1−xGex

layers grown on Si(001) substrate), the fourfold degenerate state moves down to-

ward the valence band and the twofold degenerate state moves up, away from the

valence band. The degeneracy of the L band is not lifted under the tetragonal dis-

tortion. Degeneracy of the valence band at k=0 is also lifted; the heavy hole band

moves up (towards the conduction band) and the light hole band moves down. The

difference in energy between the lowest conduction band and the highest valence

band is the band-gap of the strained layers. A small contribution to the band-gap

comes from the hydrostatic component of the strain. The actual separation of the

split components depends on the magnitude of the strain and is calculated by the

potential deformation theory.

Hence, the recombination of an electron-hole pair requires the emission (or

absorption) of a phonon to fulfill the momentum conservation rule. The emission

(or absorption) of a phonon offers one way to conserve the momentum during the

recombination process of electrons and holes. The energy of the emitted photon

is reduced by the amount of energy of the involved phonon, shifting the emission

lines to lower energies. In the case of interband transitions the k-conservation
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rule results from the exact periodicity of the crystal lattice. However, the Ge

atoms in the Si1−xGex alloy are statistically distributed, leading to some degree

of disorder, which also effects the electronic properties due to different potentials

of Si and Ge atoms. Thus, the k conservation rules must not always be fulfilled

and there is a non-zero probability, that transitions without a phonon involvement

may occur. These are called no-phonon (NP) transitions. In this case, the required

momentum is conserved through scattering of the carriers at the alloy fluctuation

potentials inside the Si1−xGex layer.

Figure 2.14: Band structures of type I and type II. In the former one the con-
finement of both electrons and holes is taking place in the same layer contrary to
what is happening in the latter one. The dashed lines represent the energies of the
confined particles.

Whenever a film of material with a smaller bandgap is grown between material
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with a larger bandgap, localization of carriers takes place in the growth direction,

due to the band offsets. Depending on the relative position of conduction and

valence bands, one distinguishes between type I and type II alignment. In type I

both types of carriers, electrons and holes, are localized in the same layer while in

type II the charge carriers are localized in different layers (Fig. 2.14). Generally,

strained SiGe on Si has been shown to have a type II structure.

PL spectroscopy is mostly performed at cryogenic temperatures in order to

reduce thermal broadening effects. At such temperatures, the binding state of

the electron-hole pair due to Coulomb attraction i.e., exciton is also observed.

Due to the low excitonic binding energy, they are dissociate into free carriers by

increasing the sample temperature.

Raman Spectroscopy

In Raman spectroscopy, a photon is scattered inelastically in a crystal. Incident

and scattered photons have energy ~ωL and ~ωS respectively with corresponding

wave-vectors kL and kS . In first order process one or several elementary excita-

tions are created (Stokes process) or annihilated (Antistokes process). The con-

servation rules for a first order Raman process are given by
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ωL − ωS = ±ωJ

kL − kS = ±kJ

(2.3)

with ~ωJ and kJ are the energy and wavevector of the elementary excitations,

here limited to a phonon, the +(-) signs refer to the stokes (antistokes) process.

A Raman spectrum is a plot of the intensity of Raman scattered radiation as a

function of its frequency difference from the incident radiation (usually in units

of wavenumbers, cm−1). This difference is called the Raman shift. A variety of

information can be extracted from the Raman spectra like the characteristic raman

frequencies identify the composition of the material, the changes in the frequency

of raman peak indicate the stress/strain state of the crystal, width of the raman

peak suggest the quality of the crystal and the intensity of raman peak signify the

amount of material.



Chapter 3

X-ray Scattering Techniques

X-rays have long been used as an essential tool in research to study the structure

of bulk crystalline materials. They interact weakly with matter due to which mul-

tiple reflections can be neglected. The x-rays can penetrate deep into the bulk

ranging from 0.1-10 mm, depending upon the material and the energy used. Thus,

special sample preparation or environment is not usually required for the mea-

surements. This allows them to provide microscopic structural information aver-

aged over large sample volume. However, the penetration depth of x-rays can be

tuned by choosing proper scattering geometry in order to gain information about

the surface or about the bulk. For example, the differences in the refractive in-

dex are used in x-ray reflectivity and grazing-incidence small-angle x-ray scatter-

ing, while the strain fields are measured in coplanar x-ray diffraction (XRD) and

grazing-incidence diffraction (GID). Also, the differences in the atomic scattering

factors and their dependence on energy are used in anomalous scattering experi-

57
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ments. In x-ray scattering, intensity distributions in reciprocal space are recorded

instead of real-space images, and in most cases the interpretation of experimental

data requires model assumptions and fitting routines.

3.1 X-ray Diffraction

X-Ray Diffraction (XRD) is used to study surfaces and interfaces. XRD has con-

tributed also to many advances in the field of surface science, particularly when

synchrotron radiation is used. In XRD, x-rays are directed at a crystal and the

scattered rays are viewed from various angles at large distance. Specifically, we

calculate the cross section of scattering from the sample. X-rays are used because

their wavelength is comparable with the interatomic spacing. When an x-ray beam

falls on an atom, two processes may occur: (a) the beam may be absorbed lead-

ing to removal of electrons from atom or (b) it may be scattered. Considering

the classical theory for scattering process, the primary beam is an electromagnetic

wave with electric vector varying sinusoidally with time and directed perpendic-

ular to the direction of propagation of beam. The electric field exerts forces on

the electrons of the atom producing accelerations of the electrons which in turn

emit radiation. This radiation spreads in all the directions and is called scattered

radiation having frequency same as the primary beam.

The Thompson formula describes the amplitude of the wave A1 that comes

from a scattering electron at re, as a function of the amplitude of the wave A0, that

goes in, assuming the dipole approximation [41],
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A1exp(−ikf .re) = A0
e2

mc2
1

R0

exp(−iki.re) (3.1)

where e and m are the electron’s charge and mass, and R0, is the distance to the

observer. 1/R0 arises because a spherical wave comes out when a plane wave goes

in. The constant, e2/mc2, has a very small value, of 3 × 10−15m. Thus, even with

the large number of electrons in a crystal, the total scattering cross section is still

quite small. Hence, the kinematical approximation is valid, in which the amplitude

scattered by an object is taken to be the sum of independent contributions from all

the individual electrons.

Figure 3.1: (a) Definition of the real space vectors. The origin of the crystal is
shown, point A is the origin for the nth unit cell , point B is the jth atom of the nth

unit cell and point C is an electron belonging to the jth atom of the nth unit cell. (b)
Definition of the reciprocal space incident and exit wave vectors ki and kf . These
wave vectors both have magnitude 2π/λ, with λ being the x-ray wavelength. The
momentum transfer q is kf − ki.

A very important concept is that of ‘momentum transfer’, represented by ‘q’

and is the vector difference between the in-going wavevector ki and the outgoing
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wavevector kf . Since the modulus of ki and kf are same and equal to (2π/λ) for

elastic scattering, where λ is the x-ray wavelength, we can derive,

|q| = 2|k| sin 2θ

2
(3.2)

The momentum transfer relates both to the experimental scattering angle, 2θ,

through equation 3.2, and to the theoretical scattering amplitude that is derived

below. This can be seen by rearranging equation 3.1, with the definition q =

kf − ki,

A1 = A0
e2

mc2
1

R0

exp(−iq.re) (3.3)

The results of a scattering experiment may be thought of as a map in momen-

tum space, where q is the independent variable and the scattered intensity is the

dependent variable. We now have the x-ray scattering amplitude from an indi-

vidual electron, equation 3.3. Using the kinematical approximation, by simply

summing the scattering amplitude from each electron, we arrive first at the scat-

tering from an individual atom, then from one unit cell of the crystal, and finally

from the entire macroscopic crystal.

In summing the scattering amplitudes from each electron in an atom, it is

necessary to represent the electrons by their density distributions, as described by

their wave-functions. This summation then becomes an integration:
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A2 = A0
e2

mc2
1

R0

∫ ∞

−∞
ρ(r′)exp(iq.(Rn + rj + r′))d3r′

= A0
e2

mc2
1

R0

f(q)exp(iq.(Rn + rj)) (3.4)

where

f(q) =

∫ ∞

−∞
ρ(r′)exp(iq.r′)d3r′ (3.5)

The atomic form factor, f(q), is defined as the Fourier transform of the electron

density for a single atom. Also, f(q) is a complex number and somewhat energy

dependent because the x-ray can excite atomic transitions. The third step of the

assembly is to add up the atoms inside one unit cell of the crystal. The atoms may

not all be the same chemical element so they must be distinguished by assigning

separate form factors, fj(q). If there are Nc atoms in the unit cell, then

A3 = A0
e2

mc2
1

R0

Nc∑
j=1

fj(q)exp(iq.(Rn + rj))

= A0
e2

mc2
1

R0

F (q)exp(iq.Rn) (3.6)

where

F (q) =
Nc∑
j=1

fj(q)exp(iq.rj). (3.7)
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The function F(q) which is the sum over all the atoms within one unit cell, is

called the structure factor. Now, we add up all the unit cells to make the whole

crystal. This is where the scattering becomes strongly focused into beams along

certain directions and is then called diffraction. Assuming the crystal to be block-

shaped with N1, N2 and N3 unit cells along the three crystal axes defined by the

vectors, a1, a2 and a3. We add up phase factors for the positions of the origin of

each unit cell,

A4 = A0
e2

mc2
1

R0

F (q)

N1−1∑
n1=0

N2−1∑
n2=0

N3−1∑
n3=0

exp(iq.(n1a1 + n2a2 + n3a3)). (3.8)

which can be simplified in the following form.

A4 = A0
e2

mc2
1

R0

F (q)(
1− exp(iN1a1q)

1− exp(ia1q)
)(
1− exp(iN2a2q)

1− exp(ia2q)
)(
1− exp(iN3a3q)

1− exp(ia3q)
)

(3.9)

For x-ray diffraction intensity for a thin film deposited on a semi-infinite crys-

talline substrate can then be written as:

R =|
N∑

n=0

Anexp[i(
n∑

j=0

aj)qz] + As
1− exp(iMasqz)

1− exp(iasqz)
|2 (3.10)

where the first term is for the epitaxial multilayer stack having N layers. aj

is the lattice parameter of the jth unit cell counting from the top of the film and
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An is the scattering amplitude of the nth unit cell. The second term represents the

contribution from the substrate with as and As representing lattice parameter and

scattering amplitude, respectively, for the substrate and M being the total number

of unit cells.

Basics of X-ray Scattering

The propagation of radiation through any medium can be described by the optical

formalism which depend upon the refractive index of the medium. For example,

a ray of light propagating in air changes direction when it enters glass, water or

any transparent material and this bending depends on the refractive index of the

particular material. Hence, using Snell’s law one can predict what will happen at

the interface or how the interaction of electromagnetic radiation with matter will

occur. The refractive index depends on the frequency of light.

The index of refraction of matter for visible light is always greater than unity.

However for x-rays, it is slightly less than unity and is given as

n = 1− δ + iβ (3.11)

where δ and β are the quantities which depend on the electron density (ρe) and the

absorption coefficient (µ) of the scattering material. These quantities are defined

as follows:

δ =
λ2reρe
2π

(3.12)
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β =
λµ

4π
(3.13)

where re = 2.815×10−5 Å is the classical electron radius, λ is the wavelength

of the x-rays. Since, the refractive index of materials is less than unity for x-rays,

the beam impinging on matter can be totally externally reflected given the incident

angle is less than a critical angle θc. Critical angle can be determined using a

Snell’s law with cos(θtr) = 1. Thus,

cos(θc) = n = 1− δ (3.14)

for small angles, above equation can be approximated as:

θ2c = 2δ (3.15)

The total external reflection is observed at very low incidence angles with

θ <0.5◦. At larger angles, as the penetration of x-rays increases, the reflectivity

decreases considerably. It is near to the critical angle that x-rays can probe both

in-plane and out-of-plane structures at the surfaces/interfaces of thin films and

several measurement techniques are thus developed for this which are collectively

known to be Grazing Incidence X-ray Scattering (GIXS) techniques. Fig. 3.2

shows the schematic of the GIXS scattering geometry. The incident X-ray beam

has momentum vector ki and the elastically scattered x-rays from the sample has

a momentum vector kf with |ki| = |kf | = k0 = 2π/λ; where λ is the wavelength of
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x-rays. Thus, the wavevector transfer, q = kf − ki depends upon the incident and

exit angles. The different components of wavevector transfer are given as:

Figure 3.2: Schematic showing the GIXS scattering geometry.

qx = k0(cos(θf )cos(ϕ)− cos(θi)) (3.16)

qy = k0cos(θi)sin(ϕ) (3.17)

qz = k0(sin(θf ) + sin(θi)) (3.18)

where X-Z is the plane of incidence and the detector is placed at an angle ϕ

out of this plane in Y direction.
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3.2 X-ray Reflectivity

In X-Ray Reflectivity (XRR) technique, x-ray beam is allowed to incident on a

sample surface at a grazing incidence θi and the reflected intensity is recorded

in the plane of incidence at an angle θf . If the angle of incidence of impinging

x-rays is sufficiently small (less than θc), the penetration depth and the scattering

is limited to the near surface region. Reflectivity data is generally taken at angles

considerably larger than the critical angle of total external reflection and therefore

penetration depth is of the order of hundreds of nanometers. The necessary angu-

lar conditions maintained during the measurements are θi = θf and ϕ = 0 (refer

to Fig. 3.2). With these angular conditions the reflected intensity is only a func-

tion of out-of-plane wave transfer vector qz and qx, qy = 0. Thus, XRR provides

us with structural information along the out-of-plane direction of the surfaces and

interfaces.

3.2.1 Parrat Formalism

An electromagnetic plane wave represented by its electric field E(r) = E0exp(iki.r),

which penetrates into a medium having an index of refraction n(r), propagates

according to the Helmholtz equation given by:

(∇2 + k2n2(r))E(r) = 0 (3.19)

where k is the wave-vector of the x-rays given by k = 2π/λ. In vacuum, the
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Figure 3.3: Schematic showing reflection and refraction of incident X-rays for
Vacuum-Medium interface.

z-component of the momentum transfer vector, normal to the surface, is given by

qz,0 =
2π

λ
(sin(θi) + sin(θf )) (3.20)

for specular reflectivity, θi = θf , hence one can write: kz,0 = qz,0/2 =

2πsin(θi)/λ. By Snell-Descartes’ law of refraction for the single interface shown

in Fig. 3.3,

cos(θi)

cos(θr)
=

n1

n2

=
1− δ1 + iβ1

1− δ2 + iβ2

(3.21)

As the values of δ and β for any material for x-rays are of the order of 10−6

and 10−7 respectively, equation 3.21 can be expanded as follows by ignoring the

higher order terms.
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cos(θi)

cos(θr)
= 1− (δ1 − δ2) + i(β1 − β2)

= 1− λ2re
2π

△ρe + i
λ

4π
△µ (3.22)

Thus, using equation 3.22, one can define the critical angle for any interface

as follows:

θc =
√

2(δ1 − δ2) (3.23)

and the critical wave-vector can be given as

qc =
4π

λ
sin(θc) (3.24)

Depending on the critical wave-transfer vector qc,i of ith medium with respect

to that of vacuum the wave-transfer vector along z in that medium can be written

as qz,i =
√
q2z,0 − q2c,i. By applying proper boundary conditions for the electric

field and its derivative, at the interface of two media, we can write the Fresnel

formulas for the reflection and transmission coefficients as follows:

r1,2 =
qz,1 − qz,2
qz,1 + qz,2

(3.25)

and
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t1,2 =
2qz,1

qz,1 + qz,2
(3.26)

Then, the x-ray reflectivity expression for an interface separating two media

can be written as follows:

R = r1,2r
∗
1,2

= |

√
(q2z,0 − q2c,1)−

√
(q2z,0 − q2c,2)√

(q2z,0 − q2c,1) +
√

(q2z,0 − q2c,2)
|2 (3.27)

Figure 3.4: Schematic showing reflection and transmission of incident X-rays for
a thin film sandwiched between two media.

In the case of a thin film of finite thickness ‘d’ as shown in Figure 3.4, we

have to solve the wave equations at two interfaces. It is interesting to note that the

continuity condition at z = d will generate an extra factor, which in turn will give

us reflectance at the film-substrate interface as
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r2,3 =
qz,2 − qz,3
qz,2 + qz,3

exp(−iqz,2d) (3.28)

By simple calculations and noting the fact that r21 = −r12, we can write the

reflectance from the thin film sand-witched between two media as

r0 =
r1,2 + r2,3
1 + r1,2r2,3

(3.29)

We can easily extend the above calculation to the case of reflectivity for a

system having N such thin films (stratified media), having smooth interfaces. We

denote the thickness of each film by dn: A set of simultaneous equations similar

to Equation 3.29 can be solved and one can arrive at a recursive formula given by

rn−1,n =
rn,n+1 + Fn−1,n

1 + rn,n+1Fn−1,n

e−iqz,ndn (3.30)

where

Fn−1,n =
qz,n−1 − qz,n
qz,n−1 + qz,n

(3.31)

To obtain the specular reflectivity of the system having N layers one solves the

above recursive relations from the bottom layer with the knowledge that rN,N+1

= 0, since the thickness of the (N + 1)th medium (normally the substrate) can be

taken as infinite. The detailed calculation for the reflectivity from multilayers can

be found in several reviews and texts [37–40].
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As we measure intensity of reflected x-ray beam, not its amplitude and phase,

the determination of the electron density profile (EDP) from the reflectivity profile

becomes non-trivial. Normally, one assumes a priori distribution of EDP across

the thin film and calculates specular reflectivity profile by approximating this EDP

by a series of slabs having constant electron densities using a recursive technique

starting at the substratefilm interface. The calculated reflectivity profile is then

fitted to the experimental data by varying some of the parameters such as the

electron density of each slab, thickness of the slabs and roughness of interfaces.

This conventionally used technique works well for systems in which actual EDP

is close to the a priori assumption of EDP with which the non-linear fitting process

is started and only a few parameters are involved in fitting. Due to the recursive

non-linear relationship between real space parameters, e.g. thickness and electron

density of each slab and reflectivity profile, determination of parameters by fitting

becomes problematic when initial guess of real space parameters are far away

from the actual solution.

3.2.2 Scheme based on Distorted Wave Born Approximation

In this scheme, we treat the EDP of a thin film as ρ0+∆ρ(z), where ρ0 is the aver-

age electron density over the total thickness of the film and ∆ρ(z) is the variation

of electron density as a function of the film depth ‘z’ (the film surface is taken as

z = 0, with z positive into the substrate). We are interested in finding ρ(z). In our

method, we have considered the film to be composed of a number of thin slices or
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boxes of equal thickness ‘d’ with ρi (given by ρ0+∆ρi) as the electron density of

the ith box. We can then write ∆ρ(qfz) as

∆ρ =

∫ ∞

−∞
∆ρ(z)exp[iqfz]dz

= ∆ρ1

∫ d

0

exp[iqfz]dz + ...+∆ρN

∫ Nd

(N−1)d

exp[iqfz]dz (3.32)

Rewriting the above equation gives:

∆ρ =
i

qfz
[(

j=N∑
j=2

(∆ρj −∆ρj−1)exp[iqfz(j − 1)d]) + ∆ρ1 +∆ρNexp(iqfzNd)]

(3.33)

where N is the total number of boxes used to represent the total film of thick-

ness D = Nd. In the above expression, qfz = q2 − q2c is the z-component of

momentum transfer vector in the film, qc being the critical wavevector for the av-

erage film of electron density ρ0. The above expression of ∆ρ(qfz) to calculate

the specular reflectivity, given in the DWBA [71, 72] by

R(k) =| ir0(k) +
2πb

k
(a2(k)∆ρ(qz) + b2(k)∆ρ∗(qz)) |2 (3.34)

where r0(k) is the specular reflectance coefficient of the multilayer film with AED

ρ0, a(k) and b(k) are the coefficients for the transmitted and reflected amplitudes

in the average film and are given by:
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Figure 3.5: Specular reflectivity of the test 5 bilayer Si/Ge system. Black filled
circles represent the ‘Data’ and red line the profile obtained from DWBA formal-
ism. The inset shows the EDP used to generate Data (black symbols) and EDP
obtained by fitting (blue line), using DWBA formalism. The horizontal (red) line
in the inset shows the value of AED, ρ0.

a(k) =
1 + r12

1 + r12r23
(3.35)

and b(k) = a(qz)r23

The applicability of the method discussed here was checked by making test

simulations of several Si/Ge bilayer systems on Si substrate and result of a five bi-

layer film is presented here. The thicknesses of Si and Ge for this simulation were

taken as 80 Å and 20 Å and ED as 0.7095 Å−3 and 1.27527 Å−3 respectively. The

Si-Ge interfaces were taken as linearly graded to mimic the inter-diffusion ob-

served in our sample. The X-ray reflectivity profile for this system was generated

using Parrat formalism [40] as discussed in section 3.2.1, which is represented by

‘Data’ in Fig. 3.5 and the corresponding EDP is shown in the inset (black sym-
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bol). The AED, ρ0, value taken here is represented by red horizontal line in the

inset. Accordingly, the values of ∆ρi were assigned in the initial guess of EDP

assuming that position of Ge layers are known and interfaces are abrupt. The box

size, d, was taken to be 5 Å. It is interesting to note that linear interfacial profile

used to generate ‘Data’ comes out correctly from this DWBA fitting (see Fig. 3.5).

By carrying out similar analysis on a variety of ‘test’ samples, we concluded that

this method is quite sensitive and small features of EDP could be detected suc-

cessfully.

3.3 X-ray Diffuse Scattering

Specular reflectivity is sensitive to the average density profile along the normal to

a sample surface. Very often, one would also like to determine the statistical prop-

erties of surfaces or interfaces (i.e. the ‘lateral’ structures in the plane). The dif-

fuse x-ray scattering experiments allow the determination of the lateral lengths of

surface morphologies and of the correlations between buried interfaces over more

than 5 orders of magnitude i.e., from Å to tens of microns in plane. The manner

in which surface/interface roughness gives rise to off-specular diffuse scattering

is best discussed in terms of differential scattering cross section dσ/dΩ. Under

Born Approximation, the differential scattering cross-section can be written as:

dσ

dΩ
= r2e |

∫
drρ(r)exp[i.q.r]|2 (3.36)
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Figure 3.6: A typical rough surface. For an isotropic rough surface the height
correlation functions depends on r, irrespective of the location of the points (x, y)
and (x′, y′).

Considering a typical rough surface as shown in Fig. 3.6 defined by its height

fluctuations z(x, y), the differential cross-section can be written as:

dσ

dΩ
= r2eρ

2|
∫ z(x,y)

−∞
dzexp[iqzz]

∫ +∞

−∞
dxexp[iqxx]

∫ +∞

−∞
dyexp[iqyy]|2 (3.37)

The above equation can be simplified to

dσ

dΩ
=

r2eρ
2

q2z
|
∫ ∞

−∞
dxdy

∫ ∞

−∞
dx′dy′exp[iqz(z(x, y)− z(x′, y′))]×exp[iqx(x−x′)]exp[iqy(y−y′)]|

(3.38)
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To proceed further, we need to formulate a geometrical description of a rough

surface. It has been found that description of surface geometry can be done con-

veniently using the concept of fractals. Assuming the difference in heights for

the interface at two different positions (x, y) and (x′, y′), U = z(x, y) − z(x′, y′)

to be a Gaussian Random Variable, one can define a height difference correlation

function as

g(X,Y ) =< [z(x, y)− z(x′, y′)]2 > (3.39)

with X = x−x′ and Y = y−y′ and the average denotes an ensemble average

over all possible configurations of the surface. For a commonly observed type of

rough surface, the rms roughness scales as a self-affine fractal. Since statistically

g(X, Y ) is equivalent to σ2, for isotropic self-affine rough surfaces g(X,Y ) can

be written as

g(X, Y ) = g(r) = Ar2α(0 < α < 1) (3.40)

where r =
√

(X2 + Y 2). Using the definition of g(X, Y ) = g(r) in equa-

tion 3.39 we can write

g(r) = < z(0) >2 + < z(r) >2 −2 < z(0)z(r) >

= 2σ2 − 2C(r) (3.41)
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Here < z(0) >2=< z(r) >2= σ2. This is valid only under the assumption of

stationarity of U. C(r) =< z(0)z(r) > is defined as the height-height correlation

of the surface. The height-height correlation can have several different forms but

the form that is used most commonly is

C(r) = σ2[1− exp(−r/ξ)2α] (3.42)

Accordingly, a configuration average has to performed over all possible con-

figurations of the interface to calculate the scattering cross-section. By performing

appropriate change of variables one can write equation 3.46 as

dσ

dΩ
=

r2eρ
2

q2z
A|

∫ ∞

−∞

∫ ∞

−∞
dXdY exp[−q2zg(X, Y )/2]exp[iqxX + iqyY ]| (3.43)

where A is the area of the surface illuminated by the incident beam. Using

equation 3.41, scattering crosssection can be written as:

dσ

dΩ
=

r2eρ
2

q2z
Ae−q2zσ

2 |
∫ ∞

−∞
dXdY eq

2
zC(X,Y )e−i(qxX+qyY )| (3.44)

The above equation can be split into two partsspecular and diffuse. The spec-

ular component yields the specular reflectivity as follows:

R =
16π2ρ2r2e

q4z
e−q2zσ

2

(3.45)
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Thus, the diffuse intensity, Id can be written as

Id = I0
r2eρ

2

q2zsinθi
e−q2zσ

2 |
∫ ∫

dXdY (eq
2
zC(X,Y ) − 1)e−i(qxX+qyY )| (3.46)

3.4 Grazing Incidence Diffraction

Grazing Incidence Diffraction (GID) is a special scattering technique used to

study the surfaces as x-rays are not intrinsically surface selective probe. Avail-

ability of high brilliance synchrotron sources has also made it easier to obtain

surface information simply by observing the deviations from ideal bulk scatter-

ing and attributing these deviations to the surface. This method is highly efficient

when the bulk is a single crystal as then the scattering from it is largely limited to

Bragg peaks. Thus, the scattering apart from the Bragg peaks can be attributed to

the reconstructed surface or an adsorbed monolayer.

Figure 3.7: Schematic showing the GID scattering geometry.
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To study the nanostructures or surfaces grazing incidence diffraction (GID)

geometry becomes extrmely significant to find out information of the composi-

tion, strain and morphology. GID is based on the fact that the refractive index of

most materials is slightly smaller than 1. According to Snells law an angle of total

external reflection is present at the interface between e.g. a crystal surface, and

vacuum or air both of which have a refractive index equal to 1. This angle of total

external reflection depends on the material and the x-ray energy, as explained ear-

lier. At this angle, however, the substrate is not completely invisible to x-rays, but

only an evanescent wave penetrates into and scatters from it but maximum scat-

tering occurs from the surface as needed. For the GID experiments as performed

in this work, grazing incidence and exit conditions were chosen for the incident

and exit angles αi and αf . The intensity distribution along the exit angle αf was

recorded using a position sensitive detector (PSD), which was mounted perpendic-

ular to the surface. This geometry gives access to Bragg reflections that lie in the

surface plane. This geometry is sketched in Fig. 3.7. With αi,f small, qz is close to

zero, so that grazing-incidence diffraction is sensitive only to the in-plane lattice

parameter, and not to lattice parameters and strains in the growth direction. In this

scattering geometry the crystal has to be rotated into diffraction condition. Hence

grazing-incidence diffraction combines diffraction at lattice planes perpendicular

to the sample surface with reflection of the incoming beam from the surface. Most

of the x-ray beam is specularly reflected at the surface leading to a huge reduction

in the scattering from the surface. Hence for most grazing-incidence diffraction
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experiments, synchrotron radiation needs to be used.

Scans along the reciprocal lattice vector G(hkl) are performed by turning the

sample around its surface normal by an angle θ and the detector arm supporting

the PSD by ϕ = 2θ around the same axis. These scans are called radial scans as

they cross a Bragg reflection on the radial path that points from the origin to the

Bragg point. The momentum transfer achieved in radial direction in such a scan

is given by

qr = |kf − ki| = 2|k|sin(ϕ/2) = 4πsin(θ)

λ
(3.47)

The angular scan or rocking scan considers a simple rotation of the sample

around its surface normal at a fixed detector angle ϕ. It is to be noted here that only

the angular momentum transfer (qa = (4π/λ)sin(θ−ϕ/2)) changes in these scans

while the radial momentum remains constant. qrad and qang are perpendicular

directions in reciprocal space.

In the case of uncapped QDs with large lattice mismatch, to a good approx-

imation it is possible to evaluate the strain and (to a certain extent) composition

distribution with the so-called ‘isostrain scattering’ model. In this approximation,

the strain is a monotonic function of the height above the surface, thus the GID sig-

nal scattered from the islands can be decomposed into slices with constant strain,

at a certain height. The scattering signal from each slice is a spectrum centered

at qr ∝ 2π/aslice along qr, with a width proportional to the slice diameter along

qa. Thus, the island width as a function of lattice parameter can be estimated. Be-
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sides, the intensity distribution along qz presents a maximum related to the height

of the slice, due to the interference between beams scattered within the island and

reflected at the sample’s surface. Finally the chemical composition as a function

of lattice parameter can be estimated from radial scans for a weak and a strong

reflection, such as (200) and (400). Thus, island width, strain and composition

can be mapped as a function of island height.

3.5 Anomalous X-ray Scattering

In anomalous diffraction, the x-ray energy dependence of the atomic scattering

factor of one element is exploited. The goal is again to evaluate an intensity ratio

but this time of only one Bragg reflection measured at different x-ray energies.

Schulli et al [98] showed that anomalous x-ray diffraction can indeed be used to

obtain the necessary chemical sensitivity for a direct determination of composition

profiles in SiGe islands. It is a well established technique to tune the x-ray energy

close to an absorption edge to enhance the sensitivity for a particular element. In

the SiGe system, the only edge which allows for an x-ray wavelength that can

be used for diffraction is the Ge K edge. In general, the energy and momentum

dependency of the atomic scattering factor is expressed by f(Q,E) = f0(Q) +

f ′(E) + if ′′(E) with f ′(E) and f ′′(E) being the real and imaginary parts of the

energy dependent correction that become important close to an absorption edge.

The Q dependency of the form factor originates from the non-negligible spatial

distribution of the electrons of an atom, as it represents the Fourier transform of
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Figure 3.8: Anomalous corrections f ′ and f ′′ for Ge in the vicinity of the K-
absorption edge. [Ref: [98]]

the electron distribution. Therefore f0 equals the total number of electrons Z for

forward scattering, but decreases for higher momentum transfer Q. This decrease

is generally neglected in the correction terms f ′ and f ′′, based on the argument

that the inner electron shells that are responsible for these terms are very localized

in space. Thus the anomalous scattering effects can be enhanced considerably by

measuring Bragg reflections for high momentum transfers and hence improve the

sensitivity for the composition in the SiGe system. f ′ and f ′′ are presented in

Fig. 3.8 as a function of energy. The two probed energies E1 = 11 043 eV and

E2 = 11 103 eV are indicated.



Chapter 4

MBE growth of Si-Ge Multilayers

This chapter deals with the growth and characterization of MBE grown epitax-

ial Si/Ge multilayers. The Si/SiGe heterostructures are of particular importance

as quantum dots (i.e. Ge quantum dots in Si matrix) having size of the order of

nanometer may get embedded at the interfaces during growth process. The com-

position and size of these dots vary with the deposition conditions [42]. A uniform

spatial distribution of these quantum dots is required for their possible use in tech-

nological applications. It was shown earlier [43] that such spatial uniformity of

quantum dots can be obtained by growing Si/SiGe multilayer structures. Such

self-assembled Ge quantum dots in multilayer structure [44, 45] show optoelec-

tronic properties and are used in the fabrication of photodetectors such as Mid

Infra Red photodetector [46] and QWIPs. Recently, Si/SiGe superlattice struc-

tures have exhibited electroluminescence in the frequency close to 3THz [47].

Crosssectional Transmission Electron Microscopy (XTEM) is used extensively

83
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to provide a direct picture of the superlattice structures. XTEM however presents

a very localized information about the system. Thus, X-ray scattering techniques

such as x-ray reflectivity (XRR) and x-ray diffraction (XRD) are employed to de-

termine the out-of-plane compositional profile of these SL structures which give

us quite an accurate information about average interfacial intermixing. Raman

spectroscopy is used to characterize these SL structures as well. Like XRD, it is

also a fast, accurate and non-destructive method. Depending upon the position,

intensity and width of Raman lines due to Ge-Ge, Ge-Si and Si-Si modes, one

can obtain information about the composition, strain and confinement with in the

SiGe SL structures.

A method for the morphological and structural characterization of the mul-

tilayer system using X-ray reflectivity and diffraction techniques is discussed in

detail. and XRR is a powerful technique to find out the average electron density

profile of the buried layers in a film as a function of depth. XRD is useful in

characterizing the inter-diffusion, strain and composition of a film at the atomic

level [48]. The analysis schemes described in the present work are based on Dis-

torted Wave Born Approximation (DWBA) and Born Approximation (BA) for

XRR and XRD respectively. By considering a typical multilayer system, it is

demonstrated that the electron density profile (EDP) obtained from XRR can be

used efficiently to extract composition and strain profile as a function of depth

through fitting of XRD data.

Due to the 4% lattice mismatch between Si and Ge, the Si/SiGe (Si/Ge) mul-
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tilayer structures witness strain at the interfaces which propagate in the respective

layers. The strain relaxation can occur through elastic relaxation by 3D island

formation or inelastic (plastic) relaxation by misfit dislocations. The mode of re-

laxation depends highly on the growth conditions and the thicknesses of the con-

stituent layers in the multilayer system. However, the interdiffusion at interfaces

leads to some strain relaxation. It is reported earlier that during Ge deposition on

Si, apart from Ge diffusing on surface, underlying Si atoms also participate in the

diffusion process by moving to the surface and hence leading to intermixing. In-

termixing also leads to the change in composition of the Ge or SiGe layers in the

multilayer structure. This intermixing effect influences the shape and depth of the

potential wells for electronic excitations and their phonon spectra. XRD technique

is a very sensitive method for studying interdiffusion in superlattice structures and

intermixing at the interfaces directly influences the intensity of superlattice satel-

lite peaks [49].

A typical Si/Ge multilayer sample is grown by alternate deposition of Si and

Ge on the substrate. During deposition, the Si substrate is kept at a desired temper-

ature in the range of 300-800◦C. First of all, a thick Si buffer layer of around 100

nm is deposited. This is done because the substrate surface becomes rough due

to the chemical cleaning and thus Si buffer layer provides an atomically smooth

surface for the preparation of desired structure. After buffer layer, alternate Ge

and Si layers are deposited by choosing suitable temperature for the Ge effusion

cell (to control the Ge deposition rate) and Si deposition rate is controlled by the
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Figure 4.1: XTEM images (a) of a 4 bilayer Si/Ge multilayer sample and (b) its
High resolution TEM micrograph. The presence of misfit dislocations is evident
and are indicated by arrows.

quartz crystal monitor [50].

4.1 Si/Ge multilayers showing plastic relaxation

Fig. 4.1(a) shows cross-sectional TEM micrograph of a multilayer sample con-

sisting of 4 Si/Ge bilayers deposited on Si(001) substrates. The Si buffer layer

and Si cap layers are indicated. The dark region in the image corresponds to the

Ge layer and the light gray region to the presence of Si. During growth, Si and

Ge deposition rates were chosen to be 1 Å/sec. Substrate temperature and rotation

speed were 500◦C and 3 rotations per minute during deposition. The base pressure

of the growth chamber was 2×10−11 Torr. Fig. 4.1(b) shows the high resolution

XTEM image of the same sample. The Si/Ge layer thicknesses were chosen to be

300/50 Å respectively. Presence of misfit dislocations can be observed easily in

the layers (marked by arrows in the figure). This plastic relaxation present in the
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Figure 4.2: SIMS depth profile of the four bilayer sample. The profiles for Si and
Ge are indicated. Separate layers of Si and Ge can be observed as the presence of
Ge (peak in Ge profile) leads to absence of Si (dip in Si profile).
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Figure 4.3: X-ray diffraction profile of the four bilayer sample. The sharp peak
corresponds to Si and the broad one is due to the presence of Ge in almost relaxed
state.
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multilayers can be attributed to the thickness of Ge layer which is way higher than

the critical thickness (refer Fig. 1.4).

In order to measure the average individual Si/Ge layer thickness of the grown

multilayer samples, SIMS depth profile measurements were carried out. Sec-

ondary ion mass spectrometry (SIMS) studies were performed using a quadrupole

mass spectroscopy-based SIMS instrument (HIDEN Analytical Ltd., UK) with a

high-performance triple quadrupole filter and a 45◦ electrostatic sector-field en-

ergy analyzer. Samples were bombarded with 1.5 keV Cs+ primary ions at an

angle 20◦ with respect to the surface normal. Primary ion current was kept fixed

at 60 nA. The beam was rastered over an area of 1000 × 1000µm and secondary

negative ions were collected from the central 200 × 200µm area in order to avoid

the edging effect. Fig. 4.2 shows the SIMS depth profile measurements of the

sample. The respective thicknesses of Si and Ge layers were found to be 30 nm

and 5 nm which match with the values obtained from XTEM measurements. X-

ray diffraction measurements were also carried out at an energy of 11.4 kV at

PF, Japan. Fig. 4.3 shows the XRD profile of this multilayer sample. The sharp

peak corresponds to the Si(001) substrate and the Si layers in the sample and the

lower intensity broad peak corresponds to the Ge layers. This XRD profile lacks

the satellite peaks as are generally observed in the superlattice structures. This is

due to the presence of huge dislocations in the system which reduce the single-

crystallinity of the system.
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4.2 Si-Ge Superlattices

4.2.1 XTEM Study

Fig. 4.4-4.9 show cross-sectional TEM images of the various superlattice (SL)

samples considered here. These superlattices are deposited by alternate deposi-

tion of Si and Ge (or SiGe alloy). The layer thicknesses and layer compositions

were chosen in such a manner as to prepare nanostructures in the layers and also

to observe pseudomorphic growth according to Fig 1.4. Details of each sample

such as Ge layer composition depending upon the nominal deposition conditions,

growth temperature (TG), rate of deposition employed for Si, the thickness of

the superlattice period and the nominal thicknesses of the layers consisting of

superlattice are provided in Table 4.1. In all the crosssectional images, ‘B’ and

‘C’ represent the Si buffer and Si cap locations. All the samples were grown on

Si(001) substrates. First of all, a thick Si buffer layer is deposited on Si(001)

substrate which can be seen in XTEM images. A few misfit dislocations can be

observed at the junction of Si buffer layer and substrate. However, Si buffer layer

is grown thick enough so that these dislocations die out and a smooth Si surface is

obtained before the deposition of SL structure. High resolution TEM images are

also provided for each sample in order to showcase the quality of heterostructures

so formed.

Fig. 4.4 & 4.6 represent the XTEM images of SG7 & SG16 respectively which

are prepared by alternate deposition of Si and pure Ge at growth temperatures of
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Sample Bilayers TG(◦C) Dep. Rate x(Ge) Si:Ge thickness
SG7 Si/Ge 400 0.5Å/s 1 70:20 Å

SG16 Si/Ge 550 1Å/s 1 110:20 Å
SG5 Si/SiGe 750 0.6Å/s 0.57 90:60 Å
SG6 Si/SiGe 750 0.4Å/s 0.34 260:150 Å
SG8 Si/SiGe 750 1Å/s 0.48 175:100 Å

Table 4.1: Table contains the Growth Parameters for the various multilayer sam-
ples.

400◦C and 550◦C (refer Table 4.1) respectively. Both the samples show strain re-

laxation by the formation of Ge-huts which are observed to be ‘inverted’. Stacking

of these quantum huts in various layers is also evident. This quantum hut ordering

in various layers allow elastic strain relaxation in these epitaxial layers. In SG16,

the lowest four Ge layers are almost smeared out due to the intermixing occurring

at a higher growth temperature of 550◦C while in SG7, no such intermixing is

observed.

Fig. 4.7, 4.8 and 4.9 show XTEM images of SG5, SG6 and SG8 respectively

which are grown by alternate deposition of Si and SiGe alloy at 750◦C with dif-

ferent deposition rates. As can be observed, these layers are highly uniform, com-

pletely pseudomorphic and do not show any kind of elastic or plastic relaxation.

However, the strain relaxation in the form of interdiffusion at the interfaces cannot

be denied. This will be further investigated by XRD study.

4.2.2 Raman scattering

Raman spectra were registered in backscattering geometry using Horiba Jobin

Yvon 800 micro-Raman spectrometer. Measurements were performed at room
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Figure 4.4: (a) and (b) XTEM and high resolution XTEM images for SG7. Dark
lines correspond to the presence of pure Ge and lighter portion corresponds to Si.

Figure 4.5: High resolution XTEM image of SG7 showing formation of inverted
quantum huts.
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Figure 4.6: XTEM image for SG16. Lower Ge layers can be seen to have un-
dergone large intermixing with the Si layers leading to strain relaxation in them.
However, the upper layers do not show much intermixing. The superlattice sam-
ple consists of inverted Ge-huts which are stacked over one-another in various
Ge-layers. Quantum hut stacking allows elastic strain relaxation in these epitaxial
layers.

Figure 4.7: XTEM image for SG5. This sample consists of alternate Si and SiGe
alloy (xGe = 0.57) layer. There is clearly no sign of elastic or plastic relaxation in
these layers.
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Figure 4.8: XTEM image for SG6. This sample consists of alternate Si and SiGe
alloy (xGe = 0.34) layer. There is clearly no sign of elastic or plastic relaxation in
these layers.

Figure 4.9: XTEM image for SG8. This sample consists of alternate Si and SiGe
alloy (xGe = 0.48) layer. These are highly commensurate layers with no visible
form of elastic or plastic relaxation.
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temperature using an Ar+ laser with a wavelength of 488 nm. The laser power

was set at 6 mW so as to reduce the heating of the sample and the confocal-hole

diameter was chosen to be 100 µm. Each spectrum was taken for 60 s with 10

repetitions.
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Figure 4.10: Raman spectra for pure Si/Ge superlattices. Insets show the zoomed-
in peaks for Ge-Ge and Si-Ge modes.

Fig. 4.10 & 4.11 show the Raman spectra for Si/Ge and Si/SiGe superlattices

respectively. The sharp peak at 520 cm−1 has the same frequency as that of the

optical phonon peak in bulk Si. This suggests that this Si phonon peak originates

from the Si substrate and the Si layers which are not strained. This peak pre-

sumably overshadows the Si mode at the ∼482 cm−1 which is attributed to the

localized Si-Si vibration in the neighborhood of one or more Ge atoms. The fre-

quency of Ge-Ge mode for SG7 and SG16 is much larger than that of the optical

phonon in bulk Ge (301 cm−1). This can be explained by the presence of high

strain in the Ge layers [51]. The Ge optical phonon frequency depends linearly
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Figure 4.11: Raman spectra for Si/SiGe superlattices. The Si-Ge mode peak is
highly pronounced due to very high alloy content in these superlattices.

on the deformation or on strain value. The strong peak around 415 cm−1 is the

Si-Ge mode [52] attributed to the SiGe alloy which is formed at the layer inter-

faces. Apart from these three strong peaks, various other peaks are also observed,

viz. at ∼435 cm−1, ∼595 cm−1 and ∼616 cm−1. The peak at 435 cm−1 is asso-

ciated with scattering involving phonons along and near Σ for pure Si while that

at ∼616 cm−1 is attributed to the combination of acoustic and optic phonons in Σ

direction for Si [53]. The peak at ∼595 cm−1 is related to the second-order Ge-

Ge mode [54, 55]. Since the intensity and frequency of this second-order Ge-Ge

mode depends on the Ge content, it can be concluded that SG7 & SG16 contain

high amount of pure Ge [51].

The compressive strain in the Ge layer causes the Raman shift frequency to

move towards higher values. For full biaxial strain in Ge layer, the frequency
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Constant Value
aSi 5.43095
aGe 5.64613
p −4.7× 1027s−2

q −6.167× 1027s−2

C11 1288 kbar
C12 482.5 kbar
ωo 0.564× 1014s−1

Table 4.2: Table contains the values used for various constants during the strain
calculation.

Sample Ge-Ge peak Ge peak width Si-Ge peak ϵ|| ϵ⊥

SG7 314.6 cm−1 9.78 cm−1 415.02 cm−1 -3.2% 2.39%
SG16 316.92 cm−1 6.96 cm−1 416.92 cm−1 -3.6% 2.847%

Table 4.3: Table contains the Raman shift peak positions for Ge-Ge mode, Si-Ge
mode, Ge-Ge mode peak width and the biaxial and longitudinal strain values.

of Ge-Ge phonons increases by 16 cm−1 which corresponds to the biaxial defor-

mation ϵ=-0.04 in the growth plane. The shift in Ge optical-phonon frequency

induced by biaxial strain is given by [56–58]:

∆ωstrain =
pϵ⊥ + q(ϵxx + ϵyy)

2ωo

(4.1)

where ωo is the optical phonon frequency of the crystalline bulk Ge, p and q

are the deformation potentials of the optical phonon in Ge and ϵii are the diagonal

elements of the strain tensor. The biaxial strain in the pseudomorphically grown

Ge (or Si1−xGex) layers is given by:

ϵxx = ϵyy = ϵ|| =
aSi − aGe

aGe

(4.2)
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Sample Ge-Ge peak Si-Ge peak
SG5 302 cm−1 410.5 cm−1

SG6 303.3 cm−1 409.2 cm−1

SG8 294.7 cm−1 410.9 cm−1

Table 4.4: Table contains the Raman shift peak positions for Ge-Ge mode, Si-Ge
mode for the alloy samples.

Strain in the z direction is related to the biaxial strain by: ϵ⊥ = −2C12ϵ||/C11

where C12 and C11 are components of the fourth rank elastic (stiffness) tensor.

The numerical values of the various constants used in the calculations are given

in Table 4.2.

A large shift in the Ge-Ge optical phonon frequency is obtained for the pure

Si/Ge multilayers which signifies that the Ge layers in these samples are highly

strained. However, for full biaxial strain the Ge-Ge phonon frequency is reported

to be at 317 cm−1 [59–61], it is found to be 314.6 cm−1 and 316 cm−1 for SG7

and SG16 respectively. The observed 1-3 cm−1 less frequency shift signifies that

the Ge layer is partially relaxed probably because of the alloy formation at the

interfaces or nucleation of Ge to form islands (quantum dots). The observed shifts

correspond to the biaxial deformation ϵ = −0.032 and ϵ = −0.036 for SG7 and

SG16 respectively in the growth plane. This Ge-Ge mode peak in SG7 and SG16

have a peak width of ∼9 cm−1 and ∼7 cm−1 and ratio of the peaks of Ge-Ge

mode to Si-Ge mode (IpeakGe−Ge/I
peak
Si−Ge) is ∼7. This shows that the two samples

have a high Ge content in the layers. The very low peak width for Ge-Ge mode

indicates that the variation in strain between different dot layers is small. A small

shoulder (∼295 cm−1) has been observed for the Ge-Ge mode in both the Si/Ge
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multilayers. This can be attributed to the SiGe intermixing at the layer interfaces

or due to the relaxation of the Ge layer. Also, the Si-Ge mode peak around 410

cm−1 is seen to be larger for SG16 as compared to SG7. This indicates larger

intermixing at the interfaces for SG16 as is also observed from XRD and XTEM

study.

For Si/SiGe multilayers, the Ge-Ge mode peaks are found to be broad and

near 301 cm−1 i.e. at 302 cm−1, 303 cm−1 and 295 cm−1 for SG5, SG6 and SG8

respectively as tabulated in Table 4.4. A slightly higher Ge-Ge mode frequency

for SG5 and SG6 signifies presence of low strain in the alloy layers, while 295

cm−1 value for SG8 represents complete relaxation of alloy layers. Due to the

large presence of alloys in the samples, the Si-Ge alloy mode peak is seen to be

significantly high.

4.2.3 XRD Study

XRD measurements were performed on all the pseudomorphic Si1−xGex super-

lattice structures. The X-ray diffraction experiments were performed at the Indian

Beamline, BL-18B at Photon Factory (PF), Japan. X-ray beam from the bending

magnet of the PF storage ring was first focused horizontally with a focusing mir-

ror and then monochromatized using a double crystal monochromator. The wave-

length of the monochromatic X-ray used is 1.08887 Å. The beam was then further

collimated with a set of beam defining slits having horizontal opening of 1 mm

and 0.1 mm in vertical direction. Sample was mounted on to an 8 circle goniome-
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ter (Huber, Germany) at the focal point of the focusing mirror of the beamline.

The sample was mounted horizontally and the scattered beam was collected by a

single channel scintillation detector mounted at a distance of 380 cm on to the 2θ

arm of the goniometer. A slit of 1.5 mm (horizontal) by 0.25 mm (vertical) was

mounted just before the detector to increase the signal to background ratio. The

slit settings were kept same for all the reflectivity, diffuse scattering and diffrac-

tion experiments. Fig. 4.12- 4.16 show the XRD profiles of the various samples

around the Si(004) peak. These XRD profiles have been theoretically calculated

using the Born Approximation method detailed in Section 3.1. While calculating

the diffraction profile, the whole multilayer stack was considered to be divided

into a number of layers having thicknesses equal to the lattice parameter at that

point in the film. The lattice parameter varies in a multilayer stack according to the

presence of either Si or Ge or SiGe alloy that form due to possible inter-diffusion.

The obtained EDP for the multilayer stack from the XRR calculations can be de-

composed to Ge and Si profiles where the fraction ‘x’ (Ge content) as a function

of depth can be identified. Hence, for a Si1−xGex system, the lattice constant can

be calculated using the modified Vegard’s law [62] given by:

a = xaGe + (1− x)aSi − 0.007((2x− 1)2 − 1) (4.3)

For calculating the XRD profiles of these multilayer samples, initial inputs

are taken from the MBE growth parameters i.e. the nominal thicknesses of the

various layers and the fraction (x) of Ge in the alloy layers. Then, the fitting of
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Figure 4.12: The black curve is experimental XRD profile of SG16 and red curve
is the calculated diffraction profile by taking sharp interfaces i.e., no interfacial al-
loying. Inset shows the variation of Ge content with depth. Clearly, the calculation
doesn’t fits the experimental data.

the experimental XRD profile is performed by varying the layer thicknesses and

introducing alloy layers with linearly varying Ge concentration at the interfaces.

The obtained final structural profile i.e., fraction of Ge content as a function of

depth, is shown in the respective insets. The various fitting parameters for all the

profiles are given in Table 4.5. It is to be noted here that SL period in a sample is

not perfectly constant over the whole multilayer stack, but a variation of 0.5-1 nm

is observed.

By MBE growth, the interfaces are generally considered to be atomically

sharp, however this is not the case as interfacial alloying always takes place at the

growth temperatures usually used for sample preparation. To check the effect of

alloying on the fitting profile, we did the XRD profile fit calculations by two ways.
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Figure 4.13: Experimental and calculated x-ray diffraction profile for SG16. In-
set shows the Ge content as a function of depth. The interfaces are taken to as
intermixed with a linear variation in the Ge content.

First we did not take the alloying into consideration and tried to do the XRD pro-

file fit. Fig. 4.12 shows the XRD profile of SG16 along with the simulated profiles

in which no alloying was considered at the various Si/Ge interfaces. The nominal

thicknesses of 100 and 20 Å for Si and Ge layers respectively were used for the

calculations. It can be seen that the calculated profile doesn’t match with the data.

Then, we did the same XRD profile fit by taking account of the intermixing at the

various interfaces which is shown in Fig. 4.13. An alloy layer of thickness 22 Å

was inserted at the Si-on-Ge interface (which is represented by t1) where the Ge

fraction was taken to be varying linearly having a slope of 0.015 (represented by

m1). The average Ge concentration of this intermediate alloy layer is found to be

x =0.2043. For the Ge-on-Si interface, an alloy layer of thickness (t2) varying

from 11 to 20 Å was inserted for the various layers where the Ge fraction varied

linearly with a slope of (m2 =) -0.0225. The average Ge concentration of this
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Figure 4.14: Experimental and calculated x-ray diffraction profile for SG5. Inset
shows the Ge content as a function of depth.

intermediate alloy layer is found to be x =0.22. Subsequently, the Si and Ge

layer thicknesses changed to 90 and 8 Å respectively in order to accommodate the

alloy layers. All these details have been tabulated in Table 4.5. It can be clearly

seen that consideration of alloyed interfaces give a good fit to the data. Hence,

intermixing at the Si/Ge interfaces does occur.

Similarly, XRD profiles were fit for the Si/SiGe alloy multilayer samples SG5,

SG6 and SG8 as shown in Fig. 4.14, 4.15 and 4.16 respectively. SG5 and SG6

consist of 4 Si/Si1−xGex bilayers while SG8 has 10 Si/Si1−xGex bilayers. These

alloy superlattice structures were grown at high temperature (∼750◦C) and the

composition of SiGe alloy layers are Si0.43Ge0.57, Si0.66Ge0.34 and Si0.52Ge0.48 for

SG5, SG6 and SG8 respectively. The nominal alloy-layer/Si-layer thicknesses for

these superlattice samples were 60/90 Å, 150/260 Å and 100/175 Å respectively.

For XRD profile calculation, intermixing at the various interfaces was taken into
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Figure 4.15: Experimental and calculated x-ray diffraction profile for SG6. Inset
shows the Ge content as a function of depth.
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Figure 4.16: Experimental and calculated x-ray diffraction profile for SG8. Inset
shows the Ge content as a function of depth.
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account and it was observed that the Si-on-Ge interface shows intermixing upto

50 Å with average Ge fractions of (x =) 0.25 and 0.076 for SG5 and SG6 while

it is 30 Å with (x =) 0.098 for SG8. For the Ge-on-Si interface, the intermixing

upto 20, 30 and 25 Å with average Ge fractions of (x =) 0.28, 0.17 and 0.348

were observed for SG5, SG6 and SG8 respectively.

Sample Si:Ge(Å) t1, t2(Å) m1, m2 xGe(Si-on-Ge) xGe(Ge-on-Si)
SG16 90:8 22,11-20 0.015, -0.022 0.20 0.22
SG5 70:10 50,20 0.006, -0.015 0.25 0.28
SG6 210:120 50,30 0.002, -0.006 0.08 0.17
SG8 155:65 30,25 0.004, -0.005 0.1 0.35

Table 4.5: Table contains the Growth Parameters for the various multilayer sam-
ples and the fitting parameters used for XRD simulation. TG is the growth tem-
perature for various samples. t1 & t2 and m1 & m2 are the alloy thicknesses and
the slope of linear profile considered (for the concentration of Ge variation in al-
loy) at the Si-on-Ge interface and Ge-on-Si interface respectively. The alloy layer
thicknesses (t1 and t2) are excluded from Si and Ge layer thicknesses.

4.3 Interfacial intermixing and strain

X-ray scattering techniques can provide us information regarding chemical com-

position and strain [76] distribution of such heterostructures non-destructively

[63, 65, 67–70, 98, 142].

The Si/Ge multilayer sample taken first for detailed study here has a stack

of 10 bilayers and a Si(001) substrate, shown schematically in Fig. 4.17. The

sample is represented by name ‘SG7’. Its XTEM image is shown in Fig. 4.4(a).

From high resolution XTEM image [shown in Fig. 4.4(b)], it can be observed

that the multilayer sample is free from any plastic dislocations and the multi-
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layer system shows relaxation in the form of 3-D islanding (which is very low

in number density). The X-ray reflectivity, diffuse scattering and the diffraction

experiments were performed at the Indian Beamline, BL-18B at Photon Factory

(PF), Japan. The experimental conditions were the taken to be same as described

in section 4.2.3.

4.3.1 Electron density profile

The analysis of X-ray reflectivity data of Si/Ge multilayer samples were done

using DWBA technique [71, 72]. In this DWBA formalism, we consider the EDP

of a multilayer stack as ρ0+∆ρ(z) where ρ0 is the average electron density (AED)

of the multilayer film (including the cap layer at the top and part of the buffer layer

at the bottom) and ∆ρ(z) is the perturbation in electron density (ED) of the film

as a function of z. ∆ρ(z) takes positive and negative values at Ge and Si positions

respectively. The total multilayer film thickness is divided into N thin boxes of

equal thickness d and the parameter to be determined is ∆ρi, where i corresponds

to the ith box from the top, z = 0. Then, the fourier transform of ∆ρ(z) can be

written as (refer section 3.2.2):

∆ρ(qmf
z ) =

∫ ∞

−∞
∆ρ(z)exp(iqmf

z )dz (4.4)

After expanding in terms of ∆ρi noting ∆ρ(z) =
∑N

i=1 ∆ρi
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Figure 4.17: Schematic representation of the Si/Ge 10 bilayer superlattice on
Si(001). The thicknesses are nominal as obtained from the MBE growth condi-
tions. The total thickness of the multilayer structure was taken as 1500 Å for XRR
analysis.

∆ρ(qmf
z ) =

i

qmf
z

[(

j=N∑
j=2

(∆ρj−∆ρj−1)exp(iq
mf
z (j−1)d))+∆ρ1−∆ρNexp[iq

mf
z Nd]]

(4.5)

where qmf
z is the z-component of momentum transfer in the multilayer film

and is given as 2(k2 − k2
c )

1
2 . Here, k = 2πsinθ/λ is the wave vector for the angle

θ and kc is the critical wave vector at critical angle θc for the average film with

AED ρ0.

The above expression for ∆ρ(qmf
z ) is used to calculate specular reflectivity by

Distorted Wave Born Approximation given by [71, 72]

R(k) =| ir0(k) +
2πb

k
(a2(k)∆ρ(qz) + b2(k)∆ρ∗(qz)) |2 (4.6)
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where r0(k) is the specular reflectance coefficient of the multilayer film with AED

ρ0, a(k) and b(k) are the coefficients for the transmitted and reflected amplitudes

in the average film. While analyzing the specular X-ray reflectivity data, the dif-

fuse background (measured through longitudinal diffuse scans) was subtracted to

obtain true specular reflectivity. Fig. 4.18 shows the measured and fitted X-ray re-

flectivity profiles for the 10 bilayer sample. Here, the total thickness of multilayer

stack was taken as 1500 Å which includes the top cap layer and part of the buffer

layer. This total thickness was divided into 300 boxes, each having a thickness

of 5 Å. Taking average electron density (ρ0) as 0.73, these 300 boxes were then

given an initial approximation of ∆ρ(z) according to the nominal profile (refer

Fig. 4.17) expected from MBE growth parameters of the 10 bilayer sample. The

profile ∆ρ(z), was allowed to vary to fit the measured data using a computer pro-

gram based on the DWBA method. The EDP obtained from this fitting process is

shown in the inset of Fig. 4.18 which shows a clear signature of ten Si/Ge bilayers.

The presence of higher electron density structure in the EDP of capping layer in-

dicates Ge-segregation occurring during capping process, as observed earlier [73].

A dip in the electron density at the interface between buffer layer and multilayer

stack can also be observed. This can be due to the presence of residual vacancies

present at this interface. As X-ray reflectivity provides statistical information over

large area, these vacancies may play a role in the electron density lowering.



108 Chapter 4. MBE growth of Si-Ge Multilayers

400 800 1200 1600 2000
0.5

0.6

0.7

0.8

0.9

1.0

0.1 0.2 0.3 0.4 0.5

10-8

10-6

10-4

10-2

100

E
D

P(
Å

-3
) 

Depth(Å) 

CAP
LAYER MULTILAYER STACK BUFFER LAYER

R
ef

le
ct

iv
ity

 

qz (Å-1) 

Figure 4.18: The measured X-ray reflectivity curve of the Si/Ge 10 bilayer stack
is shown by black filled circles. The red line represents the fitted reflectivity curve
obtained by DWBA method. Inset shows the obtained EDP of the studied Si/Ge
multilayer system containing 10 bilayers.
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Figure 4.20: Figure shows the electron density variation in the multilayer stack.
The blue curve shows the EDP obtained from X-ray reflectivity calculations and
red curve shows the structural profile obtained from the fitting of XRD data.

4.3.2 Strain profile

Fig. 4.19 shows the X-ray diffraction profile of the sample around the Si(004) peak

of the substrate. The satellite peaks (-8, -7, ...-1, 0, 1, 2) arise due to the super-

lattice structure (Si/Ge multilayer stack) having a finite periodicity. The satellite

marked ‘0’ is the average superlattice peak and rest are the higher-order satellite

peaks. The lattice parameter corresponding to the ‘0th’ satellite peak is 5.479 Å

which leads to an average +0.88% strain in the superlattice structure [74]. A strong

asymmetry can be seen in the diffraction pattern showing stronger satellite peaks

on the lower angle side of the Si(004) peak. This asymmetry can be attributed

to the positive integrated strain in the superlattice structure [75]. The superlat-

tice periodicity can be easily calculated using the simple relation D = 2π/∆qz,

where ∆qz corresponds to the spacing between the adjacent satellite peaks. For
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Figure 4.21: Left axis shows the variation in fractional content of Si and Ge in
the second and third bilayers. Fractions of Si and Ge have been represented by
red and blue curves respectively. The right axis shows the % strain with respect to
Si (consider blue curve) in the second and third bilayers of the superlattice stack.

the present sample, this bilayer periodicity is found to be ∼ 90Å (refer schematic

Fig. 4.17).

For calculating XRD pattern (refer Eqn. 3.10) shown in Fig. 4.19, the EDP

obtained from XRR measurements was used. From this EDP, the fraction of Ge

was calculated (using the Vegard’s law) and hence, lattice parameter for the Si-Ge

alloy was obtained by modified Vegard’s law (Eqn. 4.3). In this way, the whole

multilayer stack was divided into boxes having thicknesses equal to the lattice

parameters as a function of depth. The scattering amplitude for each of these

boxes was taken as the weighted average of scattering amplitudes of Si and Ge. It

is to be noted here that EDP obtained from XRR analysis include X-Y averaged

information of Si-Ge layers and presence of interfacial roughness and miscut steps

[77] make the contrast between electron density of Ge and Si much weaker. We
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assumed that peak positions of electron densities in EDP correspond to a layer

of Ge in the initial guess of structural profile to fit XRD data. The obtained final

structural profile is shown in red in Fig. 4.20 along with EDP obtained from XRR.

It is interesting to note that we obtained pure Ge layer of 8 Å in each bilayer.

Interfacial profile was approximated by linear functions (refer Fig. 4.20). The

slope (m1) of Ge-over-Si was found to be 0.0125 and slope (m2) of Si-over-Ge

was found to be 0.02. It is observed that the diffusion at Si-over-Ge interface

is higher as compared to Ge-over-Si. The thickness of Si-over-Ge interface was

found to be 22 Å. The width of Ge-over-Si interface was varied keeping ‘m1’

constant. We have found that top two Ge-over-Si interfaces are about 15 Å thick as

compared to 8 Å thickness of the similar buried interfaces. The obtained chemical

composition (fractional content of Si and Ge) and strain profile of deposited Ge

layers(with respect to Si lattice parameter) obtained from the structural profile

(refer Fig. 4.20) is shown in Fig. 4.21.

4.3.3 Summary of results

The growth of Ge on Si (and vice versa) leads to alloy formation at the interfaces.

This alloying reduces the misfit between the lower layer and the deposited mate-

rial. Interfacial alloying mainly depends upon the chosen growth conditions, viz.

growth temperature, deposition rate and composition of deposited material. From

the Table 4.5, it can be seen that the Si on Ge interface consists of thicker alloy

layer as compared to the Ge on Si interface. This can be attributed to the fact
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that Si has lower mobility than Ge i.e. Ge can diffuse to larger distances than Si.

When Si is deposited on the Ge layer, a fairly good amount of intermixing is seen

which is mainly due to the Ge segregation [78]. The Ge segregation phenomenon

varies with the growth temperature, being maximum at 450◦C and lower at other

temperatures. It is also inversely dependent upon the rate of deposition of Si layer

on Ge i.e. higher Si deposition rate leads to lower Ge segregation and hence lower

intermixing [78].

From the Table 4.5, it can be seen that Si on Ge interface has same thickness

for both SG7 and SG16. However, SG7 has lower interfacial alloy layer thickness

of 8 Å for Ge on Si interface as compared to SG16 whose alloy layer thickness

varies from 11 to 20 Å for different Ge on Si interfaces. Also, alloy composi-

tion is seen to be different for the two samples, which is due to different growth

conditions. SG16 was grown at higher temperature (550◦C) than SG7 (growth

temperature 400◦C) and deposition rate was also kept to be higher for SG16. Due

to high growth temperature for SG16, a large amount of interfacial alloying is ob-

served mainly in the lower layers. A much larger interfacial mixing is observed

for the alloy multilayers as compared to the pure Si/Ge samples as alloy layer

thickness for Si-on-Ge interface is seen to be of the order of 30-50 Å and that for

Ge-on-Si interface being 20-30 Å. These alloy multilayers were grown at same

temperature of 750◦C with a variation in deposition rate. As observed from Ta-

ble 4.5, these multilayers have quite high intermixing at the interfaces, the layers

have relaxed elastically and can be considered as perfectly epitaxial with almost
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no plasticity or dislocations present. Whereas the thickness of Ge on Si interface

is almost similar (20-25 Å) in all the three alloy multilayers, Si on Ge interfacial

alloy thickness shows a sharp fall to 30 Å (from 50 Å for SG5 & SG6) for SG8.

This may be attributed to the higher deposition rate for SG8.

4.4 Conclusion

The dependence of interdiffusion and mode of strain relaxation in Si/Ge super-

lattices on the growth parameters has been studied in detail. A variety of MBE

grown Si/Ge and Si/SiGe superlattice structures to determine the intermixing at

various interfaces in a sample. These samples were prepared at different growth

conditions. Hence, this study provides a dependence of intermixing on the growth

parameters. It is shown that how by choosing proper growth conditions, one can

move from Si/Ge multilayer system which consists of large misfit dislocations to

a Si/Ge superlattice system with negligible plastic dislocations. Cross-sectional

TEM study provides us with the information on the mode of strain relaxation ac-

quired by the superlattices with variation in growth conditions. Raman scattering

from these superlattices leads to the information about the average strain present

in the Ge layers in the system.

Although, XTEM gives a local picture of the system, X-ray diffraction pro-

vides statistically averaged information about the alloying at the various inter-

faces. This interfacial intermixing is found to increase with the growth tempera-

ture and decrease as the deposition rate is increased. X-ray reflectivity and X-ray
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diffraction techniques are used together for the morphological and structural char-

acterization of the Si/Ge multilayer system. The EDP obtained from the reflectiv-

ity and compositional (and associated strain) profile obtained from diffraction are

in good agreement. Grazing incidence diffraction study of (400) and (800) peaks

to understand the nature of quantum dot structures in these type of multilayer

structure will be presented next. Nevertheless, consistent analysis of specular

reflectivity and specular diffraction profile presented here provided us valueable

structural information as a function of depth.



Chapter 5

Quantum Structures in SiGe

Superlattice

Ge quantum structures embedded in Si-Ge superlattice systems have already ex-

hibited remarkable photoluminescence properties [17, 84–87, 109]. The devel-

opments in electron microscopy and synchrotron x-ray scattering techniques have

enabled us to understand the growth mechanism by which these Ge quantum struc-

tures form in each Si-Ge interface over the Ge wet-layer with the apex pointing

towards the top surface and get ordered vertically in a Si-Ge superlattice due to

propagation of strain. This chapter deals with the study of the formation of In-

verted Quantum Hut (IQH) structures which form in the SiGe superlattice struc-

ture at low growth temperatures. Consistent results of XTEM, GID and out-of-

plane XRD provide a simple model to explain the growth mechanism of these

IQH.

115
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5.1 Formation of Inverted Quantum Huts

Although Si and Ge can form alloys in any molar ratio, it is well known that Ge

deposited on Si(001) surface grows layer by layer for around three monolayers

in a typical temperature range of 450-750◦C, which is used for molecular beam

epitaxy (MBE) growth, as barriers to interdiffusion are sufficiently high [88–90].

By scanning tunneling microscopy studies, it has been shown that after one mono-

layer (ML) of Ge deposition, surface dimerization introduces nonuniform stress

fields in the subsurface regions [88, 138]. Hence, the sites, which are under com-

pressive stress, would prefer Si occupancy while those under tensile stress would

favor Ge. Thus, given sufficient kinetic energy, Ge tends to move to the tensile

sites which lie in the third or fourth subsurface layers in order to lower the overall

surface energy [88]. In this temperature regime of MBE growth, the Ge interdif-

fusion into the Si layer, even with added driving force of stress, is negligible. For

two monolayer coverage of Ge, less than one-fourth of a layer goes in the underly-

ing Si(001) lattice [17, 88–90, 138]. After a critical thickness of three monolayers

of Ge, quantum hut structures are formed on top of this Ge wet layer with the tip

pointing towards the top surface.

It is expected that as the growth temperature is reduced (≤500◦C) the inter-

diffusion of Ge into the underlying Si lattice will become even lower. But on

the contrary, it was observed recently by electron microscopy studies that surpris-

ingly large length-scale interdiffusion of Ge occurs in the underlying Si layers at

low growth-temperatures (∼450◦C), provided the deposited Ge layer thickness is
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kept in between 22 to 38 Å [92–94, 138]. This enigmatic interdiffusion of Ge in

the underlying Si lattice at lower growth-temperature (≤500◦C) leads to the for-

mation of quantum hut structures within the Si sub-layer below the Ge wet layer

with the apex pointing down towards the Si substrate.

It is shown that the deposited Ge layer relaxes strain by uniform intermixing

with the previously deposited lower Si layer to form a Si0.6Ge0.4 wet layer exhibit-

ing an out-of-plane lattice parameter of 5.64 Å and an in-plane lattice parameter

close to the Silicon value of 5.43 Å. The IQH structure forms with its base just be-

low the wet layer. The anomalous x-ray scattering measurements show interesting

composition variation of IQH structure from base to tip. A simple model calcu-

lation showed that the in-plane structure of IQH can be understood as a stack of

layers with each layer having a constant in-plane lattice parameter with laterally

varying [95] composition. Compositional variation over large length-scale was

observed near the base of the IQH structure with in-plane and out-of-plane lattice

parameters around 5.44 Å and 5.57 Å respectively. The rim of the IQH struc-

ture approaches an alloy composition of Si0.7Ge0.3 in all the isostructural stacks

of layers from base to tip having in-plane lattice parameters varying from 5.44 to

5.52 Å. Near the tip region of the IQH structures both in-plane and out-of-plane

lattice parameters become 5.52 Å. This value of the out-of-plane lattice parame-

ter in the rim and tip region of the IQH is around 1.66% higher than the Si(001)

lattice parameter and can get accommodated in the surrounding Si-lattice as the

critical thickness [17] of such lattice parameter on Si can be around 100 Å, which
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is higher than the Si-layer thickness used here.

5.2 Experimental Details

In anomalous x-ray scattering measurements, two data sets are collected away

from and at the x-ray absorption edge of a particular material to increase the sen-

sitivity of the x-ray scattering technique. In this study, measurements at the Ge

K-edge (11 103eV) and away from it (11 043 eV) to determine shape, composi-

tion and strain of Ge IQH structures embedded in a Si-Ge superlattice [98–100]

were carried out. X-ray measurements were performed both at beamline [101]

P08 of the synchrotron radiation source PETRA III, DESY, Germany and at the

Indian beamline [102] BL-18B, Photon Factory, KEK, Japan. The monochromatic

beam in BL-18B at Photon Factory, was collimated with a set of beam defining

slits having horizontal opening of 1 mm and 0.1 mm in vertical direction and data

collection was done by a Cyberstar scintillation detector. For all the diffraction

measurements a slit of 1.5 mm (horizontal) by 0.25 mm (vertical) was mounted

just before the detector to improve the signal to background ratio. At beamline

P08 of Petra III, a beam-defining slit setting of dimension 50 by 300 µm was used

in vertical and horizontal direction respectively and the data was collected by a

position sensitive linear Mythen detector. For grazing incidence diffraction (GID)

measurements, the intensity of all the channels was integrated to obtain the data

presented here, whereas for XRD measurements a central region of interest (40

pixels) was integrated. During GID measurements the incident angle was kept to
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be 0.2◦, slightly above the critical angle for Si, to allow the x-ray beam to pen-

etrate the Si cap layer for probing the underlying Si-Ge superlattice. Radial and

angular scans were taken around two in-plane diffraction peaks i.e. around (400)

and (800). The XTEM investigations were carried out using a FEI, Tecnai G2 F30,

S-Twin microscope operating at 300 kV. HAADF-scanning TEM was employed

here using the same microscope, which was equipped with a scanning unit and a

HAADF detector from Fischione (Model 3000). Cross-sectional TEM specimens

were prepared using mechanical thinning down to 20 µm followed by 2kV Ar-ion

milling.

5.3 Results and Discussion

Fig. 5.1(a) shows a typical high-angle annular dark field scanning/ transmission

electron microscopy (STEM-HAADF) image of a representative superlattice sam-

ple (SG7 as shown in section 4.3) and the line across the layers (over the IQH

stack) is the profile path for STEM-energy dispersive x-ray (EDX) measurements.

The Si and Ge profiles along the line from the Si buffer (top) to the cap layer

(bottom) are shown in Fig. 5.1(b). It can be easily observed that the variation of

Si concentration as a function of depth is exactly opposite to that of the Ge con-

centration as expected. Fig. 5.1(c) shows the same Ge EDX profile using bars of

equal thickness (∼13 Å) over the lowest three Si-Ge bilayers. Since on average

four bars are present on the buffer side while only two are on the cap side, obvi-

ously the slope of the Ge concentration on both sides of the wet layer are different.
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The observed small slope of the Ge-over-Si interface is due to the presence of IQH

structures. It is to be noted that during the occurrence of all this diffusion, proper

epitaxy of the heterostructure is maintained and high resolution TEM studies have

revealed the absence of any plastic relaxation in the system. Hence, even though

the Ge diffusion is not random and occurs making a slope with the wet layer to

form the observed IQH structure, the theory of elasticity applies in this system.

It is known that the Ge wet layer on a Si(001) surface has an inherent biaxial

compressive strain in the growth plane that leads to tensile strain in the out-of-

plane direction [17]. The anomalous GID measurements around the (800) and

(400) diffraction peaks provide us direct information regarding strain in the in-

plane lattice with respect to the Ge composition profile [98]. The composition

and strain information obtained from these GID measurements was used in the

analysis [102] of the out-of-plane diffraction data to obtain detailed knowledge

about the composition-strain profile of these superlattice systems.

5.3.1 In-plane Structure

Radial and angular scans in the GID measurements were carried out. Radial scans

are intensity measurement by varying the incidence angle (θ) to the in-plane lattice

and the detector angle (Φ) position by keeping Φ = 2θ. The measured x-ray

intensity can be directly related to the in-plane lattice parameter (a||) as a|| =

λ
√
h2 + k2 + l2/(2sin(Φ/2)), where (h,k,l) are the Miller indices of the nearest

Bragg reflection. In angular scans θ is varied by keeping Φ (detector position)
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Figure 5.1: (a) STEM-HAADF image of the superlattice structure. Brighter lines
correspond to Ge layers while the gray portions are Si. Buffer (B) and cap (C)
layers are indicated. (b) STEM-EDX line profile along the line shown in (a). The
line profile is taken over the IQH stack in various layers. (c) Ge EDX profile
using bars of equal thickness (∼13 Å) for the lowest three Si-Ge bilayers. (d)
High-resolution XTEM micrograph of self-organized IQH structures formed in
a Si-Ge superlattice sample. ‘B’ and ‘C’ indicate the location of buffer and cap
layer respectively.
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value constant and the measured x-ray intensity gives the size of the region in

the sample having a fixed in-plane lattice parameter corresponding to the fixed

Φ position [qr = (4π/λ)sin(Φ/2)]. It is to be noted here that only the angular

momentum transfer [qa = (4π/λ)sin(θ − Φ/2)] changes in these scans while

the radial momentum remains constant. Fig. 5.2(a) and (b) show typical GID

two-dimensional radial scans of the superlattice sample shown in Fig. 5.1(a) at

two energies around (800). At the Ge K-edge, the contribution of the Ge atomic

scattering factor in the diffracted x-rays is much less [98–100] as compared to this

contribution when the x-ray measurement is done away from the Ge K-edge. The

reduction in Ge scattering at the x-ray edge leads to the reduction in the intensity

of the diffraction peak as can be seen in radial scans of Fig. 5.2(c). Hence, by

taking the ratio of intensities measured at two energies E1 = 11 043eV (away

from the Ge K-edge) and E2 = 11 103eV (at Ge K-edge), one can calculate the

Ge concentration corresponding to a lattice parameter (a||) using the formula [98]

x = [1 +
fGe2

√
I1 − fGe1

√
I2

fSi(
√
I2 −

√
I1)

]−1 (5.1)

where I1 and I2 are the scattered intensities and fGe1 and fGe2 are the atomic

scattering factors at the energies E1 and E2 respectively and fSi is the atomic scat-

tering factor of Si that remains almost same at the two x-ray energies considered

here. Ge composition from the analysis of the two radial scans for (800) as a func-

tion of the in-plane lattice parameter (a||) and the result is plotted in Fig. 5.2(d).

To determine the in-plane strain [ε|| = (a|| − a(x))/a(x)], one has to compare
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the lattice parameter (a||) with a(x) calculated from the Ge composition obtained

from Vegard’s law (refer Fig. 5.2(d)). In Fig. 5.2(e) the in-plane strain profile

thus obtained as a function of a|| is shown and from this plot we calculated (re-

fer Fig. 5.2(f)) the out-of-plane lattice parameter a⊥, using the Poisson’s relation

a⊥ = −2C12

C11
(a|| − a(x)) + a(x) where C11 and C12 are the known components of

fourth rank strain tensor related as ε⊥ = −2ε||C12/C11 [17]. It is to be noted here

that the value of the ratio C12/C11 changes from 0.385 to 0.372 as one use tabu-

lated values of Si (C11 = 1.66 Mbar, C12= 0.64 Mbar) and Ge (C11 = 1.29 Mbar,

C12 = 0.48 Mbar). We have used values of Ge to extract the out-of-plane lattice

parameter a⊥ approximately here as the measured data in out-of-plane direction

was not found to be sensitive to this small variation. The sharp feature near the Si

peak position (5.43 Å) was not used here for the composition and strain analysis as

this portion of data is very sensitive to sample alignment and provide information

primarily about the Si cap and Si buffer layers [103].

The in-plane and out-of-plane lattice parameters corresponding to the broad

peak of Ge-concentration shown in the regions I and II of Fig. 5.2(d) represent

the Ge wet layer. The peak composition of the wet layer is found to be close to

Si0.6Ge0.4 with in-plane strain of around -2% as the a|| becomes close to the Si

lattice parameter (5.43 Å) and a⊥ approaching the value of 5.62 Å. Analysis of

the out-of-plane diffraction data, which will be presented next, clearly shows that

the thickness of this wet layer with a⊥ = 5.62 Å is around 15 Å. The interface

of regions II and III (a||= 5.44 Å) represent the base of the IQH structure below
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Figure 5.2: (a) and (b) show two-dimensional GID data of the superlattice sample
shown in Fig. 5.1(a) at the Ge K-edge (11 103 eV) energy and away from it (11 043
eV) respectively around (800). (c) The extracted radial scans for the superlattice
structure at the two energies as indicated, around (800). This plot is generated
by integrating the counts on Mythen detector for each a||. Also shown is the
(800) profile for Si substrate for comparison. (d), (e) and (f) Variation of Ge
concentration, in-plane strain and out-of-plane lattice parameter respectively with
the in-plane lattice parameter as obtained from (800) radial scans. Refer text for
details about the shaded region in (f).
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the wet layer and the second composition peak of Ge concentration Si0.7Ge0.3

[refer interface of regions III and IV of Fig. 5.2(d)] represent the tip of IQH. From

Fig. 5.2(c) and 5.2(d), it can be seen that the Ge concentration becomes small

as we approach aGe (= 5.65Å) implying that pure Ge has not precipitated here.

It shows that all the Ge atoms present in the system have intermixed with Si to

form SiGe alloys. It is also clear from Fig. 5.1(a) and 5.1(d) that apart from the

wet layer, Ge in alloy form is present only in the IQH structure and from the

contrast of the TEM data it is apparent that the Ge concentration is higher in

the rim area and tip portion of the IQH structure. It is to be noted here that a

similar composition was detected in the rim and in the tip of IQH, in an earlier

TEM study [92]. It is also clear from Fig. 5.2(f) that apart from regions II and

I that represent the wet layer having peak composition of Si0.6Ge0.4 the out-of-

plane lattice parameter a⊥ remains almost constant at the value of around 5.52

± 0.01 Å (shown in shaded region) though the in-plane lattice parameter a|| is

changing from 5.35 to 5.52 Å. This shaded region can be attributed to the entire

IQH structure. From the base of the IQH to its tip, the in-plane lattice parameter

(a||) varies from 5.44 to 5.52 Å keeping the out-of-plane lattice parameter (a⊥)

constant at 5.52 Å. At the end of this shaded region, in the tip portion of the IQH,

the composition becomes Si0.7Ge0.3 and the value of the in-plane lattice parameter

a|| also becomes close to 5.52 Å. This structure of the tip region of the IQH has

nearly zero strain value [refer the interface of region III and IV of the in-plane

strain profile shown in Fig. 5.2(e)]. The out-of-plane lattice parameter (a⊥) of 5.52
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Å in the tip and rim-structure helps accommodating the IQH in the Si-lattice with

around 1.66% strain as compared to Si-lattice. It should be noted that the critical

thickness for SiGe heterostructures with 1.66% strain is around 100 Å [17]. Very

small amount of Ge present at the beginning of region I in Fig. 5.2(d) represents

the Si-lattice in the vicinity of the IQH structure that match the out-of-plane lattice

parameter 5.52 Å giving rise to a|| = 5.313 Å for Si. The Si lattice near the tip

of the IQH structure needs to match the in-plane lattice parameter of 5.52 Å and

that in turn requires a⊥ = 5.36 Å. This is because of the reason that formation of

IQH structures leads to the tensile strain in the Si lattice in its vicinity and hence

the in-plane lattice parameter increases which in turn leads to a decrease in the

out-of-plane lattice parameter due to Poisson’s law. This lattice is represented

towards the end of region IV. However, for simplicity we have not used such an

out-of-plane lattice parameter to fit the (004) data presented in the next section. An

in-plane lattice parameter lower than that of Si (aSi) was also observed earlier in a

system consisting of pits [103]. From the strain profile of Fig. 5.2(e) it can be seen

that with increasing a||, the strain in Si1−xGex moves from negative to positive

values through zero and this represents different portions of the IQH structure. A

similar behavior for strain i.e. changing from compressive to tensile for a < aSi

and a > aSi respectively was observed in other SiGe quantum dot systems as

well [103]. Propagation of such an oscillatory strain profile probably ensures that

IQH structures get located on top of each other [refer Fig. 5.1(d)].
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5.3.2 Out-of-plane Structure

The out-of-plane diffraction measurements allow to check consistency of the strain-

composition profile obtained from the GID analysis and we show here the results

of a typical analysis of data around the silicon (004) diffraction peak. Fig. 5.3(a)

shows such XRD data taken at 11043eV along with the theoretically calculated

profile [102], obtained with the Born approximation. For this calculation, a pro-

file for a⊥ and a corresponding Si1−xGex composition as obtained from GID mea-

surements [refer Fig. 5.2(f) and 5.2(d)] was used . Thus, depending upon the com-

position, each lattice site was assigned with a scattering amplitude which was the

weighted average of the scattering amplitudes of Si and Ge. The fitting of the

experimental XRD profile is performed by varying the layer thicknesses and by

introducing alloy layers at the interfaces through an iterative process. The final

profile of a⊥ and the associated strain, defined as ε⊥ = (a⊥−a(x))/a(x), and the

corresponding Si1−xGex composition obtained from this fitting of the XRD data

are shown in Fig. 5.3(b), 5.3(c) and 5.3(d), respectively. An expanded profile

of one bilayer in the inset of each figure is also shown for clarity. The average

out-of-plane lattice parameter, strain and composition of a typical Ge-Si bilayer

are shown in these insets. The beginning of wet layer and end of the IQH struc-

ture is marked with arrows. The values obtained here are consistent with those

obtained from the analysis of the in-plane GID data. The obtained profiles pre-

sented in these figures represent the data well. The top 330 Å of Si cap layer is

completely relaxed with lattice parameter aSi as expected from growth conditions.
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Figure 5.3: (a) Experimental data and calculated XRD profile of the superlat-
tice structure. (b), (c) and (d) Variation in lattice parameter, out-of-plane strain
(ε⊥) and Ge fraction (x) respectively with depth as obtained from the XRD data
analysis. Insets in (b), (c) and (d) show the expanded version of one bilayer for
clarity.

The wet layer of the SiGe alloy has a thickness of around two to three unit cells

(∼15 Å) at all the interfaces and a large diffusion of up to five to six unit cells is

seen below the wet layer. The Ge content (x) was found to vary (refer Fig. 5.3(d))

from zero for the Si cap and spacer-layers to around (x = 0.4) for the wet layer

and the SiGe alloy composition in the IQH was found to be in between Si0.7Ge0.3

and Si0.8Ge0.2. Different regions in Ge layers are seen to be under both positive

and negative out-of-plane strain [refer Fig. 5.3(c)] - these values were found to be

consistent with the in-plane strain values obtained from the analysis of GID data

[refer Fig. 5.2(e)].
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5.3.3 Growth Mechanism

The analysis of the in-plane and out-of-plane x-ray data clearly shows that IQH

structures embedded in Si-lattice have the following three distinct features, namely

(a) the base of the IQH structure is just below the wet layer that has a Si0.6Ge0.4

composition with an out-of-plane (in-plane) lattice parameter of around 5.6 Å (5.4

Å) (b) the IQH structure has a rim and a tip both having a composition of Si0.7Ge0.3

and (c) the average out-of-plane (in-plane) lattice parameters just below the IQH

structure and above the wet layer [marked as arrows in inset of Fig. 5.3(b)] are

5.43 Å (5.52 Å) and 5.46 Å (5.51 Å) with low Ge (< 0.2) concentration. Since

the wetlayer has higher Ge content as compared to the base of IQH, the SiGe

alloy lattice in IQH base tries to be commensurate with the wetlayer and hence

suffers tensile strain in in-plane direction leading to higher lattice parameter in the

in-plane direction as compared to the out-of-plane direction. In the growth model

proposed here, it is assumed that the entire quantum structure of Ge from the wet

layer to the IQH-tip, which almost touch the next wet layer below, is composed

of in-plane iso-structural domains with increasing in-plane lattice parameter from

region I to IV [refer Fig. 5.2(f)]. The domain size of the wet layer was found to

be very large (∼6000 Å) from the angular scan and the in-plane lattice parameter

of the wet layer range from 5.375 Å to 5.435 Å [region I and II of Fig. 5.2(f)].

Fig. 5.4(a) and (b) show the typical angular scans taken with 11 043 eV and

11 103 eV x-ray beam around the (400) diffraction peak at various fixed radial

positions corresponding to different in-plane lattice parameters a|| as indicated in
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each profile. The IQH structure can be considered to be consisting of a stack

of disks with diameters, D(a||) (= 2R), having equal in-plane lattice parameter

(a||). Following the contrast of the XTEM image [refer Fig. 5.1(d)] and an ear-

lier study [95] it is assumed here that in each of the disk the composition is not

uniform laterally. Hence, during calculation a parabolic composition profile was

assumed over the disk radially for the inner part and a constant Ge concentration

(Si0.7Ge0.3) of thickness 20 Å was taken for the rim structure. Thus, the x-ray

scattering profile can be given as [95]:

I(qa, R) =
I0

π2R4|⟨fSiGe⟩|2
|
∫ 2π

0

∫ R

0

e−iqarcos(θ)fSiGe(r)rdrdθ|2 (5.2)

where fGe and fSi are the atomic scattering factors for Ge and Si respectively.

fSiGe(r) represents the scattering factor of the SiGe alloy at r and < fSiGe > is

the average scattering factor of the disk. The parabolic variation of the Ge fraction

in the inner part is taken as:

CGe(r) = CGe(0) + [CGe(R)− CGe(0)]r
2/R2 (5.3)

The composition profiles for the different disks are shown in Fig. 5.4(c). It is

to be noted that only the disk at the tip of the IQH has the maximum Ge-content

(Si0.7Ge0.3) at the center and it decays as a parabola towards the edge of the disk.

All other four disks have maximum Ge content (Si0.7Ge0.3) at the rim and mini-
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mum at the center. The same model was used to fit the data collected at the two

x-ray energies, at the Ge-edge and away from the edge. However, it was apparent

from the XTEM images that there are variations of sizes particularly in the base

portion of the IQH structure. Four profiles were used for the base region (a|| =

5.44 Å), each having the same composition profile but radii and relative strength

(indicated in parenthesis) with respect to first one are as follows: 220 Å (1), 116

Å (0.35), 75 Å (0.16) and 43 Å (0.06); for a|| = 5.46 Å: 140 Å (1), 87 Å (0.55)

and 58 Å (0.25); for a|| = 5.47 Å: 120 Å (1), 80 Å (0.75) and 42 Å (0.3); for a||

= 5.49 Å: 60 Å (1) and 30 Å (0.35); for a|| = 5.51 Å: 40 Å. These different discs

with same in-plane lattice parameter but different scattering strength implies vari-

ation in IQH sizes, which is expected in self-organized structures. The scattering

strength can be related to the frequency or the number density of these discs in

the system and also the scattering volume associated with them. It is to be noted

that these profiles and our simple model could fit the data set measured at two

energies.

The variation of the size of the iso-strain region corresponding to different

a|| as obtained from the fits of the angular scans are shown in Fig. 5.4(d). It is

interesting to note that the iso-strain region is largest (around 440 Å) near the base

of the IQH structure below the Ge wet layer as is apparent in the TEM image

shown in Fig. 5.1(d). The size of the iso-strain region decreases as a|| increases,

and from the angular scan in the vicinity of the zero-strain region with a|| (= a⊥ =

5.52 Å), a value of around 80 Å [refer to Fig. 5.4(d)] is obtained representing the
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tip area of IQH. This is consistent with the inverted pyramidal shaped quantum

huts observed in XTEM data with higher Ge contrast at the tip of the IQH [refer

to Fig. 5.1(d)].

5.4 Conclusion

In conclusion, it is shown that the IQH structure form in Si lattice through enig-

matic large-scale diffusion of Ge through formation of Si1−xGex alloys that min-

imize the variation of the out-of-plane lattice parameter. In this model the IQH

structure is composed of a few stratified layers having a constant in-plane lattice

parameter with varying composition to represent the rim of the IQH. As we ap-

proach the tip of the IQH from the base, in-plane lattice parameter approaches

the out-of-plane lattice parameter to produce a zero-strain cubic lattice having

Si0.7Ge0.3 composition.

Formation of IQH structures is indeed an interesting ”growth model” problem

and we believe with our experimental data some theoretical work will be done.

Earlier theoretical models assume that at high growth temperature in-plane mo-

tion of deposited Ge is very high and there is very low diffusion of Ge across

Si(001) surface [138]. At lower temperature in-plane diffusion is hindered. Out-

of-plane diffusion and formation of inverted-hut of particular composition varia-

tion reported here is apparently lowering the free energy - theoretical/simulation

work is required to understand the phenomena but this is not within the scope of

this thesis work.
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Chapter 6

Excitation-power independent

Photoluminescence in

Inverted-Quantum-Hut Structures

The electronic properties of nanoscale materials are variedly different from their

bulk counterparts. In indirect-gap materials, the momentum wave-vectors of the

conduction band minima and valence band maxima are different, which causes

the electron-hole recombination in them to be mediated by either emission or ab-

sorption of phonons, in order to conserve momentum. Due to this indirect recom-

bination, these materials show poor light emission properties. However, direct

carrier recombination in such indirect-gap materials can be induced by utilizing

the zone-folding effects which are predicted to occur in their superlattice struc-

tures [1, 2]. Also, in their nanostructures such as quantum dots, a huge difference
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in the electronic band-structure is observed i.e. the electronic states modify from

being energy-bands to discrete energy states akin to atoms. Although for suf-

ficiently large nanostructures, zone folding can be applied but it depends upon

the extent of the fourier component of the envelop function of the charge car-

riers. Thus, such nanostructures play a very significant role in improving the

optical emission properties of indirect-gap materials and hence, it is imperative

to study their electronic band-structure in order to enhance their efficiency. Sev-

eral spectroscopic techniques such as Raman spectroscopy, UV-Vis absorption

spectroscopy and Photoluminescence have been employed to study the electronic

band-structure of nanostructures. In any material system, photoexcitation can lead

to the formation of electron-hole pair. The interaction between this pair can either

be negligibly small or may have coulombic attraction depending upon the extent

of their respective wavefunctions. Such interacting electron-hole pairs are known

as excitons. Thus, the size of nanostructures governs the electronic properties such

as exciton binding energy and the band-gap of the system. Photoluminescence is

one of the principal techniques to investigate the excitons present in nanostruc-

tures which provide an understanding of the collective absorption and redistribu-

tion of excitation energy in them. This chapter deals with the photoluminescence

study of inverted quantum huts with high Ge content formed below Ge-on-Si in-

terfaces in the SiGe superlattice structure. Unlike conventional Ge quantum dots

these structures exhibit excitation-power independent photoluminescence energy.
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6.1 Introduction

Following huge abundance, the whole electronics industry is based on Silicon

which shows inferior optical properties due to the indirect band-gap. However,

self-assembled Si-Ge nanostructures in Si matrix offer a means to realize the Si-

based optoelectronics. The pseudomorphic growth of Ge quantum dots on Si leads

to the presence of an inherent strain in them. This inherent strain is responsible for

the energy-band alignment and the confinement of carriers in these nanostructures

and allows direct optical transitions in otherwise indirect band-gap semiconduc-

tors i.e. Si and Ge. Thus, Ge quantum dots in Si are of great importance as they

ensure a route towards band-gap engineering in the already well-developed Si very

large scale integration (VLSI) technology.

The self-assembled SiGe nanostructures (quantum dots) in Si matrix can be

neatly grown by advanced deposition techniques such as molecular beam epitaxy

(MBE) and chemical vapor deposition (CVD) where the excitons get spatially

confined and lead to many interesting physical properties. These Ge quantum dots

in Si are relatively simple structurally i.e. they contain only one kind of atoms, are

structurally ordered due to the epitaxial growth in Si and can be controlled to pro-

duce uniform sizes by employing patterned Si substrates [109]. Epitaxial growth

of Ge on Si takes place by Stranski-Krastonov growth mode i.e. during deposi-

tion the first few monolayers are in complete registry with the lower Si substrate

and form a wet-layer. After three monolayer deposition, sufficient strain energy

builds up in the wet-layer which leads to the formation of 3-D nanostructures i.e.
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quantum dots (QD) to relax strain [17]. These quantum dots are then overgrown

by Si capping in order to avoid oxidation and surface recombination of excitons.

The Si in the vicinity of these relaxed Ge QD and the wetting layer suffers biaxial

tensile strain. This tensile strain in Si lifts the degeneracy of the sixfold conduc-

tion band minimum and it is split into △(2) and △(4) bands. The strain gradient

at the interface of Si and Ge creates a notch potential in the tensile Si where elec-

trons are confined. Due to large offset in the valence band, the holes are confined

inside the Ge QDs. Thus, the strain present in Si/Ge heterostructures defines the

band-alignment at their interface. The spatial separation of electrons and holes in

the system imply type II band-alignment in the highly strained Si-Ge nanostruc-

tures. The strain in the surrounding Si can be reduced by the alloying of Ge in

the quantum dots which will reduce its lattice parameter to near to that of Si and

hence the strain in vicinal Si will be lowered. This low strain in Si/SiGe system

leads to a change in band-alignment from type II to type I. It has been reported

previously that the Si1−xGex/Si wetting layers having low x value show type I

band alignment [110]. Annealing of Ge quantum dots at high temperature have

also shown a transition of band-alignment from type II to type I [111]. Hence,

band-gap in Si1−xGex nanostructures depends upon their composition profile and

strain present in them [17,112]. The optical efficiency of this system can be highly

improved by producing uniform nanostructures. One possible route to attain uni-

formity is by preparing Si/Ge multilayers where Ge quantum dots form and stack

one over the other in various layers due to strain propagation and obtain uniform
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size [43, 115]. Recently, low temperature growth of Si/Ge multilayers has shown

the formation of inverted quantum hut (IQH) structures below the Ge wet-layer

with their apex pointing towards Si substrate [116, 117]. During the formation of

such IQH structures, the deposited Ge atoms intermix with the lower Si layer in

order to reduce strain and form stacks in the various multilayers. In this chapter,

a type I band alignment occurring in the alloyed IQH structures and also in the

wet-layer is studied. It is found that the confinement of carriers occurs mainly in

the tip region of IQH which gives a strong PL signal. A uniform alloying in the

wet-layer gives rise to no-phonon and its TO-replica corresponding to SiGe mode.

6.2 Experimental Details

Figure 6.1: (a) HAADF image of IQH embedded superlattice structure. Stacking
of IQH in various layers is evident. (b) High resolution XTEM image of self
organized IQHs embedded in the superlattice structure.
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PL study of IQH embedded Si/Ge superlattice under varying temperature and

excitation power conditions has been presented. The 10 bilayer Si/Ge superlattice

structure was deposited in a solid-source molecular beam epitaxy (MBE) system

at a growth temperature of 400 ◦C. First a thick Si buffer layer of 100 nm was

deposited on Si (001) substrate, then the 10 bilayer Si/Ge superlattice structure

with nominal thicknesses of 70 /20 Å respectively were grown followed by a Si

cap layer of 300 Å. Fig. 6.1(a) is a cross-sectional high angle annular dark field

(HAADF) image showing the Si/Ge superlattice consisting of IQH structures. The

dark region in the HAADF image signifies the presence of Si while the lighter ones

represent the presence of Ge. Fig. 6.1(b) shows the high resolution cross-sectional

transmission electron microscope (XTEM) image of IQH structures which are

self-organized one over the other. It can be observed that the inverted quantum hut

structures are formed with their base just below the wet-layer and apex pointing

towards Si buffer layer. The vertical alignment of the IQH structures in the various

layers of Si/Ge superlattice is also evident.

The process of the formation of IQH structures has already been studied and it

was shown that the deposited Ge layer relaxes strain by uniform intermixing with

the previously deposited lower Si layer to form a Si0.6Ge0.4 wet-layer and IQH

structure form below it [refer Chapter 5]. X-ray scattering measurements were

done which are sensitive to the average size of the IQH structures. These IQH

structures are completely epitaxial and do not consist of any misfit dislocations

as can be confirmed from Fig. 6.1(b). Hence, the IQH can be considered to be
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Figure 6.2: Angular scans around (400) of the IQH embedded superlattice struc-
ture measured at 11043 eV. Each scan is associated with a different a||. The solid
lines show fits assuming the IQH to be composed of five disks having same in-
plane lattice parameter. The diameter of the disks for different a|| is indicated.

made up of circular disks with disk-diameter increasing as one move from the

base to the tip of the IQH. Each disk is assigned to a different in-plane lattice pa-

rameter (a||) depending upon the composition and strain relaxation at that position

with-in the IQH. Although, the XTEM measurements provide direct information

about the size of the IQH present in system, but these details are localized as this

study covers a very small portion of the sample. Hence, x-ray scattering was used

to study the average size, composition and strain profile of the IQH structures.

Since, the density of the IQHs present in the superlattice system is very low [refer

Fig. 6.1(a)] and we intend to find the lateral size of these IQH, grazing incidence

diffraction technique was used as surface sensitivity is highly improved in this
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geometry. The x-ray experiments were performed at P08 beamline of Petra III,

Germany. The x-ray energy used was 11043eV and the incident angle was fixed

at 0.1◦. Fig. 6.2 shows the angular scans in the vicinity of Si(400) diffraction

peak. The z-axis is related to the measured intensity and the two in-plane axes (x

& y) correspond to angular momentum transfer and the in-plane lattice parameter

respectively. The various scans are sensitive to different a|| and hence each scan

corresponds to a particular disk in our model. The line profiles plotted with each

angular scan data (represented by spheres) are the theoretical fits which provide

the lateral extent (or diameter) of each disk. The details of the measurement and

fitting procedure have already been discussed in detail [119]. As can be observed

from the low magnification HAADF image [refer 6.1(a)], there is a variation in

the size of various IQHs. Thus, during the fitting of these angular profiles, disks

of different diameters were required, each having a different contribution (weigh-

tage) towards the fit [119]. The diameters of the various disks with their relative

weightage (indicated in parenthesis) used to fit the angular scans corresponding to

different a|| are as follows: for a|| = 5.44Å: 440Å (1), 232Å (0.35), 150Å (0.16)

and 86Å (0.06); for a|| = 5.46Å: 280Å (1), 180Å (0.55) and 120Å (0.25); for

a|| = 5.483Å: 180Å (1), 120Å (0.75) and 64Å (0.3); for a|| = 5.504Å: 80Å (1).

The disk diameter having highest contribution is indicated with each profile [refer

Fig. 6.2]. The a|| near to Si lattice parameter (aSi = 5.43 Å) is located close to

the wet layer and the higher a|| corresponds to the region towards the IQH tip (as

indicated in Fig. 6.2). From the fits, the diameter of the tip region was found to be
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nearly 80 Å. Also, an interesting composition variation within IQH structure was

observed from base to tip. The rim and tip region of the IQH structure were found

to approach an alloy composition of Si0.7Ge0.3.

Figure 6.3: Schematic showing a typical bilayer consisting of IQH structures.
The various dimensions (as indicated) represent the results as obtained from the
analysis of x-ray data.

The primary results obtained from x-ray analysis are shown schematically in

Fig. 6.3. As can be observed from the low magnification HAADF image [refer

Fig. 6.1(a)], there is a variation in the size of various IQHs and we have indicated

this with two sizes of IQH in Fig. 6.3. The wet layer thickness obtained from x-

ray analysis was found to be around 15 Å. The IQHs are shown to be made up of

circular disks each corresponding to a particular in-plane lattice parameter. Two

nearest IQHs are represented, separated by 600 Å as obtained from the XTEM

results. The average diameters of the various disks as obtained from the x-ray

study are also indicated. The Si1−xGex composition gradient in each of these
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disks is shown by the color gradation. The dark color at the rim and tip regions

correspond to the presence of higher Ge content (Si0.7Ge0.3) as compared to the

central lighter region having a rather lower Ge content (Si0.8Ge0.2). It was shown

that the intriguing composition variation within IQH lead to a very low strain value

of 1.66% between the rim structure and the vicinal Si [119].

Temperature and excitation power dependent PL measurements were performed

in a closed-cycle helium cryostat whose temperature ranges from 10 to 300 K,

with a 980 nm semiconductor laser. The PL spectra were recorded by a liquid

nitrogen cooled InGaAs detector using standard lock-in technique.

6.3 Results and Discussion

Fig. 6.4(a) shows the temperature dependent PL spectra taken at an excitation

power of 40 mW. The PL signal is observed to be very broad even at low temper-

atures. The PL spectra from 10 to 50 K has been fit using three Gaussian as are

shown by the dash-dot lines for the 10 K spectrum in Fig. 6.4(a). Thus, a com-

bined contribution from three different PL peaks having their centers positioned

around 0.81, 0.87 and 0.92 eV leads to a broad PL intensity. The PL emission

peak at 0.81 eV can be attributed to the confinement of charge-carriers in the IQH

structure while the peaks at 0.92 and 0.87 eV are the no-phonon (NPWL) and its

transverse-optic (TOWL) replica respectively which occur due to the confinement

in the wet-layer [118]. This peak position for wet-layer corresponds to a thickness

of around 4.5ML [118] which matches with the thickness of nearly 15 Å [119] of
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the present sample. These peaks are ∼49 meV apart and hence correspond to Si-

Ge optical phonon energy peak [121]. The temperature dependence of the three

peaks is shown in Fig. 6.4(b). The peak positions of wet-layer related PL re-

main invariant with the rise in temperature from 10 K to 50 K and this emission

quenches for higher temperatures.
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Figure 6.4: (a) Temperature dependence of the IQH embedded superlattice PL
spectra. The PL spectra at low temperature can be fit using three gaussians as
indicated by three dash-dot curves for 10 K spectrum. (b) and (c) Temperature
dependence of PL peak positions and IPL respectively of the three peaks corre-
sponding to IQH, TOWL and NPWL. At higher temperatures (60 K and above)
only IQH related PL is observed.

Fig. 6.4(c) shows the variation of integrated PL intensities (IPL) with the

change in temperature for the three peaks. The integrated PL intensities (IPL)

for all the three peaks are seen to decrease with rise in temperature. This shows

that bound-excitons attain thermal energy to escape the bound-state and recom-

bine non-radiatively as the temperature increases.

Excitation power dependent measurements were done at 10 K and are shown

in Fig. 6.5(a). A shift in the emission peak or absence of it depends upon the type
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Figure 6.5: (a) The excitation power dependent PL spectra at 10 K. (b) and (c)
show the power dependence of the PL peak energies and the IPL respectively for
the three Gaussian at 10 K.

of band lineup present in the system. For type II band-alignment or the spatially

indirect transitions, carriers are trapped in the notch potential of Si/Ge interface

with holes inside the Ge and electrons inside the Si region. These spatially sep-

arated charge carriers build up an electrostatic potential which bends the energy-

bands [124]. As the carrier concentration increases with the increased excitation

power, the Si conduction band bending shifts the electrons to higher energies due

to increased confinement in the notch potential and hence leads to a blueshift in

the PL emission energy.

With the variation in pump power, the peak positions of all the transitions are

observed to remain unaltered as can be seen in Fig. 6.5(b). This infers that the

transitions related to these PL peaks corresponding to the IQH and the wet-layer

are type I and no band-bending is induced with the increase in excitation power.

Previous studies [125] have shown that at high excess carriers concentration, an

increase in Ge content leads the carriers to recombine via fast recombination chan-
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Figure 6.6: (a) I0/IPL versus temperature plot for IQH related emission. The
line profile represents the fit considering two activation energies (12.2 and 51.6
meV). Also, calculation of the intensity variation is shown for activation energy
of 12.2 meV. (b) Temperature variation of PL peak position and fit by Varshni’s
relation for IQH related emission. (c) Variation of integrated PL intensity for
the three peaks with excitation power. The line profiles represent the power law
(I ∝ Pm) fit for the IQH and NPWL peaks. The corresponding power exponents
are indicated.

nels which signify the presence of Type-I energy band-alignment.

Fig. 6.6(a) shows the variation of IQH related integrated PL intensity. The

thermal activation energy for the IQH related and wet-layer related peaks can be

calculated by following equation [122]:

I0/IPL(T ) = 1 + C1e
−E1/kT + C2e

−E2/kT (6.1)

where I0 is the maximum intensity, E1 and E2 are the thermal activation energies,
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C1 and C2 are fitting parameters and k is Boltzmann’s constant. Fig. 6.6(a) shows

the curve fitting for variation of I0/IPL related to IQH emission with temperature

using Equation 6.1 and the activation energies are found to be 10 and 49 meV.

These activation energies can be related to the confinement of carriers in the base

and tip regions respectively of the IQH. It is interesting to note that the activation

energy of 49 meV corresponds to a carrier confinement dimension of 70 Å [123]

which is nearly the size of the tip of IQH structures as obtained from the XTEM

and x-ray studies. Thus, the PL peak around 0.81 eV originates mainly from the

confinement of excitons in the tip region. As the temperature increases, the bound

excitons dissociate into free or non-correlated pairs of electron and holes which

leads to a decrease in the PL intensity. From XTEM and x-ray studies, it is known

that the density of IQH in the superlattice system is very low and only 15% of

total Ge resides in them while rest of the Ge belongs to the wet layer. Despite the

very low Ge content, the IQH show very high PL emission which is due to the

confinement of excitons in these structures.

The PL peak originated from IQH shifts the energy position from 0.81 to 0.79

eV as the temperature is raised from 10 to 90 K. The temperature dependence of

this band-gap related emission can be approximated by Varshni’s equation [120]

given by E(T ) = Eg − αT 2/(T + β) as shown in Fig. 6.6(b), where α = 0.0012

eV/K and β = 210 K. Eg is band-gap approximation at 0 K and is found to be 0.82

eV. It should be noted that the IQH peak follows Varshni’s relation only in the low

temperature region and at high temperatures, the IQH indicate higher band-gap
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than expected by Varshni’s relation. It is to be noted here that atom-like levels

expected in quantum structures are not expected to show variation of ‘band-gap’

with temperature.

Fig. 6.6(c) shows the variation of integrated PL intensity (IPL) with the exci-

tation power for the three emissions. According to the formula I ∝ Pm, where ‘I’

represents the PL intensity and ‘P’ the excitation power, the exponent ‘m’ is found

to be 1 and 0.67 respectively for the IQH related and NPWL peaks. The sub-linear

powers and saturation of IPL are generally attributed to the Type-II band align-

ment (which is confirmed by the PL peak blue-shift with energy). However, the

PL peak energy positions do not shift with the excitation power [refer Fig. 6.5(b)]

for both IQH and NPWL peaks. We need to carry out further studies to show that

the band-gap alignment is Type-I for the IQH structure presented here. The sat-

uration of the peak intensities can be attributed to the filling of finite density of

states in the IQH and wet layer as the excitation energy used here was not high

enough.

6.4 Conclusion

Results of a photoluminescence study of MBE grown SiGe superlattice structures

having inverted quantum huts with high Ge content formed below Ge-on-Si inter-

faces have been presented. Unlike conventional Ge quantum dots formed above

Ge-on-Si interfaces, the presented quantum structures exhibit excitation-power

independent photoluminescence energy. The presented results may be very influ-
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ential to develop silicon based optical materials.



Chapter 7

Extraction of structure and

composition of InAs quantum dots

grown on GaAs substrate as a

function of in-plane dot separation

So far, this thesis work is primarily concerned with SiGe nanostructures, in this

last chapter, we have shown that the techniques developed by us in this thesis can

also be applied to other semiconductor nanostructures i.e. InAs quantum dots

on GaAs which also follow Stranski-Krastonov growth mode. InGaAs quan-

tum dots are very important for technological applications [126] and we show

here that the developed methods in this thesis can be used in these III-V systems

to tune structure-spectroscopy relationship. Self-assembled InAs/GaAs quantum

151
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dots are finding novel applications [127] in several optoelectronic technologies

such as lasers, quantum dot infrared photodetector (QDIP) and single-photon

sources [128]. Several studies have been done on such quantum dots to obtain the

bound-state energy levels of electrons confined in them [129]. It has been pointed

out recently that the In-Ga intermixing within the self-assembled quantum dots

strongly influences intensity and polarization of emitted photons [130] as the con-

finement length of the carriers within quantum dots depend mainly upon the In

composition profile within a quantum dot (QD) and not just on the size [131]. By

systematic measurements using grazing incidence diffraction (GID) techniques

and atomic force microscopy (AFM) techniques, correlation in composition and

morphology including in-plane structure across the length of an average QD can

be determined. This in turn will enable us to understand and tune the energy-

spread of the emitted PL from the individual quantum dots deposited on a sub-

strate.

7.1 Introduction

Strained layer heteroepitaxy through Stranski-Krastonov (S-K) growth mode for

InAs/GaAs system provides a direct route to produce self-assembled quantum

dots. In this growth mode, first a 2D wet-layer of InAs is formed upto 1.7 mono-

layer (ML) deposition which is followed by the formation of coherent QD on

the surface [132]. This classical S-K growth mode is followed only at lower

growth temperatures (around 350◦C) i.e. after wet-layer formation, additional
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InAs forms QD. However, at higher growth temperatures of 420◦C and more, it

is observed that the volume of QD so formed is much higher than the deposited

additional InAs which provides a direct evidence of considerable migration and

intermixing [133,134] of In and Ga. Substantial intermixing of In and Ga was also

observed in thickening of wet layer after formation [135]. High resolution trans-

mission electron microscopy measurements [136] and scanning tunneling electron

microscopy studies [137,138] have indicated segregation of In towards the center

and tip of the QD above the wet-layer. It is essential now to understand role of

various growth conditions, like the deposition rate and temperature, to tune the

size and composition of these QD for obtaining desired electronic structure and

optical properties [129, 139].

Systematic GID measurements of InAs QD deposited on GaAs substrate were

carried out as a function of in-plane dot separation that happens due to local

substrate temperature variation. The presented results indeed show that the In-

composition profile extracted from GID data within InAs QD depends on the

local growth temperature. The statistically averaged information obtained from

GID study was found to be consistent with the local information obtained from

the AFM measurement. The information of the In-Ga intermixing obtained from

this study was found to be important to understand the energy-spread and the po-

sition of the PL peak obtained from these quantum dots.
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7.2 Experimental Details

The InAs quantum dots studied here were grown on 4 inch-diameter GaAs sub-

strate using Molecular Beam Epitaxy technique. Depending upon the specifics

of the Indium effusion cell in the MBE chamber, there is a radial variation in the

deposition of InAs on the substrate surface, which leads to highest deposition at

the center of the substrate and approximately 10% less deposition at the edges

of the wafer. The sample holder arrangement used here leads to a variation in

the temperature from the center to the edge region; as the retaining clips cause

heat sinking that lower the temperature at the edge. The substrate is rotated az-

imuthally during deposition to provide circular symmetry on the surface and this

arrangement helped us to create the variation in separation between the dots due

to variation of local growth temperature from center to the edge of the substrate.

A thin InAs layer of 0.86 nm thickness was deposited on GaAs at a growth tem-

perature of 515◦C. It was then covered by a 10 nm GaAs layer cold-cap at the

same temperature followed by a growth interrupt during which the temperature

was raised to 580◦C. At 580◦C, a 200 nm thick buffer of GaAs is deposited fol-

lowed by lowering of growth temperature to 515◦C and deposition of InAs QD

layer having same thickness as earlier. It should be noted here that GID and AFM

data presented here are from the top QD layer of InAs and PL data comes from

the buried InAs QD layer. We plan to carry out GID and PL measurements from

same InAs QD layer by reducing the thickness of GaAs buffer layer from 200

nm to about 20 nm. For the present study, we concentrate more on structural as-
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Figure 7.1: (a) and (b) AFM images of InAs quantum dots formed on the top
surface of the substrate at centre and edge respectively. Insets show the 3-D view
of a single QD in the respective low and high density regions.

pect and present only representative PL data with the assumption that buried QD

layer is conformal to the top QD layer. AFM, GID and PL studies have been per-

formed on this sample at different positions corresponding to different in-plane

QD densities. By AFM measurements, we obtain a direct estimate of the QD size

distribution along with their density. The GID measurements provide significant

insight into the In-composition profile in an average QD and also provide valuable

information regarding the strain profile as a function of height within an average

QD. PL measurement results presented here provided us information regarding

optical properties of the buried QD layer as a function of in-plane QD density.

AFM measurements of the InAs QD present on the top surface of the sample at

the center and edge positions exhibiting different in-plane QD densities are shown

in Figs. 7.1 (a) and (b) respectively. The QDs at both the positions on the sample
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surface are seen to be elongated in shape. QDs towards the edge of the substrate

surface are observed to have diameters roughly 31 and 50 nm in the two mutually

perpendicular directions and height 17 ± 4 nm. Also, presence of very few dome

sized islands could be seen. As one moves toward the center of the substrate

having higher growth temperature, QDs with diameters of around 38 ± 2 nm and

60 ± 3 nm in the two mutually perpendicular directions and height of 25 ± 2 nm

are observed. The QDs in this region are seen to be of uniform size and the dome

sized islands are completely absent here. This can be understood by the fact that at

higher temperature, the adatoms have higher kinetic energy on the sample surface

which leads to the self-sizing of the QDs [140]. The higher volume of the QDs

at the center may be attributed to the higher InAs deposition [141] at the central

region of the substrate surface. This higher mobility of the adatoms on the central

region of substrate surface leads to a lowering of the QD in-plane density from

100 per µm2 at the edge to 50 per µm2 at the center. Thus, the central portion

of the substrate surface will now be referred as low QD density region and edge

portion as high QD density region in the rest of the paper. Insets of Fig. 7.1(a) and

7.1(b) show the 3-D view of a representative single QD in the low and high QD

density regions, respectively. Fig. 7.2(a) and 7.2(b) show the size distribution of

QD in the low and high density regions respectively.

GID measurements [refer Fig. 3.7 for the geometry] were performed at the

two different QD density regions on the sample surface to study their size, strain

profile and the amount of In-Ga intermixing as a function of height. GID ex-
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Figure 7.2: (a) and (b) Size distribution of the QD in the respective low and high
QD density regions as obtained from the AFM analysis software WSxM.

periments were performed at Beamline P08 of Petra III synchrotron in DESY,

Germany at energy of 11.103 kV. A beam-defining slit setting of dimension 50

by 300 micron was used in vertical and horizontal directions, respectively and

the data was collected by a position sensitive linear Mythen detector. For grazing

incidence diffraction (GID) measurements, the intensity of all the channels was

integrated to obtain the data presented here. During GID measurements the inci-

dent angle was kept to be 0.1◦ which is lower than the critical angle for GaAs, to

keep the x-ray beam onto the surface of the sample and hence to study the InAs

QD present at the top surface. Radial and angular scans were taken around two

in-plane diffraction peaks i.e. around (400) and (200).

7.3 Results and Discussion

We have carried out radial and angular scans in the GID geometry. Radial scans

are simple intensity measurements in which incidence angle to the planes in the

sample surface (θ) and detector angle (ϕ) are varied following ϕ = 2θ. The inten-
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Figure 7.3: (a) and (b) Two-dimensional GID data around (200) for the high
and low QD density regions respectively. Y-axis represents the exit angle in the
Mythen detector. (c) and (d) Line profile of the radial scans around (200) and
(400) as indicated for the high and low QD density regions respectively. These
line profiles are generated by the integration of all the pixels of mythen detector.
Respective insets show the variation of In concentration with a||. (e) and (f) Pro-
files of the absolute strain present in the QD and strain with respect to GaAs (refer
text for the method of calculation) as a function of a|| for the high and low QD
density regions respectively. (g) and (h) Angular scans around (400) correspond-
ing to different in-plane lattice parameters as indicated for the high and low QD
regions respectively.
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sity measurement by this type of scan can be directly related to the in-plane lat-

tice parameter (a||) defined as a|| = λ
√
h2 + k2 + l2/(2sin(ϕ/2)), where (h,k,l)

are the Miller indices of the nearest Bragg reflection. In angular scans θ is var-

ied by keeping ϕ value constant and these data give the size of the region in the

sample having a fixed lattice parameter corresponding to the ϕ position (qr =

(4π/λ)sin(θ−ϕ/2)). Only the angular momentum transfer (qa = (4π/λ)sin(θ−

ϕ/2)) changes in such a scan and the radial momentum stays constant.

Fig. 7.3(a) and (b) show the 2-D plot of the radial scans around (200) at high

and low QD density regions respectively. These plots show the scattered inten-

sity variation with respect to the in-plane lattice parameter (along X-axis) and

the exit angle in the Mythen detector (along Y-axis). In the high QD density

region, the scattered intensity is concentrated over a small lattice parameter vari-

ation (a|| = 5.95 to 6.08 Å) while for low QD density region, it is observed to be

diffusely scattered over large in-plane lattice parameters (a|| = 5.77 to 6.02 Å).

Fig. 7.3(c) and (d) represent the radial scans around (400) and (200) diffraction

peaks (as indicated) performed at the high and low QD density regions respec-

tively. These line profiles are generated by integrating the intensity along the

length of the mythen detector. Since, GaAs has zinc-blende type structure, the

structure factors for (400) and (200) can be written as F400 = fGa + fAs and

F200 = fGa − fAs. The QD presented in this study are mainly composed of InAs

and are deposited upon GaAs substrate at high growth temperatures which lead

to In-Ga intermixing and hence the structure factors for the two reflections can be
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written as F400 = xfIn + (1− x)fGa + fAs and F200 = xfIn + (1− x)fGa − fAs

where x is the concentration of In present in the quantum dots. Thus, by com-

paring the intensity ratio around the two diffraction peaks, one can find out the In

content (x) inside the InxGa1−xAs quantum dots as follows:

I400
I200

= (
xfIn + (1− x)fGa + fAs

xfIn + (1− x)fGa − fAs

)2 (7.1)

which gives the In concentration ‘x’ as follows:

x =

√
I400/I200(fGa − fAs)− (fGa + fAs)

(fIn − fGa)(1−
√

I400/I200)
(7.2)

where I400 and I200 are the measured intensities around (400) and (200) diffrac-

tion peaks respectively, fIn, fGa and fAs are the scattering factors of Indium, Gal-

lium and Arsenic at 11.103kV respectively. Insets in Fig. 7.3(c) and (d) show

the variation of In content with respect to the in-plane lattice parameter for high

and low QD density regions respectively as calculated using the method described

above. The In concentration increases upto (x =) 0.8 with increasing in-plane

lattice parameter and then reduces to (x =) 0.4 towards the InAs lattice parameter

for both the low and high QD density regions, however there is difference in exact

composition profile for the QDs in the two regions. The absolute in-plane strain

present in the QD can be calculated by comparing the in-plane lattice parameter

(a||) with the lattice parameter corresponding to the In content [a(x)] given as

ε|| = [a|| − a(x)]/a(x). Also, one can calculate in-plane strain with respect to the
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GaAs lattice parameter given by ε|| = (a||−aGaAs)/aGaAs. These calculated strain

values are represented in Fig. 7.3(e) and (f) for high and low QD density regions

respectively. The absolute strain in the QD system varies from highly compres-

sive to tensile as the in-plane lattice parameter increases for both the QD density

regions. It can be observed from the Fig. 7.3(e) that the strain value varies from

-4 (compressive strain) to +4 (tensile strain) with a high slope for the high QD

density region while for low QD density region it varied from -2 to +3 with the

increase in lattice parameter (refer Fig. 7.3(f)). Thus, the QDs in low QD density

region are more relaxed than those in the high QD density region. This is due to

higher In-Ga intermixing in the low QD density region. Also, the calculated strain

with respect to GaAs is shown in Fig. 7.3(e) and (f) for comparison.

Since the quantum dots under investigation are epitaxial, so towards the base

of the islands, the in-plane lattice parameter would be near to that of GaAs (5.653Å)

and as one move up towards the apex, the lattice would tend to be more relaxed

and in-plane lattice parameter will be nearing to that of InAs (6.058Å). Thus, the

lattice near the base of QD will suffer compressive strain and that near the apex of

QD will experience tensile strain as due to interdiffusion, In content is lower in the

apex of QD and higher in the middle region. The In concentration increases with

increasing in-plane lattice parameter upto (x ≈) 0.8 and then reduces to (x ≈)

0.4 towards the InAs lattice parameter. Hence, the layers just above the GaAs

substrate suffer huge compressive strain which than relaxes to a lower value in

the layer above and as more and more In-Ga intermixing occurs towards aInAs
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which is at the apex of QDs, the strain in the QDs becomes tensile. For simplicity,

we can define the QD as consisting of several disks arranged one over the other,

each having a unique lattice parameter. Fig. 7.3(g) and (h) show typical angular

scans at the high and low QD densities respectively around (400) diffraction peak

at several fixed radial momentum positions which correspond to different in-plane

lattice parameters as indicated. These angular momentum intensity plots provide

us the isostrain length scales i.e. the length of the area having same in-plane lattice

parameter which can be considered to be the radius of the disks in the model so

considered. The contribution of each disk with radius ‘R’ in the x-ray scattering

profile so obtained can be given by [142]:

I(qa, R) ==
I0

π2R4|⟨fInGaAs⟩|2
|
∫ 2π

0

∫ R

0

e−iqarcos(θ)fInGaAs(r)rdrdθ|2 (7.3)

where fInGaAs(r) is the effective scattering factor at position ‘r’ in the disk.

The line profiles in Fig. 7.3(g) and (h) show the fit of the angular momentum

intensity profiles as calculated using Equation (2). Two disks having different

radii with dissimilar contribution to the fit had to be considered for the calculation

of profiles. Tables 7.1 and 7.2 show the several radii used to fit the angular scan

intensities indicated by a||. The ratios of the intensities corresponding to different

radii used to fit the data are represented in the column ‘Respective contributions’.

It should be noted that the effective scattering factor, fInGaAs, was taken to be

constant over the whole disk as the consideration of varied composition over the
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Table 7.1: High QD density

a||(Å) Radii (Å) Respective contributions
6.096 75, 28 1, 0.3
6.058 105, 50 1, 0.24
5.867 130, 50 1, 0.2
5.746 135, 45 1, 0.11
5.67 300, 90 1, 0.06

Table 7.2: Low QD density

a||(Å) Radii (Å) Respective contributions
6.074 65, 20 1, 0.15
5.99 75, 40 1, 0.15

5.887 115, 65 1, 0.21
5.77 145, 65 1, 0.15

5.692 220, 70 1, 0.085
5.67 250, 75 1, 0.01

disk barely modified the profile. The two radii given here may be attributed to

the variation in QD diameter. The scattering strength or the number density of

these different diameters is represented by the values presented in the parenthesis.

Hence, the contribution of the smaller diameter QD towards scattering is very low

as compared to the larger diameter QDs. Thus, only QDs with larger diameter are

considered for further data interpretation.

Fig. 7.4 shows the variation of the isostrain region with a|| for the two QD

density regions. It can be observed that as the in-plane lattice parameter (a||) in-

creases, the radii of the disks constituting the QDs decrease. This coincides with

the fact that the lower a|| values represent the base region of the QD and higher

a|| values amount to their apex. The diameter of 50nm for the base of QD in low

density region matches perfectly with the average value as obtained from AFM
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Figure 7.4: Isostrain region (2R) variation with a|| for the two QD density regions.
The larger ‘R’ value are chosen from Tables 7.1 and 7.2 for the plot as their
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Figure 7.5: (a) and (b) Experimental exit angle (αf ) spectra corresponding to
different a|| for high and low QD density regions respectively. (c) Height with
respect to the GaAs substrate (refer text for calculation) for different a||. (d) The
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measurements. However, the value of 60nm for the base diameter in the high

QD density region is higher than that estimated from the AFM measurements. It

should be noted here that in the high QD density region, the islands have varied

sizes and occurrence of large sized domes is also evidenced. This can lead to the

discrepancy in the results of the two techniques as x-ray provides statistically av-

eraged results over large areas and AFM measurements yield essentially localized

information of the surface. Also, it is to be noted that the two disc sizes arisen

from this data analysis suggest presence of differently sized QDs in the system.

However, terming it to be a bimodal distribution might not be correct as the con-

tribution of lower size discs is very small.

The position of a disk, with given a||, above the GaAs surface can be estimated

from the exit angle plots of the Mythen detector. Fig. 7.5 (a) and (b) show the exit

angle plots [in (400) diffraction geometry] at zero angular positions corresponding

to different in-plane lattice parameters (as indicated) for the high and low QD den-

sity regions respectively. These exit angle intensity profiles can be plotted directly

from the radial scans as their 2-D plots [refer Fig. 7.3(a) and (b)] show inten-

sity variation with respect to αf and a||. From the position of the first maximum

(αmax
f ), the height z corresponding to any a|| can be calculated as follows [143]:

z =
1

kαmax
f

arccos(αmax
f /αc) (7.4)

where k is the wave number of the x-ray beam and αc is the critical angle for

GaAs. Thus, the height of a particular isostrain region in the QD from the GaAs
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surface can be calculated easily and is represented in Fig. 7.5(c). It is observed

that as the in-plane lattice parameter increases, the height inside the quantum dot

also increases monotonically. Thus, from base to apex of the QD, the in-plane

lattice parameter increases and the diameter of the quantum dot decreases. The

base radii so obtained for both the low and high density regions are comparable to

the dimensions obtained from the AFM measurements. The radii corresponding

to the highest in-plane lattice parameter in both the regions correspond to the apex

region of the quantum dots. Also, it is observed that the apex of the quantum dots

corresponding to the aInAs (= 6.05 Å) is under high tensile strain for both the QD

regions [refer Fig. 7.3(e) and 7.3(f)].

By comparing the in-plane lattice parameter with those in the insets of Fig. 7.3(c)

and (d) respectively for the high and low QD density regions, we can find out the

average In content in each of these disks represented by different angular scans.

Fig. 7.5(d) shows the variation of In content within the QD as a function of height.

It is observed that the In content increases from the base to the center of the QD

and then again decreases towards the apex for lower in-plane density QD. This

observation is consistent with the previous XTEM studies and theoretical calcu-

lations performed on InGaAs QD which show a segregation of Indium in their

central region [136]. For the higher in-plane density QD, the In content increases

rapidly from base and then fall rapidly within 5nm to attain a nearly constant value

until the apex of QD. It is also apparent from the fact that the lower portion of QD

suffer compressive strain which has higher In content and it decreases towards the
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Figure 7.6: Photoluminescence spectra at the low and high QD density regions.

apex of QD and the lattice suffers tensile strain. The highest Indium content of

(x =) 0.74 obtained near the base of the QD in high density region exhibit iso-

strain radius of 13nm at a height of 3nm above the GaAs surface while that of

(x =) 0.78 for the QD in low density region provide iso-strain radius of 11.5nm

at a height of 8nm above GaAs surface. This highest In content can be attributed

to the base of the QD with rest of the QD having almost constant In content up

to the apex in the high QD density region, while for the low QD density region,

the highest In content is present inside the QD which again decreases to attain a

lower value (x =0.4) towards the tip. The observed diffuse intensity over large

q-space in the measured two-dimensional GID data shown in Fig. 7.3(b) clearly

indicate larger variation of In-composition within dots present in the region of low

in-plane density. It is expected that lower variation of In-composition, apparent

in Fig. 7.3(a) and 7.5(d), in dots present in the high density region will provide

sharper PL.
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Fig. 7.6 shows the PL spectra at the two QD density regions. A picoquant

785nm laser diode driven at 80MHz was used as the excitation source for collect-

ing PL spectra at room temperature. The PL peaks are observed to be at 1.114 eV

(FWHM = 0.042 eV) and 1.106 eV (FWHM = 0.040 eV) for the low and high QD

density regions respectively. The peak position is observed to be shifted to lower

energy giving sharper peak for the high QD density region as compared to that for

low QD density region. This can be attributed to the higher In-Ga interdiffusion

in the low QD density region [145, 146]. Also, the higher InAs deposition on the

central portion of the substrate surface may lead to the introduction of crystal de-

fects such as dislocations which lead to the shifting of PL peak energy to higher

values [147].

7.4 Conclusion

InAs QD on GaAs surface grown at different deposition temperatures on a single

wafer have been studied. AFM measurements suggest the coarsening of small

QD to form uniformly sized larger QD for the higher deposition temperature.

This coarsening leads to variation in In-Ga intermixing inside the QD deposited at

different growth temperatures. Relatively low variation of In concentration within

QD structures present in high in-plane density region exhibit sharper PL emission.

Further studies are required using the techniques developed here to obtain GID

and PL data from same layer of QD to develop better understanding in structure-

spectroscopy relationship in these technologically important materials.
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