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Synopsis

The standard cosmological model (SCM) provides an almost accurate description

of the evolution of the universe through a span of approximately 13.7 billion years.

The main hypotheses on which the model is based are the following:

1. Gravity is described by General Relativity.

2. The universe obeys the Cosmological Principle, i.e., the universe is homo-

geneous and isotropic above a certain length scale as viewed by the comov-

ing observers. As a consequence, all the relevant quantities depend only on

global comoving time.

3. Above this scale, the matter content of the universe is described by a con-

tinuous distribution of matter and/or energy which to a first approximation,

is described by a perfect fluid.

In spite of its success, the SCM suffers from several difficulties, such as the

horizon problem, flatness problem, monopole problem, possible existence of dark

energy and dark matter and the initial singularity [1],[2]. Some of these difficul-

ties have been resolved totally or partially by assuming an inflationary phase in

the early period of expansion of the universe [4]. Inflation also explained the ori-

gin of inhomogeneities that seed the structure formation and scale invariance of
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the spectrum of density perturbations in Cosmic microwave background radiation

(CMBR). Another drawback of SCM is the initial singularity. Friedmann’s equa-

tions tell that an ever expanding universe starts from an initial singularity when

curvature and energy density blow up and therefore, the description of the space-

time in terms of classical physics breaks down. Initial singularity is not removed

by inflation, it is only pushed to a further past [5].

A possible way to avoid the initial singularity is to consider both the contract-

ing and expanding branch of Friedmann’s equations. Models of nonsingular uni-

verses that have an initial contracting phase followed by a phase of re-expansion

after attaining a minimal size, called bounce, are being studied for a long time as

alternatives to the standard big-bang inflationary models [6]-[9]. These bouncing

models could not attract the attention of the community because bounce does not

fit into classical general relativity if matter content of the universe obeys certain

energy conditions. According to the singularity theorems of Hawking And Pen-

rose, a contracting universe (Hubble constant H < 0) with a matter content that

obeys µ+ 3p > 0 (µ and p being energy density and pressure) and vanishing ac-

celeration and vorticity will collapse to a singularity within a time less than H−1

[10]. But recently, observations of accelerating universe show that nature is not

so strict about the energy conditions. Also it is understood that when the size of

a contracting universe shrinks to the Plank length, the classical general relativity

should be replaced by some quantum gravity.

Besides solving horizon problem and removing the initial singularity, bounc-

ing cosmology with a matter dominated contracting phase also provides a mecha-

nism of generating scale invariant spectrum of perturbations. For those perturba-

tions that exit the Hubble radius with a bluish spectrum, contractions boost longer
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wavelengths more than the shorter wavelengths and thus producing a scale invari-

ant spectrum [13].

For being observed in the expanding phase of the Universe, perturbations must

evolve through the bounce. But the perturbations have growing modes in the

contracting universe. For example, in a dust dominated flat Friedmann-Lemaitre-

Robertson-Walker (FLRW) background, the gauge invariant Bardeen potential Φ

has a constant mode as well as a growing mode:

Φk(η) = C1(k) + C2(k)η
−5. (0.0.1)

In singular models, the perturbations diverge as a → 0. In nonsingular bounce,

the perturbations are not necessarily diverging but still strongly growing in the

contracting phase. These growing modes of perturbations raise doubts on the va-

lidity of linear regime of perturbation theory near bounce [15, 16] and preservation

of scale invariant spectrum of the perturbations. In the new ekpyrotic bouncing

model [17], the adiabatic modes of perturbations are observed to be amplified

exponentially at the turning points, i.e., the boundary of contracting phase and

bouncing phase, resulting in the breakdown of perturbation theory and spoiling

scale invariance of the spectrum [19],[20]. In conventional coordinate based per-

turbation theory, the perturbations are observed to grow in some gauges while

they remain small in some other gauges [23]. It is also found that the commonly

defined gauges are not well defined near and at the bounce. Hence linear pertur-

bation theory is valid if one uses only the well defined gauge.

Naturally, a question arises whether these results are real or gauge artefacts.

In this regards we think that the alternative approach, considered by Hawking [24]

and developed by Ellis, Bruni and others [25], is an efficient tool to investigate the

validity of linear perturbation theory near bounce. In this alternative approach,
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known as covariant perturbation theory, we start from a physical manifold with

arbitrary metric and matter configurations which are close to a background space-

time (generally, an FLRW one). We choose a suitable family of timelike observers

with four velocity ua, provided the worldlines of these observers coincide with

that of the comoving observers in the background FLRW spacetime. The first

covariant derivative of the 4-velocity can be written in terms as

∇bua =
1

3
θhab + σab + ωab − ubνa, (0.0.2)

where the trace part θ = ∇au
a is the expansion scalar, the traceless symmetric

part σab is called the shear tensor and the antisymmetric part ωab is the vorticity.

Accelerations of the worldlines are represented by νa. The matter content of the

universe is represented by an energy momentum tensor Tab for an imperfect fluid

moving with velocity ua:

Tab = (µ+ p)uaub + pgab + 2u(aqb) + πab, (0.0.3)

where µ = Tabu
aub and p = 1

3
habTab are energy density and pressure respectively.

The anisotropic part involves the energy flux qa = −h b
a Tbcu

c and the anisotropic

stress πab = h c
a h

d
b Tcd − phab. The projection tensor hab, defined by

hab = gab + uaub, (0.0.4)

is the metric of the constant time hypersurfaces perpendicular to the ua if the

worldlines are hypersurface orthogonal. An FLRW spacetime is a conformal

spacetime (i.e. Weyl tensor Cabcd is zero), characterized by vanishing shear,

vorticity and acceleration. In such situation one can define a cosmic time t as

ua = −∇at. Then µ, p and θ are function of only t.

Now according to Stewart Walker Lemma [61] a variable is gauge invariant if

vanishes on the background (in our case FLRW) spacetime. So under the above
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characterization of FLRW spacetime one can define certain gauge invariant quan-

tities:

1. Shear (σab), vorticity (ωab) and acceleration(νa),

2. “Electric” and “magnetic” parts of the Weyl tensor:

Eab = Cacbdu
cud, Hab =

1

2
Cacpqη

pq
bdu

cud. (0.0.5)

3. Spatial gradients of the energy density (µ), pressure (p) and expansion (θ):

Xa = κh b
a ∇bµ, Ya = κh b

a ∇bp, Za = h b
a ∇bθ. (0.0.6)

A closed set of nonlinear evolution equations are obtained for these variables.

Then we linearize the equations for “almost FLRW” spacetimes by just giving up

the terms appeared as products of first order variables.

In coordinate based perturbation theory, one can also construct linear com-

bination of perturbation variables, that are invariant under any infinitesimal co-

ordinate transformation and hence are gauge invariant [26]. However, physical

interpretation of such variables is clear only if one choose some specific gauge.

On the other hand the covariant perturbations are defined through variables that

vanish at the background spacetime. Hence they carry physical meaning without

choice of any coordinate system. At the linear order, however, one can establish

relations between covariant variables used in covariant perturbation theory and or-

dinary gauge invariant variables used in conventional perturbation theory and the

physical interpretation of the latter is possible via such correspondence without

choosing any coordinate system [27]. Although the perturbations and their evo-

lution equations are completely gauge invariant and covariant, apparently a new
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type of ambiguity may arise due to choice of observers. If the background space-

time is spatially homogeneous and isotropic, there exists a preferred family of

observers, the comoving observers, which are also observers of the spatial homo-

geneity and isotropy. In the physical inhomogeneous manifold no such preferred

observer exist. However, under the change of observers, the variables and their

evolution equations do not change, only their interpretation is altered.

So far, it has been checked whether perturbations are sufficiently small com-

pared to their background quantities. If that criterion holds, second order perturba-

tions are assumed to be even smaller and linear perturbation theory is considered

to be a good approximation. For example we can write the perturbed metric gµν

as

gµν = ḡµν + δgµν . (0.0.7)

The ḡµν is the metric of background FLRW spacetime,

d̄s
2
= a2(η)

(
−dη2 + γijdx

idxj
)
, (0.0.8)

where γij being the metric of maximally symmetric 3 dimensional spatial hy-

persurface with normalized curvature K = 0,±1 and δgµν represents the scalar

metric perturbation [28],

δg00 = −2a2ϕ, δg0i = a2DiB, δgij = 2a2 (−ψγij +DiDjE) , (0.0.9)

where Di is the covariant derivative operator, compatible with γij . The linear

perturbations must satisfy

ϕ≪ 1, B ≪ 1, ψ ≪ 1, E ≪ 1. (0.0.10)

Such conditions depend on the chosen gauge just because the variables ϕ, B, ψ, E

are not gauge invariant. But this test will not work in covariant formalism as the
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background values of the gauge invariant perturbations are zero. We suggest an

alternative treatment to check the validity of linear approximation [29].

We focus on the evolution equations for energy density perturbation Xa which

is coupled with Za at linear order:

a−4h b
a (a

4Xb)̇ = −κ(µ+ p)Za − (σb
a + ωb

a)Xb, (0.0.11)

a−3h b
a (a

3Zb)̇ = Rνa −
1

2
Xa + Aa + 2(3)∇a(ω

2 − σ2)

−(σb
a + ωb

a)Zb, (0.0.12)

where A = ∇aν
a, Aa =

(3)∇aA and R = κµ− 1
3
θ2 +A+ 2(ω2 − σ2). The time

derivative, represented by overdot, is defined as the covariant derivative along ua.

We consider only the perfect fluid perturbations, i.e. qa = 0 and πab = 0. In the

right hand side of the Eq. (0.0.11), the term κ(µ + p)Za is of first order (linear)

whereas σb
aXb and ωb

aXb are higher order terms. According to the Friedmann

equations κµ = 1
3
θ2, thus R is a first order variable. So in the right hand side of

the Eq. (0.0.12), there are two first order terms 1
2
Xa and Aa and five second order

terms Rνa, 2(3)∇a(σ
2), 2(3)∇a(ω

2), σb
aZb and ωb

aZb.

To compare the nonlinear terms of these equations with the linear terms of the

same equations, we define following parameters:

ε1 =

∣∣ωb
aXb

∣∣
|κ(µ+ p)Za|

, ε2 =

∣∣σb
aXb

∣∣
|κ(µ+ p)Za|

,

ε3 =
|Rνa|∣∣1
2
Xa

∣∣ , ε4 =

∣∣2h b
a ∇bω

2
∣∣∣∣1

2
Xa

∣∣ , ε5 =

∣∣2h b
a ∇bσ

2
∣∣∣∣1

2
Xa

∣∣ ,

ε6 =

∣∣ωb
aZb

∣∣∣∣1
2
Xa

∣∣ , ε7 =

∣∣σb
aZb

∣∣∣∣1
2
Xa

∣∣ ,
ε̃3 =

|Rδua|
|Aa|

, ε̃4 =

∣∣2h b
a ∇bω

2
∣∣

|Aa|
, ε̃5 =

∣∣2h b
a ∇bσ

2
∣∣

|Aa|
,

ε̃6 =

∣∣ωb
aZb

∣∣
|Aa|

, ε̃7 =

∣∣σb
aZb

∣∣
|Aa|

. (0.0.13)
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The linear perturbation theory is valid for the solutions of (0.0.11) and (0.0.12)

provided the following conditions are satisfied throughout the regime under con-

sideration:

(1) ε1, ε2 ≪ 1,

(2) ε3, ε4, ε5, ε6, ε7 ≪ 1, and/or ε̃3, ε̃4, ε̃5, ε̃6, ε̃7 ≪ 1.

Then the linear perturbation equations are solved for a collapsing FLRW back-

ground near the bounce. The solutions are used to compute the linearity parame-

ters. It is found that some of those parameters grow beyond order unity near the

bounce in both radiation and dust dominated collapsing universe. That means the

nonlinear terms are comparable to the linear terms. So unless some special initial

conditions are imposed on the variables such as shear and vorticity, perturbations

may not be linear near the bounce.

Thus we conclude that perturbations may not be linear near the bounce and

linear perturbation theory may not be adequate to give proper evolution of pertur-

bations through the bounce. Our results are independent of the choice of gauge.

We used gauge invariant variables that were not assumed to be small with re-

spect to background. So one can evolve them through the bounce and match with

corresponding quantities in the expanding phase—but this would require the full

nonlinear analysis.

This formalism is applied to a simple nonsingular bouncing model in [31].

We take a toy model for the flat FLRW bouncing universe filled with a two-

component perfect fluid, one component is a normal fluid with a dustlike equation

of state, henceforth referred to as fluid-1, and the other component has a negative

energy density and pressure, henceforth referred to as fluid-2 [30]. Away from

the bounce, the contribution of fluid-2 in the total energy budget is negligible and
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hence, the contraction of the universe is essentially guided by fluid-1. However,

close to the bounce, fluid-2 becomes dominant and as a result the collapse slows

down by minimizing the Hubble parameter H . At turning point Ḣ becomes zero.

Eventually the bouncing point H = 0 is reached and the universe starts to re-

expand. Again at another turning point Ḣ vanishes and subsequently fluid-1 starts

to dominate. Between the two turning points the null energy condition,

Tµνk
µkν ≥ 0 for any null vector kµ, (0.0.14)

is violated by the composite fluid.

Evolution of vector perturbations ωa and ra is rather simple. But the analytic

solutions for scalar and tensor perturbations in the entire range of time are ob-

tained only for zero wave number mode. For q ̸= 0 the equations are simplified

to get analytic solutions in three different regions, namely long before bounce, at

the turning point and at the bounce. The scalar perturbations are smooth across

the bounce but diverge at the turning point. The shear σab is decomposed into

scalar, vector and pure tensor parts. The gravitational wave, i.e. pure tensor part

of shear shows oscillating behavior both at the bounce and at the turning point.

At the turning point, scalar and vector parts dominate over the gravitational wave.

The comoving curvature perturbation ζS has a nonadiabatic growing mode at the

turning point, besides its adiabatic constant mode. The growth rates of the linear-

ity parameters are computed at the turning point. It is observed that many of these

parameters diverge. So the perturbations cease to be linear at the turning point in

this simple nonsingular bouncing model [31].

We also consider a specific initial condition for scalars in which the entropic

perturbation is absent and the adiabatic perturbations are originated from quantum

fluctuations of the Bunch-Davis vacuum state in the matter dominated era. Using

18



a numerical analysis we evolve the perturbations through the bounce. Divergence

of the linearity parameters remains unaltered even in the presence of these special

initial conditions.

As a byproduct of our analysis we study the matching conditions and spectra

of the perturbations. We have studied the matching conditions for scalar variables.

It has been shown that the spectrum of perturbations after the bounce can be ob-

tained by employing the sound matching conditions. Despite the divergence at

the turning points and the growth of amplitudes, the scale invariant spectrum of

the perturbations is preserved after the bounce. Our numerical analysis shows that

the variable V should be matched across the transition surface to get the correct

spectra, while matching X leads to a wrong spectra. Since V and X are related

to spatial curvature perturbation (δR) and the Bardeen potential (Φ), these results

coincide with the ones obtained in [53].
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Chapter 1

Introduction

The standard cosmological model (SCM) provides a more or less accurate de-

scription of the evolution of the universe over a span of approximately 13.7 billion

years. The main hypotheses on which the model is based are the following:

1. Gravity is described by Einstein’s theory.

2. The universe obeys the Cosmological Principle, namely the Universe is ho-

mogeneous and isotropic above a certain distance scale as viewed by co-

moving observers. As a consequence, all relevant quantities depend only on

a global time coordinate called comoving time.

3. Above this distance scale the matter content of the universe is described

by a continuous, homogeneous and isotropic distribution of matter/energy

which is modeled by a perfect fluid.

In spite of its great success, SCM suffers from several inherent difficulties,

such as the horizon problem, flatness problem, monopole problem, etc. [1],[2].

Some of these difficulties are totally or partially resolved by assuming an early
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inflationary phase, a phase of rapid and accelerated expansion of the universe

[3],[4]. Inflation also explains the origin of inhomogeneities that seed the struc-

ture formation and scale invariance of the spectrum of density perturbations in the

Cosmic Microwave Background Radiation (CMBR). Another drawback of SCM

is the initial singularity. Friedmann equations tell us that any expanding universe

when traced back in time shows an initial singularity—a three dimensional sur-

face where spacetime curvature and matter energy density blow up everywhere

on the surface and therefore, the evolution of the universe in terms of Friedmann

equations breaks down. Initial singularity can not be removed by inflation, only it

is pushed back in the past [5].

A possible way to get rid of the initial singularity is to consider both the con-

tracting and expanding solutions of the Friedmann equations and try to join them

together by a nonsingular bounce. Models of nonsingular universes with an initial

contracting phase followed by a phase of re-expansion after attaining a minimum

size (bounce) have been studied extensively [6]-[9]. However, the bounce models

could not attract the attention of a larger community because they do not fit in the

realm of standard physics as the matter required to produce bounce in such mod-

els violates certain energy conditions. As per the singularity theorems of Hawking

and Penrose, a contracting universe (Hubble constant H < 0) with a matter con-

tent obeying µ + 3p > 0 (µ and p being energy density and pressure of the fluid)

and vanishing acceleration and vorticity will collapse to a singularity within a

time less than H−1 [10]. But recent observations related to acceleration of the

universe hint that one should relax some conditions of the singularity theorems.

Also when the size of a contracting universe shrinks to the order of a Planck

length, classical physics is to be replaced by quantum physics and in particular
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quantum gravity should not be ignored.

Besides solving the horizon problem and removing the initial singularity, bounc-

ing cosmological models with a matter dominated contracting phase also provide

a mechanism of generating scale invariant perturbations. As perturbations exit

the Hubble radius with a bluish spectrum, contractions boost longer wavelengths

more than the shorter wavelengths, thus producing a scale invariant spectrum [11]-

[13].

For being observed in the expanding phase of the universe, perturbations must

evolve through bounce [14]. But the perturbations have growing modes in the

contracting universe. For example, in a dust dominated flat Friedmann-Lemaitre-

Robertson-Walker (FLRW) background, the gauge invariant Bardeen potential Φ

has a constant mode as well as a growing mode:

Φk(η) = C1(k) + C2(k)η
−5, (1.0.1)

where η is the conformal time. In singular models the perturbations diverge as

a → 0. In nonsingular bounce the perturbations do not necessarily diverge but

grows rapidly in the contracting phase. These growing modes of perturbations

raise some doubts about the validity of linear perturbation theory close to bounce

and preservation of scale invariant spectrum of perturbations [15, 16]. In ekpy-

rotic bouncing model [17], the adiabatic modes of perturbations are observed to

be amplified exponentially at the turning points, namely the boundary between

the contracting phase and bouncing phase, resulting in a breakdown of perturba-

tion theory and scale invariant spectrum [18]-[20]. In the conventional coordinate

based perturbation theory, the perturbations are observed to grow in some gauges

while they remain small in some other gauges [21]-[23]. It is also found that the

commonly defined gauges are not well defined close to and at the bounce. Hence,
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linear perturbation theory is valid only if one uses some well-defined gauges.

Naturally, a question arises whether these results are physical or gauge arti-

facts. In this connection we find that the alternative approach, proposed by Hawk-

ing [24] and later developed by Ellis, Bruni and other collaborators [25], is a more

appropriate tool in investigating the validity of linear perturbation theory close to

bounce. In this approach, commonly called as the covariant perturbation theory,

one deals with completely gauge invariant quantities that are defined in a coordi-

nate independent manner. In particular, the quantities that vanish or remain con-

stant (in the case of a scalar matter) in the background spacetime are used as gauge

invariant variables. In the coordinate based perturbation theory, one can also con-

struct linear combination of perturbation variables, that are invariant under any

infinitesimal coordinate transformation and hence are gauge invariant [26]. How-

ever, physical interpretation of such variables is clear only if one chooses a specific

gauge. On the other hand the covariant perturbations are defined through variables

that vanish at the background spacetime. Hence, they are directly physical. More-

over, this approach does not involve perturbation expansion of variables and thus

the dynamical equations are nonlinear.

However, at linear order one can establish a map between the covariant vari-

ables used in covariant perturbation theory and the usual gauge invariant variables

used in the conventional perturbation theory. A physical interpretation of the latter

variables is provided via this map without the recourse of choosing a coordinate

system [27].

So far whether perturbations are sufficiently small compared with their back-

ground quantities has been checked. If this scenario holds, second order pertur-

bations may be assumed to be even smaller and linear perturbation theory can be

24



considered to be a good approximation. For example, we can write the perturbed

metric gµν as

gµν = ḡµν + δgµν . (1.0.2)

The ḡµν is the metric of the background FLRW spacetime,

d̄s
2
= a2(η)

(
−dη2 + γijdx

idxj
)
, (1.0.3)

where γij is the metric of a maximally symmetric 3-dimensional spatial hyper-

surface with normalized curvature parameter K = 0,±1 and δgµν represents the

scalar metric perturbation [28],

δg00 = −2a2ϕ, δg0i = a2DiB, δgij = 2a2 (−ψγij +DiDjE) , (1.0.4)

where Di is the covariant derivative compatible with γij . The linear perturbation

must satisfy

ϕ≪ 1, B ≪ 1, ψ ≪ 1, E ≪ 1. (1.0.5)

Such conditions depend on the choice of gauge because the variables involved, ϕ,

B, ψ and E , are not gauge invariant. Moreover, these conditions are not usable in

the covariant framework as the background values of the gauge invariant perturba-

tions are zero. We suggest an alternative treatment to verify the validity of linear

approximation [29]. We consider the evolution equations of the perturbations and

examine whether the nonlinear terms are truly small compared to the linear terms.

For this purpose, some linearity parameters are defined as the ratio of nonlinear

and linear terms. For dust and radiation dominated collapsing backgrounds, these

parameters are found to diverge as a→ 0.

This formalism is applied to a simple and nonsingular bounce. The bounce is

observed in a model having two components of perfect fluids—one is a normal
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fluid component with a dust-like equation of state and the other has a negative

energy density and radiation-like equation of state. The fluid violates the null

energy condition close to the bounce. Gauge invariant perturbations are defined in

terms of the comoving observers. The tensor perturbations remain finite and well

behaved at and close to the bounce but scalar and vector perturbations become

singular at the turning point which is the boundary of the spacetime region where

the null energy condition is violated. Besides the constant adiabatic mode, the

comoving curvature perturbation has a non-adiabatic mode that diverges at the

turning point. By computing the growth of linearity parameters it has been shown

that the perturbations do not remain linear at the turning point. We also study

the matching conditions of scalar perturbations and V (V is related to the spatial

curvature perturbation) is found to be the appropriate variable to match across the

transition surface.

In the thesis we first discuss some characteristics of bouncing cosmology and

emergence of scale invariant spectrum from a bounce. Then followed by a brief

introduction to the covariant perturbation theory we set up some conditions for

linearity of perturbations and study the evolution of cosmological perturbations

through a simple toy model for bounce.
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Chapter 2

Bouncing scenario as an alternative

to inflation

2.1 Introduction

In this chapter we discuss some important issues regarding bouncing cosmology.

In order to provide a viable alternative to inflation, a model should, at least, do

as well as inflation in many respects. Inflation has successfully answered the

following puzzles of standard hot big bang model: “why is the universe isotropic

on the largest accessible scales?”, “Why does the content of the universe sum up

in the exactly required fashion so as to make its spatial curvature negligible?” and

“Why do we not observe an absurdly large number of primordial monopoles that

should have been copiously produced during the grand unification transition?”.

However, inflation cannot remove the initial singularity. In Sec. (2.2) we discuss

how the the bouncing models address these puzzles.

The attractive nature of gravity bars a collapsing universe to stop its contrac-
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tion and bounce to an expanding phase as long as the Einsteins general relativity

dictates the dynamics of universe. The issue of singularity and the possibilities

of a bounce are discussed in the Sec. (2.3) with a description of various energy

conditions. With a brief introduction to the theory of cosmological perturbations

the origine of scale invariant spectrum of density fluctuation and matching the

perturbations in contracting phase with those in expanding phase are discussed in

the Sec. (2.4). Finally a discussion on the validity of linear perturbation theory

near bounce is given in the Sec. (2.5).

2.2 Cosmological puzzles

2.2.1 Horizon problem

The temperature of the cosmic microwave radiation backgraound in two different

patches of the sky is same in at least one part in 10−5. This observation is con-

sistent with the assumption of isotropy in the FLRW cosmology. However, such

high degree of anisotropy posed a problem with the causality. The portions of the

universe that we are observing today should not be in causal contact with each

other at early universe if the scale factor grows as power law of cosmic time, i.e.

the univrese is matter or radiation dominated. At the time of last scattering the

horizon size was

dH(tL) ≈
1

H0(1 + zL)3/2
, (2.2.1)

where zL is the redshift at the time of last scattering and H0 is the present value

of Hubble parameter. The angular diameter distance from the surface of last scat-

tering is

dA(tL) ≈
1

H0(1 + zL)
. (2.2.2)

28



So a patch of horizon size in the surface of last scattering subtends an angle

dH
dA

≈ 1

(1 + zL)1/2
(2.2.3)

in radians. From the redshift at last scattering zL ≈ 1101, this angle becomes

1.6◦. So the patches of the universe seperated by angle more than this were not in

causal contact and hence should not be in same tempetrature.

The problem will be solved if we have a mechanism that amplify the horizon

size such that dH(tL) > dA(tL). Inflation have done this job successfully. In

bouncing cosmology, as the initial time surface goes to −∞, the integral

dH(tL) = a(tL)

∫ tL

−∞

dt

a(t)
(2.2.4)

diverges. Hence, the entire spatial hypersurface at the time of recombination

which we observe today in the CMB is within the causal horizon and there is

no Horizon problem.

2.2.2 Flatness problem

Observation tells that the present energy density of the universe is very close to

the critical energy density

µ0 ≈
3H2

0

κ
,

so that the absolute value of curvature parameter ΩK = −K/a20H2
0 is less than

unity and the constant time spatial hypersurfaces are almost flat. From the time

the temperature dropped to about 104 K until near the present, a(t) has been in-

creasing as t2/3 , so |K|/a2H2 has also been increasing as t2/3 ∝ T−1. Thus, if

|ΩK | < 1 at present, then at 104K the curvature parameter |K|/a2H2 could not

have been greater than about 10−4. Earlier, a(t) was increasing as t1/2 , so | K
a2H2 |
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was increasing as t ∝ T−2 . In order for |K|/a2H2 at 104K to be no greater

than about 10−4 , it is necessary that |K|/a2H2 was at most about 10−16 at the

temperature T ≈ 1010K of electron-positron annihilation (roughly, the beginning

of the period of neutron–proton conversion that results in the observed helium

abundance), and even smaller at earlier times.

This is not a paradox. There is no reason why universe can not start with

K = 0. However, presence of an inflationary phase precceding the radiation

dominated phase of evolution makes room for a universe starting with non zero

K. During inflation H remains roughly constant and the curvature parameter falls

exponentially. So at the beginning of radiation dominated expansion, the curvature

parameter |K|/a2H2 is negligiblly small.

A bouncing cosmology is “neutral” with respect to the Flatness problem: if

we postulate a similar degree of spatial flatness in the contracting phase at an

equal amount of time prior to the bounce point as is observed today a certain time

interval after the bounce point, then the observations can be explained.

2.2.3 Absence of magnetic monopoles

All grand unified theories predict that there should be, in the spectrum of possible

particles, extremely massive particles carrying a net magnetic charge. By com-

bining grand unified theories with classical cosmology without inflation, Preskill

[32] found that magnetic monopoles would be produced so copiously that they

would outweigh everything else in the universe by a factor of about 1012 . A mass

density this large would cause the inferred age of the universe to drop to about

30 000 years! Inflation is certainly the simplest known mechanism to eliminate

monopoles from the visible universe, even though they are still in the spectrum of
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possible particles. The monopoles are eliminated simply by arranging the param-

eters so that inflation takes place after (or during) monopole production, so the

monopole density is diluted to a completely negligible level.

In a bouncing scenario however this problem resurfaces in an acute manner,

in particular for a matter bounce, if a subdominant thermal component is present.

Since (p)reheating has not been studied in bouncing cosmologies beyond simple

estimates, it is unknown whether or not thermal relics are formed. Nevertheless,

the defect question becomes a crucial one, not on considerations of energy density

and relative contribution, but more fundamentally, because of the initial conditions

they demand: if many Higgs fields are originally present in the large and cold

universe, some of them must have vacuum expectation values, which in turns

means, for most of those, arbitrary phases. As far as we know, there seems to

be no natural (and accepted) way to set up these phases: it is an open question

whether or not it can actually be achieved at all.

2.2.4 Initial singularity problem

Ever expanding cosmologies have been shown to be past incomplete, so that, as

far as classical gravity is concerned, the Universe began with an initial singularity,

featured by the divergence of Ricci curvature scalar and the energy density

R = 6

(
ä

a
+
ȧ2

a2

)
, µ =

M

a3(1+w)
(2.2.5)

as a→ 0, w being the eqution of state parameter. At the singularity, description of

spacetime in terms of classical physics breaks down. This problem is not directly

addressed in the inflationary framework, as it is then postulated that the physics

describing cosmological evolution begins at a stage for which the relevant theories
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are well understood, assuming previous phases to be based on quantum gravity

and to have a limited influence on the relevant scales.

In many models, the inflation is considered to last forever, i.e. the universe

is eternal to the future [33]. If the model is extended to the past, then universe

would be in a state of eternal inflation without any beginning. However, it is

proved under reasonable assumptions that the inflating region must be incomplete

in past directions, so some physics other than inflation is needed to describe the

past boundary of the inflating region [5].

It is perfectly reasonable to assume the primordial singularity to have been

somehow resolved; one way to do so actually would be to connect the currently

expanding Universe to a previous contracting phase through a bounce. In this

sense, studying bouncing solutions addresses an extremely relevant question ig-

nored (or perhaps overlooked) by the inflationary paradigm.

2.3 Energy conditions and singularities

2.3.1 Singularity theorem

The issue of the initial singularity of the FRLW solution was debated for a long

time, since it was not clear if this singular state was an inherent trace of the uni-

verse or just a consequence of the high degree of symmetry of the model. works

of Lifshitz and others wrongly suggested that the singularity was not unavoidable,

but a consequence of the special symmetries of the FLRW solution [34]. From a

completely different point of view, Hawking, Penrose, Geroch and others devel-

oped theorems that give global conditions under which timelike and null geodesics

cannot be extended beyond a certain (singular) point [35]. In their analysis, the
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singularity is viewed as abrupt termination of geodesics, not as divergence of some

functional of metric. The singularity theorem can be stated as follows:

Theorem 1. The following requirements cannot all be true for a given space–time

M :

1. There exists a compact spacelike hypersurface (without boundary) H;

2. The expansion θ of the unit normals to H is positive at every point of H;

3. Rabξ
aξb ≥ 0 for every non-spacelike vector ua ;

4. M is geodesically complete in past timelike directions.

Link of this theorem with physics comes through condition (3) via Einstein

equation, yielding a statement about the energy–momentum tensor Tab

Tabξ
aξb +

1

2
T ≥ 0, (2.3.1)

called the strong energy condition (SEC). the strength of this theorem is the gener-

ality of their assumptions, while their weakness is that they give little information

about how the approach to the singularity is described in terms of the dynamics of

the theory or about the nature of the singularity.

A simpler version of the the therorem is given as follows. Let us consider a

congruence of smooth timelike curves, generated by a smooth vector field ua in a

open subset O of the spacetime manifold S, such that through every point p ∈ O

there passes one and only one curve of the family. As will be discussed in the

Sec. (3.3.1), ua is the velocity of preferred observers in S. The key equation to

describe the singularity is the Raychaudhuri equation (3.4.6). If the curves are

hypersurface orthogonal geodesics then the vorticity ωab and the acceleration νa
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vanish. Further if the cosmological constant Λ is negative and µ+3p > 0, we can

write
dθ

dτ
+

1

3
θ2 ≤ 0 ⇒ d

dτ

(
θ−1
)
≥ 1

3
, (2.3.2)

where τ is the proper time of the preferred observers. Hence

θ−1 ≥ θ−1
0 +

1

3
τ, (2.3.3)

where θ0 is the initial value of the expansion. If the congruence is converging,

i.e. θ0 < 0, then θ−1 must pass through zero, i.e. θ → ∞ within a proper time

τ ≤ 3
|θ0| . So the singularity theorem can be stated as

Theorem 2. In a universe where µ + 3p ≥ 0 is valid, Λ ≤ 0, and νa = ωab = 0

at all times, if at any instant Hubble parameter (H = 1
3
θ) takes a negative value,

there must have been a time less than τ0 ≤ 1/H such that a → 0 as τ → τ0. A

spacetime singularity occurs at τ = τ0 , in such a way that energy density and the

temperature diverge.

2.3.2 Energy conditions

Before searching for possibilities of avoiding the singularity let us now discuss

different energy conditions that are assumed to be satisfied by physically reason-

able matters. In particular we consider energy conditions on matter described by

a perfect fluid energy monemtum tensor:

Tab = (µ+ p)uaub + pgab.

Weak energy condition

Tabξ
aξb is the energy density meausured by an observer with 4-velocity ξa. This

energy density is non negative for any timelike observer obeying the weak energy
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condition (WEC):

Tabξ
aξb ≥ 0, for all timelike ξa. (2.3.4)

For perfect fluid case this reduce to

µ ≥ 0, µ+ p ≥ 0. (2.3.5)

Strong energy condition

In Raychoudhury equation the matter is coupled via the term

Rabξ
aξb = κ

(
Tabξ

aξb +
1

2
T

)
. (2.3.6)

The trace of Tab is not so large and negative such that the right hand side of (2.3.6)

becomes negative, according to strong energy condition (2.3.1). In the perfect

fluid case:

µ+ p ≥ 0, µ+ 3p ≥ 0. (2.3.7)

Null energy condition

The null energy condition (NEC) states that, for any null vector ka, Tabkakb is

nonnegative. In terms of perfect fluid energy momentum tensor this reduces to

µ+ p ≥ 0. (2.3.8)

Dominant energy conditions

For any timelike observer with 4-velocity ξa, the vector −T a
bξ

b represents the

energy-momentum 4-current density. The dominant energy condition states that

this vector is a future directed timelike or null vector. Physically this signifies that

the speed of energy flow is always less than the speed of light.
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2.3.3 Possibilities of bounce

We have seen that singularity is unavoidable for an FLRW universe that obeys

the energy conditions and the dynamically dictated by the general relativity. The

term µ + 3p acts as active gravitational mass in the Raychoudhury equation and

the energy conditions are consequence of the attractive nature of gravity. The

vorticity, acceleration and the cosmological constant are repulsive and thus act

against the collapse. The attractive shear terms aids the collapse. To obtain a

bounce we should search for ways to avoid the singularity. Let us consider a

homogeneous and isotropic FLRW spacetime that obeys the Einstein equation.

Bounce is defined locally in terms of Tolman wormhole as a collapsing uni-

verse somehow stops its contraction, attain a minimum size and then reexpands,

thus avoiding the big crunch singularity [36]. A bouncing FLRW universe implies

that the scale factor a is minimum at the bounce t = tb, i.e.,

ȧb = ȧ(tb) = 0 ⇒ Hb = H(tb) = 0

and

äb = ä(tb) > 0 ⇒ Ḣb = Ḣ(tb) > 0.

For t = tb to be a true minimum there must exist a ∆t such that äb > 0 for

t ∈ (tb −∆t)
∪
(tb +∆t).

Now from the Friedmann equations we have

κµ = 3

(
H2 +

K

a2

)
(2.3.9)

κ(µ+ p) = 2

(
−Ḣ +

K

a2

)
(2.3.10)

κ(µ+ 3p) = −6
ä

a
. (2.3.11)

From the Eq. (2.3.11) it is clear that violation of SEC is necessary for a bounce.
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On the other hand violation of NEC depends on the value of spatial curvature.

NEC must be violated for a bounce in hyperbolic or flat universes (K = 0,−1).

For spherical universe (K = 1), bounce with äb > a−1
b requires violation of the

NEC. Note that the violation of NEC implies violation of all energy conditions. It

follows that

∃ Bounce + [K ̸= +1] ⇒ NEC violated ,

∃ Bounce ⇒ SEC violated .

The case that minimizes the violations of the energy conditions can be stated

as

∃ Bounce +
[
K = +1, äb ≤ a−1

b

]
⇒ NEC, WEC, DEC satisfied, SEC violated.

This result is expected since the curvature term with K = +1 acts like a neg-

ative energy density in Friedmann’s equation. The restriction to a FLRW model

was lifted and the analysis in a general case was done following standard tech-

niques taken from the ordinary wormhole case [37], [38]. It was found that even

in the case of a geometry with no particular symmetries, the SEC must be violated

if there is to be a bounce in GR.

To summarize what was discussed up to now, we can say that there is a “win-

dow of opportunity” to avoid the initial singularity in FLRW models at a classical

level by one or a combination of the following assumptions:

1. Violating SEC in the realm of GR.

2. Working with a new gravitational theory, as for instance those that add

scalar degrees of freedom to gravity or by adopting an action built with

higher-order invariants.
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3. Changing the way gravity couples to matter.

4. Using a non-perfect fluid as a source.

5. Considering quantum gravitational effects.

2.4 Scale invariant spectrum from bounce

2.4.1 Background

In the bouncing universe, the cosmic time t runs from −∞ to ∞. The bounce point

can be taken to be t = 0. For negative times the universe is contracting. In the

absence of entropy production at the bounce point it is logical to assume that the

contracting phase is the mirror inverse of the expanding phase of the standard big

bang cosmology, i.e. at very early times the universe is dominated by pressure-

less matter, and at a time t = −teq (where teq is the time of equal matter and

radiation in the expanding phase) there is a transition to a radiation-dominated

phase. If there is entropy production at the bounce, then the transition from matter

to radiation domination will occur closer to the bounce point than −teq .

In Figure 1 we show a space-time sketch of the bouncing background. The

horizontal axis is the comoving spatial coordinate and the vertical is conformal

time. Wavelength of a fluctuation mode, indicated by the vertical line, is compared

with the comoving Hubble radius H−1 = a′/a (prime denotes derivative with re-

spect to conformal time). The Hubble radius is the maximal scale on which causal

and local microphysics can generate fluctuations. In order to have a causal gener-

ation mechanism, for fluctuations, it is thus important that wavelengths which are

observed today originate on sub-Hubble scales. Fixed comoving scales start out
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Figure 2.1: Space-time sketch of a non-singular Matter Bounce

The vertical axis is conformal time, the horizontal axis corresponds to co-

moving spatial coordinates. The vertical line indicates the wavelength for

some fixed perturbation mode. The comoving Hubble radius is shown.

with a wavelength smaller than the Hubble radius. In the contracting phase the

comoving Hubble radius decreases as the universe collapse and the fluctuations

come out of the Hubble radius. Hence a causal generation mechanism for fluc-

tuations is possible in a bouncing cosmology, like it is in inflationary cosmology.

In inflationary cosmology it is the exponential decrease of the comoving Hubble

radius during the inflationary phase which allows for a causal generation mecha-

nism. We see that in a contracting universe dominated by regular matter a similar

decrease in the comoving Hubble radius occurs.

In this section we discuss how a scale-invariant spectrum of adiabatic cur-

vature fluctuations emerges from initially vacuum perturbations. Whereas in in-

flationary cosmology there is a symmetry argument (time translation invariance
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during the inflationary phase) which underlies the scale-invariance of the cosmo-

logical fluctuations, in a contracting universe there is no such symmetry. As we

will see below, it is only vacuum fluctuations which exit the Hubble radius in a

phase of matter domination which end up with a scale-invariant spectrum.

2.4.2 Theory of cosmological perturbations

The fluctuations which we are interested in are inhomogeneities in the curvature

of space-time which are induced by perturbations in matter. Relative amplitudes

of the fluctuations, observed today on large cosmological scales, are very small

(One part in 10−5). Hence, evolution of these fluctuations are well described by

linearizing the Einstein equation about background FLRW solutions. There are

two approaches of studying these fluctuation. The standard coordinate based ap-

proach, based on the perturbative expansion of the spacetime metric and the en-

ergy momentum tensor, are described in [28]. In the following we summarize the

essentials. The alternative approach, known as the covariant perturbation theory

will be described in the next chapter.

Fluctuations in the space-time metric in cosmology are classified into scalar,

vector and tensor perturbations according to their transformation under spatial ro-

tations. In total there are ten modes. However, four of the modes are nonphysical

since those correspond to coordinate transformations. There are only two scalar,

two vector and two tensor modes which are physical. The tensor and vector modes

do not couple to curvature perturbations at linear order. In an expanding uni-

verse, vector modes decay, and this yields an additional reason to neglect them.

However, in a contracting universe they grow, and thus neglecting them is only

justifiable at linear order. Only scalar modes at linear order couple with matter
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inhomogeneities.

The background FLRW metric and the scalar metric perturbations are given

by the Eqs. (1.0.3) and (1.0.4) respectively. The physical scalar modes can be

formed by taking linear combinations of these perturbations as follows:

Φ = ϕ+
1

a
(a(B − E ′))

′
, Ψ = ψ − a′

a
(B − E ′).

For simple forms of matter such as scalar fields and perfect fluids there is no

anisotropic stress at linear order and this leads to Ψ = Φ, leaving one degree

of freedom which describes curvature fluctuations. In Newtonian gauge (defined

by B = E = 0), the metric including the scalar fluctuation mode Φ(t, x⃗) can be

written as

ds2 = a2(η)
[
−(1 + 2Φ(η, x⃗))dη2 + (1− 2Φ(η, x⃗))γijdx

idxj
]
, (2.4.1)

where a(η) is the cosmological scale factor and we have made use of conformal

time η related to physical time t via a(η)dη = dt.

The fluctuations of spatial curvature are described in terms of the variables ζ

and δR defined by

ζ =
2

3

Φ +H−1Φ′

1 + w
+ Φ, δR = ζ +

2

3

∇⃗2Φ

κ(µ̄+ p̄)a2
, (2.4.2)

where µ̄ and p̄ are background values of energy density and pressure. For adiabatic

perturbations, ζ and δR are conserved outside the horizon.

By expanding the full action (Einstein-Hilbert action plus action for matter) to

second order about the classical background cosmology, one can obtain the action

for cosmological perturbations which yields the linearized equations of motion.

This action can be canonically quantized. By the logic of the previous paragraph,

the resulting action can be written in terms of a single dynamical variable which,
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in addition, can be canonically normalized. The formalism is described in terms

of the canonical fluctuation variable v, derived by Mukhanov [39] and Sasaki [40].

For a scalar field matter v is simply related to the variable δR:

v = zδR, (2.4.3)

where z(η) = aφ
′
0/H = a2H−1√µ̄+ p̄ is a function of the cosmological back-

ground. If the equation of state of matter is time-independent, then z(η) is pro-

portional to a(η). For a scalar field matter v takes the following form:

v = a
[
δφ+

φ
′
0

H
Φ
]
, (2.4.4)

where δφ is the fluctuation of the matter field. The action for v takes the following

form

S(2) =
1

2

∫
d4x
[
v′2 − (∇⃗v)2 + z′′

z
v2
]
. (2.4.5)

The equation of motion which follows from this action (2.4.5) is (in momentum

space)

v
′′

k + k2vk −
z
′′

z
vk = 0 , (2.4.6)

where vk is the k’th Fourier mode of v. We see that each Fourier mode satisfies

a harmonic oscillator equation of motion with a time-dependent mass, the time

dependence being given by the background cosmology. The mass term in the

above equation is in general given by the Hubble expansion rate. Thus, we see

that the Hubble radius plays a key role in the evolution of fluctuations. The mode

k whose wavelength at time t is equal to the Hubble radius will be denoted by

kH(t). it follows that on small length scales, i.e. for k > kH , the solutions for

vk are constant amplitude oscillations . These oscillations freeze out at Hubble

radius crossing, i.e. when k = kH . On longer scales (k ≪ kH), there is a mode
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of vk which scales as z. This mode is the dominant one in an expanding universe,

but not in a contracting one.

Canonical quantization of the action for cosmological perturbations corre-

sponds to imposing canonical commutation relations for each Fourier mode vk.

If we impose vacuum initial conditions at some time ηi, this implies

vk(ηi) =
1√
2k
, v

′

k(ηi) =

√
k√
2

(2.4.7)

Before applying the above formalism to initial vacuum perturbations in the

matter bounce scenario, we will review how a scale-invariant spectrum emerges in

inflationary cosmology. The definition of scale-invariance of the curvature power

spectrum is

PδR ≡ 1

2π2
z−2k3|vk|2 ∼ kns−1 ∼ const , (2.4.8)

i.e. ns = 1, where ns is called the spectral index of scalar metric fluctuations. Note

that the vacuum spectrum, i.e. the spectrum obtained with the values (2.4.7) is not

scale invariant. Rather, it is blue with ns = 3 (more power on short wavelengths).

In inflationary cosmology the Hubble radius is constant while the wavelength

of comoving modes expands exponentially. Thus, provided the period of inflation

is sufficiently long, all modes which are currently observed originated on sub-

Hubble scales during inflation. A mode with wavenumber k exits the Hubble

radius at a time ηH(k) given by

a−1(ηH(k))k = H . (2.4.9)

In inflationary cosmology, any classical fluctuations existing at the beginning

of the period of inflation are red-shifted and leave behind a vacuum state. Thus,

it makes sense to start fluctuations on sub-Hubble scales in their vacuum. The

fluctuations will oscillate with constant amplitude while on sub-Hubble scales.
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However, on super-Hubble scales vk will increase as a(η). Since long wavelengths

spend more time outside the Hubble radius they experience a bigger growth. Thus,

the final spectrum will be less blue. When measured at a fixed final time η, the

increase in the amplitude of vk will be

vk(η) ≈
vk(ηH(k))a(η)

a(ηH(k))

,which from (2.4.9) is proportional to k−3/2. Hence, the slope of the power spec-

trum changes by δns = −2, converting the vacuum spectrum into a scale-invariant

one.

We will now see that a similar mechanism converts a vacuum spectrum into a

scale-invariant one in the Matter Bounce scenario.

2.4.3 Vacuum fluctuations in the contracting phase

In this section we consider the modes which originate as quantum vacuum fluc-

tuations on sub-Hubble scales at early times and which cross the Hubble radius

during the phase of matter dominated contraction. The vacuum spectrum has in-

dex ns = 3. To convert it into a scale-invariant spectrum we require a mechanism

which boosts long wavelengths compared to short wavelengths. Since vk grows

on super-Hubble scales, such a mechanism naturally arises in a contracting uni-

verse. As we see below, in a matter-dominated phase of contraction the boost

factor is exactly the right one to turn the vacuum spectrum into a scale-invariant

one [11]-[13].

From the equation of motion (2.4.6) it follows that vk will oscillate with con-

stant amplitude proportional to 1/
√
k until the scale exits the Hubble radius at

conformal time ηH(k) given by

ηH(k) ∼ k−1 . (2.4.10)
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In a matter-dominated phase we have a(η) ∼ η2. Hence, it follows by solving

(2.4.6) outside the horizon, where one can neglect the term k2 compared with

z′′/z, that the dominant mode of vk scales as η−1. So the amplitude of vk at a later

time η when the modes of interest are outside the Hubble radius is given by

|vk(η)|2 ≈ |vk(ηH(k))|2
(
ηH(k)

η

)2

≈ k−3η−2. (2.4.11)

Thus, the power spectrum of curvature fluctuations

PδR(k, η) ∼ k3|vk(η)|2a−2(η)

at time η acquire a spectral index ns = 1.

Thus, we have shown that vacuum perturbations which exit the Hubble radius

during the matter-dominated phase of contraction acquire a scale-invariant spec-

trum. After the transition to a radiation-dominated phase of contraction (if such

a phase exists) all modes are boosted by the same factor, and hence the scale-

invariance of the spectrum persists at least until the bounce phase begins.

2.4.4 Matching conditions

We have shown that before the bounce the spectrum of the curvature perturbation,

that crossed the horizon at matter dominated contracting phase is scale-invariant.

However, we need to determine the curvature fluctuations in the expanding phase,

i.e. after the bounce. Since the curvature fluctuations (in the case of adiabatic per-

turbations) are constant in time on super-Hubble scales in an expanding universe,

it is sufficient to compute the spectrum immediately after the bounce at the onset

of the period of standard cosmological evolution.

The transfer of curvature fluctuations through a non-singular bouncing phase

is a non-trivial topic due to the appearance of new physics. In most of the models
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with only adiabatic fluctuations it is found that the power specrtum of the v do not

change on length scales longer than the time duration of bounce [41]-[44]. In the

presence of entropy fluctuations changes are to be expected [45].

There are two ways of following fluctuations through the bouncing phase. The

first is the explicit numerical integration. In any given realization of the matter

bounce we know what the equations for the fluctuations are, and we can integrate

them. However, to obtain a good understanding of the results, it is important to

have an analytical method. This method uses matching conditions at the transition

surface from one phase to the next. Matching conditions were introduced by Israel

[46] in the context of matching two solutions of Einstein’s equations across a time-

like surface. Those conditions were then generalized to the problem of matching

across a space-like boundary hypersurface in cosmology [47].

We can devide the total spacetime into three regions, namely the contracting

phase, bouncing phase and expanding phase and η = −η1 and η = η1 are the tran-

sition surfaces that seperate these regions. η = 0 is taken as the bounce point. The

bounce phase is directed by the new physics or dominated by the unusual matter

that causes the bounce. While matching the solutions in contracting phase and

expanding phase we neglect the details of this transition and match our solution

at η = −η1 in the contracting universe to the solution at η = +η1 in the expand-

ing univerese. In other words we suppose that the slice of space-time “squeezed”

between η = −η1 and η = η1 is so thin compared to the scales we are interested

in, that it can be replaced by a spacelike hypersurface. So the thin shell formalism

and the Israel junction conditions [46] for the surface layers on the η = ±η1 can

be applied to match the spacetime before and after the bounce.

The matching conditions state that at the boundary between one phase and
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another the induced metric on the boundary hypersurface is continuous and the

extrinsic curvature is either continuous or (in presence of surface layers) jumps

according to the surface energy of the hypersurface. Applied to the case of cos-

mological perturbations, one must first make sure that the background satisfies the

matching conditions [45]. In an FLRW universe, the continuity of induced metric

hab implies scal factor takes same value on hypersurfaces, i.e. a(−η1) = a(η1).

On the other hand the extrinsic curvature Kab = 1
2
(h c

a ∇cnb + h c
b ∇cna), where

na is the normal to the hypersurface, is proportional to H. Since H changes sign

in transition from contracting to expanding phase, Kab is discontinuous if we sim-

ply glue the contracting phase at η = −η1 with the expanding phase at η = η1.

This discontinuity is interepreted as the surface stress tensor of the layer.

Once the matching of the background is successfully achieved, the matching

conditions are imposed on the metric fluctuation variable Φ and the extrinsic cur-

vature fluctuation on the transition surfaces. If the matching surface is a constant

energy density hypersurface, then the continuity of the extrinsic curvature implies

the continuity of v [45].

2.5 Validity of linear perturbation theory in a bounc-

ing universe

Study of evolution of cosmological fluctuations in expanding universe is generally

based on the perturbative techniques. This approach is supported by the observed

small inhomogeneities in the microwave sky. However, in a bouncing spacetime

the smallness of the fluctuations should not be taken for granted. For singular

models, such as the original ekpyrotic scenario, cosmological scalar perturbations
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diverge as a→ 0 [15], casting doubt on the perturbative treatment. In such scenar-

ios, it is understood that at some point the classical 4D theory breaks down, and

one has to resort to the full description in string theory. One might hope that the

singularity and thus the divergence of perturbations is absent. However, merely

going to the higher dimensional setting of the ekpyrotic universe [48], and prop-

erly incorporating perturbations of the 5D metric, does not necessarily resolve this

problem, as shown in [49]. A similar problem is present for vector perturbations

in a contracting universe [16].

For a nonsingular bounce, perturbations are not necessarily divergent, but still

strongly growing in the contracting phase. It is found that linear perturbation

theory fails in some gauges, such as the longitudinal [50], [15] and comoving

ones [51], while it remains valid in others, for example, in the uniform χ field

gauge [22]. As shown in [18], [19], the curvature perturbation and anisotropy

grow rapidly during contraction, questioning again the viability of perturbation

theory.

One of the first occurrences where this problem surfaced was the pre-big bang

scenario [52]. In [53] it was argued that one could go to a gauge where scalar

perturbations are at most logarithmically growing, but it should be noted that the

usual gauge invariant variables still obey a power law growth.

The question regarding the validity of the perturbative linear regime during the

bounce is particularly evident in the Newtonian gauge due to the rapidly growing

mode of Bardeen potential Φ [26] which, in this gauge, is identiacal to the metric

perturbation function ϕ defined in(1.0.4). Such a growing contribution is absent

in other gauges [22].

A generalization of these ideas to a large class of models was attempted in
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[23], where a set of conditions for linearity is obtained that allows the perturbative

expansion to be valid. The spectrum of modes considered in [23] became frozen

during a matter dominated contracting phase, but the actual bounce was kept gen-

eral. The conditions arise by demanding that the metric perturbation components

are small than the corresponding components of background metric and the terms

in perturbed Einstein equation are small compared with the corresponding terms

of background Einstein equations. The first condition is mathematically stated in

the Eq. (1.0.5) and the second condition leads to:∣∣∣∣aδθH
∣∣∣∣≪ 1,

∣∣∣∣(D2 + 3K)ψ

K

∣∣∣∣≪ 1,

∣∣∣∣D2δσ

aH

∣∣∣∣≪ 1,

∣∣∣∣ D2ϕ

H′ −H2

∣∣∣∣≪ 1, (2.5.1)

where δθ and δσ are given by

aδθ = −D2 (E ′ − B) + 3 (ψ′ +Hϕ)

δσ = −a (E ′ − B) (2.5.2)

and Di is covariant derivative operator compatible with spatial metric γij . If the

background spacetime is spatially flat, i.e. K = 0 then the second condition of

(2.5.1) will be replaced by:∣∣∣∣D2ψ

H2

∣∣∣∣≪ 1,

∣∣∣∣ D2ψ

2H′ +H2

∣∣∣∣≪ 1. (2.5.3)

Above conditions involve non-physical modes and hence these are not gauge

invariant. Since Weyl tensor vanishes on an FLRW spacetime, its perturbations are

gauge invariant (see Sec. (3.2)). By comparing the Weyl tensor components C j0
i0

with the components of Ricci tensor R j
i one obtains a gauge invariant condition:∣∣∣∣ D2(Φ + Ψ)

2K +H′ + 2H2

∣∣∣∣≪ 1, (2.5.4)

that is also derivable from (2.5.1). However, this condition is a necessary but not

sufficient condition for the linearity of the perturbations [23]. Hence one must
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consider particular gauges in order to check whether the linearity conditions are

satisfied or not. In the Newtonian gauge ϕ = Φ, therefore condition (1.0.5) is

not satisfied and linear perturbation theory breaks down in this gauge because Φ

grows larger than 1 in collapsing phase near bounce. On the other hand in uniform

curvature gauge one has

ϕ =
3(1 + w)

2
ζ

for a single fluid dominated universe. Therefore, in this gauge ϕ follows the evo-

lution of ζ instead of Φ. ζ grows in the contracting phase until it attains, near

the bounce, an amplitude approximately equal to the constant mode of Φ. In the

expanding phase, ζ also has a decaying mode, but in this case this mode is always

smaller than the constant one. Hence ϕ remains small in this gauge. The other

conditions are also satisfied in this gauge. Similarly it can be shown that exactly

at the point when bounce occurs it is neither Newtonian,nor uniform curvature

gauge but the synchronous gauge in which the conditions (1.0.5) and (2.5.1) are

satisfied.

2.6 Conclusion

Bounce with a matter dominated contracting phase is an alternative to cosmolog-

ical inflation as a mechanism for generating an almost scale invariant spectrum of

cosmological fluctuations. As in the case of inflationary cosmology, the spectrum

has a slight red tilt since smaller scales exit the Hubble radius when the radiation

component of matter is more important and the vacuum slope of the spectrum

(which corresponds to ns = 3) is rearing its head.

However, implementing a bounce give rise to new challenges that need to

50



be addressed. As explained earlier the matter content of the universe should be

such that violates certain energy conditions if the bounce is to be happened in the

realm of GR. Otherwise bounce can occur in the framework of modified gravity

or quantum gravity. Another serious problem is the growth of anisotropies in the

contracting phase. The shear term in the Raychoudhury equation is attractive and

grows as a−6, which can takeover any repulsive term and thus spoil the bounce;

however, this problem is easily solved by assuming an ekpyrotic contraction phase

before the bounce with an equation of state parameter w ≫ 1.

The evolution of cosmological fluctuations are analyzed using linear pertut-

bation theory. The growing mode of perturbations raise doubts whether the per-

turbations remain linear near bounce. Results from conventional coordinate based

perturbation theory shows that the condition for linearity of perturbations depends

crucially on the choice of gauge. Hence it is necessary to formulate the linearity

conditions in gauge invariant way.
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Chapter 3

Covariant Perturbation Theory

3.1 Introduction

The standard model of cosmology with a handful of parameters, such as the ex-

pansion rate, the temperature of the present microwave background radiation, the

density of visible matter, dark matter and dark vacuum energy successfully de-

scribes the average expansion of the universe at large scales according to Ein-

stein’s general theory of relativity. It also explains the evolution of the universe

from a hot and dense initial state dominated by radiation to a cool and low density

state dominated by non-relativistic matter and apparently also by vacuum energy

at present.

But a homogeneous model is incapable of explaining the complexity of the

actual distribution of matter and energy in our observed universe where stars and

galaxies form clusters and superclusters of galaxies across a wide range of scales.

For this, we need spatial inhomogeneity and anisotropy. But there are only some

exact solutions of Einstein’s equations known that incorporate spatially inhomo-

geneous and anisotropic matter and hence, geometry. Also the extreme degree of
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isotropy observed in the CMBR (temperature fluctuations are less than 1 part in

10−5 on all angular scales) indicates that the large scale structures evolve somehow

from an initially small density perturbations in FLRW spacetime. This perturba-

tions may be primordial (fed in the initial conditions of the classical universe at

plank time) or spontaneous (created by some physical process such as quantum

fluctuations of Bunch-Davis vacuum). In any case, they evolve linearly for a long

while. Therefore, a major tusk to understand the structure formation is to develop

a relativistic theory of linear perturbations in expanding FLRW universe.

Classical relativistic theory of cosmological perturbations, developed by Lif-

shitz and Khalatnikov [54], suffered from gauge ambiguities which result in the

presence of nonphysical modes in the evolution of perturbations [55]. In an at-

tempt to resolve this problem, Hawking used curvature variables rather than per-

turbations of metric components [24]. But the analysis of density perturbation

was based on the gauge dependent δµ/µ. Later, a completely gauge invariant for-

mulation of perturbations was presented by Bardeen [26]. Unfortunately, most

of Bardeen’s variables do not have simple geometrical meaning. In standard ap-

proaches of perturbation theory, perturbation is defined by usual splitting of any

tensorial quantity T : T = T̄ + ϵδT where ϵ ≪ 1 is a small number and δT is

considered to be a field in a background spacetime (the backgraound metric ḡ is

defined in a similar way, namely g = ḡ + δg). However, such an approximation

to linear order in ϵ reduces the equivalence class of δT to δT ∼ δT + LξT̄ , so

to linear order, δT is not a generally covariant object [56]. Bardeen’s gauge in-

variant variables are thus constructed as gauge invariant linear combinations of

gauge dependent variables, knowing their transformation rules under gauge trans-

formations. Geometrical and physical meaning of such variables are often obscure
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unless a particular hypersurface codition (time gauge) is chosen.

A completely gauge independent and covariant formulation of cosmological

perturbation was developed by Ellis, Bruni and others [25],[57]-[60],[27]. Ac-

cording to the Stewart and Walker lemma, the simplest example of gauge invariant

variables are scalars that are constant in the background universe or tensors that

vanish there. In both cases gauge changes are irrelevant because they all define

the same perturbation. The only other possibility is a tensor that can be written as

linear combination of products of the Kronecker deltas with constant coefficients.

The same general criteria also apply to second order perturbations, but this time

the Stewart and Walker requirements must be satisfied by the first-order variables

[61].

Most cosmological applications deal with FLRW models. One would there-

fore like to know which quantities satisfy this criterion on Friedmannian back-

grounds. Since the only invariantly defined constant is the cosmological constant

and because constant products of the Kronecker deltas do not occur naturally, the

only remaining option is to look for quantities that vanish in FLRW environments.

Given the symmetries of the Friedmann models, any variable that describes spatial

inhomogeneity or anisotropy must vanish there and therefore its linear perturba-

tion should remain invariant under gauge transformations.

3.2 Perturbations and gauge dependence

3.2.1 Cosmological perturbations

Physics in general relativity is covariant under general coordinate transformation.

So a generally covariant theory is defined on a differential manifold with no pre-
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ferred coordinate chart. But in a particular class of problems we use some suitable

coordinates. For example, metric ḡµν of the FLRW manifold S̄ takes the simple

homogeneous and isotropic form

ds2 = −dt2 + a2(t)

(
dr2

1−Kr2
+ r2dΩ2

)
(3.2.1)

in the rest frame of comoving observers. The respective values of K for closed,

flat and open universes are 1, 0 and −1. Matter content of the FLRW universe

is described by an homogeneous and isotropic perfect fluid energy-momentum

tensor,

T̄µν = (µ̄+ p̄)ūµūν + p̄ḡµν , (3.2.2)

where µ̄(t) and p̄(t) are energy density and pressure as observed by the comoving

observer with four velocity components ūµ = (1, 0, 0, 0).

To define the perturbations let us consider our physical manifold S with metric

gµν and energy momentum tensor Tµν and let the background is the FLRW mani-

fold S̄. The perturbations are defined as the difference between the corresponding

quantities and their background values:

δgµν = gµν − ḡµν , δTµν = Tµν − T̄µν . (3.2.3)

The perturbations δgµν and δTµν are “small” in some suitable sense. The back-

ground metric must be a solution of the Einstein equation (zeroth order equation

of motion) with the background energy momentum equation as the source term.

Then the gµν and Tµν are substituted in the Einstein equation,

Gµν = κTµν , κ = 8πG. (3.2.4)

Subtracting the zeroth order terms and neglecting higher order terms one obtains

the linear equations of motion for the perturbations.
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However, (3.2.3) is meaningful only if we specify a correspondence between

S and S̄. Since S and S̄ are two different manifolds, we can not subtract a tensor

defined on S̄ from a tensor defined on S. That requires a point-wise identification

map which tells which point in S is obtained for a given point in S̄. If we have

such a map, subtracting tensors of two manifolds is possible. The choice of a

particular map from the background spacetime S̄ to the physical spacetime S can

be referred to as gauge ambiguities. In general, the choice of such a map is com-

pletely arbitrary, although some choices may be suitable for particular purposes.

To express the gauge transformation in terms of coordinates, consider an in-

finitesimal spacetime coordinate transformation

xµ → x′µ = xµ + ϵµ(x), (3.2.5)

with ϵµ small in the same sense that δgµν , δTµν are small. Under this transforma-

tion, the metric tensor will be transformed to

g′µν(x
′) = gλρ(x)

∂xλ

∂x′µ
∂xρ

∂x′ν
(3.2.6)

In contrast with such transformations, which affect the coordinates and un-

perturbed fields as well as the perturbations to the fields, gauge transformations

affect only the field perturbations. After making the coordinate transformation

(3.2.5), we relabel coordinates by dropping the prime on the coordinate argu-

ment, and we attribute the whole change in gµν(x) to a change in the perturbation

δgµν(x). The field equations should thus be invariant under the gauge transforma-

tion δgµν → δgµν + δϵgµν ,

δϵgµν(x) = g′µν(x)− gµν(x) (3.2.7)
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Figure 3.1: Mapping between background and physical spacetimes

with the original FLRW metric ḡµν left unchanged. Up to first order,

δϵgµν = −Lϵḡµν . (3.2.8)

In the above analysis we have not use the fact that gµν is the metric tensor. Hence

the equation (3.2.8) can be applied to the perturbation of any tensor Tµν...:

δϵTµν... = −LϵT̄µν.... (3.2.9)

3.2.2 Gauge specification

The obvious way of investigating the perturbations in general relativity is often

misleading. Following the procedure sketched in the previous section, the energy

density perturbation is

δµ = µ− µ̄ (3.2.10)

This approach suggests that the background model S̄ is related to the physical

model S in some special way, which is not quite true. Although we can always

perturb away from a given background spacetime, recovering the smooth metric
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from a given perturbed one is not a uniquely defined process. This is a problem

because it is always possible to choose an alternative background and therefore

arrive at different perturbation values.

Definition of S̄ in S is equivalent to define a map Φ from S̄ to S that can pull

back any tensor quantity defined in S to its image in S̄. For example the energy

density µ is a scalar field on the physical manifold S. At any point x ∈ S its value

is µ(x). Let x = Φ(x̄) is the image of x̄ ∈ S̄ under Φ. Then Φ∗µ, the pull back of

µ, is defined by,

Φ∗µ(x̄) = µ(Φ(x̄)). (3.2.11)

The Φ∗µ is the image of µ under Φ. Since Φ∗µ and µ̄ both are scalar fields defined

on the background manifold, we can define the energy density perturbation as the

difference between these quantities:

δµ = Φ∗µ− µ̄. (3.2.12)

This proccess can be generalized to any tensor field Tab... on S. Perturbation

of Tab... is then

δTab... = Φ∗Tab... − T̄ab.... (3.2.13)

Perturbation defined in this way is entirely dependent on the map Φ. So far the

map is completely arbitrary; however, in order that the image of smooth tensor

fields be also smooth in S̄ the map Φ should be a local diffeomorphism. Thus

the choice of a map is equivalent to choosing a coordinate chart in S. To see this

consider two such maps Φ1 and Φ2 which map two different points x̄1 ∈ S̄ and

x̄2 ∈ S̄ respectively to x ∈ S:

x = Φ1(x̄1) = Φ2(x̄2). (3.2.14)
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Figure 3.2: Four aspects of the map Φ

The map Φ has four aspects: (A) choice of families of world lins in S̄ and S,

(B) correspondence between world lines between two spacetimes, (C) choice

of spacelike surfaces in S̄ and S, (D) correspondence between particular

surfaces two spacetimes.

The x̄1 lies in an open set Ō1 ⊂ S̄ and has a coordinate chart ψ̄1 : Ō1 → Ū1,

where Ū1 is an open subset of R4. Now x ∈ O1 ⊂ S where O1 = Φ1

[
Ō1

]
.

So there is a natural coordinate chart ψ1 : O1 → Ū1 defined by ψ1 = ψ̄1 · Φ−1
1 .

Similarly x̄2 has a coordinate chart ψ̄2 : Ō2 → Ū2, that induces another coordinate

chart ψ2 : O2 → Ū2 in S, defined by ψ2 = ψ̄2 · Φ−1
2 .

Thus the actual situation is that what we are given to study is real, physical

Universe s, and we define the perturbed quantities and their evolution by the way

we specify a mapping Φ of the background spacetime S̄ into S. The determination

of the best way to make this correspondence can be called “Fitting Problem” in

cosmology [62]; there are various way to do this, so the answer is not unique.

Once we completely specify the map Φ, there is no arbitrariness in δTab...; insofar
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as Φ is unspecified, that quantity is arbitrary. It is convenient to think of this map

as having four aspects:

(A) We define a family of world lines γ̄ in S̄ and a corresponding family

of world lines γ in S. This determines the world lines in each spacetime along

which we will compare the evolution of density perturbations. If the background

spacetime is FLRW one, there is an obvious choice for γ̄, namely the world lines

of comoving observers. This can also be a choice in S, but other choices such

as flow lines normal to the constant energy density surface or constant expansion

surface may be convenient.

(B) We define a specific correspondence between individual world lines γ̄i

in S̄ and individual world lines γi in S. This specifies which specific observers

observations we shall compare with which. In the case where S̄ is an FLRW

spacetime, this choice does not matter because of the spatial homogeneity of S̄.

(C) We define a family of spacelike surfaces Σ̄ in S̄ and a corresponding family

Σ in S; this are the “time surfaces” in each spacetime. There is an obvious choice

in FLRW spacetime, namely the surfaces of homogeneity (t̄ = constant). Since

in a homogeneous spacetime the energy density µ̄ is function of only t̄, the image

of this surfaces in S are the idealized surfaces of constant energy density (µ̄ =

constant) we use to define the density perturbations

(D) We define a correspondence between the particular spacelike surfaces Σ̄i

in the family Σ̄ in S̄ and the particular spacelike surfaces Σi in the family Σ in S.

This specifies which point x̄ in S̄ corresponds to which point x in S and complete

the specification of the map.

We understand that by (C) we choose constant time surfaces in the physical

manifold S and by (D) we assign values of time to each surfaces via t = t̄.
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3.2.3 Arbitrariness of δµ

It is clear from the previous section that the definition of δµ depends crucially on

the choice of the map between the background manifold and the physical mani-

fold. We can always “remove” a real density perturbation or “produce” a fictitous

density perturbation merely by fixing the map. For example we can set the t̄ = t

and make the δµ spatially uniform by choosing the Σ to be family of surfaces of

constant µ. Since Σi are also µ̄ = constant, we get δµ = δµ(t). Now, given a

choice of the family of surfaces Σ in S, we can assign any value to δµ through the

gauge freedom (D), by changing the assignation of values µ̄ to the surfaces Σ. In

particular choosing µ̄ = µ on any surface Σi in the family Σ, we can set δµ = 0

on Σi.

How this propagates along the chosen timeline then depends on the gauge

choice and the fluid equation of state. We can choose a gauge where δµ vanishes

at every point of γ by assigning the mapping of densities to satisfy the condition

µ̄ = µ on γ. This is seen by Bardee’s formalism [26].

Once the mapping Φ is fixed, we can say, in general, that the background

energy density µ̄ = µ̄(t) is constant on any Σi, but the µ = µ(t, ×⃗) vary on Σi, ×⃗

being the coordinates on Σi, fixed by (B):

µ(t, ×⃗) = µ̄(t) + δµ(t, ×⃗) = µ̄(t)
(
1 + δ(t, ×⃗)

)
, δ =

δµ

µ̄
. (3.2.15)

Using the freedom (C) we choose a different family of time surfaces Σ, which

is equivalent to choose a new time variable t′. Assuming the difference between

t and t′ is of the same order as δ, the coordinate transformation can be written,

following (3.2.5)

t′ = t+ ϵ0(t, ×⃗), ×⃗′
= ×⃗. (3.2.16)
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Then since µ is a scalar,

µ′(t′, ×⃗′
) = µ(t, ×⃗) = µ(t′ − ϵ0, ×⃗′

) = µ(t′×⃗′
)− ϵ0∂tµ. (3.2.17)

Removing primes on coordinates, using (3.2.15), and keeping upto first order,

µ′(t, ×⃗) = µ̄(t)
(
1 + δ + 3(1 + w)Hϵ0

)
= µ̄(t)(1 + δ′), (3.2.18)

where we have used the energy conservation equation

µ̇+ 3H(µ+ p) = 0 (3.2.19)

and the fluid equation of state p = wµ. If we choose the arbitrary function ϵ0 as

ϵ0 = − δ

3H(1 + w)
(3.2.20)

then δ′ = 0 , i.e. the energy density perturbation vanishes along γ in the new

gauge. This gauge is called zero density perturbation gauge. This choice of cource

does not mean that the spatial variation of energy density is absent. The spatial

variation of µ is coded in the fact that the proper time seperation between two

surfaces, measured along the normal to the surfaces varies spatially.

3.2.4 Geometric description of perturbation

In previous sections we have outlined the concept of the choice of gauge as a

mapping between the background spacetime and the physical spacetime. The

choice of the mapping is equivalent to the choice of coordinate chart. It is shown

in terms of the coordinates that the effect of gauge transformation on any tensor

can be represented as lie derivative of the background. Here we present a brief

coordinate independent description of perturbation following [63], [61].
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Figure 3.3: Description of Φ as vector fields in a 5D embedding manifold

The point identification map Φ can be described by vector fields X or Y in

the 5-dimensional manifold N , in which background spacetime M0 and the

physical spacetime Mϵ are embedded. The point p ∈ M0 is identified with

pX ∈Mϵ and pY ∈Mϵ by two different choices X and Y respectively.

Let us consider a one parameter family of 4-manifolds Mϵ embedded in a

5-dimensional manifold N . Each Mϵ represents corresponding spacetime. We

consider M0 to be the background spacetime S̄ and Mϵ, for small value of ϵ, to be

the perturbed spacetime S. Then the point identification map

Φϵ :M0 →Mϵ (3.2.21)

specifies which point in S is same to a point in S̄.

Now consider a smooth, nowhere vanishing vector field X in N which is ev-

erywhere transverse (nowhere tangent) to the family {Mϵ}. Then the map Φϵ,

associated with X can be defined in the following way. The point pX ∈ Mϵ is

the image of p ∈ M0 under Φϵ if pX and p lie on the same integral curve γ of X .

Introducing the coordinates xA in N (A = 0, ..., 4) and parametrizing the curves
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by ϵ, we can set

XA =
dxA

dϵ
(3.2.22)

Consider a tensor field T̄ in M0. The corresponding field in Mϵ is represented

by T . The pull back of T̄ by Φϵ is expanded in order of ϵ as

Φ∗
ϵT = T̄ + ϵLX T̄ +O(ϵ2). (3.2.23)

The perturbation of T , defined by (3.2.13) up to linear order is

δT = ϵLX T̄ . (3.2.24)

The point identification map is now represented by X and dependence of δT

on X in now explicit. Since X is an arbitrary vector field, we can choose any

other vector field Y in N which is also nowhere vanishing on N and everywhere

transverse on the family {Mϵ}. The perturbation, defined in terms of Y reads

δT = ϵLY T̄ . The change of perturbations, arising due to change of vector field is

then the gauge transformation:

δξT = ϵLY T̄ − ϵLX T̄ = −LξT̄ ,

where ξ = ϵ(X − Y ). Adopting the local coordinates xA = (xα, ϵ), where xα are

coordinates on Mϵ, we get X4 = Y 4 = 1. Hence ξ is a vector field on each Mϵ.

Finally taking the limit ϵ→ 0, we obtain on M0:

δξ̄T = −Lξ̄T̄ , (3.2.25)

which is equivalent to (3.2.9). Thus the effect of gauge transformation on tensor

fields due to change in vector fields is same as that described by infinitesimal coor-

dinate transformation. Given (3.2.25) (or (3.2.9)) we can now state the following

lemma due to Stewart and Walker:
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The perturbation δT of the background quantity T̄ is gauge invariant

if one of the following conditions hold:

1. T̄ vanishes.

2. T̄ is a constant scalar.

3. T̄ is a constant linear combination of Kronecker Deltas.

3.3 Gauge invariant variables

3.3.1 Kinematics

In the context of cosmolgy the matter content is described by a fluid, whose non

equilibrium state is described by the energy momentum tensor Tab, particle flux

Na and the entropy flux Sa. The Tab and Na satisfy the conservation equations:

∇bTab = 0, ∇aNa = 0 (3.3.1)

and Sa obeys the second law of thermodynamics:

∇aSa ≥ 0. (3.3.2)

If the energy density is nonnegative, i.e. Tabnanb ≥ 0 for any timelike observer

with velocity na, then Tab has a unique timelike eigenvector, uEa :

hEabT
bcuEc = 0, uEa u

Ea = −1 (3.3.3)

where hEab = gab+u
E
a u

E
b is the projector tensor with respect to uEa . The uEa defines

the world lines representing the observers, at rest with respect to the fluid volume

element.
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In equilibrium uEa ,Na and Sa are all parallel. Then there exists a unique family

of comoving observers with 4-velocity ua:

ua = uEa =
Na√

−NbN b
=

Sa√
−SbSb

(3.3.4)

and the fluid can described as perfect one:

Tab = (µ+ p)uaub + pgab. (3.3.5)

For imperfect fluid, the choice of “hydrodynamical velocity” is ambiguous.

We assume that a preferred choice of ua is made for the fluid describing the matter

content of the physical universe. Note that the background spacetime is FLRW,

so the 4-velocity of the comoving observers is unique.

It τ be the proper time measured along the world lines of the preferred (fun-

damental) observers then ua = (∂/∂τ)a and its components are

uα =
dxα

dτ
. (3.3.6)

At each point p of the spacetime we have a subspace Hp of the tangent space

Tp. The projection tensor

hab = gab + uaub (3.3.7)

projects any vector to the Hp. If ua is hypersurface orthogonal then hab is the

metric of the 3 dimensional surface orthogonal to ua.

Time derivative of any tensor Sa...
b... along fluid flow lines is the covariant deriva-

tive along ua:

Ṡa...
b... = uc∇cS

a...
b.... (3.3.8)

This represetnts the rate of change of the quantity with respect to the proper time

of the fundamental observer. Similarly we can define the spatial derivative using

hab as

(3)∇aS
b...
c... = h d

a h
b
e...h

f
c ...∇dS

e...
f.... (3.3.9)

66



In the physical spacetime the world lines of fundamental observers are not geodesics.

So there is a nonzero acceleration defined by

νa = u̇a = ub∇bu
a. (3.3.10)

From (3.3.6), it follows that ua is a unit timelike vector,

uaua = −1 (3.3.11)

and hence

uaνa = 0. (3.3.12)

Let us denote the family of fundamental world lines by γs(τ), such that for

each s ∈ R, γs is a worldline, parametrized by the affine parameter τ . Then

ηa = (∂/∂s)a represents the deviation between nearby world lines. It can be

chosen to be prependicular to ua. Now the map (s, τ) → γs(t) is smooth, is

one to one and has smooth inverse. So the curves γs(τ) span a two dimensional

manifold, with s and τ as possible choice of coordinates. Since ua and ηa both are

coordinate vector fields, they commute [10]. So the time rate of change of ηa can

be written as

η̇a = ub∇bηa = ηb∇bua. (3.3.13)

So the first covariant derivative of four velocity is a significant quantity and it

is conveniently decomposed in the following way:

∇bua =
(3)∇bua − ubνa,

(3)∇bua =
1

3
θhab + σab + ωab. (3.3.14)

The trace ∇aua = θ of ∇bua is called the expansion scalar and it represents the

isotropic part of the expansion. For instance, action of θ on a sphere changes it to

a sphere larger (if θ > 0) or smaller (if θ < 0) radius. We can define a scale a(τ),
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determined up to a multiplicative constant, along each world line as

θ = 3
ȧ

a
=

1

a3
d

dτ
a3. (3.3.15)

a represents average distance behavior of the fluid and the volume varies as a3.

This quantity is the generalization of Robertson-Walker scale factor in FLRW

spacetime.

The spatial traceless symmetric part

σab =

(
h c
(ah

d
b) −

1

3
habh

cd

)
∇duc (3.3.16)

is the shear tensor. By the action of σab alone, a sphere, which is Lie transported

along ua is distorted to an ellipsoid, keeping the volume unchanged. Principal

axes of the ellipsoid are given by the eigenvectors of σa
b. The antisymmetric part

ωab = h c
[ah

d
b]∇duc (3.3.17)

is called the vorticity and it measures the rotation. Both σab and ωab are orthogonal

to ua:

σabu
b = 0 = ωabu

b. (3.3.18)

If ωab vanishes then ua becomes hypersurface orthogonal and −(3)∇bua rep-

resents the exritrinsic curvature.

3.3.2 Geometry and matter

Curvature

The curvature of spacetime is measured by the Riemann tensor Rabcd. It is defined

by the commutation relation of covariant derivatives on any vector va:

∇a∇bv
c −∇b∇av

c = R c
ab dv

d (3.3.19)
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Due to the symmetry properties

R[ab][cd] = Rabcd = Rcdab, Ra[bcd] = 0, (3.3.20)

Riemann tensor has only 20 independent components. It can be decomposed into

its trace Ricci tensor (10 independent components),

Rab = R c
acb (3.3.21)

and the traceless part, the Weyl tensor Cabcd (10 independent components) as

Rabcd = Cabcd + ga[cRd]b − gb[cRd]a −
1

3
ga[cgd]bR, (3.3.22)

where R = gabRab is the Ricci scalar.

The Weyl tensor can be further splitted into the so called “electric” and “mag-

netic” parts, defined by

Eab = Cacbdu
cud, Hab =

1

2
Cacpqη

pq
bdu

cud. (3.3.23)

Eab and Hab both are spatial, traceless, symmetric tensor:

Eab = E(ab), Hab = H(ab), Ea
a = Ha

a = 0, Eabu
b = Habu

b = 0. (3.3.24)

The Bianchi identity

∇[eRab]cd = 0 (3.3.25)

yields

∇dC
abcd = ∇[aRb]c − 1

6
gc[a∇b]R. (3.3.26)

Constant time hypersurfaces

If the vorticuty ωab is zero we have a family of hypersurfaces ΣT , everywhere

orthogonal to the fluid veclocity ua. Then we can express ua as a 4-gradient
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(ua = −∇at) and the surfaces become t=constant surfaces. The metric hab is

compatible with the spatial derivative operator (3)∇a defined in (3.3.9):

(3)∇ahbc = 0. (3.3.27)

Consequently we can raise and lower indices in the equations involving (3)∇a

by hab, hab. So the operator (3)∇a acts as covariant derivative operator on the

constant time hypersurfaces. Then all the usual commutation relation holds and

we can define the curvature tensrors and scalar. For example in a general fluid

flow we can define the quantity

K = 2

(
κµ− 1

3
θ2 + σ2 − ω2 + Λ

)
, (3.3.28)

which becomes the Ricci scalar on ΣT for ωab = 0.

In presence of nonzero vorticity no such orthogonal hypersurface exists. How-

ever, we can construct normalized comoving coordinates (t, xi), characterized by

the condition

ṫ = ua∇at = 1, ẋi = ua∇ax
i = 0. (3.3.29)

Using such coordinates, the t=constant surfaces (ΣT ) can be set orthogonal to a

particular chosen world line γ and almost orthogonal to neighboring world lines

by the remaining gauge freedom:

t→ t′ = t+ f(xi), (3.3.30)

where f(xi) is an arbitrary function of the spatial coordinates. for example we

can choose an initial surface (t = t0) to be generated by orthogonal geodesics

emanating from γ. Then K will be nearly the Ricci-scalar of these three-spaces

on and near γ. More generally, if ua is not too different from the normal na to a
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family of surfaces, then K will not be too different from the Ricci scalar of those

three-spaces.

Although hab is still preserved by (3)∇a, we can not treat this operator as the

covariant derivative on the three hypersurfaces when ωab ̸= 0 because the usual

commutation relations are not valid in this case. For example the commutator of

two vector fields Aa and Ba on ΣT do not lie on ΣT :

[A,B]a − hab[A,B]b = uaωabA
aBb. (3.3.31)

In these case we can define the “generalized curvature tensor” from the following

commutation relation:

(3)∇a
(3)∇bA

c − (3)∇b
(3)∇aA

c + ωabh
c
dȦ

d = (3)R c
ab dA

d. (3.3.32)

As a consequence the spatial derivative operators do not commute on a scalar

function:

(3)∇[a
(3)∇b]f = −ωabḟ . (3.3.33)

Matter

The matter content of the universe is described by the energy momentum tensor

of an imperfect fluid with 4-velocity ua

Tab = (µ+ p)uaub + pgab + 2u(aqb) + πab, (3.3.34)

where µ = Tabu
aub and p = 1

3
habTab are energy density and pressure respectively.

The anisotropic part involves the energy flux qa = −h b
a Tbcu

c and the anisotropic

stress πab = h c
a h

d
b Tcd − phab. The energy-momentum tensor obeys the conserva-

tion equation

∇bTab = 0. (3.3.35)
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Einstein’s equation

The connection between geometry and matter is established via Einstein’s equa-

tions:

Gab + Λgab = Rab −
1

2
gabR + Λgab = κTab, (3.3.36)

where κ = 8πG, G is Newton’s constant and Λ is the cosmological constant.

3.3.3 Gauge invariant variables

The model consists of a perfect fluid in a FLRW spacetime characterized by the

following conditions [64]:

• Local isotropy holds everywhere. So

σab = ωab = u̇a = 0, (3.3.37)

which implies that there exists a global time coordinate t defined by ua =

−∇at and the kinematical quantities are function of only t:

µ = µ(t), p = p(t), θ = θ(t). (3.3.38)

• The Weyl tensor vanishes:

Cabcd = 0, (3.3.39)

i.e. this space-time is conformally flat.

From Stewart and Walker lemma, a tensor is gauge invariant if it vanishes in

the background spacetime. Thus, the above characterizations of FLRW spacetime

lead us to some simple gauge invariant variables:
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1. Shear, vorticity and acceleration:

σab, ωab, νa. (3.3.40)

2. “Electric” and “magnetic” parts of the Weyl tensor:

Eab, Hab. (3.3.41)

3. Spatial gradients of the energy density, pressure density and expansion:

Xa = κh b
a ∇bµ, Ya = κh b

a ∇bp, Za = h b
a ∇bθ. (3.3.42)

4. Anisotropic components of the energy momentum tensor:

qa, πab. (3.3.43)

As all of these first order variables vanish in the exact FLRW model, they all

are uniquely defined GI variables provided ua is uniquely defined in the realistic

almost-FLRW Universe model. Thus, we obtain a set of 1 + 3 covariant and gauge

invariant variables characterizing departures from a FLRW geometry. Because

these are tensors defined in the real spacetime, we can evaluate them in any local

coordinate system we like in that spacetime.

Two simple gauge-invariant quantities give us the information of time evo-

lution of energy density fluctuations. The basic quantities we start with are the

orthogonal projections of the energy density gradient, i.e., the vector Xa, and of

the expansion gradient, i.e., the vector Za. The first can be determined (a) from

virial theorem estimates and large scale structure observations, (b) by observing

gradients in the numbers of observed sources and estimating the mass-to-light ra-

tio and (c) by gravitational lensing observations. However, these do not directly
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correspond to the quantities usually calculated, but two closely related quantities

do. The first is the matter-comoving fractional energy density gradient

Da = a
Xa

κµ
, (3.3.44)

which is gauge-invariant and dimensionless, and represents the spatial energy den-

sity variation over a fixed comoving scale. Note that a, and so Da , is defined only

up to a constant; this allows it to represent the energy density variation between

any neighbouring worldlines. The vector Da can be separated into a magnitude D

and direction ea

Da = Dea, eaea = 1, eau
a = 0 ⇒ D =

√
DaDa. (3.3.45)

The magnitude D is the gauge-invariant variable that most closely corresponds

to the intention of the usual δ = δµ/µ. The crucial difference from the usual

definition is that D represents a (real) spatial fluctuation, rather than a (fictitious)

time fluctuation, and does so in a GI manner. An important auxiliary variable in

what follows is the matter-comoving spatial expansion gradient:

Za = aZa. (3.3.46)

The Ricci scalar of the homogeneous an isotropic spacelike hypersurfaces of

the FLRW spacetime is

(3)R̄ =
6K

a2
. (3.3.47)

So in the case of vanishing vorticity, the Ricci scalar (3)R of the orthogonal three-

spaces is gauge invariant if and only if the homogeneous space sections in S are

flat (K = 0), i.e. , if that idealized universe is at the critical density. However, its

spatial gradient is always gauge invariant. Thus for a general fluid flow we define
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the gauge-invariant quantity:

Ka =
(3)∇aK = 2

(
Xa −

2

3
θZa +

(3)∇a(σ
2 − ω2)

)
. (3.3.48)

If the pressure is given in terms of the energy density alone then Ya is not an

independent variable. It can be expressed in terms of Xa:

Ya =
dp

dµ
Xa. (3.3.49)

However, if the equation of state is found to be

p = p(µ, S), (3.3.50)

i.e. the pressure is function of both energy density and entropy density S, then

small change in p is given by

δp = c2sδµ+ τδS, (3.3.51)

where c2s =
(

∂p
∂µ

)
S

is adiabatic speed of sound and τ =
(
∂p
∂S

)
µ
. Since in absence

of dissipation, entropy is conserved along fluid flow lines, i.e. Ṡ = 0,

c2s =
ṗ

µ̇
. (3.3.52)

However, in presence of dissipation (such as viscocity), the above equality does

not hold. The spatial gradient of p is then written as a combination of spatial

gradient of energy density plus a non-adiabatic term:

Ya = c2sXa + Γa, (3.3.53)

where

Γa = κτ (3)∇aS. (3.3.54)

There are many other gauge invariant quantities, which vanish in the back-

ground model. We are not going to list all such variables. Our goal is to set up

75



a closed set of (nonlinear) equations that contains the whole information of the

Einstein equations and study the non-linear evolution of density perturbations and

the gravitational waves. For that purpose we mention some more variables that

will appear in the equations. One scalar and one vector are constructed from the

acceleration,

A = ∇aνa, Aa =
(3)∇aA, (3.3.55)

and two vectors are constructed from the vorticity,

ωa =
1

2
ϵabcω

bc, ra = ∇bωab, (3.3.56)

where ϵabc is Levi-Civita tensor in 3-hypersurface defined by ϵabc = ηabcdu
d.

Note that the gauge invariant variables defined in this section are not restricted

to any order of perturbations and in the next section we will show that it is possible

to set nonlinear evolution equations for these variables. Hence covariant formal-

ism can be used to study the nonlinear evolution of the perturbations. Covariantly

defined comoving curvature perturbation ζa, deined as

ζa = Wa +
Xa

3κ(µ+ p)
, Wa =

(3)∇a ln a, (3.3.57)

is suitable for that job [65]. This variable is closely related to the gauge invariant

perturbation ζ , used in the standard perturbation theory.

The non-vanishing quantities µ, p and θ are zeroth order variables, whereas

those defined in (3.3.40)-(3.3.55) are called first order variables. We can construct

higher order variables from first order ones as

ω2 =
1

2
ωabω

ab, σ2 =
1

2
σabσ

ab, σabE
ab, σabH

ab . (3.3.58)
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3.4 Dynamical equations and constraints

3.4.1 Exact eqations

Conservation equation

The conservation equation (3.3.35) can be seperated into time (energy conser-

vation) and space (momentum conservation) components. Inserting the energy

momentum tensor (3.3.34) in (3.3.35), we get

ua

[
(µ+ p)̇ + θ(µ+ p) +∇bqb

]
+∇ap+ q̇a +∇bπab

+(µ+ p)νa +

[
4

3
θhab + σab + ωab

]
qb = 0. (3.4.1)

Projecting (3.4.1) along ua we obtain the energy (non)conservation equation:

µ̇+ θ(µ+ p) +∇aqa + νaqa + σabπab = 0.

Similarly projecting the (3.4.1) by hab we get the equation for momentum (non)

conservation:

(µ+ p)νa +
(3)∇p+ h b

a (q̇b +∇cπbc) +

(
4

3
θhab + σab + ωab

)
qb = 0.

The (non) conservation equations can be written as

µ̇+ θ(µ+ p) = −ϱ, (3.4.2)

κ(µ+ p)νa + Ya = −καa, (3.4.3)

where ϱ = ∇aqa+ν
aqa+σ

abπab and αa = h b
a (q̇b +∇cπbc)+

(
4
3
θhab + σab + ωab

)
qb

are dissipating terms that vansih in the case of perfect fluid perturbations. Once

the equation of state p = p(µ) is given, evolution equation for p is found from

(3.4.2).
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Hydrodynamic equations

Taking the time derivative of ∇bua and using the commutation realation (3.3.19)

we get

uc∇c∇bua = ∇bνa − (∇bu
c) (∇cua)−Racbdu

cud. (3.4.4)

Taking trace of (3.4.4) we get

θ̇ = A−
(
1

3
θ2 + 2σ2 − 2ω2

)
−Rabu

aub. (3.4.5)

Using the Einstein equation (3.3.36) and the form of energy momentum tensor

we obtain the Raychoudhury equation:

θ̇ +
1

3
θ2 − A+

1

2
κ(µ+ 3p)− Λ + 2(σ2 − ω2) = 0, (3.4.6)

where σ2 = 1
2
σabσ

ab and ω2 = 1
2
ωabω

ab .The Raychoudhury equation is a

fundamental equation to study singularity. It reveals that µ + 3p plays the roll

of active gravitational mass of fluid. The cosmological constant acts as constant

repulsive force. The vorticity and acceleration divergence act also give repulsive

forces. On the other hand shear tend to shrink the volume.

The equations for σab and ωab are also obtained from (3.4.4). Let us define the

following notations [66]:

λ(ab) =
1

2
(λab + λba), λ[ab] =

1

2
(λab − λba),

λ⟨ab⟩ = h c
a h

d
b λ(cd) −

1

3
habh

cdλcd,

Curlλab = he(aϵb)cd∇dλ c
e ,

where λab is any (0, 2) tensor.
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Consider the traceless symmetric part of the equation (3.4.4):

σ̇ab = ∇⟨aνb⟩ −
2

3
θσab + σc⟨aσ

c
b⟩ − ωc⟨aω

c
b⟩

−Cacbdu
cud +

1

2
R⟨ab⟩. (3.4.7)

From (3.3.36) we get

Rab = κ

(
1

2
(µ+ 3p)uaub +

1

2
(µ− p)hab + qaub + qbua + πab

)
+Λgab, (3.4.8)

which yields

R⟨ab⟩ = h c
a h

d
b R(cd) −

1

3
habh

cdRcd = κπab. (3.4.9)

So the equation for σab becomes

a−2h c
a h

d
b (a

2σcd)̇ = −Eab+∇⟨bνa⟩+σc⟨aσ
c
b⟩−ωc⟨aω

c
b⟩+νaνb+

1

2
κπab. (3.4.10)

The antisymmetric part of (3.4.4) yields the equation for vorticity:

a−2h c
a h

d
b (a

2ωcd)̇ = h c
a h

d
b ∇[dνc] + 2σc[aω

c
b] (3.4.11)

The equations (3.4.6), (3.4.10) and (3.4.11) also follow from (3.3.19). There

are three further equations obtained from (3.3.19):

h c
a ∇b(ω

b
c + σb

c)− νb(ωab + σab) + qa =
2

3
Za, (3.4.12)

∇aω
a = 2νaω

a, (3.4.13)

Curlωab + Curlσab = −Hab, (3.4.14)

These are the constraint realation, not the dynamic equations because these rela-

tions do not involve time derivatives.
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Maxwell like equations for Weyl tensor components

By the Bianchi identity (3.3.26) the Weyl tensor components are related to the

Ricci tensor and Ricci Scalar. The decomposition of Weyl tensor (3.3.23) into

“electric” and “magnetic” parts allows us to extract four equations from (3.3.26)

that are analogus to Maxwell equations in electrodynamics. In the perfect fluid

case these equations are:

a−3h c
a h

d
b (a

3Ecd)̇ = −CurlHab −
1

2
κ(µ+ p)σab + Ec

(aωb)c

+Ec
(aσb)c + ϵacdϵbpqσ

cpEdq − 2Hc
(aϵb)cdν

d, (3.4.15)

a−3h c
a h

d
b (a

3Hcd)̇ = CurlEab +Hc
(aωb)c

+Hc
(aσb)c + ϵacdϵbpqσ

cpHdq − 2Hc
(aϵb)cdν

d, (3.4.16)

h c
a ∇bEbc + 3Habω

b − ϵabcσ
b
dH

cd =
1

3
Xa, (3.4.17)

h c
a ∇bHbc − 3Eabω

b − ϵabcσ
b
dH

cd = κ(µ+ p)ωa. (3.4.18)

Equations for acceleration, density gradient and expansion gradient

We can obtain the evolution equations for νa, Xa and Za form (3.4.2), (3.4.3) and

(3.4.6). Taking the derivative of (3.4.3) with respect to proper time,

[κ(µ+ p)νa ]̇ + Ẏa = −κα̇a. (3.4.19)

The differnt terms are calculated below:

[(µ+ p)νa ]̇ = κ(µ+ p)
[
ν̇a − (c2s + 1)θνa

]
= κ(µ+ p)

[
ν̇a − c2sθνa

]
+ θYa,
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Ẏa = κuc∇ch
b
a ∇bp

= κh b
a ∇b(u

c∇cp)− κh b
a (∇bu

c)∇cp+ κṗνa + uaνbY
b

= −κ(µ+ p)

[
h b
a ∇b(c

2
sθ)−

1

3
θνa − (σb a+ ωb a)νa

]
−c2sθXa + uaνbY

b.

Putting these in (3.4.19) and taking projection orthogonal to ua we obtain

h b
a ν̇b −

(
c2s −

1

3

)
θνa − h b

a ∇b(c
2
sθ) + (σb

a + ωb
a)νa

= − θΓa

κ(µ+ p)
− κh b

a α̇b

κ(µ+ p)
, (3.4.20)

where Γa is the non-adiabatic perturbation defined by (3.3.53) which vanishes in

the case of adiabatic perturbations, when the pressure can be expressed as function

of only the energy density.

The equation for the density gradient is found from the spatial gradient of

(3.4.2).

κh b
a ∇bµ̇+ κh b

a ∇bθ(µ+ p) + κh b
a ∇bϱ = 0.

Now

κh b
a ∇bµ̇ = κ

[
uc∇c(h

b
a ∇bµ)−∇bµ

(
νau

b + νbu
a
)
+ h b

a (∇bu
c)∇cµ

]
= h b

a Ẋa +

(
1

3
θhba + σb

a + ωb
a

)
Xb + κ(µ+ p)θνa,

and

κh b
a ∇bθ(µ+ p) = θ(Xa + Ya) + κ(µ+ p)Za.

Then using (3.4.3) we obtain

h b
a Ẋa +

(
4

3
θhba + σb

a + ωb
a

)
Xb + κ(µ+ p)Za − κθαa + κ(3)∇aϱ = 0.
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Using (3.3.15) we can cast the equation in following form:

a−4h b
a (a

4Xb)̇ = −κ(µ+ p)Za − (σb
a + ωb

a)Xb + κ
(
θαa − (3)∇aϱ

)
. (3.4.21)

The equation for expansion gradient is obtained from the spatial gradient of

(3.4.6) in similar fashion:

a−3h b
a (a

3Zb)̇ = Rνa −
1

2
Xa + Aa + 2(3)∇a(ω

2 − σ2)

−(σb
a + ωb

a)Zb +
3

2
καa, (3.4.22)

where

R = κµ− 1

3
θ2 + A+ 2(ω2 − σ2) + Λ =

1

2
K + A+ 3(ω2 − σ2), (3.4.23)

with K, defined in Eq. (3.3.28), is the Ricci curvature scalar of the spacelike hy-

persurfaces orthogonal to the fluid flow when the vorticity vanishes.

Given the perfect fluid approximation (qa = 0, πab = 0) and the adiabatic ap-

proximation (Γa = 0), the equations (3.4.10), (3.4.11), (3.4.15), (3.4.16), (3.4.20),

(3.4.21) and (3.4.22) provides a closed set of equations for the propation of the

gauge invariant variables Xa, Za, νa, ωab, σab, Eab and Hab. The density gradi-

ent Xa, expansion gradient Za and the acceleration νa are coupled at the linear

order via the equations (3.4.20-3.4.21). These equations have nonlinear coupling

terms with the shear σab and the vorticity ωab, whoose evolution are ditermined by

(3.4.10)-(3.4.11). Since (3.4.10) contains the “Electric field” Eab, we have to take

account of the Maxwell like equations (3.4.15)-(3.4.16). Finally the constraint

relations must be satisfied on each constant time hypersurface.
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Equation for comoving curvature perturbations

The evolution equation for ζa is easily obtained in terms of Lie derivative. Lie

derivative of any vector Aa along ua is

LuAa = ub∇bAa +Ab∇au
b = h b

a Ȧb +
1

3
θAa + (σa

a + ωa
a)Ab. (3.4.24)

The action of Lu on a scalar ϕ is simply the time derivative along fluid flow

lines.

Luϕ = uc∇cϕ = ϕ̇. (3.4.25)

The spatial derivative (3)∇a and Lie derivative Lu on a scalar do not commute but

their difference is proportional to νa:

(3)∇aϕ̇ = Lu
(3)∇aϕ− νaϕ̇. (3.4.26)

From (3.4.26) we establish the relation between Za and Wa:

Za + θνa = 3LuWa. (3.4.27)

Using (3.4.24), the equation (3.4.21) can be written as

LuXa + θXa + κ(µ+ p)Za = κ
(
θαa − (3)∇aϱ

)
. (3.4.28)

Taking Lie derivative of (3.3.57),

Luζa = LuWa +
LuXa

3κ(µ+ p)
− (µ̇+ ṗ)

κ(µ+ p)2
Xa

=
1

3
(Za + θνa) +

LuXa

3κ(µ+ p)
+

(1 + c2s)θXa

3κ(µ+ p)

=
LuXa + θXa + κ(µ+ p)Za + θκ(µ+ p)νa + c2sθXa

3κ(µ+ p)

=
κ
(
θαa − (3)∇aϱ

)
− θ(Ya + καa) + c2sθXa

3κ(µ+ p)
,
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where we have used (3.4.27), (3.4.28) and (3.4.3). Then we obtain [67]

Luζa = −
θ
(
Γa + κ(3)∇aϱ

)
3κ(µ+ p)

. (3.4.29)

So for the perfect fluid and adiabatic perturbations, the ζa is Lie dragged along

the fluid flow lines. The equation (3.4.29) can be written as

a−1h b
a (aζb)̇ = −

θ
(
Γa + κ(3)∇aϱ

)
3κ(µ+ p)

− (σb
a + ωb

a)ζb. (3.4.30)

The set of full non linear equations contains the complete information of the

Einstein equation. We only choose new variables, suitable to study the density

inhomogeneities. No background spacetime is introduced while developing the

equations. In order to solve the equations we need a more restrictive approach.

One step for this job is to linearize the equations about a background FLRW

spacetime.

3.4.2 Linearization for almost FLRW universe

The variables defined in the Sec. 3.3.3 are covariantly defined exact quantities.

Thus they bear clear physical and geometrical meaning. Exact evolution equa-

tions for these variables (which are infact Einsteins equation, written in different

form) are derived in the Sec. 3.4.1. We now want to put our attention on a real

physiacal spacetime that is close to the FLRW one. such spacetimes are referred

to “almost FLRW”. Instead of starting from an exact FLRW model and perturb-

ing it in standard way we consider the physical universe as a subset in the whole

space of solutions of Einstein’s equation, surrounding the exact FLRW solutions.

By considering the almost FLRW model we can speak of zeroth order and first

order variables.
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Zeroth order variables: The background FLRW spacetime can be taken as

zeroth order approximation of the physiacal almost FLRW universe. The variables

that survives in the background spacetimes such as the energy density µ, pressure

p and expansion θ = 3H are called zeroth order variables. If the background is

a closed or open universe then the spatial curvature R or K is also a zeroth order

variable.

First order variables: First order variables are those vanish on the back-

ground FLRW spacetime, i.e. the gauge invariant variables defined in Sec. 3.3.3.

Any product of first order variables give rise to higher order or nonlinear term

such as

σabX
b, ωabX

b, σabZ
b, ωabZ

b, (3)∇aω
2, (3)∇aσ

2.

For a flat background R is first order, hence Rνa is a higher order term.

The linearized form of the exact equations are obtained by dropping the first

and higher order terms from zeroth order equation and dropping higher order

terms from the first order equations. By zeroth order equations we mean those

equations which are not identically zero on the background spacetime. These are

the equations for zeroth order variables. the first order equations are the dynamic

equations of the first order variables. We also assume perfect fluid perturbations,

i.e. πab = 0 and qa = 0.

So the zeroth order equations, obtained from (3.4.2) and (3.4.6), are

µ̇+ θ(µ+ p) = 0, (3.4.31)

θ̇ +
1

3
θ2 +

1

2
κ(µ+ 3p)− Λ = 0. (3.4.32)

These equations are simply the Friedmann equations. Given the equation of state,

we can solve the above equations to find the energy density µ and the Robertson-

Walker scale factor a as a function of cosmic time t.
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The linearized form of the first order equations are

a−4(a4Xa)̇ = −κ(µ+ p)Za, (3.4.33)

a−3(a3Za)̇ =
1

2
Kνa −

1

2
Xa + Aa, (3.4.34)

a−2(a2ωab)̇ = (3)∇[bνa], (3.4.35)

a−2(a2σab)̇ = −Eab +∇⟨bνa⟩, (3.4.36)

a−3(a3Eab)̇ = −CurlHab −
1

2
κ(µ+ p)σab, (3.4.37)

a−3(a3Hab)̇ = CurlEab. (3.4.38)

The acceleration νa is found from the momentum conservation equation:

κ(µ+ p)νa + Ya = 0. (3.4.39)

With the (3.4.39) and the equation of state, (3.4.33) and (3.4.34) formed two cou-

pled 1st order differential equations for Xa and Za. The evolution of vorticity

is obtained from (3.4.35). The equtions for shear, “electric field” and “magnetic

field” are given in (3.4.36)-(3.4.38).

Similarly we obtain the linearized constraint equations:

(3)∇b(ω
b
a + σb

a) =
2

3
Za,

(3)∇aω
a = 0, (3.4.40)

Hab = −Curlωab − Curlσab, (3.4.41)

(3)∇bEab =
1

3
Xa,

(3)∇bHab = κ(µ+ p)ωa. (3.4.42)

While the constraint equations are not needed to determine the propagation of

perturbations along the flow lines, they must of course be satisfied at some initial

time on each world line. This gives interesting information about what is and is

not possible. For example consider the first constraint of (3.4.40). This shows

that if θ varies spatially, i.e., Za ̸= 0, then either the shear or the vorticity must
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also be nonzero. Conversely only restricted shear and vorticity perturbations will

be compatible with Za remaining zero. Similarly the first of the (3.4.42) shows

that the electric part Eab of the Weyl tensor must be nonzero if there is a nonzero

density gradient (i.e. if Xa ̸= 0).

3.5 Towards the solution of linearized equations

3.5.1 ADM decomposition

Any vector Va on Hp can be decomposed as a sum of a transverse vector V T
a and

spatial gradient of a scalar ϕ:

Va = V T
a + (3)∇aϕ, (3.5.1)

where the first term has vanishing spatial divergenec ((3)∇aV T
a = 0) and following

(3.3.33) the curl of the second term

Curl(3)∇aϕ = ϵ bc
a

(3)∇b
(3)∇cϕ = −1

2
ϵabcω

abϕ (3.5.2)

vanishes in linear approximation. Taking 3-divergence of (3.5.1), we obtain the

Poisson’s equation for ϕ,

(3)∇2ϕ = (3)∇aVa (3.5.3)

which can be solved with given boundary conditions. Then V T
a is obtained from

(3.5.1). So the decomposition is not unique but depends on the boundary condi-

tions chosen. Similarly any (0, 2) tensor Pab onHp can be decomposed as follows:

Pab = P T
ab +

(3)∇aV
T
b + (3)∇bV

T
a + (3)∇⟨a

(3)∇b⟩ϕ+
1

3
habψ +Wab, (3.5.4)

where Wab = P[ab] is the antisymmetric part and ψ = P a
a is the trace and

P⟨ab⟩ = P T
ab +

(3)∇aV
T
b + (3)∇bV

T
a + (3)∇⟨a

(3)∇b⟩ϕ (3.5.5)
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is the trace-less symmetric part of Pab. P T
ab and V T

a obey

(3)∇bP T
ab = 0, (3)∇aV T

a = 0, habP T
ab = 0. (3.5.6)

By virtue of (3.5.5) we can decompose any traceless symmetric tensor into

a scalar part (3)∇⟨a
(3)∇b⟩ϕ, a vector part 2(3)∇(aV

T
b) and a tensor part P T

ab. Such

decomposition allow us to classify the gauge invariant variables defined in the

Sec. (3.3.3) into three groups. We will refer all scalars, vectors, constructed as

gradients of scalars and traceless symmetric tensors, constructed from gradients

of scalars, as “scalar perturbations”. All divergence-less vectors and traceless

symmetric tensors, constructed from divergence-less vectors, will be referred as

“vector perturbations”. Finally all divergenceless, traceless, symmetric tensors

will be called “tensor perturbations”. The equations for scalar, vector and tensor

perturbations decouple from each other at linear order.

Under such characterization, the spatial gradients Xa, Ya, Za, Γa, Aa, Ka,

Wa, ζa are simply scalar perturbations. So is the acceleration νa, from (3.4.39).

Before searching for vector perturbations let us mention that the total divergence

and spatial divergence of a vector va on Hp differ by a nonlinear term:

∇av
a = (3)∇av

a + νav
a. (3.5.7)

Hence vanishing of total divergence is sufficient to tagging a variable as vector

perturbation. According to the 2nd of constraints (3.4.40) the ωa is a divergenceless

vector. The divergence of ra is

∇ara = ∇a∇bωab = ∇[a∇b]ωab = −Rabωab = 0. (3.5.8)

So ra is also a vector perturbations. So the vector perturbations are directly linked

with the rotation of the fluid. The traceless symmetric tensors σab, Eab and Hab
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can be decomposed into scalar, vector and tensor parts:

σab = σS
ab + σV

ab + σT
ab,

Eab = ES
ab + EV

ab + ET
ab, Hab = HS

ab +HV
ab +HT

ab.

3.5.2 Harmonics

The standard harmonic decomposition of first order perturbations is usually car-

ried out explicitly using harmonic functions defined as eigenfunctions of certain

differential operators on well established spaces. Usually in cosmology we deal

with harmonics which are eigenfunctions of a Laplace-Beltrami operator on 3-

hypersurface of constant curvature, i.e. on the homogeneous spatial sections of

FLRW univereses. In the standard approach to linear perturbation theory one split

each quantity into the zeroth order part, which is the value of the quantity in back-

ground FLRW universe, and the first order part, omitting all higher order terms

and uses covariant derivative with respect to the background FLRW metric. In the

covariant approach instead we consider only quantities defined in the real almost

FLRW universes. In doing this we emphasize the fluid velocity ua rather than an

arbitrarily chosen spatial slicing and we define spatial quantities on projecting or-

thogonal to ua with hab. In a general spacetime we have a spatial deivative (3)∇a

with (3)∇ahbc = 0, which however is not the covariant derivative in a hypersur-

face , unless ωab ̸= 0. Accordingly we want to use harmonics Q(k) of order k

defined through the operator (3)∇a derivatives, and constany along flow lines(i.e.

independent of proper time) [27]. The tensor eigenfunctions (harmonics) of the

spatial Laplacian (3)∇2 = (3)∇a
(3)∇a are solutions of the tensor Helmholtz equa-
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tion:

(3)∇2Qab...c(k) +
k2

a2
Qab...c(k) = 0. (3.5.9)

In the almost FLRW universe we can expand the first order quantities in terms of

Qs. For example a first orde scalar variable S can be expanded as

S =
∑
k

SkQ(k), (3.5.10)

where Sk being the component of S with vanishing spatial derivative. Then action

of (3)∇a results in

(3)∇aS =
∑
k

Sk
(3)∇aQ(k). (3.5.11)

Scalar harmonics

The scalar harmonics are solutions of scalar Helmholtz equation:

(3)∇2Q(0) +
k2

a2
Q(0) = 0. (3.5.12)

Q(0) are constructed as time independent (Q̇(0) = 0) and dimensionless. From

now on we drop the argument (k) from Qs. From the scalar eigenfunction Q(0)

we can construct a vector:

Q(0)
a = −a

k
(3)∇aQ

(0) (3.5.13)

and a traceless symmetric tensor:

Q
(0)
ab = −

(a
k

)
∇⟨aQ

(0)
b⟩

=
(a
k

)2
∇⟨a∇b⟩Q

(0)

=
(a
k

)2
(3)∇(a

(3)∇b)Q
(0) +

1

3
habQ

(0). (3.5.14)
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The a
k

factors ensure that the Q(0)
a and Q

(0)
ab are also time independent and

dimensionless. Then applying the commutation relations (3.3.32)-(3.3.33) we get

(3)∇[a
(3)∇b]Q

(0) = −ωabQ̇
(0) = 0, (3.5.15)

(3)∇[a
(3)∇b]Q

(0)
c =

K

2a2

(
hacQ

(0)
b − hbcQ

(0)
a

)
, (3.5.16)

(3)∇[a
(3)∇b]Q

(0)
cd =

K

2a2

(
hacQ

(0)
bd − hbcQ

(0)
ad

)
+
K

2a2

(
hadQ

(0)
bc − hbdQ

(0)
ac

)
. (3.5.17)

Using the derivative (3)∇a we derive various properties satisfied by the above-

defined scalar harmonics:

a(3)∇aQ
(0)
a = kQ(0), a2(3)∇2Q

(0)
a = −(k2 − 2K)Q

(0)
a , (3.5.18)

a(3)∇bQ
(0)
a = −k

(
Q

(0)
ab − 1

3
habQ

(0)
)
, (3.5.19)

habQ
(0)
ab = 0, a(3)∇bQ

(0)
ab = −2

3

(
3K
k

− k
)
Q

(0)
a , (3.5.20)

a2(3)∇a(3)∇bQ
(0)
ab = 2

3
(k2 − 3K)Q(0), (3.5.21)

a2(3)∇b
(3)∇cQ

(0)
ac = −2

3
(k2 − 3K)

(
Q

(0)
ab − 1

3
habQ

(0)
)
, (3.5.22)

a2(3)∇2Q
(0)
ab = −(k2 − 6K)Q

(0)
ab . (3.5.23)

Vector harmonics

Vector harmonics are vector eigen functions of Laplace-Beltrami operator:

(3)∇2Q(1)
a = −k

2

a2
Q(1)

a , (3.5.24)

such that Q(1)
a are solenoidal vector,

(3)∇aQ(1)
a = 0. (3.5.25)

With this we can construct a traceless symmetric (0,2) tensor:

Q
(1)
ab = −a

k
(3)∇(aQ

(1)
b) . (3.5.26)
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Both Q(1)
a and Q(1)

ab are constant along fluid flow lines and satisfies the relations

(3.5.16) and (3.5.17) respectively. Actions of spatial derivatives on Q(1)
ab are found

from following properties:

habQ
(1)
ab = 0, a(3)∇bQ

(0)
ab = −1

2

(
2K
k

− k
)
Q

(1)
a , (3.5.27)

a2
(
(3)∇b

(3)∇cQ
(1)
ac + (3)∇a

(3)∇cQ
(1)
bc

)
= − (k2 − 2K)Q

(1)
ab , (3.5.28)

a2(3)∇2Q
(1)
ab = −(k2 − 4K)Q

(1)
ab . (3.5.29)

Tensor harmonics

Again tensor harmonics are symmetric second rank tensor eigen functions of

Laplace-Beltrami operator:

(3)∇2Q
(2)
ab = −k

2

a2
Q

(2)
ab , (3.5.30)

constant along fluid flow lines, traceless and divergenceless,

habQ
(2)
ab = 0, (3)∇bQ

(2)
ab = 0, (3.5.31)

and satisfies the equation (3.5.17).

3.5.3 Scalar perturbations

For a barotropic fluid p = p(µ), all scalar perturbations can be expressed in terms

of only two variables, Xa and Za. In other words the density fluctuations are rep-

resented by scalar perturbations and the evolution of linear density perturbations

is completely decoupled from vector and tensor perturbations. So the dynamics

of scalar perturbations are described completely by Eqs. (3.4.33) and (3.4.34).

With the help of the Eq. (3.4.39) the first and third terms of the right hand side of
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Eq. (3.4.34) is modified as follows:

1

2
Kνa = − K

2κ(µ+ p)
Ya = − Kc2s

2κ(µ+ p)
Xa, (3.5.32)

Aa =
(3)∇a

(3)∇bνb = − c2s
κ(µ+ p)

(3)∇a
(3)∇bXb. (3.5.33)

Multiplying both sides of the Eq. (3.4.33) by a3 and taking derivative with respect

to time we obtain

[a2(a4Xa)̇]̇ + c2sθa
2(a4Xa)̇ =

1

2

(
κ(µ+ p) +Kc2s

)
a6Xa

+c2s
(3)∇a

(3)∇b(a6Xb). (3.5.34)

Then we can extract a second order differential equation for Xa [57]:

Ẍa +

(
10

3
+ c2s

)
θẊa +

[
4

3

(
5

3
+ c2s

)
θ2 − 7

6
κµ− 5

2
κp+

4

3
Λ− 1

2
Kc2s

]
Xa

−c2s(3)∇a
(3)∇bXb = 0. (3.5.35)

This equation can be solved if we specify the vector fields Xa and Ẋa on an

initial spacelike hypersurface. Then Za is obtained from the Eq. (3.4.33). Before

looking at the solutions for different choices of background FLRW models we

comment on some general properties of these equations.

1. Inhomogeneity on a world line γ is indicated by at least one of Xa, Za being

nonzero. Because the equations governing its evolution are homogeneous,

inhomogeneity cannot arise spontaneously: if both Xa and Za are zero at any

point p on γ, then they both are zero at all points on γ; if either is nonzero

at any event on γ, they are both nonzero at almost all points on γ (one or the

other maybe zero at exceptional points).
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2. In general, X and Z are not parallel. However, if they are parallel at one point

p on γ, they are parallel at all points on γ; and if either vanishes at any event

q on γ, they are parallel at all points on γ where they are nonzero.

3. The sign of the gravitational term is positive in the equations, (for example

the term 1
2
κ(µ + p)a6Xa in the right hand side of (3.5.34)) expressing the

feature of gravitational instability of inhomogeneities. However, in the ex-

panding universe the expansion, expressed in the factor a6 works against this

instability.

Since Xa is a scalar perturbation, we can expand it in terms of the harmonics

Q
(0)
a as

Xa =
∑
k

X(k, t)Q(0)
a . (3.5.36)

Then the last term of (3.5.35) reduces to

−c2s(3)∇a
(3)∇bXb = −c2s(3)∇a

(3)∇b
∑
k

X(k, t)Q
(0)
b

= −c2s(3)∇a
(3)∇b

∑
k

X(k, t)
(
−a
k
(3)∇bQ

(0)
)

= c2s
(3)∇a

∑
k

a

k
X(k, t)(3)∇2Q(0)

= c2s
(3)∇a

∑
k

a

k
X(k, t)

(
−k

2

a2

)
Q(0)

= c2s
∑
k

k2

a2
X(k, t)Q(0)

a

Now the Eq. (3.5.35) can be solved for the fourier modes X(k, t) for each

wave number k. Corresponding modes of Za are the given by

Z(k, t) = − [a4X(k, t)]̇

κ(µ+ p)a4
. (3.5.37)
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As mentioned in Sec. (3.5.1), the shear has a scalar part σS
ab, which is obtained

from the first of the constraint (3.4.40). Left hand side of the constraint is

(3)∇b(ω
b
a + σb

a) = −ra + (3)∇bσS
ab +

(3)∇bσV
ab (3.5.38)

Expanding the scalar σS
ab and the vectors ra and σV

ab in harmonics as

ra =
∑
k

r(k, t)Q(1)
a , σS

ab =
∑
k

σS(k, t)Q
(0)
ab , σV

ab =
∑
k

σV (k, t)Q
(1)
ab

(3.5.39)

and using the properties of harmonics, shown in the second of (3.5.20) and the

second of (3.5.27) we obtain

(3)∇bσS
ab =

∑
k

σS(k, t)(3)∇bQ
(0)
ab =

∑
k

2

3

(
k − 3K

k

)
σS(k, t)Q

(0)
ab ,

(3)∇bσV
ab =

∑
k

σV (k, t)(3)∇bQ
(1)
ab =

∑
k

1

2

(
k − 2K

k

)
σV (k, t)Q

(1)
ab .

Putting this in (3.4.40) and equating the coefficients of each Q(0)
ab and Q(1)

ab we get

σS(k, t) =
a

k

Z(k, t)

1− 3K
k2

, σV (k, t) =
a

k

2r(k, t)

1− 2K
k2

. (3.5.40)

Let us demonstrate the solution for a flat FLRW background with zero cosmo-

logical constant and matter sector holding simple equation of state

p = wµ, (3.5.41)

with w is a constant. The time dependence of the zeroth order quantities are

obtained from the Eqs. (3.4.31) and (3.4.32):

µ =
M

a3(1+w)
, a =

(
t

t∗

) 2
3(1+w)

, θ =
2

1 + w

1

t
, (3.5.42)

where M and t∗ are constants. Then the Eq. (3.5.35) reduces to:
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Ẍa +
10 + 3w

3
θẊa +

11 + 3w

6
θ2Xa − w(3)∇a

(3)∇bXb = 0 (3.5.43)

or in terms of Fourier modes

Ẍ +
10 + 3w

3
θẊ +

(
11 + 3w

6
θ2 + w

k2

a2

)
X = 0. (3.5.44)

In terms of the conformal time η, defined as

η =

∫ t

0

dt

a(t)
, (3.5.45)

the Eq. (3.5.44) becomes

X ′′ + 3(3 + w)HX ′ +

(
3(11 + 3w)

2
H2 + wk2

)
X = 0, (3.5.46)

where prime denotes differentiation with respect to η and H = a′/a = 1
3
aθ. Using

(3.5.42) we can perform the integration (3.5.45) to obtain a and H as function of

η:

a =

(
1 + 3w

3(1 + w)

η

t∗

) 2
1+3w

, H =
2

1 + 3w

1

η
. (3.5.47)

Then the Eq. (3.5.46) reduces to:

X ′′ + 6
3 + w

1 + 3w

1

η
X ′ +

(
6
11 + 3w

(1 + 3w)2
1

η2
+ wk2

)
X = 0. (3.5.48)

The Eq. (3.5.48) is readily solved in terms of the Bessel functions

X(k, η) = (kη)−
17+3w
2(1+3w)

(
C1(k)Yα

(√
wkη

)
+ C2(k)Jα

(√
wkη

))
, (3.5.49)

where

α =
5 + 3w

2(1 + 3w)
. (3.5.50)

On large scale (k ≪ H) X shows a power law solution:

X(k, η) = X1(k)η
−(11+3w)/(1+3w) + X2(k)η

−6/(1+3w). (3.5.51)
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From (3.5.37) we obtain for large scale:

Z(k, η) = Z1(k)η
−8/(1+3w) + Z2(k)η

−3(1−w)/(1+3w), (3.5.52)

where

Z1(k) =
9

1 + 3w
θ−2
∗ X1(k),

Z2(k) = − 6

(1 + w)(1 + 3w)
θ−2
∗ X2(k), (3.5.53)

with θ∗ is the value of θ at t = t∗. Note that if the equation of state is dust like,

i.e. w = 0, the solutions (3.5.51) and (3.5.52) are valid for all scales.

3.5.4 Vector perturbations

Let us consider the evolution of vorticity. Using the energy conservation equation

(3.4.31), momentum conservation equation (3.4.39) and the commutation relation

(3.3.33), the right hand side of the Eq. (3.4.35) becomes

(3)∇[bνa] = −
(3)∇[bYa]
κ(µ+ p)

= −
(3)∇[b

(3)∇a]p

µ+ p
= ωba

ṗ

µ+ p
= c2sθωab.

Then the Eq. (3.4.35) is solved to obtain a simple evolution of ωab:

ωab =
Ωab

a2
exp

(∫
c2sθdt

)
, (3.5.54)

where Ωab is an antisymmetric tensor, constant along the fluid flow lines (Ω̇ab =

0). Taking the divergence of (3.5.59) we get

ra =
(3)∇bΩab

a2
exp

(∫
c2sθdt

)
.

But (3)∇bΩab is not constant along the flow lines. To derive correct growth rate of

ra, let us consider the linearized commutation relation between the spatial diver-

gence and the time derivative:

((3)∇bλab)̇ =
(3)∇ba(a−1λab)̇, (3.5.55)
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where λab is a first order variable orthogonal to ua. The Eq. (3.5.55) suggests

Ω̇ab = 0 ⇒ [(3)∇b(aΩab)]̇ = 0. (3.5.56)

So we can write

ra =
Ra

a3
exp

(∫
c2sθdt

)
, Ra =

(3)∇b(aΩab). (3.5.57)

The integration can be performed once the equation of state is given. For

example we consider a simple equation of state

p = wµ, (3.5.58)

where w is a constant. Then inserting c2s = w and (3.3.15) in (3.5.54) we get

ωab = Ωaba
−2+3w, ra = Raa

−3+3w. (3.5.59)

In expanding universe the vector perturbations decay very quickly and thus they

are not very interesting.

3.5.5 Tensor perturbations

The tensor perturbations describe gravitational waves, which are the degrees of

freedom of the gravitational field itself. In the linear approximation the gravita-

tional waves do not induce any perturbations in the perfect fluid.

In the covariant approach, the study of tensor perturbations was first consid-

ered by Hawking [24]. In his paper, the electric part of the Weyl tensor was used

as the variable to characterize them. Later the magnetic part of the Weyl tensor

was found to be a better choice, because it has no analogue in Newtonian theory

where gravity is propagated instantaneously. Hence the magnetic part obviously
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plays an important role in describing gravitational waves, but given the corre-

spondence with electromagnetism, where neither the electric nor magnetic fields

provide a complete description of EM waves, it was suggested that both electric

and magnetic parts of the Weyl tensor are required for a full understanding of

tensor perturbations [69]. Indeed it is their curls that characterize gravitational

waves, as we will see below.

The Eab and Hab are coupled with shear σab at linear order as observed from

(3.4.37). Thus we have to consider the tensor part of shear σT
ab for complete de-

scription of gravitational waves. To obtain the equations for tensor perturbations

we set all the scalar and vector perturbation to zero,

Xa = Ya = Za = 0, ωab = 0.

Then the constraints (3.4.40)-(3.4.42) implies

(3)∇bσT
ab =

(3)∇bET
ab =

(3)∇bHT
ab = 0, HT

ab = −CurlσT
ab. (3.5.60)

The Eqs (3.4.36)-(3.4.38) are recast in the form:

△σT
ab +

5

3
θσ̇T

ab +

(
4

9
θ2 − κ(5µ+ 9p)

6
+

2

3
Λ

)
σT
ab = 0, (3.5.61)

△ET
ab +

7

3
θĖT

ab +
(
θ2 − κ(µ+ 2p) + Λ

)
ET

ab

−1 + 3c2s
6

θκ(µ+ p)σT
ab = 0, (3.5.62)

△HT
ab +

7

3
θḢT

ab +
(
θ2 − κ(µ+ 2p) + Λ

)
HT

ab = 0, (3.5.63)

where △P T
ab = P̈ T

ab − (3)∇2P T
ab for any traceless divergenceless symmetric

tensor P T
ab, orthogonal to ua. We have used the identities:

Curl2P T
ab = −(3)∇2P T

ab, (CurlP T
ab)̇ = Curla(a−1P T

ab)̇. (3.5.64)
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So we get a second order differential equation for σT
ab and a second order

differential equation for HT
ab. However, the Eq. (3.5.62) contains a term having

σT
ab. Elimination of σT

ab results in a third order differntial equation for the fourier

modes ofEab. To see this let us decomposeET
ab, H

T
ab and σT

ab in terms of the tensor

harmonics:

ET
ab =

∑
k

ET (k, t)Q
(2)
ab ,

HT
ab =

∑
k

HT (k, t)Q
(2)
ab ,

σT
ab =

∑
k

σT (k, t)Q
(2)
ab , (3.5.65)

such that all (3)∇2 in (3.5.61)-(3.5.63) are replaced by −k2

a2
. Then differentiating

(3.5.62) w.r.t. time and using the linearized shear evolution equation (3.4.36),

specialized for tensor perturbation, we obtain

...
E

T
+

[
3θ − Ḃ

B

]
ËT +

7

3

[
1

3
θ2 − 1

2
κ(µ+ 3p) + Λ +

3

7
A− θ

Ḃ
B

]
ĖT

+

[
Ȧ+

(
2

3
θ − Ḃ

B

)
A− B

]
ET = 0, (3.5.66)

where

A = θ2 − κ(µ+ 3p) + Λ +
k2

a2
, B = −1 + 3c2s

6
θκ(µ+ p). (3.5.67)

In contrast, the shear and “magnetic” part of the Weyl tensor have evolution

equation of second order. That is evident from (3.5.61) and (3.5.63).

The appearance of a third-order equation for Eab is very surprising. Force

laws are expected to be formulated as second-order evolution equations. In the

standard coordinate based perturbation theory, the evolution equations of gravita-

tional waves are obtained by linearizing the Einsteins equations and since Einstein
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equations are of second order for metric, the equations of gravitational waves are

found to be second order. That means that all solutions of the Eq. (3.5.66) do not

satisfy the original system of first order equations (3.4.36)-(3.4.38).

That is seen directly as follows. From the Eq (3.5.61) we obtain a general

solution of σT (k, t) with two arbitrary constants. Then substituting that solution

in Eq. (3.4.36) we get ET = −a−2(a2σT )̇ with two arbitrary constants. Hence

the system of equations (3.4.36)-(3.4.38) permits only two linearly independent

solution for ET and third solution of (3.5.66) is unphysical.

Now let us consider a flat FLRW background with zero cosmological constant

and simple equation of state (3.5.41). Then the second order equations for σT and

HT are

σ̈T +
5

3
θσ̇T +

(
1− 3w

6
θ2 +

k2

a2

)
σT = 0, (3.5.68)

ḦT +
7

3
θḢT +

(
2

3
(1− w)θ2 +

k2

a2

)
HT = 0. (3.5.69)

Using the conformal time η defined in (3.5.45), this equations are reduced to

the following form:

σT ′′
+

8

1 + 3w

1

η
σT ′

+

(
6

1− 3w

(1 + 3w)2
1

η2
+ k2

)
σT = 0, (3.5.70)

HT ′′
+

12

1 + 3w

1

η
HT ′

+

(
24

1− w

(1 + 3w)2
1

η2
+ k2

)
HT = 0. (3.5.71)

The solutions of (3.5.70) and (3.5.71) are

σT (k, η) = (kη)−
7−3w

2(1+3w) (D1(k)Yα (kη) +D2(k)Jα (kη)) , (3.5.72)

HT (k, η) = (kη)−
11−3w
2(1+3w)

(
DH

1 (k)Yα (kη) +DH
2 (k)Jα (kη)

)
, (3.5.73)

where α is given by (3.5.50). In the large scale limit (k ≪ H) we obtain power
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law solutions:

σT (k, η) = Σ1(k)η
−6/(1+3w) + Σ2(k)η

−(1−3w)/(1+3w), (3.5.74)

HT (k, η) = H1(k)η
−8/(1+3w) +H2(k)η

−3(1−w)/(1+3w). (3.5.75)

The third order equation for E in terms of η is

E ′′′ +
1

2
(7 + 3w)HE ′′ +

[
6(5 + 2w)H2 + k2

]
E ′

+
3

2

[
(16− (1 + w)(1 + 3w))H2 + 3(1 + w)k2

]
HE = 0. (3.5.76)

Solution of the equation for large scale is obtained as

ET (k, η) = E1(k)η
−4/(1+3w) + E2(k)η

−3(3+w)/(1+3w)

+E3(k)η
−(5−3w)/(1+3w). (3.5.77)

The first two of these modes are obtained from the (3.5.74) via (3.4.36). Hence

the third mode in unphysical because it is not a solution of original system of first

order equation.

3.6 Choice of observers

The gauge invariant variables, used in the covariant formulation of cosmological

perturbation theory, are completely independent of the choice of coordinate sys-

tem; however, as we have seen in the Sec. (3.3), the variables are defined with re-

spect to some observers, known as “fundamental observers”. If the matter content

of the univerese is described by a perfect fluid, there exists a preferred choice of

observers, i.e. comoving observers. But there exists many other possible choices

of timelike observers.
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However, that choice is not completely arbitrary if we consider the physical

manifold is an “almost FLRW” one. All the variables defined in the Sec. (3.3)

are gauge invariant because they vanish on the background spacetime, which is

possible only if the world lines of fundamental observers coincide with those of

the comoving observers in the background FLRW spacetime. In other words,

for any two possible choice of observers with 4-velocities ua and ũa, ua − ũa is

a first order variable that vanishes on the background. Let us decompose ũa in

components parallel and perpendicular to ua as:

ũa =
√
1 + β2ua + βa, (3.6.1)

where βa = hbaũb and β2 = (uaũa)
2 − 1 = βaβ

a. The vector βa is a first order

variable. The projection tensor h̃ab = gab + ũaũb is related to hab by

h̃ab = hab + β2uaub +
√
1 + β2 (uaβb + βaub) + βaβb. (3.6.2)

Then the energy momentum tensor in the frame of ũa is written as

Tab = (µ̃+ p̃)ũaũb + p̃gab + 2ũ(aq̃b) + π̃ab, (3.6.3)

where µ̃ = Tabũ
aũb, p̃ = 1

3
h̃abTab, q̃a = −h̃ b

a Tbcũ
c and π̃ = h̃ c

a h̃
d
b Tcd − p̃h̃ab are

combinations of the quantities defined in the frame of ua and the vector βa. For

example:

µ̃ = µ+ β2(µ+ p)− 2
√
1 + β2qaβ

a + πabβ
aβb, (3.6.4)

p̃ = p+
1

3

[
β2(µ+ p)− 2

√
1 + β2qaβ

a + πabβ
aβb
]
. (3.6.5)

(3.6.6)

So the differences in energy densities or pressure measured in two frames are

of higher order. We can construct gauge invariant variables in the frame of ũa
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just as in the Sec. (3.3) and again those variables will be some combination of the

gauge invariant variables defined in the frame of ua. Let us consider two special

observers: One has the four velocity uEa , defined by the Eq. (3.3.3) with zero

energy flux (qEa = 0) and other one has the four velocity ua, normal to constant

energy density hypersurface:

ua = − ∇aµ√
−∇bµ∇bµ

. (3.6.7)

In the frame of ua, Xa = 0. We can write relations between the two veloicities in

a way similar to (3.6.1):

ua =
√

1 + β2uEa + βE
a , uEa =

√
1 + β2ua + βa,

where βa and βE
a have following relations:

βa = −β2uEa −
√

1 + β2βE
a ≈ −βE

a , βaβ
a = βEaβE

a = β2, (3.6.8)

the simbol ≈ stands for relations keeping up to first order terms. Various zeroth

and first order quantities in the two frames are related as:

µ ≈ µE, p ≈ pE, θ ≈ θE +∇aβE
a , (3.6.9)

qa ≈ qEa − (µ+ p)βE
a , πab ≈ πE

ab

Xa ≈ XE
a + κµ̇βE

a ,

Za ≈ ZE
a + θ̇βE

a + (3)∇a∇cβE
c ,

νa ≈ νEa + β̇E
a +

1

3
θβE

a . (3.6.10)
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Using qEa = 0 and Xa = 0 we have

qa ≈ −X
E
a

κθ
≈ (µ+ p)βa,

Za ≈ ZE
a +

θ̇XE
a + (3)∇a∇bXE

b

θκ(µ+ p)
,

νa ≈ νEa +
ẊE

a +
[(

4
3
+ c2s

)
θ − θ̇

θ

]
XE

a

κ(µ+ p)θ
. (3.6.11)

Now let us consider the linearized form of evolution equations for density

gradient (3.4.21) and expansion gradient (3.4.22) in the frame of ua:

κ(µ+ p)Za − κθ

(
q̇a +

4

3
θqa +

(3)∇cπac

)
+ κ(3)∇a

(3)∇bqb = 0, (3.6.12)

Ża + θZa −Rνa − Aa −
3

2
κ

(
q̇a +

4

3
θqa +

(3)∇cπac

)
= 0. (3.6.13)

Using the relations (3.6.10) and (3.6.11) to replace qa, Za, πa and νa by XE
a ,

ZE
a , πE

a and νEa , the above equations are reduced to:

ẊE
a +

4

3
θXE

a + κ(µ+ p)ZE
a − κθ(3)∇cπE

ac = 0, (3.6.14)

ŻE
a + θZE

a −RνEa +
1

2
XE

a − AE
a − 3

2
κ(3)∇cπE

ac = 0, (3.6.15)

which are linearized form of (3.4.21) and (3.4.22) in the frame of uEa .

Hence the gauge invariant variables defined in the frame of ua are combina-

tions of the variables defined in the frame of uEa and these “new” variables satisfy

the equations, same as the evolution equations of the “old” variables.
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3.7 Relation with the ordinary gauge invariant vari-

ables

In the coordinate based perturbation theory, we consider small fluctuations of

spacetime metric about the background, which in our case is a flat FLRW met-

ric:

d̄s
2
= ḡµνdx

µdxν = a2(η)
(
−dη2 + dxidxi

)
(3.7.1)

and similar fluctuations of energy-momentum tensor about an homogeneous and

isotropic perfect fluid energy-momentum tensor:

T̄µν = (µ̄+ p̄)ūµūν + p̄ḡµν , (3.7.2)

where µ̄(η) and p̄(η) are energy density and pressure as observed by a comoving

observer with velocity ūµ:

ūµū
µ = −1, ūµ =

(
1

a
, 0⃗

)
, ūµ =

(
−a, 0⃗

)
. (3.7.3)

Metric perturbations are defined as

gµν = ḡµν + δgµν .

The spatial isotropy and homogeneity of the background metric and energy-

momentum tensor allow us to simplify these results by decomposing the pertur-

bations into scalars, divergenceless vectors, and divergenceless traceless symmet-

ric tensors with respect to coordinate transformation on the homogeneous and

isotropic spacelike (constant time) hypersurfaces in the background spacetime.

These scalar, vector and tensor modes are not coupled to each other by the lin-

earized field equations or conservation equations. Perturbations of the metric can

always be put in the form:
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δgµν = a2

 −2ϕ ∂iB − Bi

∂iB − Bi −2ψδij + 2∂i∂jE + ∂iEj + ∂jEi + Eij

 ,

(3.7.4)

where ϕ,B, ψ and E are scalar, Bi and Ei are divergenceless vectors and Eij is

a divergenceless, traceless, symmetric tensor. The metric perturbations produce

perturbations in the Christofell symbols:

δgµνλ =
1

2
ḡµρ
(
−2δgρσΓ̄

σ
νλ + ∂λδgρν + ∂νδgρλ − ∂ρδgλν

)
, (3.7.5)

where Γ̄µ
νλ is the Christofell symbol of backgraound spacetime. Its nonzero com-

ponents are

Γ̄0
00 = H, Γ̄i

0j = Γ̄0
ij = Hδij. (3.7.6)

The nonzero components of δΓµ
νλ are

δΓ0
00 = ϕ′, δΓ0

0i = ∂i(ϕ+HB),

δΓ0
ij = − (ψ′ + 2H(ψ + ϕ)) δij − ∂i∂j(B − E ′ − 2HE),

δΓi
00 = ∂i(ϕ+ B′ +HB), δΓi

0j = −ψ′δij + ∂i∂jE ′,

δΓi
jk = δjk∂i(ψ −HB)− δik∂jψ − δij∂kψ − ∂i∂j∂kE .

We use the notations, ()′ = d
dη

, ()̇ = d
dt̄

= ūµ∇̄µ, H = a′

a
. The perfect fluid

perturbations are described in terms of perturbations in energy density, pressure

and the velocity:

p(η, x⃗) = p̄(η) + δp(η, x⃗), µ(η, x⃗) = µ̄(η) + δµ(η, x⃗),

ūµ = uµ + δuµ. (3.7.7)

107



From the condition uµuµ = −1 we have

δu0 = −ϕ
a
, δu0 = −aϕ (3.7.8)

and

δui = ∂iU + Ui,

δui =
1

a2
[∂i (U − aB) + (Ui + aBi)] , (3.7.9)

where again we have used standard decomposition of the perturbations of the

energy momentum tensor in terms of the scalars δµ, δp,U and the divergenceless

vector Ui. We consider only perfect fluid perturbations. Hence the anisotropic

stresses are zero. All of the above variables are not invariant under infinitesimal

coordinate (gauge) transformation. But we can construct some gauge invariant

variables as follows:

Φ = ϕ+ 1
a
(a(B − E ′))′ , Ψ = ψ − a′

a
(B − E ′),

UGI = U − a(B − E ′), δµGI = δµ+ µ̄′(B − E ′),

δpGI = δp+ p̄′(B − E ′), (3.7.10)

BGI
i = Bi + Ei. (3.7.11)

Ui and Eij are gauge invariant.

The expansion θ can be written as

θ = ∇µu
µ = θ̄ + δθ, θ̄ =

3H
a
, (3.7.12)

δθ = −3

a
(ψ′ +Hϕ) + 1

a2
∇⃗2 (U + a(E ′ − B)) . (3.7.13)
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Covariant perturbations are defined in terms of the projection tensor hab in the

physical manifold. Components of this tensor are

hµν = gµν + uµuν = h̄µν + δgµν + ūµδuν + ūνδuµ,

where h̄ab is the metric of constant time 3-hypersurfaces in the background space-

time:

h̄µν = ḡµν + ūµūν =

 0 0

0 a2δij

 .

The components of h b
a are

h ν
µ = h̄ ν

µ + ūµδu
ν + ūνδuµ

=

 0 − 1
a
∂i(U − aB)− 1

a
(Ui + aBi)

1
a
(∂iU + Ui) δij

 .

The components of shear σab are

σµν = hα(µh
β
ν)∇βuα − 1

3
hµνθ, (3.7.14)

σ00 = 0, σ0i = 0, σij = σS
ij + σV

ij + σT
ij, (3.7.15)

where

σS
ij = ∂i∂jUGI − 1

3
∇⃗2UGIδij, (3.7.16)

σV
ij =

1

2

[
∂i
(
Uj + aBGI

j

)
+ ∂j

(
Ui + aBGI

i

)]
,

σT
ij =

1

2
Eij. (3.7.17)

In the same way we calculate the components of the vorticity ωab:

ωµν = hα[µh
β
ν]∇βuα, (3.7.18)

ω00 = 0, ω0i = 0, ωij = ∂jUi − ∂iUj (3.7.19)
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and the divergenceless vector ra:

ri =
1

a2
∇⃗2Ui. (3.7.20)

Components of the density gradient Xa and the expansion gradient Za are

Xi = κ

(
∂iδµ+

1

a
µ̄′δui

)
,

= κ∂i

(
δµ+ µ̄′U

a

)
+ κµ̄′Ui

a

= κ∂i

(
δµGI +

µ̄′

a
UGI

)
+
κµ̄′

a
Ui, (3.7.21)

Zi = ∂i(δθ + θ̇U) + θ̇Ui

= ∂i

[
−3

a
(Ψ′ +HΦ) +

1

a2
∇⃗2UGI − 3

2
κ(µ̄+ p̄)UGI

]
−3

2
κ(µ̄+ p̄)UGI

i . (3.7.22)

To obtain the above relations we have used the background Friedmann equa-

tions:

˙̄θ =
3

a2
(H′ −H2) = −3

2
κ(µ̄+ p̄),

1

3
θ̄2 =

3H2

a2
= κµ̄ (3.7.23)

and the conservation equation:

µ̄′ + 3H(µ̄+ p̄) = 0. (3.7.24)

The expressions (3.7.21) and (3.7.22) can be further simplified using the per-

turbation equations used in coordinate based perturbation theory. For perfect fluid

perturbations (anisotropic stresses are absent) Φ = Ψ,

∇⃗2Φ− 3H(Φ′ +HΦ) =
1

2
κa2δµGI, (3.7.25)

(aΦ)′ = −1

2
κa2(µ̄+ p̄)UGI, (3.7.26)

Φ′′ + 3HΦ′ + (2H′ +H2)Φ =
1

2
κa2δpGI. (3.7.27)
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Using (3.7.26) we obtain

UGI =
a

H
(Φ− ζ) , (3.7.28)

where ζ is the comoving curvature perturbation:

ζ =
2

3

Φ +H−1Φ′

1 + w
+ Φ. (3.7.29)

Note that w = p/µ is not a constant in Eq. (3.7.29). Then,

Xi =
2

a2
∂i∇⃗2Φ− 3H

a
κ(µ̄+ p̄)Ui, (3.7.30)

Zi =
1

aH
∂i∇⃗2 (Φ− ζ)− 3

2
κ(µ̄+ p̄)Ui. (3.7.31)

The scalar covariant perturbations are related not only to the scalar perturba-

tions but also to the vector perturbations of coordinate based perturbation theory.

The reason is that in the coordinate based perturbation theory, the 3+1 decomposi-

tion is done with respect to the world lines of the background comoving observers,

whereas in the covariant perturbation theory, we use the world lines of the comov-

ing observers of the physical spacetime.

It is not very surprising that the spatial gradient of K which is the curvature

of 3-hypersurfaces orthogonal to fluid flow lines in vanishing vorticity case is

directly related to the comoving curvature perturbation ζ:

Ki =
2

a2
∂i∇⃗2ζ. (3.7.32)

However, ζ is also related to the comoving curvature perturbation ζa, defind in

(3.3.57).

Wi = ∂i

(
δ ln a+ (ln a)̇U

)
+ (ln a)̇Ui

= ∂i

(
δa

a
+

1

3
θ̄U
)
+

1

3
θ̄Ui. (3.7.33)
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Now,

θ = 3
d

dt
ln a, θ̄ = 3

d

dt̄
ln ā, (3.7.34)

where t is the time of the comoving observers in physical spacetime and t̄ is that of

the comoving observers in background FLRW spacetime. derivatives with respect

to t and t̄ are defined as:

d

dt
= ua∇a,

d

dt̄
= ūa∇̄a. (3.7.35)

θ = 3ua∇a ln a = 3

(
d

dt̄
+ δuµ∂µ

)(
ln ā+

δa

a

)
= θ̄(1− ϕ) + 3

d

dt̄

δa

a
.

Then using (3.7.13),

3
d

dt̄

δa

a
= δθ + θ̄ϕ = −3

a
ψ′ +

1

a2
∇⃗2UGI. (3.7.36)

Since dt̄ = adη,
δa

a
= −ψ +

1

3

∫
1

a
∇⃗2UGIdη. (3.7.37)

From (3.7.33) we get

Wi = ∂i

(
−Ψ+

1

3
θUGI +

1

3

∫
1

a
∇⃗2UGIdη

)
+

1

3
θUi

= −∂i
(
ζ +

1

3

∫
dηH−1∇⃗2 (ζ − Φ)

)
+

1

3
θUi. (3.7.38)

Then using (3.7.30) and (3.7.38), we obtain the relation between components

of ζa and ζ:

ζi = ∂i

(
−ζ + 2∇⃗2Φ

κ(µ̄+ p̄)a2
− 1

3

∫
dηH−1∇⃗2 (ζ − Φ)

)
. (3.7.39)
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When spatial derivatives are small, ζi ≈ −∂iζ and Ki ≈ − 4
a2
∇⃗2ζi.

The spatial curvature perturbation δR is defined as

δR = ζ +
2

3

∇⃗2Φ

κ(µ̄+ p̄)a2
. (3.7.40)

It can be shown readily that δR is related to the covariant variable

Va =
1

2
Ka +

2

3

(3)∇2Xa

κ(µ̄+ p̄)
+

2

3
θra (3.7.41)

as

Vi =
2

a2
∂i∇⃗2δR. (3.7.42)

3.8 Conclusion

In this chapter we have presented a description of the covariant perturbation the-

ory, as an alternative to the standard coordinate based approach to study cosmo-

logical inhomogeneities. In the standard approach one starts from a ideal back-

ground spacetime with a background metric and matter configuration and then

perturb them to obtain a more realistic physical universe. Perturbations defined

in this way bear many nonphysical degrees of freedom due to general coordinate

transformation in the background spacetime. Such non uniqueness in the defini-

tion of perturbations is known as gauge ambiguity. The gauge transformation on

any tensor quantity can be represented in terms of lie derivative of that variable

along any arbitrary vector field. Thus vanishing of lie derivative along arbitrary

vector field implies gauge invariance. This is the precisely the Stewart-Walker

lemma that a quantity is gauge invariant if in the background spacetime it is zero

or a constant scalar or a constant linear combination of Kronecker deltas.
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In covariant perturbation theory we starts from a physical manifold with arbi-

trary metric and matter configuration, which is close to a background spacetime

(generally an FLRW one). We choose a suitable family of timelike observers with

four velocity ua, provided the worldlines of these observers coincide with that of

comoving observers in the background FLRW spacetime. Then we define certain

tensor quantities that vanish on the background spacetime, such that these can

be regarded as gauge invariant variables according to Stewart Walker lemma. A

closed set of non-linear evolution equations are obtained for these variables. Then

we linearize the equations for an “almost FLRW” spacetime, by just giving up the

terms appeared as products of first order variables. The linearized equations are

solved following decomposition of first order variables into scalar, divergenceless

vector and traceless, divergenceless tensor.

Although the perturbations and their evolution equations are completely gauge

invariant and covariant, apparently a new type of ambiguity may arise due to

choice of observers. If the background spacetime is spatially homogeneous and

isotropic, there exists a preferred family of observers, i.e. the comoving observers,

which are also observer of spatial homogeneity and isotropy. In the physical inho-

mogeneous manifold no such prefered observers exist. However, under the change

of observers, the variables and their evolution equations do not change, only their

interpretation is altered.

Finally we have presented the relations between the covariant perturbations

and the ordinary gauge invariant variables, used in the coordinate based perturba-

tion theory.
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Chapter 4

Perturbations in the contracting

phase of a bouncing universe

4.1 Introduction

We have seen in Sec. (2.5) that the perturbations have growing modes in a col-

lapsing universe, which can invalidate the linear perturbation theory at or near the

bounce and give rise to nonlinear effects, which in turn may affect the power spec-

trum of the perturbations. Hence one should be cautious in using the linear pertur-

bation theory to evolve the scale invariant perturbations originated in the matter

dominated phase of the contracting branch through the bounce. The calculations

in standard coordinate based perturbation theory have shown that the perturbations

grow in some gauges, while they remain small in some other gauges. For exam-

ple the perturbation remains linear close to the bounce if one uses the uniform

curvature gauge instead of the Newtonian gauge. Similarly, at the bounce, where

Hubble’s constant goes to zero, neither the Newtonian nor the uniform curvature
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gauge but the synchronous gauge preserves the linearity of the perturbation.

Similar phenomena is observed in the expanding universe. Scalar perturba-

tions grow in the longitudinal gauge in inflationary phase. But that growing mode

can be “gauged down” by choosing an appropriate gauge and the spectrum of per-

turbations are computed in that gauge or using the covariant and gauge invariant

variables [70].

The purpose of this chapter, based on [29], is to analyze the problem in the

covariant approach to the perturbation theory. In this approach, the dynamical

variables are fully gauge invariant and hence, the analysis is completely indepen-

dent of the choice of gauge conditions. Moreover, in contrast with the perturbative

expansion of Einstein equations used in standard perturbation theory, the dynam-

ical equations are exact and nonlinear. One can relate the variables used in the

covariant analysis with the gauge invariant variables used in the standard pertur-

bation theory. For example, the vector ζa, defined in Eq. (3.3.57) of Sec. (3.3.3),

can be seen as a generalization of the curvature perturbation ζ , used in linear the-

ory. In particular ζa coincides with the usual ζ for long wavelengths, but the two

quantities differ on small scales, where spatial derivatives cannot be neglected.

We consider adiabatic and perfect fluid perturbations in a collapsing radiation

and dust dominated flat FLRW background. For the equation of state p = wµ, the

zeroth order quantities in flat FLRW background are defined by the Eq (3.5.42)

with t∗ is replaced by −t∗:

µ =
M

a3(1+w)
, a =

(
− t

t∗

) 2
3(1+w)

, θ =
2

1 + w

1

t
.

We assume the bounce occurs at t = −tb such that tb is of the order of Plank scale.

The initial time t = −t∗ is well inside the regime dominated by the single fluid

considered here such that, ab = a(−tb) << 1. The constants M and t∗ have the
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following relation:

κMt2∗ =
4

3(1 + w)2
. (4.1.1)

First, the linear perturbation equations are solved in these backgrounds near

the bounce. Then these solutions are used to compare the linear and nonlinear

terms in the full nonlinear perturbation equations to investigate the validity of

the linearized approximations. Our discussion is general and not specific to a

particular model of bounce.

So far it has been checked whether perturbations are sufficiently small com-

pared with their background quantities. If that criterion holds, second order per-

turbations are assumed to be even smaller and linear perturbation theory is con-

sidered to be a good approximation. But this test will not work in covariant for-

malism as the background values of the gauge invariant perturbations are zero. In

the present work, we have checked whether higher order perturbations are truly

smaller compared with 1st order ones. We will show that the answer is not positive

for all perturbation modes near bounce.

The outline of this chapter is as follows. In Sec. 4.2, the conditions for valid-

ity of the linear approximation for adiabatic perturbations in a flat FLRW back-

graound are set up. In Sec. 4.3 we present the solutions of the linearized equations

for a background with matter equation of state p = wµ. In Sec. 4.4 we compare

the first and higher order terms in the full nonlinear equations.

4.2 Conditions for linearity

In the standard perturbation theory, linearization is justified if the perturbations

are small with respect to corresponding background quantities. The gauge invari-

ant variables, defined in Sec. (3.3.3), are nonlinear because we have not assumed
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any “smallness” to define these quantities. However, when we linearize the sys-

tem of equations to study the linear evolution, we assume that the perturbations

are ”small” in some sense. It is not possible to describe that “smallness” in the

same mathematical language as used in coordinate based perturbation theory be-

cause the variables, corresponding to the gauge invariant variables in physical

spacetime, are zero by definition on the background spacetime. The use of dimen-

sionless variable [71] is not unique, because one can multiply any power of scale

factor a and that variable remains dimensionless. The natural way is to demand

that the higher order terms of perturbation equations remain small with respect to

the first order terms.

Let us concentrate on the evolution of density perturbations Xa. The Xa is

coupled with Za up to linear order by the Eqs. (3.4.21) and (3.4.22). We consider

only perfect fluid perturbations, i. e., qa = 0 and πab = 0. Hence these equations

become:

a−4h b
a (a

4Xb)̇ = −κ(µ+ p)Za − (σb
a + ωb

a)Xb, (4.2.1)

a−3h b
a (a

3Zb)̇ = Rνa −
1

2
Xa + Aa + 2(3)∇a(ω

2 − σ2)

−(σb
a + ωb

a)Zb. (4.2.2)

In the right hand side of the first equation, the term κ(µ + p)Za is of first or-

der (linear) whereas σb
aXb and ωb

aXb are higher order terms. According to the

Friedmann equations κµ = 1
3
θ2 for a flat FLRW spacetime; thus R is a first order

variable. So in the right hand side of the second equation, there are two first order

terms Xa and Za and five second order terms Rνa, 2(3)∇a(σ
2), 2(3)∇a(ω

2), σb
aZb

and ωb
aZb.

To compare the nonlinear terms of these equations with the linear terms of the
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same equations, we define following parameters:

ε1 =

∣∣ωb
aXb

∣∣
|κ(µ+ p)Za|

, ε2 =

∣∣σb
aXb

∣∣
|κ(µ+ p)Za|

,

ε3 =
|Rνa|∣∣1
2
Xa

∣∣ , ε4 =

∣∣2h b
a ∇bω

2
∣∣∣∣1

2
Xa

∣∣ , ε5 =

∣∣2h b
a ∇bσ

2
∣∣∣∣1

2
Xa

∣∣ ,

ε6 =

∣∣ωb
aZb

∣∣∣∣1
2
Xa

∣∣ , ε7 =

∣∣σb
aZb

∣∣∣∣1
2
Xa

∣∣ ,
ε̃3 =

|Rδua|
|Aa|

, ε̃4 =

∣∣2h b
a ∇bω

2
∣∣

|Aa|
, ε̃5 =

∣∣2h b
a ∇bσ

2
∣∣

|Aa|
,

ε̃6 =

∣∣ωb
aZb

∣∣
|Aa|

, ε̃7 =

∣∣σb
aZb

∣∣
|Aa|

. (4.2.3)

The linear perturbation theory is valid for the solutions of (4.2.1) and (4.2.2), if

the following conditions are satisfied throughout the regime under consideration:

(1) ε1, ε2 ≪ 1,

(2) ε3, ε4, ε5, ε6, ε7 ≪ 1, and/or ε̃3, ε̃4, ε̃5, ε̃6, ε̃7 ≪ 1.

4.3 Linear perturbations in a contracting universe

In the Sec. (3.5), solutions of the linear perturbation equations are demonstrated

for simple cases. We are concerned with those perturbations which exit the Hubble

radius in matter dominated contracting phase, far away from the bounce. At the

end of the contracting phase almost all modes move outside the horizon. So we

consider the superhorizon modes of perturbations such that

k

a
≪ |H| . (4.3.1)

The long wavelength solutions for the scalar perturbations are given in the

Eqs. (3.5.51) and (3.5.52). Using (3.5.47) we can write X and Z as functions of
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the scale factor a:

X(k, t) = X(1)(k)a−(11+3w)/2 +X(2)(k)a−3, (4.3.2)

Z(k, t) = Z(1)(k)a−4 + Z(2)(k)a−3(1−w)/2, (4.3.3)

where

Z(1)(k) =
3

2
θ−1
∗ X(1)(k), Z(2)(k) = − 1

1 + w
θ−1
∗ X(2)(k). (4.3.4)

The acceleration is expressed in terms of Xa as

ν = − w

1 + w

X

κµ
= − 3w

1 + w
θ−2
∗
(
X(1)(k)a−(5−3w)/2 +X(2)(k)a3w

)
. (4.3.5)

The variables A and Aa are found using the properties of scalar harmonics

(3.5.13) and (3.5.18):

A = (3)∇aνa =
∑
k

ν(3)∇aQ(0)
a =

∑
k

k

a
νQ(0), (4.3.6)

Aa =
(3)∇aA =

∑
k

k

a
ν(3)∇aQ

(0) = −
∑
k

k2

a2
νQ(0)

a . (4.3.7)

The scalar perturbationsXa and Za are coupled with the vector and tensor per-

turbations in nonlinear order. So in order to calculate the growth rate of linearity

parameters we need the ωab and σab. The vecor perturbations ωab and ra are given

by the Eq. (3.5.59) and the tensor part of σab is given by Eq. (3.5.72). Writing in

terms of a:

σT (k, t) = Σ
(1)
T (k)a−3 + Σ

(2)
T (k)a−(1−3w)/2. (4.3.8)

The fourier components of the scalar and vector parts of σab are obtained from the

relations (3.5.40):

σV (k, t) = 2
a

k
r(k, t) = 2

R(k)

k
a−2+3w, (4.3.9)

σS(k, t) =
a

k
Z(k, t) =

Z(1)(k)

k
a−3 +

Z(2)(k)

k
a−(1−3w)/2. (4.3.10)

120



4.4 Comparison of linear and nonlinear terms

We have seen that each variable has growing mode(s) near the bounce. But this

growing mode(s) can be absorbed by a mere redefinition of that variable. For

example, if a variable f behaves as f ∼ a−n near the bounce, then we can con-

struct a new variable f̃ = amf , such that m ≥ n, which remains finite. So the

growing modes of perturbations do not rule out their linear evolution. In order to

investigate whether the perturbations remain linear near the bounce one needs to

compare linear and nonlinear terms of the perturbation equations using the behav-

ior of linearity parameters defined in Sec. 4.2.

4.4.1 Radiation dominated case

Let us consider the background to be a radiation dominated flat FLRW universe.

The equation of state is p = 1
3
µ. So putting w = 1

3
in the equations (4.3.2)-(4.3.7)

and keeping only the dominant modes near the bounce, we obtain:

Xa = X̄aa
−6, Za = Z̄aa

−4,

νa = Uaa
−2, A = Āa−3, Aa = Āaa

−4. (4.4.1)

The evolution of the vorticity is obtained by putting w = 1
3

in Eq. (3.5.59). The

shear σab is composed of tansor, vector and scalar parts, given respectively by

(4.3.8), (4.3.9) and (4.3.10). Taking only the dominant modes we can write

ωab = Ωaba
−1, σab = Σaba

−3. (4.4.2)
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The higher order value of curvature perturbation (3.4.23) is

R = A+ 2(ω2 − σ2)

= Āa−3 + 2Ω2a−2 − 2Σ2a−6

= −R̄a−6, (4.4.3)

where, X̄a, Z̄a, Ua, Ā, Āa, Ωab, Σab and R̄ are time independent.

Using the commutation of time and spatial derivatives,

h b
a ∇bω

2 = Ωaa
−3, h b

a ∇bσ
2 = Σaa

−7, (4.4.4)

with Ω̇a = Σ̇a = 0. Now substituting the perturbations from (4.4.1)-(4.4.2) in

(4.2.3), we obtain the growth rates of the linearity parameters with the scale factor

a:

ε1 =

∣∣Ωb
aX̄b

∣∣∣∣4
3
κMZ̄a

∣∣a, ε2 =

∣∣Σb
aX̄b

∣∣∣∣4
3
κMZ̄a

∣∣a−1, (4.4.5)

ε3 =

∣∣R̄Ua

∣∣∣∣1
2
X̄a

∣∣ a−2, ε4 =
|2Ωa|∣∣1
2
X̄a

∣∣a3, ε5 = |2Σa|∣∣1
2
X̄a

∣∣a−1, (4.4.6)

ε6 =

∣∣Ωb
aZ̄b

∣∣∣∣1
2
X̄a

∣∣ a, ε7 =
∣∣Ωb

aZ̄b

∣∣∣∣1
2
X̄a

∣∣ a−1, (4.4.7)

ε̃3 =

∣∣R̄Ua

∣∣∣∣Āa

∣∣ a−4, ε̃4 =
|2Ωa|∣∣Āa

∣∣ a, ε̃5 = |2Σa|∣∣Āa

∣∣ a−3, (4.4.8)

ε̃6 =

∣∣Ωb
aZ̄b

∣∣∣∣Āa

∣∣ a−1, ε̃7 =

∣∣Ωb
aZ̄b

∣∣∣∣Āa

∣∣ a−3. (4.4.9)

Let at some time slice t = −t1, such that t∗ ≫ t1 ≫ tb, linearity conditions

are satisfied. So ε2(−t1) =
|Σb

aX̄b|
| 43κMZ̄a|a

−1
1 ≪ 1. If we consider another time slice

t = −t2, which is close to tb, i. e., t1 ≫ t2 & tb, then

ε2(−t2) = ε2(−t1)
a1
a2
. (4.4.10)
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Since a2 ≪ a1, the parameter ε2 may become order 1 at t = −t2 and the condition

(1) no longer holds. Similar arguments can be given for ε3, ε5, ε7, ε̃3, ε̃5, ε̃6 and

ε̃7.

4.4.2 Dust dominated case

For a dust dominated flat FLRW background, the equation of state is p = 0. As

a consequence Ya, νa, A and Aa vanishes identiacally. Evolution of other gauge

invariant variables are found by putting w = 0:

Xa = X̄aa
−11/2, Za = Z̄aa

−4,.

ωab = Ωaba
−2, σab = Σaba

−3,

h b
a ∇bω

2 = Ωaa
−5, h b

a ∇bσ
2 = Σaa

−7. (4.4.11)

Since Aa = 0, ε̃3-ε̃7 are undefined. To preserve linearity, all ε1-ε7 must be much

less than 1. The growth rates of the linearity parameters are

ε1 =

∣∣Ωb
aX̄b

∣∣∣∣κMZ̄a

∣∣a− 1
2 , ε2 =

∣∣Σb
aX̄b

∣∣∣∣κMZ̄a

∣∣a− 3
2 , (4.4.12)

ε3 = 0, ε4 =
|2Ωa|∣∣1
2
X̄a

∣∣a 1
2 , ε5 =

|2Σa|∣∣1
2
X̄a

∣∣a− 3
2 , (4.4.13)

ε6 =

∣∣Ωb
aZ̄b

∣∣∣∣1
2
X̄a

∣∣ a− 1
2 , ε7 =

∣∣Σb
aZ̄b

∣∣∣∣1
2
X̄a

∣∣ a− 3
2 . (4.4.14)

So, in this case also some of the parameters ε1, ε2, ε5, ε6, ε7 may become order 1,

near the bounce.

4.5 Conclusion

In order to investigate the issue of validity of linear perturbation theory near

bounce, we used the covariant approach. We focus on the evolution equations
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for density perturbation Xa. The validity conditions of linear approximation of

the (nonlinear) density perturbation equations are set in terms of some linearity

parameters. Then the linear perturbation equations are solved for a collapsing

FLRW background near the bounce. The solutions are used to compute the lin-

earity parameters. It is found that some of those parameters grow beyond order

unity near the bounce in both radiation and dust dominated cases. That means the

nonlinear terms are comparable to the linear terms. So unless some special initial

conditions are imposed on the variables such as shear and vorticity, perturbations

may not be linear near the bounce.

Thus we conclude that perturbations may not be linear near the bounce and

linear perturbation theory may not be adequate to give proper evolution of per-

turbations through the bounce. Our results are independent of choice of gauge.

We used gauge invariant variables that were not assumed to be small with re-

spect to background. So one can evolve them through the bounce and match with

corresponding quantities in the expanding phase—but this would require the full

nonlinear analysis.

In this work, we consider only the contracting branch and used general relativ-

ity with usual matter distribution as a correct theory to describe the dynamics of

the universe. To investigate the nonlinearity of perturbations in a concrete manner,

we have to take specific models of bounce.
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Chapter 5

Covariant perturbations through a

simple nonsingular bounce

5.1 Introduction

In the previous chapter, it is shown that in a single fluid dominated contracting

branch of a bouncing universe the higher order perturbations grow more rapidly

in comparison to the linear order perturbations. However, in order to investigate

the behavior of perturbations at the bounce, we need to study a specific model of

the nonsingular and bouncing universe. as discussed in Sec. (2.3), existance of a

bouncing solution demands either a theory beyond Einsteins general relativity or

presence of some unusual matter that violates certain energy conditions. In this

chapter, based on [31], we choose a model that makes use the latter option.

We take a toy model for the flat Friedmann-Lemaitre-Robertson-Walker (FLRW)

bouncing universe filled with a two-component perfect fluid, one component is a

normal fluid with a dustlike equation of state, henceforth referred to as fluid-1,
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Figure 5.1: Plot of Hubble parameter as a function of conformal time η

and the other component has a negative energy density and pressure, henceforth

referred to as fluid-2 [30]. Away from the bounce, the contribution of fluid-2 in

the total energy budget is negligible and hence, the contraction of the universe

is essentially guided by fluid-1. But close to the bounce, fluid-2 becomes domi-

nant and as a result the collapse slows down by minimizing the Hubble parameter

H . At turning point Ḣ becomes zero. Eventually the bouncing point H = 0 is

reached and the universe starts to re-expand. Again at another turning point Ḣ

vanishes and subsequently fluid-1 starts to dominate. Between the two turning

points the null energy condition (NEC) is violated by the composite fluid. Varia-

tion of Hubble parameter as function of conformal time η is shown in Figure(5.1).

In this paper we study the evolution of perturbations through the bounce in the

covariant approach. It turns out that the scalar and vector perturbations diverge

not at the bouncing point but at the turning point; whereas the tensor perturba-

tions oscillate at the bounce as well as at the turning point. At the turning point,

we investigate the validity of linear perturbation theory. The linearity parameters

(the ratio of the nonlinear and linear terms in perturbation equations) diverge at the

turning point, confirming the appearance of nonlinearity in perturbations. The co-

moving curvature perturbation is conserved for adiabatic perturbations; however,
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in our model a nonadiabatic mode of perturbation exists. We have computed the

nonadiabatic mode of covariantly defined comoving curvature perturbation and

have shown that that mode is singular at the turning point.

We also consider a specific initial condition for scalars in which the entropic

perturbation is absent and the adiabatic perturbations are originated from quantum

fluctuations of the Bunch-Davis vacuum state in the matter dominated era. Using

a numerical analysis we evolve the perturbations through the bounce. Divergence

of the linearity parameters remains unaltered even in the presence of these special

initial conditions. The scale invariance of the spectra are preserved well after the

bounce. The correct spectra are obtained from the matching of V and not the X

across the transition surface.

The paper is organized as follows. In Sec. (5.2), we describe the background

bouncing model. In Sec. (5.3) the gauge invariant perturbations are defined co-

variantly. The equations are set up in Sec. (5.4). In Sec. (5.5), we demonstrate the

solutions of linear perturbation equations. In Sec. (5.6), the behavior of comoving

curvature perturbations are discussed. In Sec. (5.7), we compute the linearity pa-

rameters at the turning point. The matching conditions are discussed in Sec. (5.8)

and the numerical analysis is demonstrated in Sec. (5.9).

5.2 Background

We consider a flat FLRW universe with a two component perfect fluid [30]. The

two components have the same 4-velocity ua which is taken to be the velocity of

the comoving observers,

ua =
dxa

dτ
, uaua = −1, (5.2.1)
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where τ is the proper time along the world lines of comoving observers. The two

components of the fluid must have identical velocity at least in the background

spacetime, because otherwise the background ceases to be an isotropic one. We

assume here that the fluids’ velocity is the same in the physical spacetime also.

Although this assumption may lead to some loss of accuracy, our aim in this paper

is not to calculate the cosmological parameters accurately but to understand the

physical consequences of bounce on the evolution of perturbations. We hope such

an assumption does not significantly alter the qualitative results. Note that such

assumptions are often taken into consideration for matter-radiation transition in

expanding universes [1].

The dynamical evolution is determined by the Einstein equation

Gab = Rab −
1

2
gabR = κTab, (5.2.2)

where κ = 8πG. Tab is the total energy-momentum tensor:

Tab = µuaub + phab, hab = gab + uaub, (5.2.3)

µ = µ1 − µ2, p = p1 − p2. (5.2.4)

Fluid-1 is a normal fluid, whereas fluid-2 violates the strong and weak energy

condition. Each component satisfies the energy conservation condition separately:

µ̇1 + θ(µ1 + p1) = 0, µ̇2 + θ(µ2 + p2) = 0. (5.2.5)

The overdot is representing the covariant derivative along world lines of comov-

ing observers and θ = ∇au
a is the expansion of neighboring world lines of co-

moving observers. The scale factor a(τ) along each world line is defined by the

Eq. (3.3.15).
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Equation (5.2.5) together with the equations of state, p1 = w1µ1, p2 = w2µ2,

give the evolution of energy densities,

µ1 =
M1

an1
, µ2 =

M2

an2
, (5.2.6)

where n1 = 3(1 + w1) and n2 = 3(1 + w2).

If w1 and w2 bears the following relation,

w2 = 2w1 +
1

3
⇔ n2 = 2(n1 − 1), (5.2.7)

then the Friedmann’s equations yield a simple bouncing solution,

a(η) = ϵ

(
1 +

η2

η20

)α

, (5.2.8)

where η =
∫
a−1dt is conformal time and

ϵ =

(
M2

M1

)α

, α =
1

n2 − n1

=
1

n1 − 2
. (5.2.9)

At any point on the manifold, a perfect fluid is characterized completely by

energy density µ, entropy density S and the velocity 4-vector ua. The pressure

can be expressed as a function of µ and S via equation of state

p = p(µ, S). (5.2.10)

So the small change in pressure is given by

δp = c2sδµ+ τδS, (5.2.11)

where c2s =
(

∂p
∂µ

)
S

is adiabatic speed of sound and τ =
(
∂p
∂S

)
µ
. Since in absence

of dissipation, entropy is conserved along fluid flow lines, i.e., Ṡ = 0,

c2s =
ṗ

µ̇
= − ṗ

θ(µ+ p)
. (5.2.12)
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This shows that if µ + p vanishes, but ṗ remains nonzero, then the speed of

sound blows up.

Let us consider the normal fluid is dustlike, i. e., w1 = 0. Then the relation

(5.2.7) constrains the fluid-2 to be radiationlike (w2 =
1
3
):

µ1 =
M1

a3
, µ2 =

M2

a4
. (5.2.13)

In terms of the dimensionless quantity x = η/η0, we have

a(x) = ϵ(1 + x2), ϵ =
M2

M1

, κM1η
2
0 = 12ϵ, (5.2.14)

H =
a′

a
=

2x

1 + x2
, H′ = 2

1− x2

1 + x2
, (5.2.15)

a′′

a
= H′ +H2 =

2

1 + x2
. (5.2.16)

Primes are representing derivatives with respect to x.

The scalar curvature R = 6
η20a

2
a′′

a
remains finite for the entire range of x:

µ+ p =
M1

a4
(a− β) =

M1

ϵ3
3x2 − 1

3(x2 + 1)4
, β =

4

3
ϵ. (5.2.17)

So, at x = ± 1√
3
, i.e. a = β, µ + p vanishes. The null energy condition, which

in the case of perfect fluid means µ + p ≥ 0, is satisfied for |x| ≥ 1√
3
, but it is

violated for |x| < 1√
3
. The spacelike hypersurfaces at x = ± 1√

3
, which form the

boundary between the two regions, are called turning points.

Speed of sound in this model diverges at the turning points,

c2s = −1

3

β

a− β
= −4

3

1

3x2 − 1
. (5.2.18)

5.3 Perturbations

In covariant perturbation theory, as gauge invariant perturbations, we consider

the variables, which vanish in the background FLRW manifold. Some of those
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variables which form a closed set of equations are listed below [59]:

(1) Shear (σab), vorticity (ωab) and acceleration (νa),

(2) “Electric” (Eab) and “magnetic” (Hab) parts of the Weyl tensor,

(3) Spatial gradients of the energy densities, pressure densities and expansion,

Xa = κh b
a ∇bµ, Ya = κh b

a ∇bp, Za = h b
a ∇bθ,

X1a = κh b
a ∇bµ1, X2a = κh b

a ∇bµ2,

Y1a = κh b
a ∇bp1, Y2a = κh b

a ∇bp2,

Xa = X1a −X2a, Ya = Y1a − Y2a. (5.3.1)

Using equations of state, Y1a = 0, Y2a =
1
3
X2a.

The nonadiabatic mode of perturbation is

Γa = κτh b
a ∇bS = Ya − c2sXa =

βX1a − aX2a

3(a− β)
. (5.3.2)

All these variables defined in and their derivatives are considered to be linear

or first order variables. These first order variables can be translated to the ordinary

gauge invariant perturbations used in coordinate based perturbation theory. Some

of those relations are shown in Sec. 3.7. Any quantity which is quadratic in first

order variables is higher order.

5.4 Dynamic equations and constraints

We assume the two components do not exchange energy but exchange momentum

among themselves. So the momentum conservation equation must be satisfied for

the two fluids together:

κ(µ+ p)νa + Ya = 0. (5.4.1)

131



Taking time derivative of X1a and using the Eqs. (3.3.14), (5.4.1) and first of

the Eq. (5.2.5):

Ẋ1a = κub∇b(h
c
a ∇cµ1)

= κh c
a u

b∇c∇bµ1 + κ∇cµ1u
b∇b(uau

c)

= κh c
a [∇c(u

b∇bµ1)− (∇bµ1)(∇cu
b)] + κ∇cµ1(νau

c + uaν
c)

= κh c
a

[
∇c (−θ (µ1 + p1))− (∇bµ1)

(
(3)∇cu

b − ucν
b
)]

+κ [νaµ̇1 + uaν
c∇cµ1]

= −κ(µ1 + p1)Za − θ(X1a + Y1a)

−
(
1

3
hbaθ + σb

a + ωb
a − uaν

b

)
X1b

+
Ya

κ(µ+ p)
κθ(µ1 + p1) + uaν

bX1b

= −κ(µ1 + p1)Za −
4

3
θX1a − θ

(
Y1a −

µ1 + p1
µ+ p

Ya

)
−(σb

a + ωb
a − uaν

b)X1b.

Projecting on the 3-hypersurface:

a−4h b
a (a

4X1a)̇ = −κ(µ1 + p1)Za − θ

(
Y1a −

µ1 + p1
µ+ p

Ya

)
−(σb

a + ωb
a)X1b. (5.4.2)

Similarly using the second equation of (5.2.5) we obtain the evolution equation

of X2a:

a−4h b
a (a

4X2a)̇ = −κ(µ2 + p2)Za − θ

(
Y2a −

µ2 + p2
µ+ p

Ya

)
−(σb

a + ωb
a)X2b. (5.4.3)

The equations (5.4.2) and (5.4.3) can be put in more convenient form by re-
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placing Ya by Y1a − Y2a

Y1a −
µ1 + p1
µ+ p

Ya = Y2a −
µ2 + p2
µ+ p

Ya

= −µ2 + p2
µ+ p

Y1a +
µ1 + p1
µ+ p

Y2a, (5.4.4)

which leads to the following evolution equations for X1a and X2a:

a−4h b
a (a

4X1a)̇ = θ

(
µ2 + p2
µ+ p

Y1a −
µ1 + p1
µ+ p

Y2a

)
− κ(µ1 + p1)Za

−(σb
a + ωb

a)X1b, (5.4.5)

a−4h b
a (a

4X2a)̇ = θ

(
µ2 + p2
µ+ p

Y1a −
µ1 + p1
µ+ p

Y2a

)
− κ(µ2 + p2)Za

−(σb
a + ωb

a)X2b. (5.4.6)

Subtracting (5.4.6) from (5.4.5) we obtain,

a−4h b
a (a

4Xa)̇ = −κ(µ+ p)Za − (σb
a + ωb

a)Xb. (5.4.7)

which is same as the Eq. (3.4.21) for perfect fluid perturbations, i.e. with qa = 0

and πab = 0.

Evolution equations for other variables Za, σab, ωab, Eab and Hab are given by

the equations (3.4.22), (3.4.10), (3.4.11), (3.4.15) and (3.4.16) respectively with

qa = 0 and πab = 0. The constraint relations that must be satisfied at some initial

time on each world line are given by (3.4.12)-(3.4.14), (3.4.17) and (3.4.18).

5.5 Solutions of linearized equations

To study the linear evolution of perturbations we will use the usual classifica-

tion of perturbations in terms of scalar, vector and tensor modes, described in

the Sec. (3.5.1). Under such characterization Xas, Yas, Za, Γa, and νa are scalar
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perturbations and ωab and ra are vector perturbations. The σab, Eab and Hab are

traceless symmetric tensors, which can be decomposed into scalar, vector and pure

tensor perturbation.

5.5.1 Scalar perturbations

Linearized forms of (5.4.5), (5.4.6) and (3.4.22), in our background model, are

a−4(a4X1a)̇ = −κM1

a3
Za −

1

3
θ

a

a− β
X2a, (5.5.1)

a−4(a4X2a)̇ = −βκM1

a4
Za −

1

3
θ

a

a− β
X2a, (5.5.2)

a−3(a3Za)̇ = −1

2
(X1a −X2a) + Aa. (5.5.3)

To solve the equations, let us expand the variables in Fourier modes on the

3-hypersurface,

Sa =
∑
k

S(k, t)Q(0)
a , (5.5.4)

where S stands for any scalar perturbations. Q(0)
a are the eigenfunctions of spatial

Laplacian, explained in the Sec. 3.5.2.

Using (5.4.1),

Aa = h b
a ∇b∇cνc

=
1

κM1

a4

a− β

∑
k

k2

a2
Y (k, t)Q(0)

a

= − 1

3κM1

a4

a− β

∑
k

k2

a2
X2(k, t)Q

(0)
a . (5.5.5)

Using dimensionless quantities

X1 = η30a
4X1, X2 = η30a

4X2, Z = η20a
3Z, (5.5.6)
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Eqs. (5.5.1)-(5.5.3) in Fourier modes become

X ′
1 = −9β

a
Z − a′

a− β
X2, (5.5.7)

X ′
2 = −9β2

a2
Z − a′

a− β
X2, (5.5.8)

Z ′ = −1

2
(X1 −X2)−

q2a2

27β(a− β)
X2, (5.5.9)

where prime denotes the derivative with respect to dimensionless conformal time

x = η/η0 and q = kη0 is the dimensionless wave number.

Eliminating Z from (5.5.7) and (5.5.8),

βX ′
1 = (aX2)

′ =⇒ X2(q, x) =
β

a
(X1(q, x)− C1(q)). (5.5.10)

Using new variable W = X1 − C1, Eqs. (5.5.7)-(5.5.9) are reduced to:

W ′ = −a
′

a

β

a− β
W − 9β

a
Z, (5.5.11)

Z ′ = −
(
1

2

a− β

a
+
q2

27

a

a− β

)
W − 1

2
C1. (5.5.12)

The arbitrary constant C1(q) is related to the initial spectrum of nonadiabatic

mode of perturbation, defined in (5.3.2):

Γ(q, x) =
βC1(q)

3η30a
4(a− β)

. (5.5.13)

This shows that entropy perturbation decays far away from bounce (a ≫ β) as

a−5 and diverges at a ∼ β.

From (5.5.11) and (5.5.12) we extract a second order inhomogeneous differ-

ential equation for W:

W ′′ +
a′

a− β
W ′ +

β

a

(
a′′

a
− a′2

(a− β)2
− 9

2

a− β

a
− q2

3

a

a− β

)
W

=
9βC1(q)

2a
(5.5.14)
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or

W ′′ + P1(q, x)W ′ + P0(q, x)W = C1(q)P (q, x), (5.5.15)

where

P1(q, x) =
6x

3x2 − 1
,

P0(q, x) = −
(
2(9x2 + 1)(3x4 − 2x2 + 3)

(x2 + 1)2(3x2 − 1)2
+

4

3

q2

3x2 − 1

)
,

P (q, x) =
6

x2 + 1
. (5.5.16)

X1, X2 and Z can be expressed in terms of W:

X1 = W + C1, X2 =
β

a
W =

4

3(x2 + 1)
W ,

Z = − a

9β

(
W ′′ +

a′

a

a

a− β
W
)

= −1

9

a2

β(a− β)

(
a− β

a
W
)′

.

All scalar perturbations are given by

X1(q, x) = η−3
0 a−4X1(q, x), X2(q, x) = η−3

0 a−4X2(q, x),

Z(q, x) = η−2
0 a−3Z(q, x), Y (q, x) = −1

3
X2(q, x),

ν(q, x) = − Y (q,x)
κ(µ+p)

, A(q, x) = −
(
k
a

)2
ν(q, x). (5.5.17)

Scalar part of shear is given by the Eq. (3.5.40),

σS(q, x) = Z(q, x)
a

k
= η−1

0 a−2Z(q, x)

q
. (5.5.18)

For q = 0, Eq. (5.5.15) has a general solution:

W(0, x) = −C1(0)
3(x2 + 1)

3x2 − 1
+ C2(0)

3x

(x2 + 1)(3x2 − 1)

+C3(0)
9x6 + 25x4 + 15x2 + 15

3(x2 + 1)(3x2 − 1)
. (5.5.19)
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To solve for modes with nonzero momentum, we will concentrate on different

regions of interest. We are working in a collapsing FLRW universe undergoing

a nonsingular bounce. Long before the bounce (a ≫ ϵ), the energy density of

fluid-1 dominates over the energy density of fluid-2 and we have a dust dominated

collapsing FLRW background. Let us call this region as region A. The neigh-

borhood of the turning point x ∼ − 1√
3

is region B. Another region of interest

is the point of bounce, characterized by vanishing of the Hubble parameter and

corresponds to the time x = 0. This is the region C.

Region A

In this region, |x| ≫ 1 and a(x) ≃ 3
4
βx2. Changing the variable x to z = 1

x
, Eq.

(5.5.15) takes form

d2WA

dz2
+ PA1(q, z)

dWA

dz
+ PA0(q, z)WA = C1(q)PA(q, z), (5.5.20)

where

PA1(q, z) =
2

z
− 1

z2
P1(q,

1

z
),

PA0(q, z) =
1

z4
P0(q,

1

z
),

PA(q, z) =
1

z4
P (q,

1

z
).

Expanding the coefficients PA1, PA0, PA in Taylor series around z = 0:

PA1(q, z) = −2

3

(
z +

z3

3
+
z5

9
+ · · ·

)
,

PA0(q, z) = −
(
6 +

4q2

9

)
1

z2
+

(
34

3
− 4q2

27

)
−
(
22 +

4q2

81

)
z2 + · · · ,

PA(q, z) = 6

(
1

z2
− 1 + z2 − · · ·

)
. (5.5.21)
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We obtain the power series solution of (5.5.20) as

WA(q,
1

z
) = − C1(q)

1 + 2q2

27

[
1 +

4

3

9− q2

9 + q2
z2 + · · ·

]
+CA

2 (q)z
3+δ

[
1− 28− 7δ − δ2

6(7 + 2δ)
z2 + · · ·

]
+
CA

3 (q)

z2+δ

[
1 +

38− 3δ − δ2

6(3 + 2δ)
z2 + · · ·

]
, (5.5.22)

where

δ =
5

2

√1 +

(
4q

15

)2

− 1

 . (5.5.23)

In the limit z → 0, behaviors of the variables Z , X1 and X2 are found to be

ZA(q, x) =
12q2

(27 + 2q2)(9 + q2)

C1(q)

x
+

3 + δ

12

CA
2 (q)

x2+δ
− 2 + δ

12
CA

3 (q)x
3+δ,

X1A(q, x) =
2q2

27 + 2q2
C1(q) + CA

2 (q)x
−3−δ + CA

3 (q)x
2+δ,

X2A(q, x) = − 36

27 + 2q2
C1(q)x

−2 +
4

3
CA

2 (q)x
−5−δ +

4

3
CA

3 (q)x
δ. (5.5.24)

Region B

In this region, x ∼ − 1√
3
. In terms of a new variable, y =

√
3x+ 1, (5.5.15) takes

the following form:

d2WB

dy2
+ PB1(q, y)

dWB

dy
+ PB0(q, y)WB = C1(q)PB(q, y). (5.5.25)

Again the coefficients obtained as a Taylor series around y = 0,

PB1(q, y) =
1

y

[
1− 1

2
y − 1

4
y2 + · · ·

]
,

PB0(q, y) = − 1

y2

[
1 +

(
1

2
− 2q2

9

)
y +

(
1

4
− q2

9

)
y2 + · · ·

]
,

PB(q, y) =
3

2

[
1 +

1

2
y + · · ·

]
. (5.5.26)
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The general solution of (5.5.25) in the limit y → 0 is

WB(q, y) =
1

2
C1(q)y

2

[
1 +

1

8

(
3− 2q2

9

)
y + · · ·

]
+CB

2 (q)y

[
1 +

1

3

(
1− 2q2

9

)
y + · · ·

]
+
CB

3 (q)

y

[
1 +

2q2

9
y + · · ·

]
. (5.5.27)

Keeping only the leading terms,

X1B(q, y) = C1(q) + CB
2 (q)y +

CB
3 (q)

y
, (5.5.28)

X2B(q, y) =
1

2
C1(q)y

2 + CB
2 (q)y +

CB
3 (q)

y
, (5.5.29)

ZB(q, y) = − 1√
3

(
1

2
C1(q)y +

2

3
CB

2 (q) +
2q2

27

CB
3 (q)

y

)
. (5.5.30)

So the scalar perturbations diverge as y−1 at the turning point. Though both

X1 and X2 diverge as y−1 near the turning point, the combination X = X1 − X2

remains finite. So X(q, x) = η−3
0 a−4X is also finite and well behaved at the

turning point.

Region C

This is the region near bounce, i.e., x = 0. The Eq. (5.5.15) becomes

d2WC

dx2
+ PC1(q, x)

dWC

dx
+ PC0(q, x)WC = C1(q)PC(q, x), (5.5.31)

where

PC1(q, x) = −6x(1 + 3x2 + 9x4 + · · · ),

PC0(q, x) = −
(
6− 4q2

3

)
−
(
74− 4q2

)
x2

−
(
278− 12q2

)
x4 − · · · ,

PC(q, x) = 6(1− x2 + x4 − · · · ). (5.5.32)
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Solutions in the limit x ∼ 0,

WC(q, x) = C1(q)

[
3x2 +

(
4− q2

3

)
x4 + · · ·

]
+CC

2 (q)

[
x+ 2

(
1− q2

9

)
x3 + · · ·

]
+CC

3 (q)

[
1 +

(
3− 2q2

3

)
x2 +

(
32− 5q2 +

2q4

9

)
x4

3
+ · · ·

]
,

X1C(q, x) = C1(q)
[
1 + 3x2 + · · ·

]
+ CC

2 (q)

[
x+ 2

(
1− q2

9

)
x3 + · · ·

]
+CC

3 (q)

[
1 +

(
3− 2q2

3

)
x2 + · · ·

]
,

X2C(q, x) =
4

3
C1(q)

[
3x2 +

(
1− q2

3

)
x2 + · · ·

]
+
4

3
CC

2 (q)

[
x+

(
1− 2q2

9

)
x3 + · · ·

]
+
4

3
CC

3 (q)

[
1 + 2

(
1− q2

3

)
x2 + · · ·

]
,

ZC(q, x) = −C1(q)

6

[
3x−

(
1 +

2q2

3

)
x3
]

−C
C
2 (q)

12

[
1−

(
1 +

2q2

3

)
x2 + · · ·

]
+
CC

3 (q)

6

[(
1 +

2q2

3

)
x+

(
47 + 4q2 − 4q4

9

)
x3

3
+ · · ·

]
, (5.5.33)

show that the scalar perturbations remain finite and well behaved near bounce.

5.5.2 Vector perturbations

The evolution of the vector perturbation ωab is given by the Eq. (3.5.54):

ωab = Ωab
1

η0a2
e
∫
c2sθdt =

Ωab

η0a(a− β)
, Ω̇ab = 0, (5.5.34)

where the factor of 1/η0 is added to keep Ωab dimensionless. The vector part of

shear (σV
ab) is obtained from (3.5.40). Let us define a dimensionless and spatial
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derivative operator Da as

Da = aη0
(3)∇a, D2 = a2η20

(3)∇2.

Da commutes with the derivative along fluid flow lines ua∇a.

Then

ra = ∇bωab = η−1
0 a−1Dbωab =

Ra

η20a
2(a− β)

, (5.5.35)

where Ra = DbΩab, Ṙa = 0.

So

σV = 2
η−2
0 R

a2(a− β)

a

k
=

2R

η0qa(a− β)
, (5.5.36)

where R(q) is the Fourier mode of Ra, defined by

Ra =
∑
q

R(q)Q(1)
a . (5.5.37)

5.5.3 Gravitational waves

The pure tensor parts of σT
ab, E

T
ab and HT

ab are the gravitational waves. The lin-

earized equation for σT
ab is obtained from (3.4.10), (3.4.15) and (3.4.16) by setting

Xia = Za = 0, ωab = 0,

△σT
ab +

5

3
θσ̇T

ab +
1

6
(θ2 − 9κp)σT

ab = 0. (5.5.38)

ET
ab and HT

ab are given by,

ET
ab = −a−2(a2σT )̇ab, HT

ab = −CurlσT
ab. (5.5.39)

Using dimensionless variables, (5.5.38) takes the following form:

σT ′′
(q, x) +

8x

x2 + 1
σT ′

(q, x) +

(
6

x2 + 1
+ q2

)
σT (q, x) = 0. (5.5.40)
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Figure 5.2: Plot of α as a function of x

α has a minimum value αmin = −2 at the bounce and two maxima αmax = 9
8

at x = ±
√

5
3
. For q2 < 9

8
, there are two regions where q2 − α < 0. But for

q2 > 9
8
, q2 − α is always positive.

The general solution for the q = 0 mode is

σT (0, x) = D1(0)
x(3x4 + 10x2 + 15)

3(x2 + 1)3
+D2(0)

1

(x2 + 1)3
. (5.5.41)

Using the variable f = (1 + x2)σT , Eq. (5.5.40) becomes

f ′′ +
[
q2 − α(x)

]
f = 0, α(x) = 2

3x2 − 1

(x2 + 1)2
. (5.5.42)

For x2 ≫ 6
q2

, f oscillates with frequency q. If q2 < 9
8
, the equation

q2 − α(x) = 0 (5.5.43)

has four roots, ±x1(q),±x2(q). For x2 < |x| < x1, q2 − α(x) is negative, but f

oscillates again for −x2 < x < x2. If, however, q2 > 9
8
, q2 − α is positive always

and f shows oscillatory behavior over the whole range of x. The frequency of

oscillation is maximum at the point of bounce x = 0. Graphical representation of

α(x) is shown in Figure(5.2). In any case f and hence σT never blow up at the

bounce or at the turning points.
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Region A: In this region, (5.5.40) becomes

x2σT
A

′′
+ 8xσT

A

′
+
(
q2x2 + 6

)
σT
A = 0. (5.5.44)

The general solution of σT in this region is

σT
A(q, x) = (qx)−7/2

[
DA

1 (q)J5/2(qx) +DA
2 (q)Y5/2(qx)

]
, (5.5.45)

where J and Y are the Bessel function and the Neumann function respectively.

Region B: Using the variable y =
√
3x + 1 in region B, Eq. (5.5.40) is

simplified to
d2σT

B

dy2
− 2

dσT
B

dy
+

(
3

2
+
q2

3

)
σT
B = 0 (5.5.46)

and its general solution is

σT
B(q, y) = ey

[
DB

1 (q) cos (mqy) +DB
2 (q) sin (mqy)

]
, (5.5.47)

where,

mq =

√
1

2
+
q2

3
. (5.5.48)

Region C: At the bounce (x → 0), as explained earlier, σT oscillates with

frequency
√
2 + q2:

σT
C(q, x) = DC

1 (q) cos
(√

2 + q2x
)
+DC

2 (q) sin
(√

2 + q2x
)
. (5.5.49)

5.6 Comoving curvature perturbation

The comoving curvature perturbation is defined by the Eq. (3.3.57) [65, 68]. This

variable is related to the comoving curvature perturbation ζ , used in the coordinate
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based perturbation theory [28]. In particular, since ζa is a spatial gradient of scalar

up to first order, we can write

ζa = h b
a ∇bζ

S. (5.6.1)

In the Sec. 3.7, it has been shown that ζS is equal to −ζ on the large scale. ζS

is conserved on all scales for adiabatic perturbation, whereas ζ is conserved on

the large scale only. However, in our model adiabatic modes are present. So the

evolution of ζa is determined by the following equation:

Luζa = − θ

3κ(µ+ p)
Γa, (5.6.2)

⇒ a−1h b
a (aζb)̇ = − θ

3κ(µ+ p)
Γa

−(σb
a + ωb

a)ζb, (5.6.3)

Lu being the Lie derivative with respect to ua. Up to first order, using (5.5.13),

a−1(aζq )̇ = − θ

3κ(µ+ p)
Γ = − ȧ

a

C1

27η0(a− β)2
. (5.6.4)

Integrating,

ζq =
1

27η0

1

a

(
C1

a− β
+ C̃2

)
. (5.6.5)

So, besides the nonadiabatic constant mode of ζS ∼ −a
k
ζq there is an adiabatic

mode which diverges at the turning point.

5.7 Validity of linear treatment at the turning point

The speed of sound and different perturbation variables become infinite at the

turning point, not at the bounce. Existence of these growing modes raised doubts

on the validity of linear perturbation theory. In the coordinate based perturbation
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theory, linear perturbation treatment is justified if the perturbations remain small

compared with background quantities. However, in covariant perturbation theory,

background values of all gauge invariant variables are zero. So in this case we

demand that the higher order terms in a perturbation equation must be small com-

pared with the first order terms. Let us consider the equations for scalar pertur-

bations (3.4.21) and (3.4.22). We have defined some linearity parameters ε1 − ε7

and ε̃3 − ε̃7 as the ratio of nonlinear to the linear terms in these equations in the

Sec. 4.2. The linear perturbation theory for the scalar perturbations is valid, if the

following conditions are satisfied throughout the regime under consideration:

(1) ε1, ε2 ≪ 1,

(2) ε3, ε4, ε5, ε6, ε7 ≪ 1 and/or ε̃3, ε̃4, ε̃5, ε̃6, ε̃7 ≪ 1.

Using Eq. (5.5.17) and the solutions (5.5.27), (5.5.30), (5.5.34), (5.5.18),

(5.5.36) and (5.5.47) of the perturbation equations at region B, the dominant mode

of different variables that appear in (3.4.21) and (3.4.22) can be written as

Xa =
1

η30β
4
(Υa + Ξa) , Za =

4

27η20β
3

D2Ξa

y
, νa =

4

27η0β2

Ξa

y2
,

Aa =
4

27η30β
4

D2Ξa

y2
, ωab = − 2

η0β2

Ωab

y
,

σab =
4

27η0β2

D<aΞb> +D<aΛb>

y
,

R =
4

27η20β
3

(
DaΞa +

4

27β
|D<aΞb> +D<aΛb>|2 −

4

β
|Ωab|2

)
1

y2
,

(3)∇aσ
2 =

2

27η30β
5

Da (|D<cΞd> +D<cΛd>|2)
y2

,

(3)∇aω
2 =

2

η30β
5

Da (|Ωcd|2)
y2

, (5.7.1)
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where

Υa =
∑

k C1(q)Q
(0)
a , Ξa = −1

2

∑
k C

B
3 (q)Q

(0)
a ,

Λa = 27
∑

k
R(q)
q2
Q

(1)
a . (5.7.2)

Near the turning point (y ∼ 0), (5.2.17) reduces to

κ(µ+ p) = −κM1

2β3
y = −9

2
η−2
0 β−2y. (5.7.3)

Then the linearity parameters for (3.4.21) and (3.4.22) are found to be

ε1 =

∣∣ωb
aXb

∣∣
|κ(µ+ p)Za|

=
3

β

∣∣Ωb
a (Υb + Ξb)

∣∣
|D2Ξa|

y−1,

ε2 =

∣∣σb
aXb

∣∣
|κ(µ+ p)Za|

=
2

9β

∣∣hbc (D<aΞb> +D<aΛb>) (Υc + Ξc)
∣∣

|D2Ξa|
y−1,

ε3 =
|Rνa|∣∣1
2
Xa

∣∣
=

(
2

3

)5

∣∣∣DcΞc +
4

27β
|D<cΞd> +D<cΛd>|2 − 4

β
|Ωcd|2

∣∣∣ |Ξa|

3β |Υa + Ξa|
y−4,

, ε4 =

∣∣2h b
a ∇bω

2
∣∣∣∣1

2
Xa

∣∣ =
8

β

|Da (|Ωcd|2)|
|Υa + Ξa|

y−2,

ε5 =

∣∣2h b
a ∇bσ

2
∣∣∣∣1

2
Xa

∣∣ =

(
2

3

)3
1

β

|Da (|D<cΞd> +D<cΛd>|2)|
|Υa + Ξa|

y−2,

ε6 =

∣∣ωb
aZb

∣∣∣∣1
2
Xa

∣∣ =

(
2

3

)3
2

β

∣∣Ωb
aD

2Ξb

∣∣
|Υa + Ξa|

y−2,

ε7 =

∣∣σb
aZb

∣∣∣∣1
2
Xa

∣∣ =

(
2

3

)3
1

3β

∣∣hbc (D<aΞb> +D<aΛb>)D
2Ξb

∣∣
|Υa + Ξa|

y−2. (5.7.4)

Other sets of parameters ε̃3-ε̃7 are related to the ε3-ε7 via

ε̃I =
1

2

|Xa|
|Aa|

εI =

(
3

2

)3 |Υa + Ξa|
|D2Ξa|

y2εI , for I=3 to 7. (5.7.5)
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ε̃3 =
4
∣∣∣DcΞc +

4
27β

|D<cΞd> +D<cΛd>|2 − 4
β
|Ωcd|2

∣∣∣ |Ξa|

27β |D2Ξa|
y−2,

ε̃4 =
27 |Da (|Ωcd|2)|

β |D2Ξa|
, ε̃5 =

|Da (|D<cΞd> +D<cΛd>|2)|
β |D2Ξa|

,

ε̃6 =
2
∣∣Ωb

aD
2Ξb

∣∣
β |D2Ξa|

, ε̃7 =

∣∣hbc (D<aΞb> +D<aΛb>)D
2Ξb

∣∣
3β |D2Ξa|

. (5.7.6)

The ε1 and ε2 diverge at the turning point as y → 0. So the condition (1) is not

satisfied at the turning point. Although ε̃4 − ε̃7 remain finite at the turning point,

ε̃3 diverges. So the condition (2) is also not satisfied.

5.8 Matching conditions

We have seen that even for this simple model analytical solutions for the perturba-

tions throughout the bounce are not available. One can obtain the solutions by nu-

merical integration, but to have a good understanding on the result one needs some

analytical methods as discussed in the Sec. (2.4.4). Such methods involve match-

ing of the variables across the transition surfaces. In the nonbouncing cases it is

well known that the spatial metric on the hypersurface and the extrinsic curvature

must be continuous across the boundary separating the two regions [47]. However

for the bouncing models one should find the appropriate variables, which should

be matched to get a correct spectrum. In a nonsingular bouncing background the

spatial curvature perturbation δR is found to be the appropriate variable (rather

than the Bardeen potential Φ) which is to be matched in order to get good agree-

ment with the numerical results [53]. In the Sec. 3.7 we have shown that δR and

Φ are related to Va and Xa respectively. We now investigate whether matching of

these variables will lead to the correct spectrum after the bounce.
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Considering only scalar variables, we have

Xi =
2

a2
∂i∇⃗2Φ, Vi =

2

a2
∂i∇⃗2δR. (5.8.1)

We consider the perturbation modes that exit the horizon in deep matter dom-

inated era (|x| ≫ 1). If x = −xexit is the value of x at the horizon exit, then

q = |Hexit| ⇒ xexit =
2

q
. (5.8.2)

Since xexit ≫ 1, q must be much less than order unity. Expanding Va and δR in

Fourier modes and considering only scalar modes,

Va =
∑
k

η−3
0 a−aVQ(0)

a , δR =
∑
k

δRqQ
(0). (5.8.3)

Then (5.8.1) leads to

V ≈ 2q3δRqa. (5.8.4)

V can be written in terms of X and Z as

V =

(
1 +

2q2a2

27β(a− β)

)
X − 2HZ. (5.8.5)

The Mukhanov-Sasaki variable is defined as v = δRqz, where

z = 3aθ−1
√
κ(µ+ p).

In our model,

z =
√
3a

√
a− β

a− ϵ
, (5.8.6)

V ≈ 2√
3
q3
√
a− ϵ

a− β
v. (5.8.7)

The initial values of v and its derivative are given by the quantum vacuum

initial condition at the time of horizon exit:
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v ∼
√

1

2q
, v′ ∼ i

√
q

2
. (5.8.8)

In this region, a ≫ β, ϵ. So, V ≈ 2√
3
q3v and the initial conditions on V are

obtained as

V ∼
√

2

3
q5, V ′ ∼ i

√
2

3
q7. (5.8.9)

Now in region A of contracting phase,

X (−) =
2q2

27
C

(−)
1 +

C
A(−)
2

x3
+ C

A(−)
3 x2, (5.8.10)

V(−) =
4

3

C
(−)
1

x2

(
1 +

q2x2

36

)(
1 +

q2x2

18

)
+
q2

36

C
A(−)
2

x

+
5

3
C

A(−)
3 x2

(
1 +

q2x2

60

)
. (5.8.11)

In the expanding phase perturbations have similar evolution but with different

constants,

X (+) =
2q2

27
C

(+)
1 +

C
A(+)
2

x3
+ C

A(+)
3 x2, (5.8.12)

V(+) =
4

3

C
(+)
1

x2

(
1 +

q2x2

36

)(
1 +

q2x2

18

)
+
q2

36

C
A(+)
2

x

+
5

3
C

A(+)
3 x2

(
1 +

q2x2

60

)
. (5.8.13)

The relation between the constants are obtained by proper matching of the

variables in the boundary of the bouncing phase. We want to study such matching

conditions on the surfaces x = ±1, which are the boundary of week energy con-

dition (µ+3p ≥ 0) violated region. First we deduce the spectrum of perturbations

using two matching conditions, namely the continuity of V and X across the tran-

sitions surface and then calculate the same spectrum from numerical computation.

Since the entropy perturbation is obtained for all values of a, we get a matching

condition:

C
(+)
1 = C

(−)
1 . (5.8.14)
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Matching V and V ′ on these surfaces, we get

q2

12
C

A(+)
2 = −16

3
C

(−)
1 − q2

36
C

A(−)
2 +

20

3
C

A(−)
3

5C
A(+)
3 =

16

3
C

(−)
1 − q2

18
C

A(−)
2 − 5

3
C

A(−)
3 . (5.8.15)

To know the correct spectrum of perturbations, we need the initial conditions

on non adiabatic perturbations. For simplicity, let us assume Γa = 0, which

implies, by (5.5.13), C(−)
1 = 0. Then the initial conditions (5.8.9) give

C
A(−)
2 ≈ (i− 1)8

√
2

3
q−1/2, C

A(−)
3 ≈ 2i− 1

8

√
2

3
q9/2. (5.8.16)

Then (5.8.15) leads to

C
(+)
1 = 0, C

A(+)
2 ≈ (1− i)

8

3

√
2

3
q−1/2, (5.8.17)

C
A(+)
3 ≈ (1− i)

4

45

√
2

3
q3/2. (5.8.18)

Using this constants in (5.8.13), we get

V(+) ≈ (1− i)
2

27

√
2

3
q3/2

(
1

x
+ 2x2

(
1 +

q2x2

60

))
. (5.8.19)

In the deep matter dominated phase,

∣∣V(+)
∣∣2 ≈ q3

∣∣∣∣1 + q2x2

60

∣∣∣∣2 . (5.8.20)

Using (5.8.4) the spectrum of δRq is found to be

Pζ ≈ q3 |δRq|2 ≈
∣∣∣∣1 + q2x2

60

∣∣∣∣2 . (5.8.21)

So the power spectrum of δR, obtained from this matching condition is nearly

scale invariant, provided q2x2 < 60, which is satisfied even after the horizon
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reentry (qx = 2). Using this matching we can also calculate the spectrum of X .

From (5.8.12),

X (+) = −4

3

√
2

3
(i− 1)

(
2q−1/2x−3 +

q3/2x2

15

)
. (5.8.22)

So in the deep matter dominated era of the expanding phase,∣∣X (+)
∣∣2 ≈ q3. (5.8.23)

Now we use a different matching condition, i.e., matching of X . Matching of

X and its derivative on the matching surfaces yields:

5C
A(+)
2 = C

A(−)
2 + 4C

A(−)
3 , 5C

A(+)
3 = −6C

A(−)
2 + C

A(−)
3 . (5.8.24)

The initial conditions (5.8.16) lead to:

C
(+)
1 = 0, C

A(+)
2 ≈ (1− i)

8

5

√
2

3
q−1/2, (5.8.25)

C
A(+)
3 ≈ −(1− i)

16

15

√
2

3
q−1/2. (5.8.26)

Then the V(+) and X after the bounce behave as

V(+) ≈ (i− 1)

(
2

3

)3/2

q3/2
[

1

15x
− 8

3

x2

q2

(
1 +

q2x2

60

)]
,

X (+) ≈ 8

5

√
2

3
q−1/2

(
1

x3
+

2

3
x2
)
.

The spectra of V and X are

∣∣V(+)
∣∣2 ≈ q−1

∣∣∣∣1 + q2x2

60

∣∣∣∣2 , ∣∣X (+)
∣∣2 ≈ q−1. (5.8.27)

When q2x2 < 60,
∣∣V(+)

∣∣2 ≈ q−1, the δRq does not have a scale invariant

spectrum; however, at much later time, q2x2 > 60,
∣∣V(+)

∣∣2 behaves as q3 and the

power spectrum of δR is scale invariant again. We will find that the numerical

results agree with (5.8.20) and (5.8.23), not with (5.8.27).
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Figure 5.3: Time evolution of V for different values of the wave number

5.9 Numerical Analysis

We solve the coupled set of differential equations (5.5.7)-(5.5.9) by the Runge-

Kutta method. The initial conditions are chosen as follows. The perturbations exit

the horizon at x = −xexit in the matter dominated era. At a later time x = −x0,

but still within the matter dominated era, V and V ′ are given by

V(−x0) ≈
xexit
x0

V(−xexit) =
2

x0

√
2

3
q3

V ′(−x0) ≈
(
xexit
x0

)2

V ′(−xexit) = i
2

x0

√
2

3
q3, (5.9.1)

where we have used the initial conditions (5.8.9).

Now since C1 = 0,

X2 =
β

a
X1, X =

a− β

a
X1. (5.9.2)

From (5.8.5) and using (5.5.7)-(5.5.9) we get
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Figure 5.4: Time evolution of X for different values of the wave number
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Figure 5.5: Spectral distribution of X and V at a fixed time x = 100.
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V = AX1 +BZ,

V ′ = CX1 +DZ,

where

A =
a− β

a
+

2q2

27

a

β
, B = −2H,

C =
2q2

27

a

β
, D = −6

β(a− ϵ)

a2
− 2

3
q2.

So,

X1 =
DV −BV ′

AD−BC
, Z = −CV −AV ′

AD−BC
. (5.9.3)

Substituting (5.9.1) in (5.9.3) we get the values of X1, X2, Z at x = −x0. We

take x0 = 100. The results of numerical computation are shown in Figure(5.3)-

(5.5). In Figure(5.3) and Figure(5.4) the time evolution of V and X is shown for

wave numbers q = 10−4, 10−6, 10−8, 10−10. It is seen that the spectrum of both

variables behave as q3/2 in agreement with (5.8.20) and (5.8.23). We have also

plotted log |X | and log |V| as a function of log |q| in Figure(5.5) at a time x = 100

in the expanding phase when all modes are outside the horizon. This gives

δ log |V|
δ log |q|

=
δ log |X |
δ log |q|

= 1.5. (5.9.4)

We have also plotted the behavior of perturbations in region B in Figure(5.6).

It is observed that X1 and X2 grow as y−1 near turning point, but X and Z re-

main constant. However, according to (5.5.30), the growing mode of Z starts to

dominate at nearer to the turning point for smaller frequencies. It is evident from

Figure(5.7) that Z also grows as y−1 very close to the turning point.
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Hence, the numerical analysis with our special initial conditions support our

analytical results (5.5.28)-(5.5.30). Since the growth rates of scalar variables in

(5.7.1) are derived from (5.5.28)-(5.5.30), the results in Sec. (5.7) involving scalar

variables are still valid.

5.10 Conclusion

We have studied evolution of cosmological perturbations in a toy model of nonsin-

gular and bouncing universe using the techniques of covariant perturbation theory.

The matter sector is a two-component perfect fluid. The dust-like normal fluid

drives the contraction and expansion and the radiation-like fluid with a negative

energy density generates the bounce.

Evolution of vector perturbations ωa and ra are simple. But the analytic solu-

tions for scalar and tensor perturbations in the entire range of time are obtained

only for zero wave number mode. For q ̸= 0, the equations are simplified to

get analytic solutions in three different regions, namely long before bounce, at
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the turning point and at bounce. The scalar perturbations are smooth across the

bounce but diverge at the turning point. The shear σab is decomposed into scalar,

vector and pure tensor parts. The gravitational wave, i.e., the pure tensor part of

shear shows oscillations both at bounce and at the turning point. At the turning

point, scalar and vector parts dominate over the gravitational wave. At the turning

point, the comoving curvature perturbation ζS has a non-adiabatic growing mode

besides its constant adiabatic mode.

The growth rates of linearity parameters are computed at the turning point. It

is observed that many of these parameters diverge. So the perturbations fail to be

linear at the turning point even in this simple nonsingular bouncing model.

The perturbation variables are defined here in terms of velocity ua of the co-

moving observers in physical spacetime. This choice is not unique as discussed

in Sec. (3.6). In order that the perturbations are gauge independent, the variables

must vanish in the background spacetime, which means that the world lines of

observers in the physical spacetime must not differ too much from that of the

comoving observers in the background spacetime in the following precise sense:

One can choose any arbitrary family of observers having velocity ũa (for example,

observers whose velocity is normal to the constant energy density hypersurface)

such that ũa − ua vanish in the background spacetime. Let X̃a, Ỹa, Z̃a etc. be the

perturbations, covariantly defined in terms of ũa. Then these new variables can

be written in terms of the old ones Xa, Ya, Za etc. So although our results are

completely independent of the choice of gauge, they are tied to some choice of

observers.

We have studied the matching condition for scalar variables. It has been shown

that the spectrum of perturbations after bounce can be obtained by employing
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sound matching conditions. Despite the divergence at the turning point and the

growth of amplitude, the scale invariant spectrum of perturbations is preserved

after bounce. Our numerical analysis shows that the variable V should be matched

across the transition surface to get the correct spectra, while matching X will lead

to a wrong spectra. Since V and X are related to spatial curvature perturbation

(δR) and the Bardeen potential (Φ), these results coincide with the ones obtained

in [53].

However, one may ask whether this spectrum is disrupted by the appearance

of nonlinearity at the turning point. The y−n dependence of linearity parameters

implies that the nonlinearity effect may last only for a very short interval of time.

Moreover, the interval may be shorter for larger wavelengths, as indicated by Eq.

(5.5.30) and the numerical analysis. To address the question of whether the tem-

porary nonlinearity can alter the future evolution of perturbations substantially,

one requires to perform a full nonlinear analysis as has been performed in [72] for

adiabatic perturbations.

158



Chapter 6

Summary and discussion

Inflation and bouncing cosmology are two important tools to describe our universe

in terms of FLRW model and fluctuations over it. The merits of bouncing cosmol-

ogy over inflation depend on many factors. A crucial one is whether the scale

invariant spectrum of perturbations that is generated in the contracting phase can

be continued to the expanding phase through bounce. Growing modes of pertur-

bations may invalidate the linear perturbation theory. Also the emergence of new

physics beyond classical general relativity or energy condition violating matter

(which is necessary for bounce) can alter the spectrum and linearity of pertur-

bations. Hence, one needs to verify the linearity of perturbations in a bouncing

model in order to present it as an alternative scenario to inflation.

In standard coordinate based perturbation theory such tests depend on gauge

choices. In some gauges perturbations are observed to grow while in some other

gauges they remain small. In this report we have presented an alternative test of

linearity using covariant perturbation theory. In this approach, perturbations are

nonlinear and gauge invariant. Unlike gauge invariant perturbations in coordinate

based approach, the covariant perturbations carry clear physical meaning without
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reference to any coordinate system. We have constructed some linearity parame-

ters based on the fact that the nonlinear terms in an evolution equation are smaller

compared to the linear terms.

Some of the linearity parameters grow in dust and radiation dominated con-

tracting phase of a bouncing universe. In a simple bouncing universe, modeled

by a two-component perfect fluid, the linearity parameters diverge at the turning

point, i.e., the spacelike surface separating the region of spacetime obeying null

energy condition with the region violating it. The results indicate that the linear

perturbation theory is not adequate for the description of perturbations through a

cosmological bounce.

Although the covariant perturbation variables are independent of the gauge

choice, they are defined with reference to a family of observers. Choice of a

different family of observers will leads to a different set of covariant variables.

These new variables are expressible in terms of old ones. It will be an interesting

and important study to investigate whether and how much the linearity conditions

depend on the choice of observers.

We hope that the test of linearity of perturbations using covariant perturbation

theory, presented in this report, will help in the search of proper model of bounce

that serves as a viable alternative to inflation. Also the techniques can be applied in

the expanding phase also. The linear perturbation theory must break down at some

stage of the evolution of the Universe, otherwise the nonlinear structure formation

did not take place. But question is when and how? The linearity conditions can

be a useful tool to address that question.
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