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SYNOPSIS

In the Standard Model of particle physics the interaction between quarks and

gluons are described by a theory called quantum chromodynamics (QCD). QCD

predicts that at very high temperature and energy density the hadronic matter can

undergo a phase transition and can turn into a state of deconfined quarks and

gluons known as Quark-Gluon Plasma (QGP). This state of matter can be created

by colliding two large nuclei at ultra-relativistic energies. In such collisions, heavy

flavors, specially charm and bottom, are produced at the very early stage by the

hard scattering and hence can be used to characterize the hot and dense medium.

It is predicted that the production of quarkonia (charmonia and bottomonia) in

nucleus-nucleus collisions will be suppressed relative to that in proton-proton due

to the Color-Debye Screening mechanism. In particular, a sequential suppression

of quarkonia, depending on their binding energy has been proposed as a ther-

mometer of the deconfined medium.

The suppression of quarkonia can be quantified by measuring the nuclear mod-

ification factor RAA, which is the ratio of yield in nucleus-nucleus collisions to that

in proton-proton collisions scaled by the number of binary collisions. The sup-

pression of quarkonium states depends on several factors, as the feed-down con-

tributions from higher-mass resonances into the observed quarkonium yield, the

b-hadrons decay into charmonium and the quarkonium regeneration due to the qq̄

recombination (expected to be important for cc̄ pairs at LHC energies). Other im-

portant competing mechanisms are the Cold Nuclear Matter (CNM) effects, such
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as nuclear shadowing or gluon saturation, which can break the binary scaling even

in absence of the QGP. Hence, for the interpretation of results in heavy-ion colli-

sions, data from pA are crucial since they allow to disentangle the CNM effects

from those related to the formation of a hot medium. With this goal in mind,

the ALICE collaboration has measured the ϒ(1S) production in Pb-Pb collisions at
√

sNN = 2.76 TeV and p-Pb collisions at
√

sNN = 5.02 TeV. For p-Pb, data were

taken with two beam configurations corresponding to the proton going towards

or opposite to the direction of the muon spectrometer.

There are four main physics experiments ALICE, ATLAS, CMS and LHCb cur-

rently going on the LHC accelerator. The result presented in the thesis is from the

analysis of the data obtained from the forward Muon Spectrometer of ALICE. The

forward Muon Spectrometer is in the rapidity rage 2.5 < y < 4 and can measure a

wide range of transverse momentum down to pT = 0. Its main goal is to study the

charmonium (J/ψ and ψ(2S)) and bottomonium (ϒ resonances), low mass vector

mesons (ρ and φ), open heavy-flavours (D and B families) and weak bosons (Z,

W±), via their muonic decay channels in pp, pA and AA collisions at the LHC en-

ergies.

The Muon Spectrometer has a total length of 17 m and covers the polar angular

range 172◦ < θ < 178◦ (4.0 < η < 2.5) with respect to the ALICE reference frame.

It is composed of a absorbers, five stations of tracking detectors that, together with

a warm dipole magnet, are used to track muons and to measure their momenta

and two stations of trigger chambers shielded by a muon filter.
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The following important results which will be reported in the thesis:

(A) Results from 2011 Pb–Pb run at
√

sNN = 2.76 TeV:

• ϒ(1S) RAA versus centrality

• ϒ(1S) RAA versus rapidity

• Comparison to model predictions

(B) Results from 2013 p–Pb and Pb–p run at
√

sNN = 5.02 TeV:

• ϒ(1S) RpPb at forward and backward rapidity

• Forward Backward Ratio (RFB) for ϒ(1S)

• Comparison to model predictions

In Pb–Pb collisions, the inclusive ϒ(1S) nuclear modification factor at
√

sNN =

2.76 TeV has been measured down to pT = 0 in the 2.5 < y < 4 rapidity and 0%–

90% centrality ranges for a data sample corresponding to an integrated luminosity

of Lint = 69.2 µb−1. We obtained R0%−90%
AA = 0.30 ± 0.05(stat.) ± 0.02(uncorr.) ±

0.04(corr.) corresponding to a strong suppression of inclusive ϒ(1S). Two central-

ity ranges were studied and the suppression is more pronounced in most central

collisions. The RAA was also measured in two rapidity bins and, within uncertain-

ties, no significant rapidity dependence was observed in the range probes by the

ALICE muon spectrometer.

The data were compared with the ALICE J/ψ results obtained in the same kine-

matic range. The ϒ(1S) is more suppressed than the J/ψ and the difference of RAA

is particularly pronounced in the 0%–20% (2.5 < y < 3.2) centrality (rapidity) bin.
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The interpretation of these results is not straightforward due to the different sizes

of the expected feed-down and (re-)generation effects for the two quarkonium

states.

The ϒ(1S) RAA was also compared with CMS data measured in the |y| < 2.4 ra-

pidity region and down to pT = 0 as shown in Figure- 1. The inclusive ϒ(1S) yield

measured at forward rapidity by ALICE is more suppressed than that measured at

mid-rapidity by CMS.

Figure 1: Left (Right): ALICE and CMS nuclear modification factor of inclu-
sive ϒ(1S) production as a function of the average number of participant nucleons
(rapidity). Bars stand for statistical uncertainties and filled (open) boxes uncor-
related (correlated) for uncertainties. On the right plot, open points are reflected
with respect to the measured ones.

A better understanding of ϒ production in AA collisions requires a precise mea-

surement of feed-down from higher mass bottomonia and CNM effects at forward

rapidity. For this reason in 2013 data has been taken in p–Pb and Pb–p collisions.

In case of p-Pb and Pb-p the inclusive ϒ(1S) RpPb was measured at forward

(2.04 < ycms < 3.54) and backward rapidity (−4.46 < ycms <−2.96) for a data sam-

ple corresponding to an integrated luminosity of Lint = 5.3 nb−1 (for p-Pb) and 6.1

nb−1 (for Pb-p) respectively.
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Figure 2: (Left) Inclusive ϒ(1S) nuclear modification factor evolution as a func-
tion of ycms. (Right) Forward to backward ratio RFB of inclusive ϒ(1S) yields com-
pared to the J/ψ RFB. The vertical error bars represent the statistical uncertainties
and the open boxes the uncorrelated systematic uncertainties.

At forward rapidity, RpPb shows a suppression of ϒ(1S) production in p–Pb

compared to pp collisions. At backward rapidity, the ϒ(1S) RpPb is consistent with

unity, suggesting a small gluon anti-shadowing. The forward to backward ratio

RFB of the inclusive ϒ(1S) yields in 2.96 < |ycms| < 3.53 is compatible with unity

within large uncertainties as shown in Figure- 5.9. Within our uncertainties, the

measured [ϒ(2S)/ϒ(1S)] ratio shows no evidence of different CNM effects on the

two states. Additional measurements with higher statistics are needed to further

constrain the CNM effects to Pb–Pb collisions.

The thesis is composed of seven chapters and these are as follows,

Chapter 1. The Quark-Gluon Plasma (QGP) :

In this chapter the general understanding of the Quark-Gluon Plasma (QGP)

from the view point of Quantum Chronodynamics (QCD) will be explained.

The possible observables QGP in context of ALICE experiment will also be

discussed.

Chapter 2. ALICE Experiment at the LHC :

This will describe different detectors of ALICE with specific emphasis on
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Muon Spectrometer. The detector layout, data taking and analysis frame-

work will be discussed in some details.

Chapter 3. Data Quality Assurance (QA) :

Only the QA checked data are used for the physics analysis in ALICE. Some

general trends are checked to understand and validate the data during QA

test. In this chapter the methods of the QA will be discussed.

Chapter 4. Upsilon (ϒ) Production in Pb–Pb Collisions :

In this chapter the analysis of ϒ production in Pb-Pb collisions in ALICE will

be discussed. The data analyzed is at forward rapidity (2.5 < η < 4) region

at
√

sNN = 2.76 TeV. The inclusive nuclear modification factor RAA of ϒ(1S)

in Pb–Pb collisions as a function of centrality and rapidity will be shown. The

results will also be compared to the measurement at midrapidity by CMS and

to theoretical predictions.

Chapter 5. Upsilon (ϒ) Production in p–Pb Collisions :

To understand the Cold Nuclear Matter effect (CNM), the ALICE experiment

has measured the ϒ(1S) production in the p-Pb collisions at
√

sNN = 5.02

TeV . The measurement is performed at forward rapidity (2.04 < yCM < 3.54)

and backward rapidity (−4.46 < yCM < −2.96) as a function of the rapidity.

The ratio of the nuclear modification factors RpPb at forward rapidity and

backward rapidity and forward to backward yield ratio (RFB) has also been

studied. In this chapter, the results are discussed and compared with the

ALICE J/ψ data at forward and backward rapidity and with the available

theoretical predictions.

Chapter 6. Summary and Outlook :

Summary of the thesis, prospects and future direction.
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Chapter 1

The Quark-Gluon Plasma (QGP)

In the Standard Model of particle physics the interaction between quarks and

gluons are described by a theory called quantum chromodynamics (QCD). This

model predicts that at very high temperature and/or energy density the hadronic

matter can undergo a phase transition and can turn into a state of deconfined

quarks and gluons known as Quark-Gluon Plasma (QGP) [1]. In this chapter the

concept of QGP and its most important signatures will be discussed.

1.1 The Standard Model of Particle Physics

There are four fundamental interactions (Strong, Electromagnetic, Weak and

Gravitation) that govern the world of elementary particles at everyday low ener-

gies. The Standard Model of Particle Physics deals with weak, electromagnetic

and strong interactions and is very much successful in explaining a wide vari-

ety of experimental results as well as providing predictions of Higgs Boson. At

present, there are six quarks (up, down, charm, strange, top, bottom), six leptons

(electron, electron neutrino, muon, muon neutrino, tau, tau neutrino), the gauge

1
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bosons (eight gluons, photons, W+, W− and Z) and a massive scalar elementary

particle Higgs boson in the Standard Model [Fig. 1.1].

Figure 1.1: The elementary particles in the Standard Model.

Among these three interactions, strong interaction is the interaction between

the elementary particles quarks and gluons by the exchange of color charge and

is described by a theory called quantum chromodynamics (QCD). The quarks are

spin-1/2 Fermions and comes in six flavours: up, down, strange, charm, bottom

and top. According to QCD, each quark carries a color, called color charge. The

color charge can be of three types – red, green and blue. Each quark has its own

anti-quark and they (anti-quarks) carry anti-color (anti-red, anti-green, anti-blue).

2
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On the other hand, gluons are spin-1 Bosons and can carry both the color and the

anti-color. These quarks and gluons are the building blocks of all the hadrons

(like protons, neutrons, pions etc.). A particular flavour of quark can have any

one of the colors red, green or blue and can change its color via the exchange of

the force carrying particle gluons. This exchange of color between two different

colored quarks gives rise to attraction and repulsion, which is referred as strong

interaction.

1.2 Confinement and Asymptotic Freedom

The phenomenon that quarks can not be isolated separately, is called confine-

ment. Quarks always form a group and gives rise to hadrons. All hadrons are

color neutral and can be of two types – mesons and baryons. Meson is composed

of one quark and one anti-quark, so that overall it is color neutral. On the other

hand baryons are generally composed of three quarks, each with different color

charges, so that overall color charge is "white" or neutral (analogous to optics

where the red, green and blue color form white). There is no analytical proof why

confinement exists in QCD, i.e., quarks always forms a group. The present under-

standing is that as a quark-antiquark separate, a narrow tube (or string) of color

field is formed between them. The string goes on increasing with the supplied

energy and at a certain point it becomes more energetically favorable for a new

quark-antiquark pair to spontaneously appear, than to allow the string to extend

further.

The strength of the interaction between two quarks depends on the coupling

constant αs. For large momentum transfer Q (or sufficiently short distances), the

interaction between the quarks becomes very weak. This phenomenon was dis-
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Figure 1.2: The summary of αs as a function of momentum transfer Q.

covered by Frank Wilczek, David Gross, and independently by David Politzer in

1973 and is called asymptotic freedom. In the one loop approximation [2] the

coupling constant αs can be written as:

αs(Q) =
12π

(11nc−2n f ) ln
(

Q2

Λ2
QCD

) (1.1)

where nc and n f are the number of colors and number of quark flavours respec-

tively. The energy scale ΛQCD is called QCD scale and its value is ∼ 200 MeV [3].

At high energy interactions the momentum transfer Q is high and the coupling
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constant αs is small [Fig. 1.2]. This is the asymptotic freedom regime, where the

quarks and gluons interact weakly. In this regime αs � 1, the perturbative QCD

(pQCD) approach can be applied to make predictions for observables expressed in

terms of powers of αs. When Q is less, αs becomes larger and pQCD can not be

used anymore. In this regime some effective phenomenological models or Lattice

QCD (lQCD) [4] calculations are used.

1.3 QCD Phase Diagram

The thermodynamic properties of a system can be readily expressed in terms

of phase diagram in the space of thermodynamic parameters. In the QCD Phase

diagram [Fig. 1.3] the thermodynamic variables are baryonic chemical potential

(µ) and temperature (T). At µ = T = 0, the phase diagram represents the vacuum.

If the temperature of a system is increased with small net baryon density, first a

gas of hadrons (mostly pions) will be produced. If the temperature is increased

further, then there will be a crossover at ∼ 170 MeV [5, 6, 7] and the thermal

fluctuations will break up the hadron gas into a soup of quark and gluons. This

state is similar to that of the early universe after the big bang, where the net baryon

density was close to zero. At low temperature with increasing chemical potential

there will be ordinary atomic matter at ∼ 300 MeV and nuclear matter at ∼ 900

MeV. With further increase in chemical potential more dense nuclear matter will be

formed, which is supposed to be the condition in the neutron stars. At even higher

chemical potential and low temperature a state will emerge, where two quarks

of same color will form pair, called Color Superconductor (analogous to Cooper

pair). At the phase boundary there is a point, called critical point, where striking

physical phenomena, analogous to critical opalescence, are expected (in critical

5
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opalescence a normally transparent liquid appears cloudy at critical point, as the

density fluctuations of the gas and liquid of a fluid mixture become comparable to

the wavelength of light). However, the critical point is not discovered yet.

Figure 1.3: A schematic QCD phase diagram.
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1.4 QCD Matter in Heavy-Ion Collisions

In the QCD phase diagram the region with low chemical potential (µ) and

high temperature can be investigated in the particle accelerators by means of the

heavy-ion collisions. According to the Bag Model [8], the energy density needed

to create the QGP is ∼ 1 GeV/ f m3. With this goal in mind, relativistic heavy-ion

collisions are conducted at Brookhaven National Laboratory (BNL) in USA and at

CERN in Switzerland.

In the heavy-ion collisions two beams of heavy ions (like Au, Pb) are acceler-

ated quite close to that of speed of light and then allowed to collide. In the center

of mass frame of the colliding nuclei, these two nuclei can can be seen as two

thin disks due to Lorentz contraction. During collisions a nucleon in one nucleus

may collide with many nucleons in the other nucleus and deposits large amount

of energy in the collision region.

The energy density generated can be measured by measuring the charge parti-

cle produced per unit rapidity range:

ε =
〈mT 〉
τ f A

dN
dy

(1.2)

where 〈mT 〉 =
√
(E2− p2

z ), is the average transverse mass of the charged par-

ticle, τ f is the formation time of the charged particle, A is the overlapping area of

the colliding nuclei and dN
dy is the charge particle multiplicity in the rapidity range

covered.

The collision takes place at τ = 0 [Fig. 1.4]. At τ ∼ 1 fm/c (∼ 10−24 sec),

a hot dense fireball of quark-gluon matter of energy density ε ∼ few 10 GeV/ f m3

(approximately 30 times more than normal matter) [9] with a dimension of ∼ 300

f m3 [10] is produced and the temperature reaches to T∼ 550 MeV (approximately

7
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Figure 1.4: Time evolution of space-time diagram in heavy-ion collisions.

5.5x1012 K) at LHC. The fireball expands due to pressure gradient and after few

fm/c (about 10−23 sec) "hadronization" starts. The life time of the plasma depends

on the energy density reached in the collision, which is few fm/c in case of LHC.

At "chemical freeze-out" the kinetic energy of the produced particles becomes too

low for inelastic collisions and at this point all abundances and particle ratios

becomes fixed. Finally, after the "thermal freeze-out" elastic collisions also stops

and the kinematic distribution of the produced particles get fixed. On the right

hand side diagram, the time evolution of the created "fireball" is shown in the

plane transverse to the direction of collisions.

1.5 Kinematic Variables

In high energy collision experiments, it is convenient to use some kinematic

variables which follow simple transformation rules. The transverse momentum

(pT), transverse mass (mT), rapidity (y) and pseudo-rapidity (η) are some of those

kinematic variables, which are used frequently in the literature and in this thesis.

They follow simple Lorentz transformation properties. The simplification of trans-
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formation rule of these kinematic variables are possible due to the presence of

ultra-relativistic particles and a preferred axis in these high energy experiments.

For a particle of 4-momentum pµ = pµ(E, px, py, pz) the kinematic variables pT,

mT, y and η are defined as:

pT =
√
(p2

x + p2
y) (1.3)

mT =
√

(p2
T +m2) (1.4)

y =
1
2

ln
(

E + pz

E− pz

)
(1.5)

η =− ln
[

tan
(

θ

2

)]
=

1
2

ln
(
|~p|+ pz

|~p|− pz

)
(1.6)

The rapidity y is not a Lorentz invariant quantity, but under Lorentz transfor-

mation it changes by a constant amount. For example, if A and B are two reference

frames moving with velocity v with respect to each other, then the rapidities of a

particle in these two reference frames can be related as:

yB = yA + yβ (1.7)

where β = v/c and yβ is given by:

yβ =
1
2

ln
(

1+β

1−β

)
(1.8)

In order to measure the rapidity y of a particle, one needs to measure both the

energy and the longitudinal momentum of the particle. But in many experiment it

9



Chapter 1. The Quark-Gluon Plasma (QGP)

is only possible to measure the angle θ of the detected particle with respect to the

beam axis. In that case it is convenient to calculate the pseudo-rapidity η of the

particle rather than the rapidity y. However, the rapidity y and pseudo-rapidity η

are connected by the formula:

y =
1
2

ln


√

p2
T cosh2

η +m2 + pT sinhη√
p2

T cosh2
η +m2− pT sinhη

 . (1.9)

and vice-verse as,

η =
1
2

ln


√

p2
T cosh2 y+m2 + pT sinhy√

p2
T cosh2 y+m2− pT sinhy

 . (1.10)

If the particle have a distribution dN/dyd pT in terms of the rapidity variable y,

then the distribution in terms of the pseudo-rapidity variable η can be written as:

dN
dηd pT

=

√
1− m2

m2
T cosh2 y

dN
dyd pT

. (1.11)

For a particle, if the momentum |~p| is very large compared to its rest mass, then

|~p| ≈ E. In that case from Eqn. 1.5 and 1.6 it is evident that y ≈ η .

1.6 Observables of QCD Matter

Since the fireball produced in the heavy-ion collisions is very short lived (∼

few 10−23 sec), it is not possible to directly measure the properties of the fireball.

Rather some model dependent methods are used to characterize the nature of

the collision. So, in order to understand the formation of QGP it is important to

look into various observables predicted by the models. Here in this section a very

short description of some of the main observables are discussed along with the
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experimental constraints:

1.6.1 Light Vector Meson Production

The light vector mesons ρ, ω and φ have been suggested as a probes for the

QGP, since their masses, widths and decay branching ratios may change in hot

and dense matter. One of the φ meson decay channel is φ → K+K−, and since the

φ mass is only about 30 MeV above the mass of two Kaons, the branching ratios

are expected to change dramatically in a QGP, due to chiral symmetry restora-

tion [11]. But a comparison between the decays of φ → K+K− and φ → e+e−

requires very high statistics, since the branching to the latter is only about 0.03 %

and the signal is hard to distinguish from the combinatorial background.

1.6.2 Photon Production

The directly produced photons interacts electromagnetically and they have a

mean free path much larger than the size of the matter produced in heavy ion

collisions. The direct photons are generally divided into prompt photons and ther-

mal photons. The prompt photons are produced in initial hard parton scatterings,

while thermal photons are produced in the possible QGP phase and the hadron gas

phase. An increase in the emission of thermal photons is expected from a QGP.

But the low production rate and huge background from decays, e.g. π0→ γγ and

η → γγ, make the isolation of the prompt and thermal components difficult.

1.6.3 Event-By-Event Fluctuations

The phase transitions are normally associated with large fluctuations. The QGP

phase transition may yield non-statistical fluctuations in e.g. particle multiplicities,
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ratios and transverse momenta. These fluctuations might be detectable in final

state observables, some of which can be studied on an event-by-event basis. The

requirement of high statistics per event for such analyses is met at RHIC and LHC

energies, where a high multiplicity of particles is produced. The idea of event-

by-event, net charge fluctuations as a QGP signature is not directly related to the

phase transition. The main issue is the distribution of electric charge in a QGP

(where the quarks carry ±1
3 or ±2

3 unit charges), compared to the distribution

in ordinary hadronic matter. It has been argued that the distribution of more

evenly spread charge in a QGP would survive the phase transition back to hadronic

matter.

1.6.4 Strangeness Production

In the high energy density produced in heavy-ion collisions, the low mass quark

pairs uū, dd̄ are produced copiously. Since the quarks are Fermions, the production

of low mass quarks may be blocked due to Pauli exclusion principle. At that stage

production of higher mass quarks ss̄ are favoured. The abundance of strange

quarks can however be explained by hadronic re-scattering processes. However,

this complication can be solved by studying particles not likely to be produced by

hadronic re-scattering, such as Λ̄ (consisting of ūd̄s̄) and multistrange baryons.

1.6.5 Jet Quenching

In hard nucleus-nucleus collisions, two quarks or two gluons can be produced

at the very early stage of the collisions back-to-back with high pT. If it happens

near the surface of the fireball, then one of them can hadronize and form a jet,

while the other one passes though the large medium in the opposite direction,
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loosing most of its energy by gluon radiation [12, 13]. The visible effect is the

away-side jet quenching and a signature of the formation of dense matter. This

signature can be found by studying the number of correlated jets at different an-

gular separations.

1.6.6 Elliptic Flow

In non-central heavy-ion collisions the two participating nuclei have a almond

shaped overlap region. The partonic pressure gradient leads to spatial and mo-

mentum anisotropy, which creates hydrodynamic collective motion of all the par-

ticles at the beginning of thermal equilibrium, called flow [14, 15]. Since the

spatial anisotropy is largest at the beginning of the evolution, elliptic flow is espe-

cially sensitive to the early stages of system evolution. A measurement of elliptic

flow thus provides access to the fundamental thermalization time scale of a rela-

tivistic heavy-ion collision.

1.6.7 Nuclear Modification Factor

The Nuclear Modification Factor (RAA) is a measure for the difference in par-

ticle production in pp and nucleus-nucleus collisions, taking into account the dif-

ferent collision geometries and is defined as:

RAA =
Y (Pb−Pb)
〈Ncoll〉×Y (pp)

(1.12)

where Y(PbPb) and Y(pp) are the yield (or number of particles per event) in

Pb–Pb and pp collisions, respectively, and Ncoll is the average number of binary

nucleon-nucleon collisions, which have taken place in the collision of two lead

ions. Since each lead nucleus consists of 208 nucleons, i.e. protons and neutrons,
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it is clear that a typical Pb–Pb collisions can be seen as a superposition of many pp

collisions. The Ncoll, which can be determined in the experiment, measures how

many pp collisions should be equivalent on average to one Pb–Pb collision.

If the nuclear modification factor is equal to one, the production of particles in

one Pb–Pb collision on average is the same as in Ncoll independent pp collisions.

Naively, this could be interpreted such that the physics of pp and Pb–Pb collisions

is the same.

1.6.8 Suppression of Heavy-Flavour

Charm and beauty quarks are effective probes of the properties of the hot and

dense stronglyinteracting medium formed in high-energy nuclear collision, the

Quark-Gluon Plasma (QGP). They are sensitive to the transport properties of the

medium, since they are predominantly produced on a short time scale in primary

partonic scattering processes. Thus the measurement of nuclear modification fac-

tor in heavy-ion collisions provides insights into the mechanisms of parton energy

loss in the hot and dense medium.

By measuring the heavy-flavour nuclear modification factor we get some in-

sight of the hot dense medium produced at the LHC [Fig. 1.5]. The results ob-

tained with ALICE indicate a strong suppression of heavy flavour production in

central Pb–Pb collisions for pT > 3 GeV/c, observed for heavy-flavour decay elec-

trons and muons, for electrons from beauty decays and for D mesons. From the

comparison with p–Pb measurements, it is possible to conclude that the suppres-

sion observed in Pb–Pb collisions is mainly due to final state effects, i.e. the in-

teraction of heavy quarks with the hot medium. The comparison of prompt D

meson and non-prompt J/ψ RAA shows an indication of larger suppression for D

mesons with respect to B mesons, that can confirm the mass dependent nature of
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the energy loss mechanisms.

1.6.9 Quarkonium Suppression

In heavy-ion collisions, heavy flavors, specially charm and bottom, are pro-

duced at the very early stage by the hard scattering and hence can be used to

characterize the hot and dense medium. It is predicted that the production of

quarkonia (charmonia and bottomonia) in nucleus-nucleus collisions will be sup-

pressed relative to that in proton-proton due to the Color-Debye Screening mech-

anism [16]. When the screening radius becomes less than the binding radius of

the quark system, the confining force can no longer holds the quark together and

the deconfinement occurs. This effect reduces the number of quarkonia states and

leads to suppression.

The suppression of quarkonia can be quantified by measuring the Nuclear Mod-

ification Factor RAA (RpPb), which is obtained by dividing the yield in Pb–Pb (p-Pb)

collisions per unit of rapidity by 〈 TAA(pPb) 〉, the average nuclear overlap function

and by dσ pp

dy , the pp reference y-differential cross-section.

RAA(pPb) =

dYϒ(1S)
dy

〈TAA(pPb)〉× dσ pp

dy

(1.13)

In particular, a sequential suppression of quarkonia, depending on their bind-

ing energy has been proposed as a thermometer of the deconfined medium [17].

Since different resonances have different dimensions and binding energies, it is

expected that the less tightly bound states melt at lower temperatures: this effect

is known as sequential suppression. While the excited states are dissociated just

above the critical temperature Tc needed to form the QGP, the fundamental states

melt far above that value, as shown in Table1.1. It is important to note that the un-
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certainties are large and old calculations predict lower values than those reported

here. The dissociation of specific resonances can thus be used as a thermometer

of the QGP.

State J/ψ(1S) χc(1P) ψ(2S) ϒ(1S) χb(1P) ϒ(2S) χb(2P) ϒ(3S)
Mass (GeV) 3.10 3.53 3.68 9.46 9.99 10.02 10.26 10.36
∆E (GeV) 0.64 0.20 0.05 1.10 0.67 0.54 0.31 0.20
r0 (fm) 0.50 0.72 0.90 0.28 0.44 0.56 0.68 0.78
Td/Tc 2.10 1.16 1.12 > 4 1.76 1.60 1.19 1.17

Table 1.1: Quarkonium binding energies (∆E), quark distance (r0) and dissocia-
tion temperatures in units of Tc [18].

As the collision energy increases, more and more heavy quarks are produced,

leading to quarkonium generation. However, this contribution is expected to be

important for the charmonium yield and negligible or very small for the ϒ yield,

even at the LHC energies.
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Figure 1.5: Top Left: RAA of heavy-flavour decay electrons at central rapidity
and heavy-flavour decay muons at forward rapidity in central (0–10%) Pb–Pb
collisions, as a function of pT. Top Right: Average RpPb of prompt D0, D+ and
D∗+ mesons as a function of pT compared to the prompt D meson RAA in the
20% most central Pb–Pb collisions and in the 40–80% centrality class. Bottom
Left: centrality dependence of the RAA of prompt D mesons and of J/ψ from B
meson decay (measured by CMS) compared with a pQCD model including mass
dependent radiative and collisional energy loss. Bottom Right: comparison of D0

and charged pion RAA as a function of centrality for 3 < pT < 5 GeV/c.
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1.7 Present Status of Quarkonium Suppression

The quarkonium states are suppressed in the QGP with different dissociation

probabilities for the various mass states, depending on their binding energy. In

the charmonium sector (bound state of c and c̄ quarks), a significant suppression

has been observed for the J/ψ state at SPS [19, 20, 21] (
√

sNN = 17.3 GeV),

RHIC [22, 23] (
√

sNN = 39, 62.4, 200 GeV) and LHC [24, 25, 26] (
√

sNN = 2.76

TeV) energies. The ψ(2S) charmonium state has lower binding energy than the

J/ψ one and cannot be produced by the decays of higher mass states. It is observed

at SPS energies [27], the suppression of ψ(2S) yield is about 2.5 times larger than

for the J/ψ state. A qualitative description of these results can be understood by

assuming a regeneration process in addition to the dissociation by colour screening

for high-energy collisions, known as hot nuclear matter effects. The color screen-

ing depends on the color density in the QGP medium, whereas the recombination

effect is proportional to the square of the number of cc̄ pair in the medium (N2
cc̄).

The regeneration mechanism is particularly important at LHC energies, where the

multiplicity of charm quarks is large [28, 29, 30, 31, 32]. With the high collision

energies and luminosities recently available at RHIC and LHC, it is also possible to

study bottomonium production in heavy-ion collisions [33, 34, 35, 36, 37]. Com-

pared with the J/ψ case, the probability for the ϒ states to be regenerated in the

medium is much smaller due to the lower production cross section of bb̄ pairs [38].

At RHIC, the inclusive ϒ(1S+ 2S+ 3S) production has been measured in Au–

Au collisions at mid-rapidity by STAR [33] and PHENIX [34] Collaborations. The

observed suppression is consistent with the melting of the ϒ(2S) and ϒ(3S) states.

At LHC, the CMS Collaboration has measured the mid-rapidity production of bot-

tomonium states in Pb–Pb collisions. The ϒ(1S) yield is suppressed by approxi-
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mately a factor of two. Moreover, the ϒ(2S) and the ϒ(3S) are almost completely

suppressed [35, 36].

However, the feed-down from higher mass bottomonia (between 40% and 50%

for ϒ(1S) [39]) complicates the data interpretation. Furthermore, the suppression

due to the QGP must be disentangled from that due to Cold Nuclear Matter (CNM)

effects, which, as of now, are not accurately known neither at RHIC energies [33]

nor in the forward rapidity regions probed at LHC. Cold nuclear matter effects can

be studied in proton–nucleus (p–A) collisions, where the QGP is not expected to

be formed. It can be separated into initial and final-state effects.

The initial-state effects occur prior to the formation of the heavy-quark pair.

This includes shadowing, anti-shadowing, EMC, gluon saturation [40, 41, 42, 43]

and parton energy loss effects [44, 45, 46]. The nuclear Parton Distribution Func-

tions (nPDF) differ from those in free nucleons (PDF). Since the gluon fusion

mechanism dominates the production of heavy-quark pairs in high energy colli-

sions, quarkonium production is particularly sensitive to the gluon nPDF, which is

presently not well known. Bjorken-x (xBj) is defined as the fraction of the hadron

momentum carried by the parton. The gluon nPDF includes a shadowing region at

low xBj (xBj . 0.01) corresponding to a suppression of gluons, an anti-shadowing

region at intermediate xBj (0.01 . xBj . 0.3) corresponding to an enhancement of

gluons, and an additional suppression of gluons known as EMC effect at higher xBj

(0.35 . xBj . 0.7). When the energy density is high enough (like LHC energies),

at low xBj gluons start to recombine with each other leading to gluon saturation.

Then the Colour Glass Condensate (CGC) model can be used to describe the nu-

cleus [47]. Finally, partons can lose energy before creating the heavy-quark pair,

therefore modifying the kinematic distributions of quarkonia.

The final-state effects are those, in which case the heavy-quark pair interacts
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with the nuclear matter and eventually break up after the hadronization [48].

After a quarkonium state is formed it can beak-up as it passes through the colliding

nucleus. This effect is also called nuclear absorption. The break-up cross section

depends on the nature of the pre-resonant state and is expected to be small for

ϒ(1S) at high energy [48, 49, 50]. The final-state resonance can also interact with

surrounding dense gas system of hadronic comovers and lose energy or even break

up. This process is known as comovers absorption [51, 52, 53].

Figure 1.6: Schematic diagram of nuclear matter effects.

In this thesis, both the effect of hot and cold nuclear matter effect on the ϒ

production will be discussed. In chapter 2 the detector used for the data analysis

will be described. The data taken for the analysis needs quality assurance, which

will be discussed in chapter 3. The effect of hot nuclear matter will be discussed

in the light of the experimental results of ϒ production in Pb–Pb collision in chap-
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ter 4. In chapter 5, the measurements on ϒ production in p–Pb collision will be

discussed, which is the first investigation of CNM effects on ϒ at forward rapidity.

Finally in chapter 6, the summary of the experimental results and future outlook

will be presented.
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Chapter 2

ALICE Experiment at the LHC

There are four main physics experiments ALICE, ATLAS, CMS and LHCb, which

are collecting data from the LHC. The results presented in this thesis are from

the analysis of the data obtained from the Muon Spectrometer of ALICE. In this

chapter, the LHC accelerator, ALICE experiments and its data taking framework

will be discussed, with more emphasis on the detectors related to the analysis

presented in this thesis.

2.1 The Large Hadron Collider (LHC)

The Large Hadron Collider (LHC) is an experimental facility build by the Eu-

ropean Organization of Nuclear Research (CERN) from 1998 to 2008 and become

successfully operational on 23rd November, 2009. It is the most powerful particle

accelerator till date, which lies in a tunnel of circumference 27 Km and at a depth

between 50 to 175 m beneath the ground in Franco-Swiss border near Geneva,

Switzerland.

There are two parallel beam pipes inside the collider tunnel, where two beams
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are circulated in opposite directions at very high energy and then allowed to col-

lide in the four interaction points located in ALICE, ATLAS, CMS and LHCb sites.

To keep the beam focused in the beam pipes for collisions around 1,232 dipole

magnets, 392 quadrupole magnets and 1,600 superconducting magnets are used.

The super-fluid helium are used to maintain the operating temperature of the mag-

nets at 1.9 K. Since the magnets are operational at a certain current threshold, a

minimal particle energy is needed for the LHC collider in the injection level. For

this purpose Super Proton Synchrotron (SPS) is used. The SPS provides proton

beam of energy 450 GeV, which is then injected in the main LHC ring. In LHC

the proton beam is then accelerated to reach the desired energy. When the de-

sired beam energy is reached, the two opposite directional beams are collided in

four interaction points, where the main experimental sites (ALICE, ATLAS, CMS

and LHCb) are located as shown in the Fig. 2.1. The beam intensity goes down

after several interactions and the interaction rates starts to decrease. This period

is about 3 – 4 hours. At that point a new fill is prepared and injected into the

collider.

The LHC has delivered pp collisions at energies
√

s = 0.9, 2.76, 7 and 8 TeV.

However it also delivered two Pb-Pb collisions (around four weeks in 2010 and

2011) at energy
√

s = 2.76 TeV for the Heavy-Ion collision experiments to in-

vestigate the hot nuclear matter effect. However there is also some cold nuclear

matter effects present in the Heavy-Ion collisions. In order to study these cold

nuclear matter effects p-Pb collisions at
√

s = 5.02 TeV are provided by the LHC at

the beginning of 2013.
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Figure 2.1: The schematic view of the four main experiments (ALICE, ATLAS,
CMS and LHCb) in the LHC.

2.2 A Large Ion Collider Experiment (ALICE)

A Large Ion Collider Experiment (ALICE) [Fig. 2.2] is the only major LHC ex-

periment dedicated for heavy-ion collisions to study the properties of matter at

extreme high energy densities. It can identify particles in a wide momentum range

(100 MeV to 100 GeV) and high multiplicity environment (8000 charge particles

per unit rapidity) [1]. The experiment have many detectors which can be broadly

grouped in two classes, central and forward detectors.

In ALICE the beam interaction point is taken as the origin and a right-handed

orthogonal Cartesian system [2] is used the define its global coordinate system.

Beam direction is the z-axis (Muon Spectrometer direction is taken to be negative
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Figure 2.2: Schematic view of the ALICE experiment.

z-axis). The x-axis is perpendicular to the z-axis and points towards LHC ring

center, while y-axis is perpendicular to the x-axis and z-axis pointing upwards.

The ALICE detector has been discussed in some details in the following sec-

tions.

2.3 Central Barrel Detectors

The central barrel detectors are in the rapidity coverage -0.9 ≤ η ≤ 0.9 and

are placed inside the L3 magnet. These detectors are used in wide verity of mea-

surements such as vertex reconstruction and particle identification. The brief de-

scription of the different central barrel detectors are as follows:
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2.3.1 Inner Tracking System (ITS)

The Inner Tracking System (ITS) [3] is composed of six cylindrical layers with

inner and outer most radii 4 cm and 43 cm respectively covering an acceptance of

1.98 ≤ |η | [Fig. 2.3]. It is the inner most detector closest to the interaction point

and provides primary vertex resolution better than 100 µm and reconstruction

of secondary vertices (e.g. B, D decays). The six layers of the ITS are grouped

in three pairs of, Silicon Pixel Detector (SPD), Silicon Drift Detector (SDD) and

Silicon Strip Detector (SSD). The SPD is the inner most layer, which can run at

a rate of 1 kHz and handle up to 80 particles/cm2. On the other hand both SDD

and SSD can provide particle identification by measuring energy loss of the charge

particles traversing the detector material and can handle up to 7 particle/cm2 and

1 particle/cm2, respectively.

Figure 2.3: Layout of the Inner Tracking System (ITS).
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2.3.2 Time Projection Chamber (TPC)

The Time Projection Chamber (TPC) [4] is a 500 cm long hollow cylinder along

the beam direction around ITS with an inner radius of 85 cm and outer radius 250

cm [Fig. 2.4]. It is the central tracking device for the charge particles in ALICE. The

hollow cylinder is filled with a gas mixture of Ne, CO2, N2 in a ratio of 85:10:5

at atmospheric pressure. Charge particle crossing the gas of the TPC ionize the

gas atoms along their path, liberating electrons that drift towards the end plates

of the detector. The momentum dependence of the energy loss caused by the

fast charged particles passing through the gas medium can be used for particle

identification [Fig. 2.5]. Low momentum particles (up to few GeV) can also be

identified by TPC along with TOP, TRD, ITS by measuring the dE/dx.

Figure 2.4: Layout of the Time Projection Chamber (TPC).
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Figure 2.5: Energy loss in the TPC as a function of momentum with superimposed
Bethe-Bloch lines for various particle species.

2.3.3 Transition Radiation Detector (TRD)

The Transition Radiation Detector (TRD) [5] consists of 6 layers between 260

cm to 370 cm and is located between the radial space between the TPC and TOF

[Fig. 2.6]. It can identify electrons with momenta higher than 1 GeV/c from pions,

where the energy loss mechanism of TPC is no longer effective. When a relativistic

charge particle passes through the boundary of two media with different dielectric

constant, it emits transition radiation (TR). Since the pion is heavier, their ion-

ization loss is smaller than electron causing no transition radiation below ∼ 100

GeV/c. The TRD uses this principle to separate electron from pions.
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Figure 2.6: Illustration of TRD surrounded by TPC and TOF.

2.3.4 Time of Flight (TOF)

The Time Of Flight (TOF) [6] is segmented in 18 super modules in φ and 5 in

z direction, the TOF measures the particle time of flight with an overall resolution

better than 80 ps. It is the outermost detector having a full azimuthal coverage

and a longitudinal acceptance of |η |< 0.9. By the combination of this information

with the particle momenta it is possible to determine their masses. The TOF pro-

vides particle identification in the intermediate momentum region: a separation

of better than 3σ can be achieved below 2.5 GeV/c for pions and kaons and be-

low 4 GeV/c for kaons and protons. The detector is made of Multi-gap Resistive

Plate Chambers (MRPC). They are gaseous detectors with high and uniform elec-

tric field where the ionization immediately starts the avalanches without any drift.

They can operate at atmospheric pressure and with high gain due to the internal

quenching capabilities of the resistive plates. The TOF detector delivers trigger
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signals as well. It provides Level-0 (L0) triggers to select ultra-peripheral colli-

sions, minimum bias events in pp collisions and cosmic muons for the calibration

of central detectors and cosmic ray physics.

2.3.5 Photon Spectrometer (PHOS)

Figure 2.7: The PHOS crystal and assembled module.

The PHOton Spectrometer (PHOS) [7] is divided into five independent mod-

ules of a segmented electromagnetic calorimeter and a Charged-Particle Veto

(CPV) detector. It is a high-resolution electromagnetic spectrometer covering 100

degree in azimuth and |η | < 0.12, placed at the bottom of the ALICE setup at a

distance of 460 cm from the interaction point. Each calorimeter consists of 56

rows of 64 cells of PbWO4 crystals. Fig. 2.6 shows a 3D schematic view. The CPV

is a Multi-Wire Proportional Chamber with a charged-particle detection efficiency

better than 99%. The PHOS is designed to provide photon identification, as well

as neutral meson identification, through the two-photons decay channel.
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Figure 2.8: The layout of ALICE EMCal.

2.3.6 Electromagnetic Calorimeter (EMCal)

The Electromagnetic Calorimeter (EMCal) [8] is located 4.5 m away from the

beam line with an azimuthal acceptance coverage of 110 degree and |η |< 0.7, lim-

ited by the PHOS and the HMPID (Fig. 2.6). It enhances the ALICE capabilities for

high-energy jet measurements by improving jet energy resolution. It also increases

the capabilities to measure high momentum photons and electrons. The chosen

technology is a layered Pb-scintillator sampling calorimeter with alternating layers

of 1.44 mm of lead and 1.76 mm of scintillator.

2.3.7 High Momentum Particle Identification Detector

(HMPID)

The High Momentum Particle Identification Detector (HMPID) [9] is optimized

to extend the range for π/K and K/p discrimination, on a track-by-track basis, up

to 3 GeV/c and 5 GeV/c respectively. It enhances the PID capability of ALICE by

enabling the identification of particles beyond the momentum interval attainable

through energy loss (in ITS and TPC) and time of flight measurements (in TOF).
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Figure 2.9: The schematic diagram of HMPID modules setup in ALICE.

The detector is designed as a single-arm array with a pseudo-rapidity acceptance

of |η | < 0.6 and an azimuthal coverage of about 58 degree which corresponds

to 5% of the central barrel phase space. It is based on Ring Imaging Cherenkov

counters and consists of seven modules of about 1.5×1.5 m2 each (see Fig. 2.6).

2.4 Forward Detectors

The ALICE forward detectors are generally used for the centrality determina-

tion of a AA collision and the multiplicity evaluation in pp, pA and AA collisions.

These measurement of the centrality and multiplicity is useful to understand the

global characterestic of the event. A brief description of these detectors are given

below:
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2.4.1 Forward Multiplicity Detector (FMD)

The Forward Multiplicity Detector (FMD) [10] consists of silicon strip detectors

divided in seven disks perpendicular to the beam pipe and placed at distances

between 42 cm and 225 cm from the interaction point. It provides charged particle

multiplicity information in the pseudorapidity range 1.7 < η < 5.1 (A-side) and

3.4 < η < 1.7 (C-side). In Fig. 2.10 a schematic view is presented.

Figure 2.10: The schematic diagram of FMD.

2.4.2 VZERO Detector (V0)

The VZERO detector (V0) [10] is segmented into 64 elementary counters

distributed in 8 rings, covering two pseudorapidity ranges: 2.8 < η < 5.1 and

3.8 < η < 1.7. It is made of two arrays of scintillator material, located at 340 cm

(A-side) and 90 cm (C-side) from the interaction point (Fig. 2.11). The measure-

ment of the time difference between the two subsystems allows to identify and

reject the beam-gas events, thus providing a minimum bias trigger for the central

barrel detectors and a validation signal for the Muon Trigger. The V0 can also

measure the charged particle multiplicity, acting as a centrality indicator for AA
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collision analysis.

Figure 2.11: The schematic diagram of the V0 detector.

2.4.3 TZERO Detector (T0)

The TZERO detector (T0) [10] is designed to provide a start signal for the TOF

detector, to measure the vertex position along the beam axis with a precision of

±1.5 cm and to measure the particle multiplicity, generating a centrality trigger.

It consists of two arrays of Cherenkov counters, with a time resolution better than

50 ps, asymmetrically placed at 375 cm (A-side) and 72.7 cm (C-side) from the

interaction vertex, with a pseudorapidity coverage of 4.61 < η < 4.92 and 3.28 <

η < 2.97 respectively(Fig. 2.12).
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Figure 2.12: The view of T0 module of ALICE.

2.4.4 Photon Multiplicity Detector (PMD)

The Photon Multiplicity Detector (PMD) [11] is about 360 cm from the interac-

tion point, in A-side, its main goal is the estimate of the transverse electromagnetic

energy and the reaction plane on an event-by-event basis for AA collisions analysis.

It is a pre-shower detector measuring the multiplicity and spatial distribution of

photons in the forward region (2.3 < η < 3.7). It consists of two identical planes of

detectors, made of gas proportional counters with honeycomb structure and wire

readout (Fig. 2.13).

2.4.5 Zero Degree Calorimeter (ZDC)

The Zero Degree Calorimeters (ZDC) [12] consists of two pairs of quartz-fiber

hadronic calorimeters (for neutrons and protons), placed on both sides of the in-

teraction point, at 116 m from it. It provide a centrality estimate and trigger in
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Figure 2.13: The setup of PMD detector in ALICE.

Pb–Pb collisions by measuring the energy carried in the forward direction (at zero

degrees with respect to the beam direction) by noninteracting nucleons (specta-

tors)(Fig. 2.14). The ZDC system presents also two electromagnetic calorimeters

(ZEM), both placed at about 7 m from the IP (PMD side), which allow to resolve

ambiguities in the determination of the centrality. The ZEM, made of lead and

quartz fibers, are designed to measure the energy of particles, mostly photons

generated from π0 decays, at forward rapidities (4.8 < η < 5.7).
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Figure 2.14: The setup of ZDC detector in ALICE.

2.5 The Forward Muon Spectrometer

The forward Muon Spectrometer [13] is in the rapidity rage 2.5 < y < 4 and

can measure a wide range of transverse momentum down to pT = 0. Its main goal

is to study the charmonium (J/ψ and ψ(2S)) and bottomonium (ϒ resonances),

low mass vector mesons (ρ and φ), open heavy-flavours (D and B families) and

weak bosons (Z, W±), via their muonic decay channels in pp, pA and AA collisions

at the LHC energies.

The Muon Spectrometer has a total length of 17 m and covers the polar an-

gular range 172◦ < θ < 178◦ (4.0 < η < 2.5) with respect to the ALICE reference

frame [14]. It is composed of a absorbers, five stations of tracking detectors that,

together with a warm dipole magnet, are used to track muons and to measure

their momenta and two stations of trigger chambers shielded by a muon filter as

shown in Fig. 2.15.

This thesis uses the data from this sub-detector. Thus, a more detail description
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Figure 2.15: The basic layout of the Forward Muon Spectrometer of ALICE.

has been presented below.

2.5.1 Front Absorber

The front absorber is located at 90 cm from the IP, inside the L3 magnet, it

is designed to limit multiple scattering and energy loss by traversing muons, but

also to protect other ALICE detectors from secondary particles produced within

the absorbing material [15]. It is made out of carbon, concrete and steel with a

conical geometry, for a total length of 4.13 m (corresponding to ∼ 10 radiation

lengths), as shown in Fig. 2.16. It is covered by a 10 mm layer of tungsten at the

front end of the cone (close to ITS) and in the sector between 10.5◦ and 12.5◦

where it faces TPC. A tungsten cover of 100 mm thickness at the back end absorbs

most of the low energetic electrons created inside the absorber. An additional ring

of 100 mm of tungsten is added to the 2◦ cone to improve the shielding against

particles from the beam pipe. Finally, three layers of polyethylene are placed at
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Figure 2.16: The Front Absorber of ALICE.

the end of the absorber for stopping slow neutrons.

2.5.2 Muon Filter

There is another absorber called Muon Filter, located between the Muon Track-

ing and the Muon Trigger, 14.5 m from the IP. It is a 120 cm thick wall made of

cast iron, whose aim is to reduce the background on the Muon Trigger stations.

It absorbs hadrons and low-momentum muons: the combined effect of the front

absorber and the muon filter prevents muons with p < 4 GeV/c from reaching

the Muon Trigger chambers. The muon filter is shown in Fig. 2.17 along with the

warm dipole magnet.
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Figure 2.17: The picture of Muon Filter (left) and Dipole Magnet (right) of ALICE.

2.5.3 Dipole Magnet

The world’s largest dipole magnet houses the third Muon Tracking station and

provides the bending power necessary to measure the transverse momenta of

muons. It is located at about 10 m away from the IP and has an integral field

of 3 T.m. The general concept of the magnet is based on a window-frame return

yoke, fabricated from low-carbon steel sheets. Its overall dimensions are 5 m in

length, 7 m in width and 9 m in height, with a total weight of about 890 tons [16].

The magnet is also used as a support for the front absorber and beam shield. An

additional radial space of 10 cm to 15 cm is provided to house the support frames

of the Muon Tracking chambers inside the magnet. The dipole has an angular

acceptance of 171◦ < θ < 178◦ and is designed to provide a horizontal magnetic

field perpendicular to the beam axis. The field polarity can be reverted within a

short time. A view of this warm dipole magnet is shown in Fig. 2.17.
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2.5.4 Beam Shield

The beam shield is an absorber made of high Z tungsten-lead mixture embed-

ded in a 4 cm thick stainless steel envelope, which surrounds the beam pipe along

the Muon Spectrometer. Its shape follows the 178◦ acceptance line up to a maxi-

mum radius of 30 cm and then it stays constant. It stops the small angle particles

and secondary ones emerging from the beam pipe.

2.5.5 Tracking Stations

Figure 2.18: The picture of Tracking Station of ALICE.

The tracking detector system of Muon Spectrometer is composed of ten track-

ing chambers, and each pair of detection chamber is considered as one station. It

is ∼ 1000 cm long starting from ∼ 500 cm of the interaction point (IP). On each

side of the dipole magnet there are two stations with one remaining station situ-

ated at the middle of the magnet as shown in Fig. 2.18. In central Pb-Pb collisions,

a few hundred particles are expected to hit the muon chambers, with a maximum

hit density of about 5×102 cm−2. Moreover, the tracking system has to cover a

total area of about 100 m2. The basic design criteria of dimuon tracking chamber
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is to cope with such high particle flux in the forward direction and to achieve a

spatial resolution of about 100 µm to distinguish the members of the resonance

family. Both of the conditions are found to be satisfied by Cathode Pad Chambers

(CPC). Therefore, the tracking detectors are comprised of segmented Cathode with

anode wires in between and are operated following the principle of Multiwire Pro-

portional Counters (MWPC) with gas mixture of Ar/CO2 (80%/20%). The basic

geometry of CPC is shown Fig. 2.19, in which both the cathode planes are divided

into sensitive pads, which are used to determined the position of particle travers-

ing the detector. As a charged particle passes through the active gas volume of

the detector, it produces ionization along its trajectory and avalanche takes place

when the primary electrons drift towards the nearest anode wire. The motion of

the secondary electrons induces charge on the cathode pads and charge clusters

are formed. The relative values of the induced charges and the absolute positions

of the pads in a charge cluster are used to determine the position of the charged

particle passing through the detector.

Figure 2.19: The basic working principle of cathode pad chamber.

Material budget is kept less than 3% of the radiation length to minimize the
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multiple scattering of the muons in the chambers. Two different designs have been

adopted for the different size of the stations (ranging from few square metres

for station 1 to more than 30 m2 for station 5). The first two stations have a

quadrant structure, with the readout electronics distributed on their surface. For

the other stations, a slat architecture has been chosen. The maximum size of a

slat is 40×280 cm2 and the electronics is implemented on the top and bottom

sides of the slats. Thus, the slats have been overlapped to avoid dead zones on

the detector. The position of the tracking chambers is continuously monitored by

a sophisticated system of optical lines inspired by the RASNIK concept. The IR

LED, a lens and a CCD camera constitutes the main components of each optical

line. About 100 such optical lines are used to monitor the relative positions of the

different chambers with better than 20 µm accuracy, while 160 lines are used to

monitor the planarity of the chambers.

2.5.6 Trigger Stations

The main purpose of the muon trigger system is to select unlike sign muon

pairs from the decay of quarkonia resonances, single muons from heavy flavors

and like sign muon pairs for the estimation of the combinatorial background stud-

ies. A loose pT is applied at the trigger level on each individual muon to reduce

the probability of triggering on events where low-pt muons are not accompanied

by the high-pt ones (emitted in the decay of heavy quarkonia or in the semi-

leptonic decay of open charm end beauty). For the study of quarkonia resonances,

a dimuon trigger signal is issued when at least two tracks above a predefined pt

threshold are detected in an event. To perform the pt selection, a position-sensitive

trigger detector with space resolution better than 1 cm has been designed which

can issue trigger within a very short time interval (∼ 600 ns). This is achieved by
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Figure 2.20: Layout of the ALICE Muon Trigger system. Different colours refer to
the three strip widths.

Resistive Plate Chambers (RPCs) operated in streamer mode. The trigger system

consists of four RPC planes arranged in two stations (MT1 and MT2), one metre

apart from each other and placed behind the muon filter at about 1600 cm and

1700 cm, respectively, from the IP [Fig. 2.20]. Each trigger station is made of

two parallel detection planes of 18 single-gap RPCs separated by 15 cm, so that

the total number of RPCs is 72. The active area covered by the first station and

the second are 6.12×5.44 m2 and 6.50×5.78 m2, respectively. A RPC is a planner

geometry gaseous detector, where the active gas material is flushed through the

resistive electrode plates. A High voltage is applied to the plate by means of a

conducted layer coated on their outer surfaces. It is kept at a constant distance

by plastic spacers placed inside the gas gap. The detector is filled with gas at at-

mospheric pressure, and kept in flow mode. The voltage required for operation

is 4-5 kV/mm. When an ionising particle crosses the gas gap, the liberated elec-
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trons give rise to a discharge on the anode, which are absorbed by organic gas and

electronegative gases (Ar+C2H2F4+isobuthane+SF6 at a ratio 49:40:7:1). Since

duration of discharge (∼ 10 ns) is much shorter than the relaxation time of the

electrodes, they behave as an insulator through out the whole discharge. The sig-

nal can be picked up by induction method using insulated conductive strips placed

on the electrodes.

2.6 Detector Readout

The tracking stations has front-end electronics which is based on a 16-channel

indigenous Indian chip (MANAS), which includes the following functionalities:

charge amplifier, filter, shaper and track & hold. The channels of four such chips

are fed into a 12-bit ADCs, read out by the MARC chip which includes zero sup-

pression. This chain is mounted on front-end boards (MANUs). A total of about

17,000 MANU cards are necessary to read the 1,076,224 channels of the tracking

system. Up to 26 MANUs are connected (via PATCH bus) to the translator board

which allows the data transfer to the Concentrator ReadOut Cluster Unit System

(CROCUS). Each chamber is read out by two CROCUS, leading to a total number

of 20 CROCUS. The main tasks of the CROCUS are to concentrate data from the

chambers, to transport them to the DAQ and to perform control of the front-end

electronics, including calibration and dispatching of the trigger signals. The data

link that connects the top most readout element of the detector (i.e. CROCUS for

dimuon tracking chambers) to the DAQ is called Detector Data Link (DDL). This

scheme is shown in Fig. 2.21.

The dual-threshold front-end discriminators are used in the RPCs to adapted

to the timing properties of the detector and reach the time resolution (1–2 ns)
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Figure 2.21: A schematic diagram for the detector readout of ALICE.

necessary for the identification of the bunch crossing. From the discriminators,

the signals are sent to the trigger electronics (local trigger cards, based on pro-

grammable circuits working in pipeline mode) where the coordinates measured

in the first and second stations are compared to determine the muon pT . Due

to the short decision time (600–700 ns) of the electronics, the dimuon trigger

participates in the ALICE L0 trigger.

2.7 Online Control Systems

The experimental data collection is achieved by the Online Control System of

ALICE. The various modeules of the data collection system are discussed below:
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2.7.1 Detector Control System (DCS)

The Detector Control System (DCS) [17] is developed by ALICE based on

SCADA framework to control the detectors during data taking. It allows the shift

crew to control the status of the detectors, issue alarms, check errors that could

happen and have the possibility to recover possible failures in order to maximize

the efficiency during the acquisition. Having to cope with a large variety of differ-

ent subsystems and equipments, the DCS was designed to be flexible and modular,

in order to give an easy environment to the sub-detector developers. The DCS is

responsible of configuring, monitoring and controlling all the equipment of the

experiment. It is also provided with a graphical user interface that shows the

information from the detectors and allows the execution of commands.

2.7.2 Central Trigger Processor (CTP)

The Central Trigger Processor (CTP) [18] collects and processes the trigger

signals from the detectors. Depending on the DAQ bandwidth and physics re-

quirements it can select events having different features and downscale the data

taking rates. The aim of the ALICE trigger is to manage the detectors which are

busy for different periods following a valid trigger and to perform trigger selec-

tion optimized for several different running conditions. The fastest trigger signal,

called Level 0 (L0), arrives within 1.2 µs after the collision. The L0 signals from

the fastest detectors, such as the SPD, V0, T0 and the Muon Trigger, are treated

with a three states logic (asserted, not relevant and negated ) combined together

with logic AND and OR in order to select a certain class of events. The infor-

mation of slower detectors is used to create a Level 1 trigger signal (L1) that is

dispatched after 6.5 µs. The ALICE trigger system is provided with a past-future
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protection circuit that looks for other events of requested types in a time windows

before and after the collision under investigation. This is done for the rejection of

pile-up events and the good read out of the detectors. The last level called Level

2 (L2), waits for the past-future protection and arrives after 88 µs. The CTP data

are stored in the raw data stream and in dedicated scalers. In particular, there are

scalers for all the inputs and for each trigger class that store the scaled number of

events passing each stage of the trigger (L0, L1, L2).

2.7.3 Data Acquisition System (DAQ)

The ALICE Data AcQusition system (DAQ) [17] was designed to handle large

interaction rate and large amount of data (1.25 GB/s). Different clusters of detec-

tors with different trigger rates can also be easily maintained by this DAQ. Once

the CTP decides to acquire a particular event, the trigger signal is dispatched to

the front-end read-out electronics (FERO) of the involved detectors. The data are

then injected in the Detector Data Link (DDL4 ) and sent to a farm of computers,

called Local Data Concentrators (LDC), that build the event fragments from the

front-end electronics into sub-events. The sub-events are then shipped through

an event building network to the Global Data Collectors (GDC) that take all the

sub-events from the various LDCs to build the whole event and eventually send it

to the storage facilities.

2.7.4 High Level Trigger (HLT)

The High Level Trigger (HLT) [19] can collect raw data from the LDC, to per-

form local pattern recognition, fast tracking and primary vertex localization, and

to build up the global event. So, it can select interesting events as well as further
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reduce the data size. The trigger decision and the compressed data are sent back

to the DAQ via the HLT DDL output. In order to fulfil these requirements the HLT

consists in a farm of more than 1000 multi-processor computers. The HLT also

has an online event display that allows visualizing the events and monitoring the

goodness of the data taking.

2.7.5 Data Quality Monitoring (DQM)

The Data Quality Monitoring (DQM) [20] provides online feedback of the data

being recorded to ensure the acquisition of high quality data. It typically involves

the online gathering of data samples, their analyses by userdefined algorithms

and the visualization of the monitoring results. The final design of the DQM soft-

ware framework of ALICE is AMORE (Automatic MOnitoRing Environment). This

system is used to monitor the event data coming from the ALICE detectors allow-

ing operators and experts to access a view of monitoring elements and to detect

potential problems. Important features include the integration with the offline

analysis and reconstruction framework, the interface with the electronic logbook

that makes the monitoring results available everywhere through a web browser.

2.7.6 Detector Algorithms (DA)

The Detector Algorithms (DA) [21] provided by the detector teams allows to

regularly calibrate the detectors to achieve most accurate physics measurements.

Each DA accesses detector data (physics or calibration events) and produces re-

sults online. These results can be directly used (for example to configure the

detector electronics or to give quality feedback to the DQM system) or shipped

offline (to be processed and used in event reconstruction). A DA consists of a spe-
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cific detector code to analyse events and to produce results according to a given

calibration task, using a support library to interact with the external components

(read configuration, grab events, log messages, export results, deal with the con-

trol system commands). There are two types of DA: the monitoring DA, which

subscribe to events on the fly and the LDC DA, which analyse at end of run a

locally recorded data file.

2.8 Offline Framework

The offline framework used by the ALICE community is a software called Ali-

Root. It can be used for simulation, reconstruction, detector alignment, calibra-

tion, visualization and data analysis. A short description of the ALICE offline

framework is given below:

2.8.1 AliRoot

In 1998 the development of the ALICE offline project started by a software

called AliRoot [22]. The AliRoot architecture is based on the ROOT [23] frame-

work and it is designed to be extremely modular as shown in Fig. 2.22. This

framework is completely based on the Object Oriented paradigm and it is entirely

written in C++ with some makefiles for Fortran 90 to interface with GEANT. The

STEER module provides steering, run management, interface classes and base

classes. The detectors code is divided into independent modules which provide

the syntax for simulation and reconstruction. The analysis code is continuously

developed and progressively added to the framework. AliRoot is designed to easily

interface with external Monte Carlo modules for the event generation and particle

transport through the detector geometry.
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Figure 2.22: General scheme of the AliRoot architecture.

Simulation: In AliRoot the main simulation class is the AliSimulation. It pro-

vides the the interface to event generators (such as PYTHIA [24] or HIJING [25])

and to geometry builder (as detectors alignment and magnetic field). Users can

also force the particles to be produced and to decay in a particular acceptance re-

gion in order to speed up the processes and tune their kinematic parametrizations

(basically y and pT needed to get the phase space of the particles) in the cases they

are known.

Particle Transport: The AliRoot provides different Monte Carlo packages (like

GEANT3 [26], GEANT4 [27] and FLUKA [28]) to obtain the detector response

for the simulated events. The geometries of ALICE detectors are implemented

by the detector groups in these packages, including support structures, absorbers,

shielding and beam pipe. The magnetic field of the solenoid and the warm dipole
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magnet can be described in the simulation as well. Ideal geometry is used as a

default, but it is possible to work with a more reliable apparatus condition by re-

trieving the Offline Conditions Data Base objects (OCDB) which include pedestals,

noisy or dead channels, HV values.

Reconstruction: The configuration of the reconstruction phase (for both the

real data and Monte Carlo simulations) is provided by the class AliReconstruction.

It gives the primary vertex reconstruction, track reconstruction and particle identi-

fication, secondary vertices reconstruction. The final output is an Event Summary

Data (ESD), i.e. a .root file containing all the information relevant for physics

analyses. During the production specific processes are possible such as the of-

fline re-alignment of the tracking chambers. ESD could be further filtered for a

more specific analysis and then stored in the Analysis Object Data (AOD) output

files that are smaller in size and therefore give faster access for the users. The

final stage of the filtering is the production of Muon AOD, which summarize all

necessary information required for physics with the Muon Spectrometer.

2.8.2 The GRID

The computing facility called Grid [29] was started in CERN to distribute the

enormous amount of data produded by the experiments around the world. The

ALICE computing infrastructure, along with the other LHC experiments, belongs

to the program coordinated by the Worldwide LHC Computing Grid (WLCG). This

infrastructure, based on the MONARC [30] model, is hierarchical and the levels

are called Tiers. The raw data from the experiment are stored in the very large

computing center at CERN, the Tier-0, then data are replicated in regional large

computing centers, called Tier-1 that also participate to the reconstruction and the

storage of Monte Carlo data. The local computing centers, i.e. the resources of the
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participating institutes, are the Tier-2. Although with smaller data storage capabil-

ities, the Tier-2 contribute with computing power for the user data analysis tasks

and the Monte Carlo simulations. The lowest levels of this infrastructure are the

Tier-3 and Tier-4, local computing clusters of University departments and user’s

workstations respectively. For the present thesis, all the analysis jobs were carried

out from Saha Institute of Nuclear Physics (SINP) with a dedicated ethernet link

to CERN through the Tier-2 cluster of Variable Energy Cyclotron Centre (VECC).

The interconnections between all these different facilities are possible through the

Grid Middleware. ALICE developed a set of Middleware services called AliEn [31].

Through the AliEn User Interface (the MonALISA [32] repository for ALICE), the

user interacts with the Grid: after authentication, he can access and store files as

in a Unix like system, send own tasks (jobs) for analysis or simulation purposes

and monitor their execution.
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Chapter 3

Data Quality Assurance (QA)

In order to study the Quark-Gluon Plasma, we want to measure the nuclear

modification factor (RAA) of the ϒ resonances. To measure RAA, we need the

measurement of ϒ production both in Pb–Pb and pp collisions at same energy. The

Pb–Pb data was at 2.76 TeV, where as the pp data 7 TeV. The idea was to measre

the ϒ cross section at 7 TeV and use that result along with the LHCb data points

at forward rapidity to interpolate the forward-rapidity cross section of ϒ at 2.76

TeV. However, this method was not used due to low statistics and availability of

LHCb results of forward-rapidy ϒ cross section at 2.76 TeV. This is discussed quite

in detail in chapter 4 and chapter 5.

During the data taking period ALICE collected substantial amount of data for

the physics analysis. But quality of all the data were not good due to contamina-

tion from various sources and detector inefficiencies. So some general trends were

checked for a given data called Quality Assurance (QA) to verify the suitability of

the data for the physics analysis. Only the QA checked data were used for the

physics analysis. In this chapter the methods of QA will be discussed, as I have

actively participated in the QA monitoring of pp and Pb–Pb data.
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3.1 Muon Run Selection

ALICE is capable of collecting data in various detector configurations for dif-

ferent physics analysis. Thus depending on the physics interest various data par-

titions with different trigger configurations have been used. The run list for a

specific period is made using ALICE-logbook [1], DAQ-logbook [2] entries and

Run Condition Table (RCT) [3]. First a run list is made from the ALICE logbook

with the following basic criteria:

(i) Period: LHC11d/e/f/...

(ii) Partition:PHYSICS_1 (or another partition)

(iii) Duration: > 10 min

(iv) Run Type: PHYSICS

(v) L3/Dipole Magnet Current (kA): [-30/-6] or [+30/+6]

(vi) GDC mStream Recording: Yes

(vii) Beam Energy (GeV): [900..]

(viii) Beam: Stable

(ix) Trigger Detectors: at least MUON_TRG

(x) Readout Detectors: at least MUON_TRG, MUON_TRK, SPD

(xi) Shuttle: Done

(xii) Shuttle Done for Readout Detectors and GRP

(xiii) Data Quality not bad for Readout Detectors (depending on the Run Co-

ordinator, the Global Data Quality can be bad if the TPC is not in).

Runs which are very short (< 10 min) are rejected, since a proper QA of these

runs can not be done due to lack of statistics. For Muon Spectrometer data, the

muon trigger (MUON_TRG) and V0 must be present as the trigger detector, while

muon trigger (MUON_TRG), muon tracker (MUON_TRK), V0 and SPD must be
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present as the readout detectors in the partition. During Pb–Pb data taking period

ZDC was also requested as readout detector. The related detector information are

also taken into account from the DAQ-logbook entries while selecting the runs. In

some cases the global data quality may be bad, but those runs are only rejected

if that happens due to some fault in the muon detector, otherwise they are taken

in the basic run list. The Run Condition Table (RCT) is also checked for further

information (to cross check any suspicious issue in other sub-detectors and their

QA output) for the selected runs, as it gives run quality for all sub-detectors, the

beam settings (number of bunches, fill number, luminosity scan, etc.), the mag-

netic field, the global run quality (for central barrel analysis) and Muon quality

(for muon analysis). The runs used for luminosity scans are not considered for

Muon analysis.

GDC : The Global Data Collectors (GDC) receives all sub-events from a given

event and assembles them into a complete event. Subsequently, these events are

stored on a system called Transient Data Storage (TDS).

GRP : Besides the 18 sub-detectors of the ALICE experiment, two further pre-

processors exist: one to retrieve HLT specific parameters and another for data not

specific to a particular sub-detector but to the whole experiment, called Global

Run Parameters (GRP). The parameters are taken from different sources like, DAQ,

DCS, Trigger etc. GRP does not correspond to a detector, but may be used by any

in order to retrieve any global information to be used in reconstruction.

OCDB : The Offline Conditions Database (OCDB) is the place where the cal-

ibration and alignment data is stored. It is not a "database" in the literal sense

of the word (like Oracle, MySQL, etc): it is a set of entries in the AliEn file cat-

alog that point to the physical entities (ROOT files stored in the various storage

elements of the grid) containing the calibration and alignment data.
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Shuttle : During data-taking the sub-detectors interact with several online sys-

tems (CTP, DAQ, DCS, ECS and HLT). Data is read out by DAQ as raw data streams

produced by the sub-detectors. At the same time they also produce conditions data

which is information about the detector status and environmental variables. Most

of the conditions data could in principle be calculated from the raw data and ex-

tracted offline after data-taking. However, such an approach would require an

additional pass over the raw data before the reconstruction which is not possible

due to the limited computing resources. Therefore, conditions data is already ex-

tracted during data-taking running dedicated sub-detector algorithms in the online

systems. For this purpose Shuttle framework has been developed, which performs

the following tasks:

• copying of data in any format produced by the online systems DAQ, DCS,

and HLT for each sub-detector;

• preprocessing of the data, e.g. consolidation, fitting;

• reformatting to ROOT format;

• storing in the Grid Offline Conditions DataBase (OCDB);

• indicating that a given run has been processed, which is a precondition to

starting the reconstruction.

Fill : Fill is the time period between beam injection and beam dump at LHC

ring.

Period : Period is the time period between two consecutive technical stops by

LHC.

BP : Bus Patch (BP) sends control signals to the front end electronics to read

out MANAS chip and receive digitized data from the MANU cards.
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DDL : Detector Data Link (DDL) connects the topmost readout element of the

detector to the DAQ.

DE : Detection Element (DE) is the detector component that can operate inde-

pendently, e.g. quadrants for the 1st and 2nd stations and slats for the 3rd, 4th

and 5th stations of Muon Chambers.

3.2 Definition of Quality

In the RCT each sub-detector are tagged with certain numerical values to de-

note the status/quality of those sub-detectors. For the Muon Chambers (MCH),

the following definitions are used [4]:

(1) detector configuration is nominal, no major problem. The average number

of cluster per track per chamber is above 0.9, some BP are missing not more.

Usable for Physics.

(2) detector configuration is lower that nominal, thus the tracking efficiency is

slightly reduced. The average number of cluster per track per chamber is above

0.75 (and below 0.9). Usable for Physics.

(3) detector configuration is not nominal, for instance a DDL is missing or

high occupancy DE have appeared. The average number of cluster per track per

chamber is below 0.75, thus the tracking efficiency is modified. Usable for Physics

if simulations are done accordingly.

(4) detector configuration is not nominal, tracking efficiency is not understood.

Not Usable for Physics.

(5) Less than 50% of the run reconstructed

(6) Luminosity scan or too few events in the run or other issue (pedestal, ...)

(7) Bad in pass1 (reconstruction issue)
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(8) No QA results (QA has to be run)

(9) Bad in pass2 (reconstruction issue)

(10) Shuttle failed

While for the Muon Trigger (MTR) Subsystems, the quality definitions was:

(1) Nominal detector configuration, full detector(maybe some strips missing),

Usable for Physics(Green).

(2) Nominal detector configuration, missing trigger electronics(Local, Re-

gional, DARC) or RPCs or Masks, Usable for Physics(Yellow).

(3) Problem occurred during Data taking(Orange).

(4) Not nominal detector configuration, Not usable for physics(Red)

(5) VDM || LUMI || LHC Op. || Tests, Not for Physics(Red)

After doing the QA of the selected runs from the run list, the quality of a run

for the muon analysis are tagged in the RCT. The analyzers of Muons follow this

RCT to select the good runs for physics analysis or to understand the quality of a

particular run just looking at the numerical tag of Muon Quality as given bellow :

(1) Good run (2) Bad run (3) Pending run (4) Bad for passX (5) Low statistics

(6) Waiting for passX (7) No QA output (8) Investigating (9) MCH or MTR missing.

3.3 Physics Event Selection

The physics selection (by means of AliPhysicsSelection class) is used to select

collision candidates in all the data samples collected by ALICE. This class works

at present for all pp, p–Pb and Pb–Pb runs. The class AliPhysicsSelection selects

events that:

(1) Have the correct event type (physics);

(2) Have the interaction trigger, i.e. trigger on bunch crossings;
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(3) Fulfill the online trigger condition, replayed using offline signals from re-

constructed clusters;

(4) Are not flagged as beam-gas by either V0A or V0C;

(5) Are not flagged as beam-gas, based on the SPD clusters vs tracklets corre-

lation;

(6) Are not identified as "debunched" events by the ZDC timing cut.

This class produces control histograms. These histograms show the amount of

events that pass the event selection in the control triggers (beam-empty, empty-

beam, empty-empty) and are useful for the background assessment. The physics

selection cut is used in all physics analysis.

3.4 Muon QA for pp Collisions

The Muon QA was done for the pp runs to select the good runs for the pp

analysis, which were used as a baseline for the Pb-Pb runs. Here only the QA done

for the LHC11d period is discussed, however, QA for the other pp run periods are

almost the same [5]. At first the runs were selected from the ALICE logbook. A

total of 141 runs qualified the selection criteria (see Fig. 3.1), which corresponds

to ∼ 2.47 M unlike sign trigger named as, CMUU7B.

Out of these 141 runs the 156656, 156657, 156858, 156859 and 157259 were

not reconstructed due to various issues in GRP or CTP or Config OCDB, which

accounts ∼ 67.94 K CMUU7B. Another two runs 157476 and 157645 was rejected

due to large physics selection effect. Physics selection removed ∼ 21 % CINT7B

(Minimum Bias) and ∼ 10 % CMUU7B (Unlike Sign) events, which was ∼ 2 % for

the CINT7I trigger.
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Figure 3.1: The criteria used for filtering the runs for LHC11d period from the
ALICE logbook.

3.4.1 Minimum Bias Events

The CINT7B trigger represents the Minimum Bias events. The number of tracks

per CINT7B trigger is shown in Fig. 3.2 on run-by-run basis for the LHC11d period.

The trigger only tracks, tracker only tracks, matched tracks (trigger tracks able to

find a tracker track in the tracker side) and all tracks (sum of the trigger only

track, tracker only tracks and matched tracks) are denoted by blue, red, magenta

and black colours respectively. It is apparent from the figure that there is a trend

of decrease of matched tracks from beginning to the end of the period. However,

the trigger tracks per CINT7B is ∼ 0.015–0.020 (see Fig. 3.3), which is roughly

constant throughout the period. At the start of each fill the tracker tracks are high

and then it starts to decrease. This is due to beam-gas tracks or due to pile-up

from other branches mainly since the MUON_TRK readout is longer than the time
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Figure 3.2: Run-by-run analysis of trigger only tracks, tracker only tracks and
matched tracks per Minimum Bias (CINT7B) events.

between two branches. This effect is proportional to the beam luminosity and,

hence, decreses within a fill.

3.4.2 Unlike Sign Dimuon Events

The CMUU7B denotes the Unlike Sign dimuon events, which means this events

contains at least two muons of opposite charges. At the beginning of the period

the number of matched tracks per CMUU7B was ∼ 0.8 then decreases with time,

ranging from∼ 0.5–0.8 throughout the period as shown in Fig. 3.4. However from

Fig. 3.5 it is clear that while the number of trigger tracks remains constant through

out the period, the tracker tracks decreased with time. This implies the tracking

chamber efficiency decreased with time. The matched tracks per CMUU7B was

further analyzed for pT = 1 and 2 GeV after applying the physics selection, vertex,

RAbs and pDCA cut (see Fig. 3.6). The trend of decrease in efficiency of tracking

chambers remains for both the pT cuts.
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Figure 3.3: Run-by-run analysis of trigger tracks and tracker tracks per Minimum
Bias (CINT7B) events.

Figure 3.4: Run-by-run analysis of trigger only tracks, tracker only tracks and
matched tracks per Unlike Sign dimuon (CMUU7B) events.
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Figure 3.5: Run-by-run analysis of trigger tracks and tracker tracks per Unlike
Sign dimuon (CMUU7B) events.

Figure 3.6: Number of matched tracks per CMUU7B after applying the pT = 1
and 2 GeV cut.
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Figure 3.7: Charge asymmetry of the matched tracks for the CMUU7B trigger.

3.4.3 Charge Asymmetry and Beam-Gas Tracks

The charge asymmetry (Qasy) of the match tracks was also analyzed. It is

defined as:

Qasy =
Mp−Mn

Mp +Mn
(3.1)

where Mp and Mn are the number of positive and negative matched tracks, re-

spectively. Since the cradles are placed symmetrically around the beam direction,

it is expected that Qasy ∼ 0 if all portions of the detectors are equally efficient.

However it can be observed from Fig. 3.7 that Qasy becomes more negative with

time, which indicates a decrease in efficiency (or loss of bus patches) on the top

side of the Muon tracker compared to the bottom side.

The pDCA cut on the matched tracks are applied to identify the beam-gas

tracks. It is found that there is a large amount of beam-gas effect through out

the period, specially at the beginning of each fill (see Fig. 3.8), when the intensity
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Figure 3.8: Identified beam-gas tracks for CMUU7B events by using pDCA cut.

of the beam is very high. For some runs (158602, 158868, 159090, 159378 and

159379) the beam-gas tracks are more than 40%, which are potentially bad runs.

However these runs are not rejected as the source of these beam-gas tracks are

understood and these runs can be used with the pDCA cut in the physics analysis.

3.4.4 Tracking and Trigger Chambers Efficiencies

The Muon Tracking system consists of five stations each with two chambers.

For a track the average number of clusters in each chamber over a given run is

shown in Fig. 3.9. The efficiency of chamber-1 and chamber-3 was quite low.

However when a track is reconstructed, hit on both the chambers of a particular

station was considered. This gave the overall efficiencies of each tracking stations

to be above 80%.

There are two trigger stations in Muon spectrometer, each consisting of two cham-
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Figure 3.9: The average number of clusters per chamber per track for the Muon
tracking system.

Figure 3.10: Efficiency of bending and non-bending planes of the Trigger cham-
bers.
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Figure 3.11: Multinominal probability for the Muon trigger system.

bers. Each individual chamber has a bending plane and a non-bending plane. The

efficiencies of each chambers is shown in Fig. 3.10. For chamber-11 the efficiencies

of both the bending and non-bending plane was above 94%, while for chamber-

12, chamber-13 and chamber-14 the efficiency was greater than 96%. However,

the trigger condition was taken valid if three out of the four chambers were found

to register hits. This multinominal probability is above 98% (see Fig. 3.11) for the

Muon trigger system.

3.5 Muon QA for Pb–Pb Collisions

The period LHC11h contains the 2011 Pb–Pb data. The basic procedure of QA

for the Pb–Pb is the same as that of the pp data. The diffrence is in the trigger

definations and one additional parameter called centrality, which was not present

in case of pp collisions. There was two set of reconstructions pass1 and pass2

(new OADB), with two more runs (168356 and 170315) in pass2 compared to

pass1. A total of 139 runs (∼ 21.07 M CMUL, which contains atleast an opposite-

81



Chapter 3. Data Quality Assurance (QA)

Figure 3.12: Run-by-run analysis of trigger only tracks, tracker only tracks and
matched tracks per Minimum Bias (CPBI2_B1) events.

sign muon pair in the triggering system in coincidence with the minimum bias

condition) was selected from the ALICE logbook after applying the basic selection

criteria. The total runs reconstructed was 136, out of which 2 runs (169683 and

170162) neither contains the muon trigger nor the centrality, but contains the

minimum bias trigger [6].

3.5.1 Minimum Bias Events

In Pb–Pb the trigger CPBI1_B1 and CPBI2_B1 represents the minimum bias

events. The number of tracks per CPBI2_B1 trigger is shown in Fig. 3.12 on run-

by-run basis for the LHC11h period. Except at the begining and at the end the

matched tracks per CPBI2_B1 is ∼ 0.7, which is around a order of magnitude

higher than the pp values of ∼ 0.008 in LHC11d period.

In Pb–Pb data reconstruction there was an additional parameter of centrality,

which is calculated through the study of the V0 signal amplitude distribution. The
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Figure 3.13: Centrality percentile of the central and peripheral Minimum Bias
events.

centrality percentile for the minimum bias events was analized for the most central

(0%–10%) and peripheral (60%–80%) events after physics selection (Fig. 3.13).

This shows a flat distribution for both the centrality bins over the whole period of

data collection.

3.5.2 High pT Events

The CPBI1MSH trigger in the 2011 Pb–Pb run corresponded to the high pT

unlike sign dimuon events with at least one muon having the pT of 4.2 GeV/c. The

matched tracks per CPBI1MSH was analyzed for pT = 1 and 2 GeV after applying

the physics selection, vertex and RAbs cuts for the 0%–80% centrality range (see

Fig. 3.14). Although there is some fluctuation for 1 GeV pT cut, for 2 GeV pT cut it
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Figure 3.14: Number of matched tracks per CPBI1MSH after applying the pT = 1
and 2 GeV cut.

is almost flat.

The charge of the match tracks was also analyzed for the Muon high pT events.

It was found that after few runs the asymmetry in charge (Qasy) decreases with

time (see Fig. 3.15). However after run 169590 the asymmetry again starts to

increase. This increase is due to the change in polarity of the magnetic filed. From

run 166529 to 169591 the magnetic filed configuration was (-,-), while from run

169628 to 170593 it was (+,+). However it can be concluded that during the

Pb–Pb run, the bottom side of the tracker system was more efficient than that of

the top.
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Figure 3.15: Charge asymmetry of the matched tracks for the CPBI1MSH trigger.

3.5.3 Tracking and Trigger Chambers Efficiencies

The overall Muon tracking chamber efficiency is good. There was ∼ 15% loss

in efficiency for run 169420 on chamber-1 and ∼ 10% loss on chamber-3 for

runs 168203–170593 (see Fig. 3.16). The mean number of clusters per track on

chamber-3 was < 0.6. However when a track is reconstructed, hit on both the

chambers of a particular station is considered. This gave the overall efficiencies of

each tracking stations above 80%.

The efficiencies of each chambers for the Muon trigger stations is shown

in Fig. 3.17. For each chamber the efficiencies of both the bending and non-

bending plane is above 95% and the multiniminal probability was above 99% (see

Fig. 3.18) for the Muon trigger system.
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Figure 3.16: The average number of clusters per chamber per track in Pb–Pb for
the Muon tracking system.

Figure 3.17: Efficiency of bending and non-bending planes in Pb–Pb of the Trigger
chambers.
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Figure 3.18: Multinominal probability for the Muon trigger system in Pb–Pb.

3.6 Summary

For the pp collisions in LHC11d period, a total of 141 runs (∼ 2.47 M CMUU7B)

were selected from the ALICE Logbook. Out of these 141 runs 5 runs was not

reconstructed due to various issues in the GRP/CTP/Config OCDB. Due to incon-

sistent behaviour and very low unlike sign events (< 1 k CMUU7B) 10 runs (∼

2.69 k CMUU7B) were rejected. There was large physics selection effect in 2 runs,

which are rejected. Some runs had a large beam-gas effect which is understood

and identified. These runs were not rejected, as the beam-gas tracks could be re-

jected for these runs by using the pDCA cut. Finally 127 runs (∼ 2.27 M CMUU7B)

were tagged as good for the physics analysis.

In case of Pb–Pb collisions in LHC11h period, a total of 139 runs were selected

from the ALICE logbook. Outof these 139 runs, 136 runs were reconstructed. Two
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runs 169683 and 170162 neither had the muon triggers nor the centrality triggers,

but contained only the minimum bias triggers. The Muon tracking chamber effi-

ciency was good (> 80 %) and the variation in efficiency was < 10%. The trigger

cahmber efficiecy was stable during the period and the efficiency was above 95%.

Finally 136 runs passed the quality assurance, but two of them did not contain

opposite sign dimuon events.
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Chapter 4

Upsilon(ϒ) Production in Pb-Pb

Collisions

In this chapter the detail analysis of ϒ production in Pb-Pb collisions has been

discussed. The data were collected by ALICE Muon Spectrometer (2.5 < η < 4)

at
√

sNN = 2.76 TeV with specific trigger conditions. The data sample corresponds

to an integrated luminosity Lint = 68.8 ± 0.9 (stat.) ± 2.5 (syst. Fnorm)+5.5
−4.5 (syst.

σPb−Pb) µb−1.

4.1 Data Selection

4.1.1 Trigger Selection

The data selection was done in accordance to the trigger condition. The min-

imum bias (MB) trigger was defined as the coincidence of a signal in both the

V0-A and the V0-C detectors synchronized with the passage of two colliding lead

bunches. This MB trigger provided high trigger efficiency (> 95%) for hadronic

interactions. An additional threshold on the energy deposited in the ZDCs was

91



Chapter 4. Upsilon(ϒ) Production in Pb-Pb Collisions

used to reject the contribution from electromagnetic processes. The MB trigger

was considerably down-scaled to open the DAQ bandwidth for more rare triggers.

In particular, the unlike sign dimuon low-pT trigger (pT threshold ∼ 1 GeV/c),

also called MUL, was used in this analysis. The pT threshold was defined as the

value where the trigger efficiency for single muons was found to be 50%. The

MUL trigger was defined as the coincidence of the MB trigger requirements with

the detection of two opposite-sign muons with a transverse momentum above the

1 GeV/c threshold. Beam-induced background was further reduced at the offline

level by timing cuts on the signals from the V0 and from the ZDC.

4.1.2 Track Selection

The high combinatorial background in Pb-Pb collisions reduces the signal sig-

nificance. In order to improve the signal-over-background ratio the following se-

lection criteria on single muon tracks were imposed:

(i) the tracks with pseudo-rapidity in the acceptance of the spectrometer (2.5

< η < 4) were selected;

(ii) each track reconstructed in the tracking chambers should match a track

segment in the trigger chambers (low-pT threshold ∼ 1 GeV/c). This selection

helped to reject the background due to light hadrons which were absorbed by the

Iron wall of the Muon Spectrometer;

(iii) tracks crossing the part of the Front Absorber with the highest density

material (steel, tungsten etc.) were rejected by a cut on their transverse radius co-

ordinate at the end of the absorber (17.6 < RABS < 89.5 cm). This cut limited the

impact of multiple scattering and energy loss effects which degrade the invariant

mass resolution;

(iv) tracks have to point to the interaction vertex. This selection significantly
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reduced the amount of fake and beam-induced tracks contaminating the muon

sample;

(v) the transverse momentum of the tracks was required to be larger than 2

GeV/c. It was verified that this selection did not reduce signal counts but reduced

the background by about 20% in the ϒ(1S) invariant mass range. This feature can

be understood by considering that muons from ϒ(1S) decay have generally large

pT because of the large mass of the meson, while the muons originating due to the

decay of pions and kaons are of low pT.

4.1.3 Centrality Selection

A cut on each event was also applied according to their degree of centrality by

means of the V0 detector amplitude which was fitted using a Glauber model [2, 3].

The centrality classes were defined as intervals in percentages of the hadronic Pb-

Pb cross-section. With the Glauber model, it was also possible to estimate the

variables related to the collision geometry such as the average number of partic-

ipant nucleons, 〈Npart〉, the average number of binary collisions, 〈Ncoll〉, and the

nuclear overlap function, 〈TAA〉, per centrality class. The 〈TAA〉 factor is equal to the

average number of binary collisions divided by the nucleon-nucleon cross-section

and can be interpreted as the nucleon-nucleon equivalent integrated luminosity

per heavy-ion collision at a given event centrality [4].

In order to ensure a fully efficient MB trigger, events corresponding to the cen-

trality interval 0% – 90% were selected. The choice of such an event selection was

driven by Monte Carlo (MC) simulations which showed that, in this particular cen-

trality range, more than 99% of the events were expected to satisfy the MB trigger

conditions leading to a positive MB trigger decision. The efficiency loss in more

peripheral collisions was related to the low particle multiplicity. In addition, in the
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0% – 90% centrality class the contribution of the electromagnetic background was

found to be negligible [2].

In this analysis, the data sample was divided in two classes: 0% – 20% (cen-

tral collisions) and 20% – 90% (semi-peripheral collisions). The corresponding

numerical values for 〈Ncoll〉, 〈Npart〉 and 〈TAA〉 are given in Table 4.1.

Centrality 〈Ncoll〉 〈Npart〉 〈TAA〉(mb−1)
0%–90% 401 ± 41 124 ± 2 6.3 ± 0.2
0%–20% 1211 ± 130 308 ± 4 18.9 ± 0.6
20%–90% 170 ± 16 72 ± 2 2.7 ± 0.1

Table 4.1: Average number of binary collisions, average number of participant
nucleons and nuclear overlap function for the various centrality classes considered
in this analysis [5].

4.2 Minimum Bias Normalization

A data sample of 17.3 × 106 Pb-Pb collisions triggered with the MUL condition

was collected satisfying all the above conditions. Taking advantage of the small

part of the DAQ bandwidth kept open for MB triggers, it was possible to obtain

the number of MB events corresponding to the available number of MUL events.

The procedure was based on a normalization factor estimated run-by-run and cor-

responding to the inverse of the probability of having the MUL condition verified

in an MB event. The scaling factor for this normalization was called Fnorm and is

defined as the number of MB events (NMB) in the statistics divided by the number

of events fulfilling MB and unlike sign dimuon low-pT trigger conditions together

(NMUL∈MB):

Fnorm =
NMB

NMUL∈MB
(4.1)
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Figure 4.1: The Fnorm as a function of run number. The dotted line represents the
average value, while RMS gives the systematics.

A run-by-run study was carried out in order to calculate the Fnorm as shown in the

Fig. 4.1. The dotted line represents the average value of Fnorm and the systematic

was the RMS value of these 134 runs, resulting (Fnorm = 27.50 ± 0.01(stat.) ±

0.99(syst.)). Since the number of MB events did not depend on the centrality

of the Pb–Pb collision (if expressed in percentage of the nuclear cross section),

the number of MB events in a selected centrality interval was assumed to scale

with the width of the range. Assuming a nuclear Pb-Pb cross-section σPbPb =

7.7 ± 0.1(stat.)+0.6
−0.5 (syst.)b [1], the data sample corresponded to an integrated

luminosity Lint = 68.8 ± 0.9 (stat.) ± 2.5 (syst. Fnorm)+5.5
−4.5 (syst. σPb−Pb) µb−1.

95



Chapter 4. Upsilon(ϒ) Production in Pb-Pb Collisions

4.3 Signal Extraction

4.3.1 Fit Procedure

The ϒ(1S) candidates were formed by combining pairs of opposite-sign tracks

with a rapidity in 2.5 < y < 4 and with each track fulfilling the requirements

described in 4.1.2. The signal extraction was performed by fitting the observed

opposite-sign dimuon invariant mass distributions. The sum of the following five

functions was considered as the default option (other choices are described later

in this section):

(i) the line shape of the ϒ was described by three Extended Crystal Ball (CB2)

functions. The CB2 function consists of a Gaussian core with a power-law tail on

both sides. It was found to reproduce the shape of ϒ(1S) resonance from real-

istic MC simulations. The low invariant mass tail was due to the muon energy

loss fluctuation in the front absorber, while the high invariant mass one was due

to alignment and calibration biases. The formula for the CB2 can be found in

Appendix;

(ii) the underlying continuum was described by a sum of two exponential func-

tions (Double Exponential, or DE in the following). The simulations showed that

the main contribution to the dimuon continuum at high invariant mass comes from

the semimuonic decays of D and B hadrons [6]. The DE allowed us to satisfactorily

reproduce the mass shape of such a background.

In this analysis, the amplitude, the position and the width of the ϒ(1S) were

left free, while the position and width of ϒ(2S) and ϒ(3S) were fixed according to
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the following formulas:

Mϒ(2S) = MPDG
ϒ(2S)+(MFit

ϒ(1S)−MPDG
ϒ(1S))×

MPDG
ϒ(2S)

MPDG
ϒ(1S)

(4.2)

Mϒ(3S) = MPDG
ϒ(3S)+(MFit

ϒ(1S)−MPDG
ϒ(1S))×

MPDG
ϒ(3S)

MPDG
ϒ(1S)

(4.3)

σϒ(2S) = σ
Fit
ϒ(1S)×

MPDG
ϒ(2S)

MPDG
ϒ(1S)

(4.4)

σϒ(3S) = σ
Fit
ϒ(1S)×

MPDG
ϒ(3S)

MPDG
ϒ(1S)

(4.5)

where MPDG
ϒ(2S), MFit

ϒ(1S), Mϒ(2S) are the value of mass of ϒ(2S) from PDG, mass of

ϒ(1S) from the fit and mass of ϒ(2S) fixed for the fitting, respectively and σFit
ϒ(1S),

σϒ(2S) are values of width of ϒ(1S) from the fit, with of ϒ(2S) fixed for the fit-

ting respectively. The parameters of the DE and the amplitude of the ϒ(2S) and

the ϒ(3S) were also left free. Because of the few entries observed for invariant

masses above ∼ 9.8 GeV/c2 , the width and the position of the ϒ(2S) and ϒ(3S)

were constrained. In the nominal procedure, the mass differences between states

were fixed from the PDG values [7] and the width for the ϒ(2S) and ϒ(3S) were

forced to scale proportionally with that of the ϒ(1S) according to the PDG mass

ratio. In addition , since signal distribution tails were poorly constrained by the

data, the tail parameters of the CB2 were fixed according to the results from MC

simulations.
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4.3.2 Fit Results

The above mentioned fitting procedure was applied to the dimuon invariant

mass distribution for different centrality and rapidity bins. These fitted mass spec-

tra are shown in Fig. 4.2. The total fit function is represented by the pink line.

The red, blue, green lines represent the three CB2 functions used to describe the

ϒ(3S), ϒ(2S), ϒ(1S) state distributions and the yellow line represents the DE used

to describe the underlying continuum. The numbers of ϒ(1S) counts, the position,

the width of the ϒ(1S) and the χ2 per degree of freedom (χ2/ndf) are given in the

figures.

The results of the fits are summarized in Table4.2. The position of the ϒ(1S)

peak was found to be in good agreement with the PDG meson mass (9.460 GeV/c2

) [7] within uncertainties. The signal-over-background ratio (S/B) was always

larger than unity and the obtained significance ( S√
S+B

) was always larger than 5.

It is to be noted that the S/B ratio and the significance were evaluated at 3σ ,

which implies that, the number of signal and background counts were obtained in

an invariant mass range centred on the ϒ(1S) peak position and covering ±3 times

its width.

Centrality Rapidity Mass (GeV/c2) Width (MeV/c2) S/B Significance
0%–90% 2.5 < y < 4.0 9.44 ± 0.03 144 ± 27 1.3 ± 0.2 8 ± 1
0%–20% 2.5 < y < 4.0 9.44 ± 0.04 136 ± 40 1.0 ± 0.2 5 ± 1

20%–90% 2.5 < y < 4.0 9.46 ± 0.04 150 ± 37 1.8 ± 0.4 6 ± 1
0%–90% 2.5 < y < 3.2 9.49 ± 0.03 107 ± 25 1.6 ± 0.3 6 ± 1
0%–90% 3.2 < y < 4.0 9.34 ± 0.05 159 ± 40 1.1 ± 0.2 5 ± 1

Table 4.2: The fit results for different centrality and rapidity bins.

4.3.3 Systematic Uncertainties

Different variations of the fit method were performed to extract the systematic

uncertainties on the signal extraction. Only the fits with a χ2/ndf smaller than
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1.5 were considered and the stabilities of the ϒ(3S) peak width and position were

verified. The various sources of systematics are discussed below:

4.3.4 Background Description

In addition to the DE function a Double Power Law (DPL) function, defined as

the sum of two power law functions, was used to describe the underlying back-

ground. For each function, the lower and the upper bounds of the fit range were

independently modified within the limits where the background was reasonably

fitted. The DPL function led to fits with higher χ2/ndf than the DE. Nevertheless

almost all the fits have a χ2/ndf below the 1.5 threshold defined previously and

thus, the possibility of a DPL shaped background could not be discarded. The

systematic uncertainty resulting from this study ranges between 2% and 5% de-

pending on the values of the rapidity or centrality bin.

4.3.5 Mass Position and Signal Width

It was found that for different centrality and rapidity bins the statistical un-

certainty on the ϒ(1S) position and width from the fit was less than 0.5% and

30% respectively. Taking this uncertainties as an upper limit the positions and the

width of the ϒ(2S) and the ϒ(3S) resonances were independently shifted to differ-

ent values to find the uncertainty in the ϒ(1S) counts. The resulting uncertainty

was found to be of the order of 1%.

4.3.6 Signal Tail Parameters

The CB2 tail parameters for ϒ states were varied according to the spread of the

line shapes obtained with realistic MC simulations. Parameters were first modified
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by the same quantity for each state, then the variation was done independently.

The overall systematic uncertainty ranges from ∼ 2% to 4% depending on the

centrality and rapidity bins. The values from the signal extraction for various bins

are reported in Table4.3.

Centrality Rapidity Counts ± stat. ± syst.
0%–90% 2.5 < y < 4.0 134 ± 20(15%) ± 7(5%)
0%–20% 2.5 < y < 4.0 64 ± 14(22%) ± 4(6%)

20%–90% 2.5 < y < 4.0 66 ± 12(18%) ± 4(6%)
0%–90% 2.5 < y < 3.2 72 ± 13(18%) ± 4(6%)
0%–90% 3.2 < y < 4.0 57 ± 13(23%) ± 6(11%)

Table 4.3: The results of signal extraction. Central values and statistical un-
certainties are the average of the results obtained for each study. Systematic
uncertainties from each source were summed in quadrature. Overall statistical
(systematic) uncertainties range between 15% – 23% (5% – 11%).
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Figure 4.2: Default fit procedure applied to the invariant mass distributions of
opposite-sign dimuons in different centrality and rapidity bins. There are five plots
top(integrated), middle left(0%–20%), middle right(20%–90%), bottom left(2.5
< y < 3.2) and bottom right(3.2 < y < 4.0).
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4.4 ϒ(1S) Yield in Pb-Pb Collisions

The yield of ϒ(1S) per rapidity unit is expressed as a function of the number

of signal counts (section 2.3), Nϒ(1S), the number of MB Pb–Pb events, NMB , the

acceptance and efficiency correction factor, A × ε, the ϒ(1S) –> µ+ µ− branching

ratio (BR = 2.48 ± 0.05%) [7], and ∆y the rapidity bin width:

dYϒ(1S)

dy
=

Nϒ(1S)

BR×NMB× (A× ε)×∆y
(4.6)

Since the distribution of the number of MB events was found to be flat with

centrality as shown in Fig. 4.3, NMB was assumed to scale with the width of the

considered centrality bin. The total number of MB events was obtained from the

measured number of MUL events, as described in section 4.2.

The yields for each centrality and rapidity range have been reported in Ta-

ble 4.4. The statistical uncertainties (stat.), the uncorrelated systematic uncer-

tainties (syst.) and the correlated systematic uncertainties (corr.) were obtained

by summing in quadrature the contributions from each term of Eq.- 4.6.

Centrality Rapidity Yields × 105

0%–90% 2.5 < y < 4.0 3.4 ± 0.5(stat.) ± 0.2(uncorr.) ± 0.4(corr.)
0%–20% 2.5 < y < 4.0 7.5 ± 1.6(stat.) ± 0.5(uncorr.) ± 0.9(corr.)

20%–90% 2.5 < y < 4.0 2.1 ± 0.4(stat.) ± 0.1(uncorr.) ± 0.2(corr.)
0%–90% 2.5 < y < 3.2 4.5 ± 0.8(stat.) ± 0.6(uncorr.) ± 0.2(corr.)
0%–90% 3.2 < y < 4.0 2.4 ± 0.5(stat.) ± 0.4(uncorr.) ± 0.1(corr.)

Table 4.4: The yields of ϒ(1S) per unit of rapidity obtained in Pb-Pb collisions at√
sNN = 2.76 TeV for each centrality and rapidity range. Uncorrelated (correlated)

systematic uncertainties are quoted as uncorr. (corr.).
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Figure 4.3: Distribution of MB events as a function of centrality in Pb–Pb colli-
sions.

4.5 Monte Carlo Simulation

The product of acceptance and efficiency as well as the line shapes of the CB

function, used in the fitting of the ϒ signals were extracted from the Monte Carlo

(MC) simulations.

4.5.1 Acceptance and Efficiency Correction Factor

The product of acceptance and efficiency (A× ε) is defined as the probability

for the decay muons from ϒ(1S) produced in the geometrical acceptance of the
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Muon Spectrometer to be correctly identified and reconstructed.

A× ε =
Nrec

ϒ
(2.5≤ y≤ 4.0)

Nsim
ϒ

(2.5≤ y≤ 4.0)
(4.7)

In pure MC simulation the ϒ(1S) were generated in the forward rapidity region

and then forced to decay into dimuons. The experimental conditions in terms of

HV, LV and readout were also considered in the MC simulations. The distribu-

tions of generated and the reconstructed ϒ(1S) in MC simulation are shown in the

Fig. 4.4.

Figure 4.4: The distribution of generated and the reconstructed ϒ(1S) in MC
simulation.
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4.5.2 Embedding Production

The embedding Monte Carlo technique consisted of simulating a signal particle

and embedding it with hits generated in the detector for a real MB event. Among

MC techniques, the embedding provides the most realistic background conditions.

Such a realistic description is necessary in the case of (most central) Pb-Pb colli-

sions because of the high particle multiplicity environment which could alter the

track reconstruction efficiency due to overlap of charge clusters in the cathode

pad chambers. The ϒ(1S) were generated according to realistic parametrization

of their pT and y distributions [8] and were forced to decay into dimuons. The

detector response was provided by GEANT3 [4] taking into account the time de-

pendence of the detector efficiency and the residual misalignment of the tracking

chambers. The efficiency of the muon trigger system was calculated from data

and is based on the analysis of the hit distributions in the four plane of detec-

tion chambers. Chamber efficiency maps were made out for each run and used

in the simulations. The single-muon tracking efficiencies are evaluated using an

algorithm based on reconstructed tracks [10].

The average A × ε obtained from the embedding simulations was 21.9 ±

0.1(stat.)%. The results for each rapidity and centrality bin considered further

in the analysis are summarized in Table 4.5.

Centrality Rapidity A × ε (%)
0%–90% 2.5 < y < 4.0 21.9 ± 0.1(stat.)
0%–20% 2.5 < y < 4.0 21.6 ± 0.1(stat.)

20%–90% 2.5 < y < 4.0 22.6 ± 0.1(stat.)
0%–90% 2.5 < y < 3.2 19.3 ± 0.1(stat.)
0%–90% 3.2 < y < 4.0 25.7 ± 0.1(stat.)

Table 4.5: A × ε values for the centrality and rapidity bins considered in the
present analysis.
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4.5.3 Signal Line Shape

It was observed that the reconstructed ϒ(1S) signal from the simulation devi-

ates from the Gaussian shape. This was due to multiple muon scattering in the

front absorber and residual mis-alignment. So the signal line shape from the MC

simulation could not be fitted with a Gaussian function, rather the fit was good

if we take a Double Crystal Ball (CB2) function. The tail parametrs for ϒ(1S) for

various centrality and rapidity bins are given in the Table 4.6. The lower-end tail

parameters for the extended crystal ball were denoted by α, n while the upper-end

tail parameters were denoted by α
′
, n
′
, respectively. It was assumed that the same

set of tail parameters also describe the other two resonaces of ϒ, namely ϒ(1S)

and ϒ(2S), while calculating the systematic uncertainties.

Centrality Rapidity α n α
′

n
′

0%–90% 2.5 < y < 4.0 0.91 ± 0.01 3.54 ± 0.04 1.69 ± 0.01 2.72 ± 0.04
0%–20% 2.5 < y < 4.0 0.87 ± 0.01 3.55 ± 0.08 1.60 ± 0.02 2.56 ± 0.07
20%–90% 2.5 < y < 4.0 0.92 ± 0.01 3.52 ± 0.04 1.71 ± 0.01 2.80 ± 0.05
0%–90% 2.5 < y < 3.2 0.87 ± 0.01 3.43 ± 0.06 1.74 ± 0.02 3.28 ± 0.08
0%–90% 3.2 < y < 4.0 0.99 ± 0.01 3.45 ± 0.05 1.57 ± 0.02 2.70 ± 0.05

Table 4.6: Extended Crystal Ball tail parameters for the centrality and rapidity
bins considered in this analysis.

4.5.4 Systematic Uncertainties

4.5.5 Monte Carlo Parametrization

The estimate of A × ε depends on the ϒ(1S) pT and y shapes used as input dis-

tributions in the MC simulations. In order to evaluate the sensitivity of the results

on this initial choice, several A × ε calculations were performed with significantly

different pT and y parametrisations [8] corresponding to different systems, en-

ergies and centralities. The input distributions were chosen different enough to
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include the a priori unknown nuclear matter effects. The maximum spread ob-

served among the obtained A × ε values varied between 4% and 7% (in relative)

depending on the considered rapidity bin. These values were used as systematic

uncertainties.

4.5.6 Muon Tracking Efficiency

The systematic uncertainty on the efficiency of track reconstruction was esti-

mated by comparing the results from simulations with those obtained from data.

In both the cases, the efficiency was evaluated with an algorithm [10] based on the

analysis of hit distributions in the tracking chambers. The systematic uncertainty

was determined at the single muon level and was properly combined according to

the kinematic distributions of decay muons from ϒ(1S) to obtain the uncertainty

at the dimuon level. This contribution was 8% for the two centrality bins under

study, while it is 7% (9%) for the 2.5 < y < 3.2 (3.2 < y < 4) bin. Another

uncertainty arose from restricted blind areas on the various chambers, covering

the same geometric acceptance. Their presence affected the algorithm used to

determine the tracking efficiency and gave rise to additional 2% systematic uncer-

tainty. This uncertainty is not fully uncorrelated with the previous one and has to

be added bin by bin.

4.5.7 Muon Trigger Efficiency

A systematic uncertainty on trigger efficiency of 2% came from the compar-

ison of MC results obtained with different chamber efficiency maps. The maps

were obtained from data for various detector occupancies and particle transverse

momenta.
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4.5.8 Matching Efficiency

In addition, it was necessary to consider a 1% systematic uncertainty on the

matching of the trigger and tracking information. In order to estimate this value,

the matching efficiency obtained from data with different cuts on the χ2 of the

matching was compared with simulation results obtained in the same conditions.

4.6 Nuclear Modification Factor

The suppression of quarkonia can be quantified by measuring the Nuclear Mod-

ification Factor RAA, which is obtained by dividing the yield in AA collisions per

unit of rapidity by 〈 TAA 〉, the average nuclear overlap function and by dσ pp

dy , the

pp reference y-differential cross-section

RAA =

dYϒ(1S)
dy

〈TAA〉× dσ pp

dy

(4.8)

4.7 Baseline: pp Reference Cross Section

In order to measure the RAA of ϒ at 2.76 TeV, we need the measurements of

ϒ production both in pp and Pb-Pb collisions at 2.76 TeV. However, due to lack

of statistics ALICE cannot measure the ϒ cross-section in pp collisions at 2.76 TeV.

Fortunately, few ϒ(1S) cross-section measurements in pp collisions at different

TeV energies exist and most of them refer to central rapidities [11, 12, 13, 14].

Based on this data, the mid-rapidity differential cross-section of ϒ(1S) in pp col-

lisions at
√

s = 2.76 TeV (dσ

dy |y=0) was estimated by means of an interpolation

procedure. The mid-rapidity cross-section was then extrapolated to forward ra-

pidities. For that purpose, y-differential distributions were predicted with differ-
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ent Pythia6.4 [15] tunes which were first selected according to their ability to

reproduce the available forward and mid-rapidity data at
√

s = 7 TeV [14, 16].

4.7.1 Interpolation of ϒ(1S) Cross Section at Mid-rapidity

The measurements used for the interpolation of the ϒ cross-section at mid-

rapidity are summarised in Table4.7. Different functions were considered to de-

scribe the energy dependence of the cross-section and to determine dσ

dy |y=0 at
√

s

= 2.76 TeV. The statistical, systematic and luminosity uncertainties of each mea-

surement were summed in quadrature in order to be used in the fit. As shown

in Fig. 4.5, the energy dependence of the cross-section was well described by a

power-law or a logarithmic function. Other functional forms were also tested,

such as the sum of a logarithmic and a power-law function, or a three-parameter

exponential function. The description of the data provided by such forms was less

satisfactory and therefore they have been discarded. However, we have checked

that the obtained interpolation results are compatible within uncertainties with

those obtained with the power-law and logarithmic function.

Experiment
√

s (TeV) BRµµ × dσ

dy |y=0 [pb] Rapidity Range
CDF [11] 1.8 680 ± 15 (stat.) ± 56 (syst.) |y| < 0.4
D0 [12] 1.96 628 ± 16 (stat.) ± 63 (syst.) ± 38 (lumi.) |y| < 0.6

CMS [13] 2.76 921 ± 128 (stat.) ± 157 (syst.) ± 55 (lumi.) |y| < 1.2
CMS [14] 7 2025+284

−263 (stat. + syst. + lumi.) |y| < 0.4

Table 4.7: Experimental results used for the interpolation of the ϒ(1S) cross-
section at mid-rapidity.

Besides the purely empirical fit, a second option was considered for the inter-

polation. Models such as the Color Evaporation Model [8] predict that the quarko-

nium cross-section is proportional to the bare quark pair production cross-section.
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Figure 4.5: Energy dependence of the ϒ cross-section at mid-rapidity, with over-
laid power-law (left) and logarithmic (right) fit.

In such an approach, one can consider:

dσϒ

dy
(y,
√

s) = α
dσbb̄

dy
(y,
√

s) (4.9)

where dσbb̄

dy is the bb̄ cross-section calculated in perturbative QCD.

The available FONLL [9] predictions for the beauty cross-section were used for

the interpolation. They provided a central value and an uncertainty band obtained

by varying the calculation parameters such as the quark mass or the factorisation

scale. Three energy dependence curves were defined, corresponding to the central

value and the lower and upper edges of the uncertainty band. For each of the three

curves, the α parameter was determined by fitting the ratio of data to FONLL to

a constant value. Fig. 4.6 shows the three FONLL predictions scaled by the α

constant together with the measured cross-sections. It is found that the model

provides a good description of the data and thus can be used for the interpolation.

The point at
√

s = 2.76 TeV provides the interpolated value.

The interpolation results at
√

s = 2.76 TeV obtained from the fit with the
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Figure 4.6: Energy dependence of the ϒ(1S) cross-section at mid-rapidity, with
overlaid FONLL predictions re-scaled by the α parameter. The points correspond-
ing to different predictions at the same energy are slightly shifted horizontally, for
visibility.

power-law and logarithmic functional forms and with the three FONLL curves

were averaged. It was chosen to combine the largest fit uncertainty (6.2%) with

the shape uncertainty defined as the difference between the average and the max-

imum and minimum of the obtained values (-1.1%+1.6%).

The interpolation at 2.76 TeV was strongly driven by the CDF and D0 mea-

surements at 1.8 and 1.96 TeV. Although the two results were compatible within

uncertainties, the data point at higher energy being below the data point at lower

energy. In order to check the stability of the result, the procedure was repeated by

alternatively excluding the CDF and D0 data point from the fit. A -4%(+6%) dif-

ference between the averaged value was obtained with all data and that obtained

by excluding the CDF (D0) data point was observed and added to the systematic

uncertainties.
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The total uncertainty was obtained by summing in quadrature the three above-

mentioned uncertainties1 yielding a final result of dσϒ

dy |y=0 (
√

s = 2.76 TeV) =

(935 ± 82) pb.

4.7.2 Extrapolation of ϒ(1S) Cross Section at Forward-rapidity

The CMS Collaboration showed that Pythia6.4 [15] was able to reproduce the

rapidity and the transverse momentum differential distributions of ϒ in pp colli-

sions at
√

s = 7 TeV [14]. Taking advantage of this fact, the strategy to obtain the

reference in the Muon Spectrometer rapidity range can be sketched as follows:

(i) test the ϒ productions from Pythia6.4 with different tunes against 7 TeV

data from LHC experiments;

(ii) use the tunes in agreement with 7 TeV data to generate ϒ events in pp

collisions at
√

s = 2.76 TeV;

(iii) normalise the generated rapidity distribution at
√

s = 2.76 TeV to the mid-

rapidity value estimated by means of interpolation method;

(iv) obtain a forward rapidity estimate for ϒ cross-section by combining the

calculations relative to the different Pythia6.4 tunes.

The quarkonium production in Pythia6.4 can be performed following the pre-

diction of two models: the Colour Singlet Model (CSM) [19] and the non-

relativistic QCD (NRQCD) [20]. The Pythia interface in the ALICE simulation

framework was customised in order to handle these two models for the bottomo-

nium generation. With the NRQCD setting, it is possible to produce all the bot-

tomonium states, while the CSM one just produces the ϒ(1S). Feed-down to ϒ(1S)

from higher mass bottomonia is thus included only in the NRQCD setting.

1When dealing with asymmetric uncertainties, the largest between the positive and negative
bar was taken.
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In order to test the ability of Pythia6.4 to reproduce the rapidity distribution at
√

s = 7 TeV, the production of ϒ was performed using the two different models,

with the different parton distribution function (PDF) sets already available in the

framework and different Pythia tunes. For each simulation, 80×103 bottomonium

events were generated in the rapidity range 0 < y < 5.5.

The ϒ(1S) measurements in pp collisions at
√

s = 7 TeV from CMS [14] and

LHCb [16] were chosen in order to test the Pythia6.4 calculations in the widest

possible rapidity range. The statistical and systematic uncertainties quoted by the

two experiments were summed in quadrature. The procedure for this test can be

summarised as follow:

(i) the rapidity distributions dNϒ

dy of the generated ϒ were binned as the experi-

mental data;

(ii) the ratios between the data and the simulation were fitted with a constant;

(iii) the χ2 of the fits was used as a measure of how compatible the generated

distributions are with the measured one.

A χ2/ndf < 1.5 was adopted as the limit for accepting the fit. In Fig. 4.7, the

simulated rapidity distributions that passed the tests were plotted together with

the experimental points for a visual comparison. Beforehand, the distributions

were multiplied by the normalisation parameter provided by the constant fit.

The extrapolation from mid to forward rapidity was performed by combining

the results obtained simulating bottomonium states at
√

s = 2.76 TeV with the

tunes that passed the test at 7 TeV as described previously. Rapidity distributions

were obtained and normalised to the mid-rapidity interpolated crosssection. The

dσϒ

dy in the muon spectrometer acceptance was computed for the rapidity bins used

in this analysis as the integral, in the considered bin, of the rapidity distribution

divided by the bin width.
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Figure 4.7: Experimental data points from CMS (|y| < 2) [14] and LHCb (2.0 <
y < 4.5) [16] and dσϒ

dy distribution obtained from Pythia6.4.

In Table 4.8, the results for the dσϒ

dy at forward rapidity are summarised (after

dividing by the ϒ(1S) –> µ+µ− branching ratio BR = 0.0248 [7]). They were

obtained with an average over the values coming from the different Pythia6.4 ϒ

productions at 2.76 TeV. Two separate contributions of the systematic uncertainty

are quoted. The first component (Extr.) is associated to the extrapolation from

mid to forward-rapidity and results from the spread of calculations obtained with

the different tunes that passed the test at 7 TeV. It is evaluated as the difference

between the average value and the maximum and minimum values, while the sec-

ond component (Norm.) is related to the normalisation to the mid-rapidity point.

The normalisation uncertainties are fully correlated with rapidity. The extrapola-

tion uncertainties are taken uncorrelated with rapidity, since the spread observed

among calculations is not the same from one bin to an other. The statistical uncer-

tainties (from the number of generated ϒ) and the uncertainty on the branching
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Figure 4.8: Combined Pythia6.4 BR × dσϒ

dy for pp collisions at
√

s = 2.76 TeV,
plotted together with CMS data points at mid-rapidity [13]. The error bars repre-
sent the uncorrelated uncertainty (Extr.) while the boxes represent the correlated
one (Norm.).

ratio are negligible with respect to the systematic uncertainties. In Fig. 4.8, the

obtained values at forward rapidity are plotted together with the CMS measure-

ment [13] of dσϒ

dy in two rapidity bins.

Rapidity dσϒ

dy (nb)
2.5 < y < 4.0 12.5+1.9

−1.2 (Extr.) ± 1.1 (Norm.)
2.5 < y < 3.2 17.2+1.6

−1.2 (Extr.) ± 1.5 (Norm.)
3.2 < y < 4.0 8.4+2.1

−1.2 (Extr.) ± 0.7 (Norm.)

Table 4.8: Combined results for dσϒ

dy (nb) in pp collisions at
√

s = 2.76 TeV
at forward rapidity. The uncertainty on the normalization (Norm.) is quoted
separately from the one related to the spread between the extrapolated values at
forward rapidity (Extr.).
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4.7.3 Interpolation of ϒ(1S) Cross Section Using LHCb Mea-

surement

The above mentioned method gave us the pp cross-section in our desired ra-

pidity bins. However in the mean time LHCb published a paper [21] on ϒ cross-

section at forward rapidity (2.0 < y < 4.5) at
√

s = 2.76 TeV for various rapidity

bins as shown in the Table 4.9. LHCb provided the cross-section in the rapidity

range 2.5 < y < 4, but not in the 2.5 < y < 3.2 and 3.2 < y < 4 bins where we

have extracted the signal, so an interpolation in rapidity was performed.

Rapidity BR×σϒ (nb)
2.5 < y < 4.0 0.670 ± 0.025 (stat.) ± 0.026 (syst.)
2.0 < y < 2.5 0.404 ± 0.034 (stat.) ± 0.022 (syst.)
2.5 < y < 3.0 0.321 ± 0.018 (stat.) ± 0.012 (syst.)
3.0 < y < 3.5 0.227 ± 0.013 (stat.) ± 0.008 (syst.)
3.5 < y < 4.0 0.124 ± 0.011 (stat.) ± 0.005 (syst.)
4.0 < y < 4.5 0.035 ± 0.008 (stat.) ± 0.002 (syst.)

Table 4.9: Inclusive ϒ(1S) cross-section in pp collisions at
√

s = 2.76 TeV from
LHCb [21] in various rapidity bins at forward rapidity.

The LHCb data points for various rapidity bins were fitted with various poly-

nomial functions. The functions were integrated over the required rapidity ranges

and, for each range, the fit results were averaged. The uncorrelated systematic un-

certainties were obtained by summing in quadrature the largest fit uncertainty and

the half spread of the different results obtained with the different fitting functions.

Results in the 2.5 < y < 3.2 and 3.2 < y < 4 rapidity bins are given it Table 4.10.

The LHCb systematic uncertainties were reported to be strongly correlated with

rapidity but the degree of correlation was not provided. As an educated guess we

have chosen to consider the minimum relative systematic uncertainty quoted for

the various rapidity bins (Table 4.9) as fully correlated and it corresponds to the

correlated uncertainty in our final results (Table 4.10).

ALICE preliminary results [22] were released when LHCb data were not avail-
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Rapidity dσϒ

dy (nb)
2.5 < y < 3.2 24.19 ± 1.04 (uncorr.) ± 0.86 (corr.)
3.2 < y < 4.0 12.75 ± 0.81 (uncorr.) ± 0.45 (corr.)

Table 4.10: Inclusive ϒ(1S) cross-section per unit of rapidity in pp collisions at√
s = 2.76 TeV obtained from the rapidity interpolation of LHCb data [21]. This

result is 30% to 35% higher than data-driven method (Table 4.8). Results do not
include the branching ratio of ϒ(1S) decay to dimuon.

able and the pp reference cross-section was estimated using a data-driven method

as explained in the earlier subsections (Table 4.8). Depending on the considered

rapidity bin, the pp reference obtained with this approach and the LHCb data dif-

fer by 30% to 35%. Taking into account the uncertainties, the ALICE preliminary

RAA is 1.3 to 2.2σ larger than that of the final result.

4.8 Summary on Uncertainties

The source of statistical uncertainties are given in Table 4.11. The main source

of statistical uncertainty comes from signal extraction.

Source Centrality Rapidity
NMB 0.04% 0.04%

Signal Extraction 18%–22% 18%–23%
A × ε 0.6% 0.3%

pp Reference cross-section < 1% < 1%
Total 18%–23% 18%–24%

Table 4.11: Summary of statistical uncertainties.

The source of systamatic uncertainties are given in Table 4.12. The systematic

uncertainties are distinguished in uncorrelated (U) and correlated (C) uncertain-

ties.

The uncorrelated systematic uncertainties for the RAA estimated as a function

of centrality come from the signal extraction and the nuclear overlap function. The

correlated uncertainties arise from the pp reference cross-section, the estimate of

117



Chapter 4. Upsilon(ϒ) Production in Pb-Pb Collisions

Source Centrality Rapidity
TAA 3%–4% U 3% C
NMB 4% C 4% C
background description 5%–6% U 4%–7% U

mass position 0.3%–1% U 1%–5% U
Signal Extraction signal width 0.3%–0.6% U 0.4%–1% U

tail parameters 2%–3% U 3%–4% U
pDCA cut 0.3% U 0.1%–0.7% U

pT and y parametrisation 4% C 5%–7% U
tracking efficiency 10% C 9%–11% U
trigger efficiency 2% C 2% U

matching efficiency 1% C 1% U
pp reference cross-section 4% C 4%–7% U, 4% C

Table 4.12: Summary of systematic uncertainties.

the number of MB events 2 and the acceptance and efficiency correction.

The uncorrelated uncertainties for the RAA as a function of rapidity come from

the signal extraction and the efficiency correction. A part of the systematic uncer-

tainties on the pp reference cross-section is also uncorrelated with rapidity. The

correlated uncertainties are then the remaining part of the uncertainties on the

pp reference cross-section, those on the number of MB events and those on the

nuclear overlap function (in the 0% – 90% centrality bin).

For both studies as a function of centrality and rapidity, the acceptance and

efficiency correction is the dominant contribution to the overall systematic uncer-

tainty. The uncertainties on signal extraction come next. Quantitative information

are summarized in Table 4.13.

Bin Signal A ×ε NMB 〈TAA〉 σpp (uncorr.) σpp (corr.)
Condition Extraction (%) (%) (%) (%) (%) (%)
0%–90% 5 11 4 3 none 4
0%–20% 7 11 4 3 none 4

20%–90% 6 11 4 4 none 4
2.5 < y < 3.2 5 12 4 3 4 4
3.2 < y < 4.0 10 12 4 3 7 4

Table 4.13: Summary of systematic uncertainties for various bins.

2This uncertainty reflects the spread of the Fnorm scaling factor over the data taking period.
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4.9 Results

The RAA values for the various centrality and rapidity bins along with the av-

erage number of participants 〈Npart〉 are summarized in Table 4.14.

Centrality (〈Npart〉) Rapidity RAA
0%–90% (124) 2.5 < y < 4.0 0.30 ± 0.05(stat.) ± 0.02(uncorr.) ± 0.04(corr.)
0%–20% (308) 2.5 < y < 4.0 0.22 ± 0.05(stat.) ± 0.02(uncorr.) ± 0.03(corr.)
20%–90% (72) 2.5 < y < 4.0 0.44 ± 0.09(stat.) ± 0.03(uncorr.) ± 0.05(corr.)
0%–90% (124) 2.5 < y < 3.2 0.30 ± 0.05(stat.) ± 0.04(uncorr.) ± 0.02(corr.)
0%–90% (124) 3.2 < y < 4.0 0.29 ± 0.07(stat.) ± 0.05(uncorr.) ± 0.02(corr.)

Table 4.14: Values of the RAA measured in Pb-Pb collisions at
√

sNN = 2.76 TeV.

The RAA of inclusive ϒ(1S) measured in the range 2.5 < y < 4 and pT >

0 is shown in Fig. 4.9(left) as a function of 〈Npart〉. The statistical uncertainties

(bars) dominate over the correlated systematic uncertainties (open boxes) and the

uncorrelated systematic uncertainties (filled boxes). In 0%–90% central events,

the RAA is R0%−90%
AA = 0.30 ± 0.05(stat.) ± 0.02(uncorr.) ± 0.04(corr.), indicating

a strong suppression of inclusive ϒ(1S). In addition, the suppression increases with

centrality.

The RAA of inclusive ϒ(1S) integrated over centrality (0%–90%) is shown in

Fig. 4.9(right) in two rapidity bins (2.5 < y < 3.2 and 3.2 < y < 4), for pT >

0. The statistical uncertainties (bars) are larger than the uncorrelated systematic

uncertainties (filled boxes) and larger than the correlated systematic uncertainties

(open boxes). Correlated systematic uncertainties are dominated by the other

sources. No clear rapidity dependence can be observed within the statistical and

uncorrelated systematic uncertainties.
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Figure 4.9: Nuclear modification factor of the inclusive ϒ(1S) as a function of
the average number of participant nucleons (left) and as a function of rapidity
(right). Bars stand for statistical uncertainties and filled (open) boxes uncorrelated
(correlated) for uncertainties.

4.10 Discussion

4.10.1 Comparison with J/ψ data from ALICE at forward ra-

pidity

In Fig. 4.10(left), the RAA of inclusive ϒ(1S) is compared with the ALICE RAA

of inclusive J/ψ [23] obtained in the same kinematic range (2.5 < y < 4, pT >

0). The ϒ(1S) suppression is larger than that of the J/ψ. In particular, the RAA

value is about two time larger for J/ψ than for ϒ(1S) in central collisions while

the results are closer for semi-peripheral ones. Fig. 4.10(right) shows the ALICE

ϒ(1S) and J/ψ [23] RAA as a function of rapidity. Both results are integrated over

the 0%–90% centrality range. ϒ(1S) states are more suppressed than J/ψ and

the difference between the RAA values is the largest in the 2.5 < y < 3.2 rapidity

range.

Comparisons between theory and data have suggested an important contribu-

tion of J/ψ (re-)generation in Pb-Pb collisions at
√

sNN = 2.76 TeV [23], while in
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the ϒ(1S) case this contribution is expected to be much less important. Besides,

the feed-down contribution to the ϒ(1S) state is expected to be substantial and

could be of the order of 40%–50% [16, 24, 25] from χb, ϒ(2S) and ϒ(3S). These

states are expected to be suppressed at LHC energies. For these reasons it is plau-

sible that the observed RAA is smaller for inclusive ϒ measurement than that for

inclusive J/ψ measurement, although the energy loss for charm quark is expected

to be higher than that of the bottom quark [26].

Figure 4.10: Comparison of the ALICE nuclear modification factor of inclusive
ϒ(1S) and J/ψ [23] in the same kinematic range. Left (Right): results are shown
as a function of the average number of participant nucleons (rapidity). Bars stand
for statistical uncertainties and filled (open) boxes for uncorrelated (correlated)
uncertainties.

4.10.2 Comparison with ϒ(1S) data from the CMS Collabora-

tion

The RAA of inclusive ϒ(1S) measured in the 2.5 < y < 4 rapidity range is

compared with the CMS data obtained in the range |y| < 2.4 [27]. Both ALICE

and CMS experiments measure the ϒ(1S) state down to pT = 0. The comparison

of the RAA as a function of the average number of participant nucleons is shown
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in Fig. 4.11(left). In central collisions (〈Npart〉 = 308), the suppression observed at

forward rapidity is stronger than at mid-rapidity.

The ALICE and CMS RAA as a function of rapidity are compared in

Fig. 4.11(right). The CMS and ALICE data are integrated over an equivalent cen-

trality range (0%–100% for CMS and 0%–90% for ALICE). The value of the ϒ(1S)

RAA in 2.5 < y < 4 is significantly lower than in |y| < 2.4.

Figure 4.11: Left (Right): ALICE and CMS [27] nuclear modification factor of
inclusive ϒ(1S) production as a function of the average number of participant
nucleons (rapidity). Bars stand for statistical uncertainties and filled (open) boxes
uncorrelated (correlated) for uncertainties. On the right plot, open points are
reflected with respect to the measured ones.

4.11 Comparison with theoretical predictions

4.11.1 Dynamical model

The observed ϒ(1S) nuclear modification factor has been compared with the

theoretical predictions by M. Strickland et al. [28, 29, 30]. The predictions are

based on a potential model to determine the impact of the Quark-Gluon Plasma

phase on bottomonium suppression. The short-range part of the potential was
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computed to leading-order in the strong coupling constant using finite tempera-

ture Quantum Chromodynamics in the heavy quark limit [31, 32, 33, 34, 35]. For

the long-range part, a parametrisation of the finite-temperature Cornell poten-

tial [36] was used. The resulting potential is complex-valued with the imaginary

part being related to the in-medium decay of heavy quark bound states due to Lan-

dau damping of the gluon quasi-particle excitations in the plasma. Bottomonium

states and their decay widths are studied using this potential and then the ob-

tained information is integrated over the space-time evolution of the Quark-Gluon

Plasma using a hydrodynamics formalism (HYDRO) [37, 38, 39] which assumes

finite local momentum-space anisotropy due to finite shear viscosity. In particular,

the effect of the momentum space anisotropy is taken into account on the real and

imaginary part of the heavy quark potential [40]. The model only includes the

effects of in-medium suppression of bottomonium states. Therefore, it does not

include recombination or Cold Nuclear Matter (CNM) effects.

In Fig. 4.12 two sets of calculations are presented [28]. They correspond to

different initial temperature profiles in rapidity. One case assumes a broad plateau

containing a boost-invariant central rapidity region with half-Gaussian tails in

the forward and backward directions which corresponds to limited fragmenta-

tion. This profile is expected in the Bjorken picture of heavy-ion collisions [41].

The other case assumes a Gaussian profile which corresponds to the Landau pic-

ture [42]. Three plasma shear viscosity to entropy density ratios were considered

for each profile (4πη/s = 1, 2, 3) and are depicted by the bottom, the middle and

the top lines, respectively. None of the proposed calculations reproduce the ALICE

data and the observed suppression is underestimated in all cases. In particular,

the RAA rapidity dependence predicted in the wide range probed by ALICE and

CMS is the opposite of the measured one. However, the suppression calculated
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with the minimum possible value of 4πη/s (4πη/s = 1) in the Bjorken scenario

is the most pronounced, shows the largest centrality dependence and is closest to

the measurement results.

Figure 4.12: Left (Right): ALICE RAA of inclusive ϒ(1S) as a function of the
average number of participant nucleons (rapidity) compared with theoretical pre-
dictions from [28]. The CMS data point at mid-rapidity is included in the rapidity
plot. Bars stand for statistical uncertainties and filled (open) boxes for uncorre-
lated (correlated) uncertainties. On the right plot, open points are reflected with
respect to the measured ones.

4.11.2 Transport models

The observed ϒ(1S) RAA has also been compared with the theoretical predic-

tions by A. Emerick et al. [43, 44, 45]. In this model a strongly bound bottomonia

scenario assuming that ϒ states remain at their vacuum mass and binding energy

independently of the QGP temperature is considered. Therefore, the in-medium

dissociation of the direct ϒ(1S) is very small while that of the higher mass states

is substantial. In this framework ϒ(1S) are slightly regenerated. The suppression

and regeneration contributions are implemented by means of a rate equation and

the spatio-temporal evolution of the medium is described with a fireball model

tuned according to the recent LHC measurements [46].
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The rate equation requires an initial condition for the number of bottomonia at

the QGP formation time and the implemented regeneration component requires

the knowledge of the beauty quark cross-section. These information have been

evaluated from data driven methods. The CNM effects are described by means

of an effective absorption cross-section (σabs) including the effects of the nuclear

modifications of parton distribution functions, the effects of the absorption in CNM

and the Cronin effect.

Figure 4.13: ALICE nuclear modification factor of inclusive ϒ(1S) as a function of
the average number of participant nucleons (left) and rapidity (right) compared
with theoretical predictions from [43, 44, 45]. The CMS data point at mid-rapidity
is included in the rapidity plot. Bars stand for statistical uncertainties and filled
(open) boxes for uncorrelated (correlated) uncertainties. On the right plot, open
points are reflected with respect to the measured ones.

In Fig. 4.13(left), the predictions are shown as a function of the number of

participant nucleons. The RAA of inclusive, primordial and regenerated ϒ(1S) are

represented as bands obtained with two extreme values for σabs (σabs = 0 mb and

σabs = 2.0 mb). As expected, the primordial ϒ(1S) component dominates over the

regeneration one. The RAA measured by ALICE is shown in the same figure and is

overestimated by the calculation which, however, reproduces the decreasing trend

of the RAA . In Fig. 4.13(right), the predictions are compared with the ALICE and
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CMS data shown as a function of rapidity. Due to the complementary nature of

the rapidity dependence the of suppression and regeneration, the transport model

predicts a RAA which remains rather constant as a function of rapidity. However,

this result is not confirmed by the ALICE and CMS data.

In Fig. 4.14, the ALICE RAA is compared with the predictions of another trans-

port model by Zhou et al [47, 48]. The calculation results are rather close to those

from [43, 44] but the theoretical approach is different. Contrary to [43, 44] which

explores the sensitivity of heavy ion data to ϒ state spectral properties within a

given scenario for the temperature dependence of the state binding energies, in the

present case, potential model results are quantitatively implemented in [47, 48].

Nevertheless, in both models, it is assumed an ideal hydro-dynamical evolution for

the QGP and the use of the kinematic rate equation implies a small regeneration

component for ϒ(1S). Besides, the feed-down from higher mass bottomonia effects

are included and direct ϒ(1S) are almost not dissociated in the QGP. Finally, CNM

effects are considered and, in [47, 48], they are evaluated employing the EKS98

shadowing parametrization [49].

In Fig. 4.14, the RAA is shown as a function of the centrality together with

the predictions from [47, 48]. The model calculations reproduce the centrality

dependence of the ALICE data, but the observed suppression is underestimated. In

Fig. 9 (right), the ALICE and CMS RAA are shown as a function of the rapidity. The

model reproduces well the CMS data but underestimates the strong suppression

observed at forward rapidity and fails to reproduce its rapidity dependence.

In the transport [43, 44, 45, 47, 48] and the dynamical [43, 44, 45] models

the inclusive ϒ(1S) suppression is largely explained by the in-medium dissociation

of higher mass bottomonia. Since both the models overestimate the measured

RAA, it might indicate that they underestimate the suppression of direct ϒ(1S) as
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Figure 4.14: ALICE nuclear modification factor of inclusive ϒ(1S) as a function
of the average number of participant nucleons (left) and as a function of rapidity
(right) compared with theoretical predictions from [47, 48]. The CMS data point
at mid-rapidity is included in the rapidity plot. Bars stand for statistical uncertain-
ties and filled (open) boxes for uncorrelated (correlated) uncertainties. On the
right plot, open points are reflected with respect to the measured ones.

well. However, the assumptions on the magnitude of CNM effects and on the

contribution of the feed-down from higher mass bottomonia need to be verified

and constrained by accurate data.

4.12 Summary

The inclusive ϒ(1S) nuclear modification factor in Pb-Pb collisions at
√

sNN

= 2.76 TeV has been measured down to pT = 0 in the 2.5 < y < 4 rapidity and

0%–90% centrality ranges. We obtained R0%−90%
AA = 0.30 ± 0.05(stat.) ± 0.02(un-

corr.) ± 0.04(corr.) corresponding to a strong suppression of inclusive ϒ(1S). Two

centrality ranges were studied and the suppression is more pronounced in most

central collisions. The RAA was also measured in two rapidity bins and, within un-

certainties, no significant rapidity dependence was observed in the range probes

by the ALICE muon spectrometer.
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The data were compared with the ALICE J/ψ results obtained in the same

kinematic range. The ϒ(1S) is more suppressed than the J/ψ and the difference

of RAA is particularly pronounced in the 0%–20% (2.5 < y < 3.2) centrality (ra-

pidity) bin. The interpretation of these results is not straightforward due to the

different sizes of the expected feed-down and (re-)generation effects for the two

quarkonium states.

The ϒ(1S) RAA was also compared with CMS data measured in the |y| < 2.4

rapidity region and down to pT = 0. The inclusive ϒ(1S) yield measured at forward

rapidity by ALICE is more suppressed than that measured at mid-rapidity by CMS.

The predictions provided within a spectral function approach with complex po-

tential [29], based on a plasma description by means of an anisotropic hydrody-

namic formalism, not including regeneration effects and neglecting CNM effects

overestimate the ALICE RAA . Two transport models, [43] and [47], including

CNM effects and a small regeneration component for bottomonia in a plasma

evolving according to ideal hydrodynamics were also considered. They under-

estimate the suppression measured by ALICE. These models also fail to reproduce

the rapidity dependence of the observed suppression at LHC.

A better understanding of ϒ production in AA collisions requires a precise mea-

surement of feed-down from higher mass bottomonia and CNM effects at forward

rapidity. In the next chapter, we will discuss p–Pb collisions at
√

sNN = 5.02 TeV,

which will give further insight to the CNM effects on ϒ productions.
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Chapter 5

Upsilon(ϒ) Production in p-Pb

Collisions

In this chapter the detail analysis of ϒ production in p-Pb collisions has been

discussed. Like Pb-Pb, the data has been collected by ALICE Muon Spectrometer

in specific trigger conditions at
√

sNN = 5.02 TeV in January and February 2013.

The analysis has been performed at forward rapidity (2.04 < ycms 3.54) as well

as backward rapidity (−4.46 < ycms −2.96) with data sample corresponding to an

integrated luminosity of 5.01 ± 0.17 nb−1 and 5.81 ± 0.18 nb−1 respectively.

5.1 Data Selection

In ALICE the Muon Spectrometer is in one direction, which is by convention

considered as negative z-direction 1. As a result when two different kind of beams

(like proton and lead) are collided, the coverage of the Muon Spectrometer be-

1In the ALICE reference frame, the positive z-direction is along the counter clockwise beam
direction. Thus, the muon spectrometer covers a negative pseudo-rapidity (η) range and a negative
ylab range. In this note the results will be presented with a positive ylab notation keeping the η

values signed.
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comes positive or negative depending on the direction of the higher energy beam

with respect to the Muon Spectrometer. In p-Pb, beam-1 consists of protons at 4

TeV energy circulating towards the Muon spectrometer in the negative z direction

while beam-2 consists of fully stripped Pb ions at (82×4
204 ) TeV energy per nucleon

circulating in the positive z direction. This configuration resulted in collisions at
√

sNN = 5.02 TeV and in a nucleon-nucleon center-of-mass system that moves with

a rapidity of ∆yNN = 0.465 in the proton beam. Thus the rapidity in center-of-mass

system of the Muon spectrometer cover the region 2.04 < ycms < 3.54 in p-Pb col-

lisions and −4.46 < ycms < −2.96 in Pb-p collisions. These two rapidity ranges

overlap in the region 2.96 < |ycms| < 3.54 which correspond to 3.43 < ylab < 4 and

2.5 < ylab < 3.07 for p-Pb and Pb-p collisions, respectively.

5.1.1 Event Selection

The data passed the standard quality check for the detectors considered in the

analysis (V0, SPD, ZDC, muon tracking and trigger chambers). Different triggers

were activated during data taking. The Minimum Bias (MB) trigger was defined

as the coincidence of signal in VZERO-A and VZERO-C detectors synchronized

with the passage of the colliding lead and proton bunches. During the rare trigger

periods (LHC13d and LHC13e for p-Pb and LHC13f for Pb-p collisions), the MB

trigger was down-scaled at the L0 level to allow more DAQ bandwidth for the rare

triggers. In particular, the unlike sign dimuon low-pT trigger (pµ

T threshold 2 ∼ 0.5

GeV/c) or MUL was used in this analysis. Beam induced background was reduced

at the offline level by timing cuts on the signals from the VZERO and from the

ZDC. This physics selection removed from few percent up to 10% of the events

2The threshold is defined as the pµ

T value below which the trigger efficiency for single muons
becomes lower than 50%.
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depending on the run and the collision type.

In total, after applying the event physics selection, a data sample of 9.27 million

p-Pb collisions and 20.90 million Pb-p collisions triggered by unlike-sign dimuon

were collected. This number had to be multiplied by the normalization factor F

to obtained the equivalent number of Minimum Bias events. The total integrated

luminosities were measured to amounts for 5.01 ± 0.17 nb−1 in p-Pb collisions

and 5.81 ± 0.18 nb−1 in Pb-p collision. In the following, the two periods LHC13d

and LHC13e with p-Pb collisions are considered all together.

5.1.2 Track Selection

In order to reduce the background, the following tight selection criteria on

single muon tracks were applied:

• all tracks reconstructed in the tracking chambers should match a track seg-

ment in the trigger chambers (low-pT threshold∼ 0.5 GeV/c). Because of the

thick iron wall located upstream of the trigger system, this cut rejected effi-

ciently the tracks of light hadrons which escape from the front absorber and

a part of the low momentum muons coming mainly from π and K decays.

• only tracks with pseudo-rapidity in −4 < η <−2.5 were selected in order to

reject the ones reconstructed at the edges of the detector where the efficiency

is small.

• tracks with a transverse radius coordinate at the end of the absorber (Rabs) in

the interval 17.6 < Rabs < 89.5 cm were selected. The tracks crossing the high

density material around the beam pipe, where multiple scattering is large,

were then significantly rejected. This cut improved the mass resolution.
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• tracks should point to the interaction vertex. This requirement can be

achieved by selecting tracks according to the value of their p×DCA. This

quantity is defined as the product of the track momentum (p) by the dis-

tance of the extrapolated track to the transverse plane containing the vertex

(DCA: Distance of Closest Approach). This additional selection significantly

reduced the amount of fake tracks contaminating the muon sample, which

leads to increase of the combinatorial background.

5.2 Signal Extraction

The ϒ candidates were formed by combining pairs of opposite-sign (OS) tracks

reconstructed in the muon spectrometer and selected as previously described. In

addition, dimuons with a rapidity in the range 2.5 < ylab < 4 were selected. The

OS dimuon invariant mass distribution was fitted with the sum of five functions

— three Double Crystal Ball functions for the three resonances of ϒ and sum of

two double exponential functions to describe the background continuum. These

functions have been discussed extensively in the previous chapter.

5.2.1 Fit Procedure

In this analysis, the amplitude parameters of the three Extended Crystal Ball

functions were left free as well as the position and the width of the ϒ(1S). Because

of the low statistics observed for invariant masses above∼ 9 GeV/c2, the width and

the position of the ϒ(2S) and ϒ(3S) were constrained. The position of the ϒ(2S)

and ϒ(3S) peaks were fixed to that of the ϒ(1S) according to the PDG [2] mass

difference, while their widths were forced to scale proportionally to that of the

ϒ(1S) according to the ratio of the resonance masses. Besides, the signal distribu-
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Figure 5.1: Fit procedure applied on the invariant mass distributions of opposite-
sign dimuons in the different rapidity bins consider in this analysis at forward
rapidity. The total fit function is represented by the red line. The green lines rep-
resent the three Extended Crystal Ball used to describe the ϒ state distributions
and the blue line represents the Double Exponential used to describe the underly-
ing continuum. The numbers of ϒ(nS) counts, the position, the width of the ϒ(1S)
and the χ2/ndf are shown.
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Figure 5.2: Fit procedure applied on the invariant mass distributions of opposite-
sign dimuons in the different rapidity bins consider in this analysis at backward
rapidity. The total fit function is represented by the red line. The green lines repre-
sent the three Extended Crystal Ball used to describe the ϒ state distributions and
the blue line represents the Double Exponential used to describe the underlying
continuum. The numbers of ϒ(nS) counts, the position, the width of the ϒ(1S) and
the χ2/ndf are shown.
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tion tails were poorly constrained by the data. Consequently, the tail parameters

of the Extended Crystal Ball function were fixed according to the results from re-

alistic Monte Carlo simulations. All parameters of the Double Exponential used

for the background distribution were left free. The fit procedure described above

was applied to the invariant mass distribution in different rapidity bins (Fig. 5.1

for forward rapidities and Fig. 5.2 for backward rapidities).

5.2.2 Fit Results

Table 5.1 summarizes the principal results from the fit procedure (the num-

ber of signal counts can be found in Fig. 5.1 and 5.1). The position of the ϒ(1S)

peak is found to be in good agreement with the meson mass (9.460 GeV/c2) [2]

within relatively large statistical uncertainty. The width of the ϒ(1S) peak is in

agreement with that observed from realistic simulations within uncertainties. The

signal-over-background ratio (S/B(3σ)) is of the order of the unity and the ob-

tained significance ( S√
S+B

(3σ)) is always larger than 6. The large values of sig-

nificance clearly ensures that the structure observed in the invariant mass range

[9− 10] GeV/c2 is not a statistical fluctuation. The number of ϒ(1S) is obtained

by integrating the CB2 used to describe the ϒ(1S) peak. The considered statistical

uncertainty on the signal counts is that on the integration and takes into account

the covariance matrix of the function parameters.

This fit procedure also allows us to extract a number of ϒ(2S) and ϒ(3S) counts,

since their normalizations are left free. In the case of the ϒ(2S) in the rapidity

ranges −4.46 < ycms <−2.96 and 2.04 < ycms < 3.54 the significance is larger than

3. A summary of the Signal-over-Background ratio and the significance for the

ϒ(2S) can be found in Table 5.2. In the case of the ϒ(3S) state, the significance is

too low (< 1) to clearly separate the signal from the underlying background.
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Collision Rapidity Counts Mass Width S/B Significance
(GeV) (MeV)

p-Pb 2.04 < ycms < 3.54 306 ± 35 9.45 ± 0.02 157 ± 22 0.9 ± 0.1 11.4 ± 1.6
p-Pb 2.04 < ycms < 2.96 211 ± 30 9.46 ± 0.02 138 ± 25 0.8 ± 0.1 9.3 ± 1.6
p-Pb 2.96 < ycms < 3.54 92 ± 18 9.44 ± 0.04 211 ± 47 1.1 ± 0.2 6.7 ± 1.7
Pb-p -4.46 < ycms < -2.96 161 ± 21 9.45 ± 0.02 155 ± 25 1.5 ± 0.2 9.3 ± 1.5
Pb-p -4.46 < ycms < -3.54 75 ± 15 9.42 ± 0.03 171 ± 37 1.2 ± 0.2 6.5 ± 1.6
Pb-p -3.54 < ycms < -2.96 81 ± 14 9.48 ± 0.03 135 ± 26 1.7 ± 0.3 6.8 ± 1.5

Table 5.1: The Signal count, mass position, width, signal-to-background ratio,
significance for the ϒ(1S) state obtained applying the fit procedure. Values are
shown for the different rapidity ranges considered in the analysis.

Collision Rapidity S/B Significance
p-Pb 2.04 < ycms < 3.54 0.3 ± 0.1 4.1 ± 1.6
Pb-p -4.46 < ycms < -2.96 0.5 ± 0.2 3.5 ± 1.6

Table 5.2: The signal-to-background ratio, significance for the ϒ(2S) state ob-
tained applying the fit procedure. Values are shown for the two rapidity ranges
considered in the analysis.

It is to be noted that the fit function doesn’t always match perfectly the upper

point of the ϒ(1S) peak for some particular fits. The upper data point corresponds

to a statistical fluctuation. Indeed the invariant mass distribution was shifted by

half of a bin and the structure disappeared. After applying the shift, the number of

ϒ(1S) counts, the width of the peak and its position doesn’t change significantly.

5.2.3 Systematic Uncertainties

In the previous section different hypotheses were made to perform the fit of

the invariant mass distributions (choice of the background fit function, scaling of

specific parameters for the ϒ(2S) and ϒ(3S) C2B and fixing of all C2B tails). In this

section the systematic uncertainties related to these hypotheses are described. It

was checked that all fits have a good χ2 per degree of freedom (χ2/ndf < 2.) and

provide a stable position and width for the ϒ(1S) peak. The systematic studies are

detailed for each of the sources as follows:

Background Fit Function: Two functions were used to describe the underlying
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background, the Double Exponential (DE) and a Double Power-Law (DPL) which

are defined as a sum of two exponential and power-law functions respectively.

For each function, the lower and the upper bounds of the fit range were indepen-

dently modified within the limits where the background is reasonably fitted ([4−8]

GeV/c2 and [12− 20] GeV/c2, respectively). The systematic uncertainty resulting

from this study ranges between 2% and 5% depending on the considered rapidity

bin.

Mass Position: The positions of the CB2 used to describe the ϒ(2S) and ϒ(3S)

distributions were fixed, thus leading to a potential source of systematic uncer-

tainties. In order to estimate this uncertainty, the positions of the these resonances

were simultaneously shifted by various values between ±0.05 GeV/c2 which cor-

responded to ∼ ±0.5% of the mass of the ϒ(1S). This range corresponded to the

statistical uncertainty on the ϒ(1S) position provided by the fit. The systematic

uncertainties resulting from this study are about 1%;

Signal Width: The widths of the CB2 used to describe the ϒ(2S) and ϒ(3S)

distributions were fixed. The related systematic uncertainties were estimated by

scaling independently both widths by various values. Since the masses of the ϒ

mesons are known accurately from PDG, the value of the scaling factors can be

chosen according to the uncertainty on the ϒ(1S) width from the fits. The range

for these factors was found to be 0.8−1.2. The resulting systematic uncertainties

are 1%.

Tail Parameters: The tails of the CB2 used to describe the ϒ distribution line

shape were fixed from Monte Carlo simulations. It was supposed that the same

set of parameters can describe the tails of the CB2 used for each ϒ states, since the

decay kinematic of the three ϒ states are close. For each CB2, the eight parameters

of the two tails were multiplied independently by different factors. In MC simula-
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tions, we can observe a bump on the left tail of the signal peak. For this reason, we

varied the fitting range around the bump position and choose the factors in order

to take into account the corresponding variation of the tail parameters. Depend-

ing on the rapidity bin and on the tail parameters the narrowest (widest) range

was 0.9−1.10 (0.75−1.25). These range were large enough to include statistical

uncertainties on the fit. The obtain uncertainties amount to 2%−3%

Collision Rapidity Nϒ(1S)
p-Pb 2.04 < ycms < 3.54 305 ± 34 (stat.) ± 13 (syst.)
p-Pb 2.04 < ycms < 2.96 211 ± 29 (stat.) ± 9 (syst.)
p-Pb 2.96 < ycms < 3.54 94 ± 18 (stat.) ± 5 (syst.)
Pb-p -4.46 < ycms < -2.96 161 ± 21 (stat.) ± 9 (syst.)
Pb-p -4.46 < ycms < -3.54 76 ± 15 (stat.) ± 4 (syst.)
Pb-p -3.54 < ycms < -2.96 81 ± 13 (stat.) ± 5 (syst.)

Table 5.3: Summary of signal extraction of ϒ(1S).

Collision Rapidity Nϒ(2S)
p-Pb 2.04 < ycms < 3.54 83 ± 23 (stat.) ± 10 (syst.)
Pb-p -4.46 < ycms < -2.96 42 ± 14 (stat.) ± 5 (syst.)

Table 5.4: Summary of signal extraction of ϒ(2S). Values are given for the inte-
grated rapidity bins, one for forward rapidity and other for the backward rapidity,
that are possible to study.

Table 5.3 gives the final values from the signal extraction for ϒ(1S). Central

values and statistical uncertainties obtained in the different systematic uncertainty

study (background, position and mass of ϒ(2S) and ϒ(3S) as well as CB2 tail pa-

rameters) were averaged and systematic uncertainties were summed in quadra-

ture. Overall statistical (systematic) uncertainties range between 11%− 20%

(4%−6%). The largest source was related to the function chosen to describe the

background. The results of signal extraction for ϒ(2S) are also shown in table 5.4.

The count number and the corresponding uncertainties were obtained with the

same method as used for the ϒ(1S). The largest systematic uncertainty arise from

the fixing of the ϒ(2S) and ϒ(3S) widths.
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5.3 Monte Carlo Simulation

A realistic Monte Carlo simulation was carried out to apply the correction for

acceptance and efficiency (A× ε). The signal was obtained by generating ϒ(1S)

with a fast generator according to a parametrisation of their pT and y distribu-

tions [3] and by forcing the resonances to decay into dimuons. For each con-

sidered run, the number of generated ϒ(1S) accounted for 5% of the number of

recorded CMUL trigger. Therefore the statistic uncertainty of each run was taken

into account. The particle transport allowing the estimate of the detector response

was provided by GEANT3 [4]. The actual alignment of the tracking chambers and

the detector dead areas were then taken into account. The time dependence of the

detector set up characteristics was also considered as the simulation was carried

out on a run-by-run basis.

5.3.1 Signal Line Shape

An invariant mass distribution of OS dimuons from ϒ(1S) decay was obtained

with the realistic Monte Carlo simulation. The shape of the integrated signal distri-

bution deviates from a simple Gaussian behaviour. Muon multiple scattering and

energy loss fluctuations in the front absorber as well as residual mis-alignment of

the tracking chambers led to a tail at low and high invariant mass. The use of an

Extended Crystal Ball function was found to be necessary to describe the two tails

(Fig. 5.3). The width of the simulated signal line shape varied between 102 and

197 MeV depending on the considered rapidity bins. The width from data could

be described by such simulations. For each bin considered in this analysis, MC

distributions were fitted and the obtained tail parameters were used in the fit.

A "bump" appears on the CB2 left tail at an invariant mass of about 8 GeV/c2.
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Figure 5.3: Run-by-run integrated signal distribution from Monte Carlo produc-
tion fitted with an Extend Crystal Ball function for p-Pb period (left) and for Pb-p
period (right) for the 2.5 < ylab < 4 rapidity range.

The lower bound of the fit was varied around 8 GeV/c2 and the tail parameters

were found to vary by 10% or 25% depending on the parameter. Therefore, the

possible effect of such a structure on the signal count was taken into account in

the systematic uncertainties.

5.3.2 Acceptance Efficiency Correction Factor

The product of acceptance times efficiency (A× ε) is defined as the probability

for the decay muons from ϒ(1S) produced in the geometrical acceptance of the

detector to be correctly identified and reconstructed, taking into account the effi-

ciency of the tracking and triggering systems. Fig. 5.4 shows the A×ε for each run

of the data taking periods. It is worth noting the low values for 17 low tracking

efficiency runs at the end of the LHC13f period (run from 197142 to 197247 and

from 197348 to 197388). This is due to high voltage trip in the detection elements

towards the end of Pb-p data taking period. Table 5.5 summarised the obtained

values of ϒ(1S) A× ε for the bins considered in this analysis.
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Figure 5.4: Run-by-run A× ε for the LHC13d and LHC13e periods (top) along
with that of LHC13f (bottom) in the 2.5 < y < 4 rapidity range.
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Collision Rapidity A× ε (%)
p-Pb 2.04 < ycms < 3.54 29.03 ± 0.20 (stat.)
p-Pb 2.04 < ycms < 2.96 30.94 ± 0.22 (stat.)
p-Pb 2.96 < ycms < 3.54 24.58 ± 0.39 (stat.)
Pb-p -4.46 < ycms < -2.96 20.06 ± 0.33 (stat.)
Pb-p -4.46 < ycms < -3.54 22.72 ± 0.44 (stat.)
Pb-p -3.54 < ycms < -2.96 17.21 ± 0.52 (stat.)

Table 5.5: The A× ε of ϒ(1S) for p-Pb and Pb-p period with statistical uncertain-
ties.

The ϒ(2S) A×ε and the corresponding systematic uncertainties were evaluated

with the same method and the same input distributions as for the ϒ(1S). The

observed differences between the ϒ(2S) and ϒ(1S) A× ε are less than 0.5%.

5.3.3 Systematic Uncertainties

The estimate of the A× ε factor depended on the ϒ(1S) pT and y shapes used

as input distributions in the Monte Carlo simulation. In order to evaluate the

sensitivity of the results on this initial choice, several estimates of the factor was

performed with significantly different pT and y parametrisations corresponding to

pp and p-Pb collisions at different energies. The maximum spread observed among

the results provide the uncertainties bin by bin. Obtained values are summarized

in table 5.6.

Collision Rapidity Systematic Uncertainties (%)
p-Pb 2.04 < ycms < 3.54 5
p-Pb 2.04 < ycms < 2.96 6
p-Pb 2.96 < ycms < 3.54 4
Pb-p -4.46 < ycms < -2.96 5
Pb-p -4.46 < ycms < -3.54 2
Pb-p -3.54 < ycms < -2.96 6

Table 5.6: Systematic uncertainties on A× ε of ϒ(1S) for p-Pb and Pb-p period.
This one is related to the choice of the parametrisation used as input distribution
for MC simulations.

Moreover, there are uncertainties due to the ability of simulations in reproduc-

ing the actual detector efficiency. The systematic uncertainty related to:
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• tracking efficiency is 6% (4%) for the Pb-p (p-Pb) period;

• trigger efficiency is 2%;

• matching tracker track/trigger segment is 1%.

It is worth stressing that the ϒ(1S) is assumed to be unpolarised in p-Pb col-

lisions (and in pp collisions). Therefore, no polarisation related uncertainty was

assigned to the A× ε factor. All systematic uncertainties on A× ε are uncorrelated

with ycms and the total systematic on it is between 6% and 9% depending on the

rapidity bin.

5.4 Baseline: Proton-Proton Reference Cross Sec-

tion

In order to measure the RpPb of ϒ at 5.02 TeV, we need the measurement of

ϒ production both in pp and p–Pb collisions at 5.02 TeV. However, the measure-

ment of ϒ production in pp collisions at 5.02 TeV does not exist. We also needed

the ϒ(1S) cross section for pp collisions in the proper rapidity intervals. So, an

interpolation was performed using the data published by the LHCb Collaboration

at the center-of-mass energies
√

s = 2.76 [5], 7 [6] and 8 [7] TeV. For each en-

ergy, LHCb provides measurements of the ϒ(1S) rapidity-differential cross section

times the dimuon branching ratio (BR×dσ/dy) in the rapidity ranges 2 < y < 2.5,

2.5 < y < 3, 3 < y < 3.5, 3.5 < y < 4, 4 < y < 4.5. For each energy, the LHCb re-

sults in adjacent bins were combined to obtain the cross section in the 5 ranges of

interest for the ALICE proton-lead data analysis, shown in Table 5.7. The system-

atic uncertainties on the data were assumed to be fully correlated with rapidity.
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The energy interpolation was performed separately for the five ranges and the re-

sult used for the computation of RpPb in the corresponding rapidity range. The

centers of the ranges labelled in the table as 1, 3 and 5 coincided with those of the

RpPb measurement. For the ranges labelled as 2 and 4, there was a shift of 0.035

units of rapidity, which was taken into account while calculating the systematic

uncertainties.

Range ID Interpolation range (central value) RpPb range (central value)
1 2 < y < 3 (y = 2.5) 2.035 < y < 2.965 (y = 2.5)
2 2 < y < 3.5 (y = 2.75) 2.035 < y < 3.535 (y = 2.785)
3 3 < y < 3.5 (y = 3.25) 2.965 < y < 3.535 (y = 3.25)
4 3 < y < 4.5 (y = 3.75) 2.965 < y < 4.465 (y = 3.715)
5 3.5 < y < 4.5 (y = 4) 3.535 < y < 4.465 (y = 4)

Table 5.7: Rapidity ranges used for the interpolation and for the measurement
of the ϒ(1S) nuclear modification factor. The central value of each range is also
reported.

For each bin, the data were fitted according to several hypotheses for the shape,

and the fit parameters are used to compute the cross section at
√

s = 5.02 TeV.

Three types of shapes were used:

• two-parameter functions: linear (p0+p1
√

s), power law (p0
√

sp1) and expo-

nential (p0[1− e
√

s/p1]);

• a Leading Order Color Evaporation Model [8] (LO-CEM) calculation, which

assumes that the ϒ(1S) cross section at a given energy and rapidity is pro-

portional to the cross section for bb production by gluon fusion, integrated

between ŝ =4m2
b and ŝ =4m2

B, where mb is the beauty quark mass, mB is the

B meson mass and
√

ŝ is the energy in the center of mass of the elementary

process in which the beauty quark pair is produced.

• the energy and rapidity dependence of the total bb production cross section,

computed in the FONLL [9] approach with the CTEQ6.6 set of parton distri-
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bution functions. Three different shapes are obtained, defined by the energy

evolution of the central value and of the upper and lower edges of the un-

certainty band. The uncertainty band is obtained by varying the scales and

masses within reasonable limits.

In the LO-CEM and FONLL approaches, the only free parameter of the fit is

the normalisation. The ratio between the LHCb data and the theory as a function

of energy is fitted with a constant function, and the interpolation is performed by

multiplying the obtained parameter by the theoretical value at
√

s = 5.02 TeV.

For each rapidity range, the final result is obtained as the weighted average

of the results obtained with all surviving shapes. The weight is given by the

uncertainty on the result of the rescaled fit. The systematic uncertainty on the

interpolated cross section has three components:

Fit Uncertainty: it takes into account the uncertainties on the data used for

the interpolation and the degree of agreement of data with the fitting shapes; it is

quantified by the average relative uncertainty on the results of the rescaled fits. It

ranges from 7% to 11%;

Shape Uncertainty: it is related to the choice of the fitting shape; it is quantified

by the maximum difference between the weighted average and the results of the

individual fits. It ranges from 2% to 7%;

Range Uncertainty: the maximum difference between the differential cross sec-

tions when computed in the interpolation and measurement ranges, as predicted

by the LO-CEM and FONLL models used for the interpolation. It is 1% for range 2

and 3% for range 4.

The fits obtained with three among the tested shapes are shown in Fig. 5.5 and

5.6, for the rapidity range 2 < y < 3.5 and 3 < y < 4.5 respectively.

The obtained results and uncertainties are reported in Table 5.8. The total un-
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Figure 5.5: ϒ(1S) cross section in 2 < y < 3.5 as a function of energy [5, 6, 7].
Fits according to three different shapes are also shown, as well as the interpolated
values at

√
s = 5.02 TeV.

Figure 5.6: ϒ(1S) cross section in 3 < y < 4.5 as a function of energy [5, 6, 7].
Fits according to three different shapes are also shown, as well as the interpolated
values at

√
s = 5.02 TeV.
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certainty ranges from 7.5% to 13%. The uncertainties are quoted as uncorrelated

with rapidity, in the assumption that the original correlation between the uncer-

tainties in different ranges at the same energy is washed out by the interpolation

procedure.

Range ID Fit unc. Shape unc. Range unc. BR×dσ/dy (pb)
1 6.8% 3.2% - 1064±80
2 7.5% 2.3% 1% 967±76
3 10.6% 5.4% - 751±89
4 10.4% 3.2% 3% 513±58
5 10.9% 7.4% - 384±51

Table 5.8: Interpolation uncertainties and results for the ϒ(1S) cross section at√
s = 5.02 TeV. The numbering of rapidity ranges is as defined in Tab. 5.7.

5.5 Summary of Systematic Uncertainties

Source of Backward Rapidities Forward Rapidities
Systematic Uncertainties −4.46 < ycms <−2.96 2.04 < ycms < 3.54
Signal extraction: ϒ(1S) 5%-6%(U) 4%-6%(U)
Signal extraction: ϒ(2S) 12%(U) 12%(U)

Input MC parametrization: ϒ(1S) 2%-5%(U) 4%-6%(U)
Input MC parametrization: ϒ(2S) 5%(U) 5%(U)

Tracking efficiency 6%(U) 4%(U)
Trigger efficiency 2%(U) 2%(U)

Matching efficiency 1%(U) 1%(U)
〈TAA〉 3.6%(C) 3.6%(C)
NMB 1%(U) 1%(U)

σ
ϒ(1S)
pp (interpolation) 11%-13% (U) 7%-12%(U)

L (correlated) 1.6%(C) 1.6%(C)
L (uncorrelated) 2.7%(U) 2.9%(U)

Table 5.9: Summary of the relative systematic uncertainties on each quantity
entering in the calculations of the results. Type U uncertainties are given as a
range including the smallest and the largest values observed in the bins considered
in this analysis.

The summary of systematic uncertainties for ϒ(1S) and ϒ(2S) are given in Ta-

ble 5.9. The uncorrelated uncertainties are denoted by U, while the correlated

uncertainties are denoted by C.
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5.6 Results

5.6.1 ϒ Yield in p-Pb Collisions

The yield of ϒ(1S) per rapidity unit is defined as:

dYϒ(1S)

dy
=

Nϒ(1S)

BR ·NMB ·A× ε ·∆y
(5.1)

where:

• Nϒ(1S) is the number of ϒ(1S) obtained from signal extraction. It depends on

the considered rapidity bin;

• NMB is the number of minimum bias p-Pb events. The total number of min-

imum bias event is obtained by re-normalising the measured number of

CMUL events. The normalisations factor is 1129± 11 for p-Pb and 589± 6

for Pb-p;

• A×ε is the acceptance times efficiency correction. It depends on the consid-

ered rapidity bin;

• BR is the ϒ(1S)→ µ+µ− branching ratio (2.48±0.05)%.

• ∆y is the rapidity bin width.

The yield for each considered rapidity bin is given in Table 5.10 for ϒ(1S) and

Table 5.11 for ϒ(2S). The statistical and systematic uncertainties were obtained

by summing in quadrature the contribution from each source of Eqn. 5.1.

154



Chapter 5. Upsilon(ϒ) Production in p-Pb Collisions

Collision Rapidity Yield × 106

Type Range Y ± stat. ± uncorr. ± corr.
p-Pb 2.04 < ycms < 3.54 2.697±0.299±0.220±0.054
p-Pb 2.04 < ycms < 2.96 2.827±0.386±0.250±0.057
p-Pb 2.96 < ycms < 3.54 2.599±0.503±0.217±0.052
Pb-p −4.46 < ycms <−2.96 1.751±0.227±0.177±0.035
Pb-p −4.46 < ycms <−3.54 1.183±0.228±0.106±0.024
Pb-p −3.54 < ycms <−2.96 2.693±0.438±0.292±0.054

Table 5.10: ϒ(1S) yields per unit of rapidity obtained in p-Pb collisions at
√

sNN =
5.02 TeV for each bin considered in the analysis.

Collision Rapidity Yield × 106

Type Range Y ± stat. ± uncorr. ± corr.
p-Pb 2.04 < ycms < 3.54 9.46±2.60±1.33±0.83
Pb-p −4.46 < ycms <−2.96 5.81±1.91±8.56±0.51

Table 5.11: ϒ(2S) yields per unit of rapidity obtained in p-Pb collisions at
√

sNN =
5.02 TeV for each bin considered in the analysis.

5.6.2 Cross Section Ratio of ϒ(1S) and ϒ(2S)

The ratio [ϒ(2S)/ϒ(1S)] of the invariant yields of ϒ(2S)→ µ+µ− to ϒ(1S)→

µ+µ− can be deduced by using Eq. 5.1 for both ϒ(1S) and ϒ(2S) and results in

[ϒ(2S)/ϒ(1S)] =
N[ϒ(2S)]/(A× ε)ϒ(1S)

N[ϒ(1S)]/(A× ε)ϒ(2S)
. (5.2)

Here the branching ratio of the dimuon decay channel does not enter the cal-

culation. Additionally, since the same data sample is used NMB cancels out in

the ratio. The systematic uncertainties on the ratios were obtained by quadrati-

cally combining the systematic uncertainties entering in each element of Eq. 5.2.

Nevertheless, since the decay kinematics of the two ϒ states are close, the system-

atic uncertainties on tracking, trigger and matching efficiency, estimated for the

same detector in the same working conditions, cancel out in the ratio. The ratios

of the invariant yields of ϒ(2S)→ µ+µ− to ϒ(1S)→ µ+µ− in p-Pb collisions at
√

sNN = 5.02 TeV are:
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[ϒ(2S)/ϒ(1S)]pPb(−4.46 < ycms <−2.96) = 0.258±0.091(stat)±0.039(syst),

[ϒ(2S)/ϒ(1S)]pPb(2.03 < ycms < 3.53) = 0.273±0.081(stat)±0.040(syst).

Within our large uncertainties, the ratio remains constant from backward to

forward rapidity and it is impossible to conclude different CNM effects for the two

states.

5.6.3 Nuclear Modification Factor of ϒ(1S)

The Nuclear Modification Factor in the p-Pb collisions RpPb is defined by:

RpA =

dYϒ(1S)
dy

〈TpA〉 · dσ pp

dy

(5.3)

where,

• 〈TpA〉 is the average nuclear overlap function. In this analysis we consider

all events without any selection on centrality. Therefore the 〈TpA〉 is consid-

ered for the 0%− 100% V0M centrality class and is 9.83± 0.35(syst.) · 10−2

mb−1 [10];

• and dσ pp

dy is the pp reference y-differential cross-section interpolated from

LHCb results.

As stated previously, the following convention was defined: the rapidity is pos-

itive in the Muon spectrometer in p-Pb collisions and negative in Pb-p . This is

motivated by the Bjorken x (xbj) value of the probed gluon in the nucleus. Bjorken
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x gives the momentum fraction carried by an inclusively observed particle in in-

elastic scattering. In p-Pb collisions, the Pb beam is coming from the Muon spec-

trometer, therefore ϒ(1S) detected in the Muon spectrometer are produced from

gluons in the Pb beam with a xbj value of the order of 5.10−5, while in Pb-p colli-

sions the xbj values of the gluons probed in the Pb beam are of the order of 2.10−2.

Figure 5.7: Inclusive ϒ(1S) nuclear modification factor evolution as a function of
ycms.

The RpPb of inclusive ϒ(1S) measured by ALICE at
√

sNN = 5.02 TeV and down

to pT = 0 is shown in Fig. 5.7 as a function of ycms. The statistical uncertainties are

represented by bars and the uncorrelated systematic uncertainties by full boxes.

The fully correlated systematic uncertainty is represented by a box at ycms = 1. At

the backward rapidity the results are compatible with unity indicating small CNM

effects. At the forward rapidity the suppressions is more pronounced.

Table 5.12 summarises bin-by-bin the different values of the RpPb of inclusive

ϒ(1S). Both statistical and systematic uncertainties were obtained by summing in

quadrature the related contributions of Eqn. 5.3.

The measured nuclear modification factor for the J/ψ in ALICE was,

RpPb (2.04 < ycms < 3.54) = 0.70 ± 0.01(stat.) ± 0.05(syst.uncorr.) ±

0.03(syst.part.corr.) ± 0.05(syst.corr.) and RPbp (−4.46 < ycms < −2.96) = 1.08

157



Chapter 5. Upsilon(ϒ) Production in p-Pb Collisions

Collision Rapidity RpPb
Type Range Value ± stat. ± uncorr. ± corr.
p-Pb 2.04 < ycms < 3.54 0.704±0.078±0.080±0.025
p-Pb 2.04 < ycms < 2.96 0.670±0.092±0.078±0.024
p-Pb 2.96 < ycms < 3.54 0.873±0.169±0.127±0.031
Pb-p −4.46 < ycms <−2.96 0.861±0.112±0.131±0.031
Pb-p −4.46 < ycms <−3.54 0.777±0.150±0.124±0.028
Pb-p −3.54 < ycms <−2.96 0.905±0.147±0.146±0.032

Table 5.12: Numerical values bin-by-bin measured in p-Pb collisions at
√

sNN =
5.02 TeV. Statistical uncertainties are quoted as stat., uncorrelated systematic un-
certainties are quoted as uncorr. and fully correlated uncertainties are quoted as
glob.

± 0.01(stat.) ± 0.09(syst.uncorr.) ± 0.03(syst.part.corr.) ± 0.07(syst.corr.) [11].

5.6.4 Forward-Backward Ratio Rϒ(1S)
FB

In order to cancel out the pp reference cross section and its associated system-

atic uncertainties, the ratio of the nuclear modification factor measured at forward

rapidity and that measured at backward rapidity is defined as follows.

Rϒ(1S)
FB (2.96 < |ycms|< 3.54) =

Y p−Pb
ϒ(1S) (3.47 < ylab < 4)

Y Pb−p
ϒ(1S) (2.5 < ylab < 3.07)

. (5.4)

The 〈TpA〉 also cancel out. The RFB corresponds to the ratio of measured yields

at forward and backward rapidities in the common rapidity 2.96 < |ycms| < 3.54

which corresponds to a rapidity range of 3.47< ylab < 4 in p-Pb and 2.5< ylab < 3.07

in Pb-p.

Our integrated Rϒ(1S)
FB in p-Pb collisions at

√
sNN = 5.02 TeV and pT > 0 is 0.95±

0.24(stat.)± 0.14(syst.). The systematic uncertainty was obtained by summing in

quadrature the uncertainties on signal extraction, re-normalization of the number

of CMUL events to that of MB events and A× ε for both yields. The measured

value of RJ/ψ(1S)
FB from ALICE was 0.60± 0.01(stat.)± 0.06(syst.) [11]. Thus, the

measured forward-backward asymmetry is more pronounced in the case of J/ψ.
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5.7 Discussions

The inclusive ϒ(1S) RpPb integrated over the backward or forward rapidity

ranges, are compared to several model calculations in Fig. 5.8. In the left panel,

the results are compared to a next-to-leading order (NLO) CEM calculation using

the EPS09 parameterization of the nuclear modification of the gluon PDF (com-

monly referred to as gluon shadowing) at NLO [12] (blue shaded band) and to

a parton energy loss calculation [13] with (green shaded band) or without (red

band) EPS09 gluon shadowing at NLO. In the case of the CEM+EPS09 calcula-

tion, the band reflects the uncertainties of the calculation that are dominated by

the ones of the EPS09 parameterization [14]. In the cases of the parton energy

loss model calculations, the bands represent the uncertainty from the EPS09 pa-

rameterization or from the parton transport coefficient and the parameterization

used for the pp reference cross section. None of the calculations fully describe

the backward and forward rapidity data and all tend to overestimate the observed

ϒ(1S) RpPb. The parton energy loss with EPS09 calculation reproduces the ϒ(1S)

RpPb at forward rapidity but tend to overestimate it at backward rapidity. The

opposite trend is found for the parton energy loss calculation.

In the right panel, the results are compared to a calculation of a 2→ 2 produc-

tion model (gg→ ϒg) at leading order (LO) using the EPS09 shadowing param-

eterization also at LO [15]. Two bands are shown to highlight the uncertainties

linked to two different effects. The extent of the blue band shows the EPS09 LO

related uncertainties in the shadowing region, i.e. at low xBj. The red band shows

the uncertainty in the EMC region, i.e. at high xBj. As the authors of [15] discuss,

the gluon nPDF is poorly known in this region and the ϒ(1S) RpPb at backward

rapidity could add useful constraints to the model calculations. It is worth noting

that the two blue bands in the left and right panels of Fig. 5.8 differ by their cen-
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Figure 5.8: Nuclear modification factor of inclusive ϒ(1S) in p–Pb collisions at√
sNN = 5.02 TeV as a function of rapidity. The vertical error bars represent the

statistical uncertainties and the open boxes the uncorrelated systematic uncertain-
ties. The full boxes around RpPb = 1 show the size of the correlated uncertainties.
Also shown are several model calculations: (left) parton energy loss [13] with and
without EPS09 shadowing at NLO and CEM with EPS09 shadowing at NLO [12];
(right) CGC based [18] and CSM with EPS09 shadowing at LO [15].

Figure 5.9: (Left) Forward to backward ratio RFB of inclusive ϒ(1S) yields com-
pared to the J/ψ RFB [11]. The vertical error bars represent the statistical un-
certainties and the open boxes the uncorrelated systematic uncertainties. (Right)
Inclusive ϒ(1S) RFB compared to theoretical model calculations. The statistical
and systematic uncertainties for the experimental value are added in quadrature.
For the model calculations, uncertainties are quoted when available.
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tral curve and the extent of the uncertainties. The two approaches are similar and

although the production models used are different, most of the difference comes

from the usage of the NLO or LO EPS09 gluon shadowing parameterizations. It

can be argued that using a NLO parameterization is more appropriate than a LO

one, however it is worth mentioning that other gluon shadowing parameteriza-

tions [16, 17] (also at NLO) are available and that the uncertainty band of the

EPS09 LO parameterization practically includes them. Therefore, the blue uncer-

tainty band in the right panel of Fig. 5.8 can be considered as including the uncer-

tainty due to different gluon shadowing parameterizations. The backward rapidity

ϒ(1S) RpPb data does not support the strong gluon anti-shadowing included in the

EPS09 parameterization. In the right panel of Fig. 5.8, a calculation based on

the CGC framework coupled with a CEM production model is also shown (green

shaded band) for positive ycms. It is worth noting that, although this calculation

only slightly underestimates the ϒ(1S) RpPb, it is not able to reproduce the J/ψ

RpPb in the same rapidity range [11].

The inclusive ϒ(1S) RFB is compared in Fig. 5.9 to the inclusive J/ψ RFB [11]

in the same rapidity range (left panel) and to several model calculations (right

panel). In the rapidity range 2.96 < |ycms|< 3.53 the ϒ(1S) RFB is compatible with

unity and is larger than that of the J/ψ. All models describe the data within the

present uncertainties of the measurement.

5.8 Summary

The ϒ production in p–Pb collisions at
√

sNN = 5.02 TeV by the ALICE ex-

periment was measured at the LHC. The ϒ(1S) production cross section and nu-

clear modification factor is calculated in the rapidity ranges −4.46 < ycms <−2.96
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and 2.03 < ycms < 3.53 down to zero transverse momentum. At forward rapidity,

RpPb shows a suppression of ϒ(1S) production in p–Pb compared to pp collisions.

At backward rapidity, the ϒ(1S) RpPb is consistent with unity, suggesting a small

gluon anti-shadowing. Models including the nuclear modification of the gluon

PDF [15, 12] or a contribution from coherent parton energy loss [13] tend to

overestimate our measured RpPb and cannot simultaneously describe the forward

and backward rapidity suppressions. A CGC based model [18] is in agreement

with our ϒ results at forward rapidity but cannot describe the J/ψ RpPb [11]. The

forward to backward ratio RFB of the inclusive ϒ(1S) yields in 2.96 < |ycms|< 3.53

is compatible with unity within large uncertainties. Within our uncertainties, the

[ϒ(2S)/ϒ(1S)] ratio shows no evidence of different CNM effects on the two states.

Additional measurements with higher statistics are needed to further constrain the

models and extrapolate the CNM effects to Pb–Pb collisions.
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Chapter 6

Summary and Outlook

In this thesis the data collected by the Muon Spectrometer of ALICE for pp, Pb–

Pb and p–Pb collisions was analyzed. The quality assurance of the pp and Pb–Pb

data was done to select the good quality runs for the physics analysis. Finally, the

Pb–Pb and p–Pb data was analyzed to understand the hot and cold nuclear effect

of the QCD matter on the ϒ production.

6.1 Quality Assurance

In the pp collisions, the charge particle multiplicity was low. So, it was a good

opportunity to validate the quality assurance procedure and understand the data

and detector conditions. It was found that for large beam-gas events pDCA cut can

be useful to eliminate those beam-gas tracks and to improve the data quality. In

case of Pb–Pb collisions in LHC11h period, a total of 139 runs were selected from

the ALICE logbook. Out of these 139 runs, 136 runs were reconstructed. Two runs

169683 and 170162 neither had the muon triggers nor the centrality triggers, but

contained only the minimum bias triggers. The Muon tracking chamber efficiency
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was good (> 80 %) and the variation in efficiency was < 10%. The trigger cham-

ber efficiency was stable during the period and the efficiency was above 95%.

Finally 136 runs passed the quality assurance, but two of them did not contain

opposite sign dimuon events.

6.2 ϒ production in Pb–Pb

The inclusive ϒ(1S) nuclear modification factor in Pb-Pb collisions at
√

sNN =

2.76 TeV has been measured down to pT = 0 in the 2.5 < y < 4 rapidity and

0%–90% centrality ranges. A strong suppression of inslusive ϒ(1S) was observed

with R0%−90%
AA = 0.30 ± 0.05(stat.) ± 0.02(uncorr.) ± 0.04(corr.). Two centrality

ranges were studied and the suppression is found to be more pronounced in most

central collisions. The RAA was also measured in two rapidity bins and, within

uncertainties, no significant rapidity dependence was observed in the range probes

by the Muon Spectrometer of ALICE.

The data were compared with the ALICE J/ψ results obtained in the same

kinematic range. It was found that the ϒ(1S) is more suppressed than the J/ψ and

the difference of RAA is particularly pronounced in the 0%–20% (2.5 < y < 3.2)

centrality (rapidity) bin. The interpretation of these results is not straightforward

due to the different sizes of the expected feed-down and (re-)generation effects

for the two quarkonium states. The ϒ(1S) RAA was also compared with CMS data

measured in the |y| < 2.4 rapidity region and down to pT = 0. The inclusive

ϒ(1S) yield measured at forward rapidity by ALICE is more suppressed than that

measured at mid-rapidity by CMS.

The theoretical predictions provided within a spectral function approach with

complex potential, based on a plasma description by means of an anisotropic hy-
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drodynamic formalism, not including regeneration effects and neglecting CNM ef-

fects, underestimate the suppression. Two transport models including CNM effects

and a small regeneration component for bottomonia in a plasma evolving accord-

ing to ideal hydrodynamics were also considered. They also underestimate the

suppression measured by ALICE. These models also fail to reproduce the rapidity

dependence of the observed suppression at LHC.

6.3 ϒ production in p–Pb

The ϒ production in p–Pb collisions also measured at
√

sNN = 5.02 TeV. The

ϒ(1S) production cross section and nuclear modification factor is calculated in the

rapidity ranges −4.46 < ycms < −2.96 and 2.03 < ycms < 3.53. At forward rapidity,

RpPb shows a suppression of ϒ(1S) production in p–Pb compared to pp collisions.

At backward rapidity, the ϒ(1S) RpPb is consistent with unity, suggesting a small

gluon anti-shadowing.

The theoretical Models including the nuclear modification of the gluon PDF or

a contribution from coherent parton energy loss tend to overestimate our mea-

sured RpPb and cannot simultaneously describe the forward and backward rapidity

suppressions. A CGC based model is in agreement with our ϒ results at forward

rapidity but cannot describe the J/ψ RpPb. The forward to backward ratio RFB of

the inclusive ϒ(1S) yields in 2.96 < |ycms| < 3.53 is compatible with unity within

large uncertainties. Within our uncertainties, the [ϒ(2S)/ϒ(1S)] ratio shows no ev-

idence of different CNM effects on the two states. Additional measurements with

higher statistics are needed to further constrain the models and extrapolate the

CNM effects to Pb–Pb collisions.
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6.4 Future ALICE Upgrade Program

In order to improve the data quality at higher rates the ALICE Collaboration

is planning to upgrade the current detectors. It is planned that after the second

long shutdown in 2018 – 2019, the LHC will progressively increase its luminosity

reaching an interaction rate of about 50 kHz, i.e. instantaneous luminosities of L

= 6×1027 cm−2 s−1 in Pb–Pb collisions. The upgrade will include:

(i) new ITS with a factor of 3 higher resolution between a track and its primary

vertex;

(ii) the replacement of TPC with Gas Electron Multiplier (GEM) detectors;

(iii) improvement of the readout electronics for TPC, TRD, TOF, EMCal and

Muon Spectrometer for higher data taking rate;

(iv) new online systems (HLT, DAQ and CTP) for high data taking rates and

increase the data mass storage to about 20 GB/s;

(v) the completion of EMCal for nearly 2π coverage.

Furthermore, to increase the secondary vertex reconstruction capabilities for

muon measurements installation of a Muon Forward Tracker (MFT) has been ap-

proved.

6.5 Outlook

The ϒ production cross section is low. But in LHC we were able to measure

the RAA of ϒ(1S) with reasonable precision using the ALICE Muon Spectrometer.

To measure the suppression we needed the measurement of ϒ in pp, Pb–Pb and

p–Pb collisions at the same energy in same rapidity coverage. The production

cross section of ϒ was measured in Pb–Pb and p-Pb collisions with reasonable

statistics. However, cross section in pp collisions could not be measured due to
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lack of statistics. Instead pp cross section of ϒ was taken from the result published

by the LHCb collaboration in the same rapidity coverage. For the measurement of

RAA at 2.76 TeV (in case of Pb–Pb) LHCb results at 2.76 was used and an energy

interpolation was done for the measurement of RpPb at 5.02 TeV (in case of p–

Pb) using the LHCb data at 2.76, 7 and 8 TeV. This was the first measurement of

the RAA of inclusive ϒ(1S) in heavy-ion collision at forward rapidity, which could

be used to constrain the theoretical understanding of the heavy-quark resonance

production at LHC energies. In order to have a more precise understanding of the

suppression and the feed-down from the excited states ϒ(2S), ϒ(3S) and χb, we

need the direct measurement of suppression of the excited ϒ states. Due to limited

statistics, the suppression of ϒ(2S) and ϒ(3S) could not be measured in the forward

rapidity. However, this will be possible with the improved statistics from run-2. In

addition, finer centrality, rapidity and pT binning with smaller uncertainties will

also be possible, which in turn will further constrain the theoretical models. With

the newly approved MFT, one may expect improvement of mass resolution also

due to precise vertex determination.

The temperature produced in the Pb–Pb collisions at ALICE is ∼ 500 MeV. This

is quite high compared to the critical temperature (Tc), which is ∼ 170 MeV. The

dissociation temperatures of ϒ(3S), ϒ(2S) and ϒ(1S) are ∼ 1.2 Tc, 1.6 Tc and 4 Tc

respectively and ϒ(1S) is not expected to be suppressed, while ϒ(2S) and ϒ(3S)

will be suppressed. This will allow us to estimate the temperature of the fireball

from the ratios of ϒ(2S) over ϒ(1S) and ϒ(3S) over ϒ(1S).

The dissociation temperature for ψ(2S) and J/ψ are ∼ 1.1 Tc and 2.1 Tc respec-

tively. So, it is expected that at LHC energies both ψ(2S) and J/ψ production is

suppressed. However, as it is seen from the Pb–Pb data, the inclusive suppression

of J/ψ is less than that of the ϒ(1S). This can be explained by considering the
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regeneration process, which is higher for the J/ψ due to high abundance of the

cc̄ pairs compared to bb̄. However, it may be interesting to measure the ratio of

RAA of ψ(2S) and ϒ(3S) as a function of centrality, since both their dissociation

temperatures are similar. If their ratio is close to unity, it would imply that ψ(2S)

production in Pb–Pb collisions does not have sizable contribution from recombi-

nation.

From the p–Pb data, it is observed that the forward-backward ratio Rϒ(1S)
FB is

close to unity, which seems to indicate that the cold nuclear matter effects are

small. However, the models incorporating the CNM effects fail to describe the

observed RpPb at the backward rapidities. This is because, all the models predict

anti-shadowing at the backward rapidities, while the data do not seem to support

this prediction.

The present study seem to indicate that ϒ is the ideal probe to investigate the

matter produced in the Pb–Pb collisions at LHC energies, since it has negligible

contribution from recombination and CNM effects as compared to J/ψ.
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Appendix

1. Crystal Ball Function

The Crystal Ball function 1 consists of a Gaussian portion core and a power-

law low-end tail, below a certain threshold. This is a probability density function

and is commonly used to model various lossy processes in high-energy physics.

The function itself and its derivative are both continuous. The Crystal Ball (CB) is

given by:

f (x;N,µ,σ ,α,n) = N ·


e−

(x−µ)2

2σ2 , for x−µ

σ
>−α

A · (B− x−µ

σ
)−n, for x−µ

σ
6−α

where,

A =

(
n
|α|

)n

· e−
|α|2

2

B =
n
|α|
− |α|

1J. E. Gaiser, Appendix-F, SLAC-R-255 (1982), p. 178
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N =
1

σ(C+D)

C =
n
|α|
· 1

n−1
· e−

|α|2
2

D =

√
π

2

(
1+Ferr

(
|α|√

2

))

The α, n, µ and σ are parameters which are fitted with the data. The N and

Ferr is a normalization factor and error function respectively.

Figure 1: The Crystal Ball function with variation of parameters.
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2. Extented Crystal Ball Function

The Extended Crystal Ball function (CB2) derives from the Crystal Ball func-

tion. While the CB has only one power-law tail for low x, the CB2 has two power-

law tails (one for lower x and other for the higher x). The CB2 is defined by the

following equation:

f (x;N,µ,σ ,α,n,α ′,n′) = N ·


e−

(x−µ)2

2σ2 , for −α 6 x−µ

σ
< α ′

A · (B− x−µ

σ
)−n, for x−µ

σ
<−α

C · (D+ x−µ

σ
)−n′, for x−µ

σ
> α ′

where,

A =

(
n
|α|

)n

· e−
|α|2

2

B =
n
|α|
− |α|

C =

(
n′

|α ′|

)n′

· e−
|α ′|2

2

D =
n′

|α ′|
−
∣∣α ′∣∣
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Figure 2: The Gaussian, CB and CB2 function.

3. Double Exponential Function

The double exponential function was used to fit the underlying continuum in

the signal extraction and systematic uncertainty evaluation. This is the sum of two

exponential function and can be written as:

f (x;α,β ,γ,δ ) = α · eβ ·x + γ · eδ ·x
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4. Double Power Law Function

The Double Power Law function is the sum of two power law function. It was

used for the purpose of signal extraction. It can be written as:

f (x;α,β ,γ,δ ) = α · xβ + γ · xδ
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