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SYNOPSIS

Granular magnetic nanoparticle systems of binary alloys have drawn researchers’ attention

due to their potential technological applications in ultrahigh-density data storage, magnetic

memories, spin electronics, magnetic sensors, and applications in biology. For many years,

CoxCu1−x (x< 0.3) alloys have been investigated as model granular systems to gain insight

into the magnetic and spin dependent transport processes inmetallic alloys containing

a dispersion of nano magnetic particles. We have prepared CoxCu1−x (0.01≤ x ≤ 0.7)

nano alloys by chemical reduction method and studied the variation of their magnetic and

transport properties with cobalt concentration. The samples were prepared by reducing

appropriate mixtures of CoCl2 and CuCl2 in aqueous solution with cetyltrimethylammo-

nium bromide (CTAB) as the capping agent. The chemical compositions of cobalt and

copper were determined from inductively coupled plasma optical emission spectroscopy

(ICPOES) study. The room temperature powder x-ray diffraction (XRD) studies (Fig. 1(a))

have shown that Co atoms are alloyed infcc copper phase which is is also confirmed from

high resolution transmission electron microscopy (HRTEM)(Fig. 1(c)). Average particles

size was calculated from the broadening of the XRD peaks using Williamson-Hall method.

The TEM images, as shown in the micrograph Fig. 1(b), yieldedthe particle size histograms

(shown in Fig. 1(d) for sample Co-0.01) and the average diameter of the particles were

calculated from fitting the histogram using a lognormal distribution function.

On as-prepared samples, magnetic measurements at 4-300 K were carried out in zero-

field cooled and field cooled (ZFC/FC) protocol showing a clear branching which indicates

the superparamagnetic (SPM) nature for all the samples, except for the sample Co-0.01.

For Co-0.01, ZFC and FC magnetization show identical behavior of a simple paramagnetic

nature down to 4 K. For other samples Co-0.03−→ Co-0.33, the ZFC magnetization shows

a broad peak at a temperatureTexpt
B , the so called blocking temperature, which are centered



Table 1: The cobalt contents in mol % obtained from inductively coupled plasma optical
emission spectroscopy (ICPOES) study for samples designated as Co-0.01−→ Co-0.33,
and their particle sizes calculated from transmission electron microscopy (TEM) studies.
Ferromagnetic (FM) and superparamagnetic (SPM) saturation magnetization,MFM

S and
MSPM

S , respectively, remanence (MR), coercivity (HC), and the average SPM moment for
a particle or cluster (µ) for the CoxCu1−x nanostructured alloys, were obtained from the
analysis of magnetization data at 4 K.
Sample Co D (TEM) MFM

S MR HC MSPM
S µ

mol % nm (µB/Co) (µB/Co) (mT) (µB/Co) (µB)
Co-0.01 1.11(1) 8 – – – 1.310(5) 4.5(1)
Co-0.03 2.88(1) 13 0.07(1) 0.030(1) 39(1) 0.48(1) 7.0(1)
Co-0.05 5.28(1) – 0.08(1) 0.038(1) 42(2) 0.45(1) 7.3(1)
Co-0.08 8.27(1) – 0.08(1) 0.023(1) 33(1) 0.38(1) 7.5(1)
Co-0.10 10.37(1) 25 0.13(1) 0.076(1) 41(2) 0.225(5) 10.0(1)
Co-0.15 14.97(1) 10 0.12(1) 0.078(1) 42(2) 0.225(5) 10.8(1)
Co-0.21 21.22(1) 13.5 0.20(1) 0.102(1) 34(1) 0.360(5) 11.5(1)
Co-0.33 32.94(1) 18 0.18(1) 0.099(3) 32(1) 0.200(5) 13.0(1)

at various temperatures in between 40-90 K for all samples. ZFC and FC magnetization

curves bifurcate at a certain temperature,Tp, higher thanTexpt
B . These samples are SPM

above those bifurcation temperatures. In case of a nanoparticle system having a size

distribution, there is a distribution in blocking temperature TB which represent variations

in particle size and inhomogeneities of their chemical compositions (shown in Fig. 2(b)).

The ZFC/FC behavior can be fitted using non-interacting superparamagnetic model (shown

in Fig. 2(a) for sample Co-0.20) taking consideration of thedistributions in volume and

blocking temperature of the particles.

We have measured the thermo-remanent magnetization (TRM),and fitted the exper-

imental data using independent particles model. The blocking temperature obtained from

TRM have nearly the same values with blocking temperatures from ZFC/FC magnetization

measurements. The magnetic field (H) dependence of magnetization (M) were studied for

all samples at different temperatures 4-300 K, in ZFC condition in between -7 T to 7 T.

At 4 K, Co-0.01 shows no coercivity and exhibits SPM magnetization behavior identical

in ascending and descending fields. All other samples exhibit prominent hysteresis loops

yielding coercive fields (HC) of ∼40 mT. TheMvs.H can be fitted by the following equation
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Figure 1:(a) Room temperature x-ray diffraction (XRD) patterns of samples Co-0.01−→
Co-0.33 and bulk Cu powder; (b) transmission electron micrograph of sample Co-0.01; (c)
high resolution transmission electron micrograph of sample Co-0.21; and (d) particle size
histogram of sample Co-0.01.

(shown in Fig. 2(d)for sample Co-0.20).

M(H) =
2MFM

S

π

[

tan−1
[

(
H ±HC

HC

)

tan

(

πMR

2MFM
S

)]

+MSPM
S

[

coth

(

µH
kBT

)

−
(

µH
kBT

)−1
]

+χPMH

(1)

The first and second terms on the right hand side of the equation represent the FM and

SPM contributions, respectively. The fitting parameters are MFM
S andMSPM

S , the saturation

magnetization for FM and SPM parts, respectively, in terms of magnetic moment per Co

atom, andµ, the average magnetic moment of SPM particles or clusters. The values
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Figure 2: (a) Zero-field cooled (ZFC, open symbols) and field-cooled (FC, solid symbols)
magnetic susceptibilities of Co-0.21, measured with 10 mT probing field. Solid lines
are theoretical fit using noninteracting superparamagnetic particles model; (b) blocking
temperature distributions for samples Co-0.03−→ Co-0.33. Solid lines are fitting with a
lognormal distribution; (c) thermoremanent magnetization (TRM) of sample Co-0.21, solid
lines are theoretical fit; and (d) data for descending magnetic fields of hysteresis loops
obtained at 4 K for samples Co-0.21. The experimental data are shown by open circles.
The simulations using Eq. 1 are shown as the FM (dash and dot),the SPM (dash, dot and
dot), the PM (dash) components and their sum (continuous line).

of remanence,MR, and, coercivity,HC are obtained from experimental data. The third

term in the equation represents a paramagnetic (PM) contribution, nearly uniform in all

samples, withχPM
∼ 10−6µB/Oe. The various parameters in Eq. 1 obtained from fitting

are given in Table 1. From the above we have concluded that in Co-0.01 sample with the

lowest cobalt concentration of Co∼ 1%, there is negligible interaction among Co magnetic

moments. In all other samples, the magnetization is a combination of ferromagnetic

and superparamagnetic contributions with a blocking temperature distribution. The

above observations indicate that in the nanoparticles there is a cobalt rich part where

ferromagnetism is favored, and another part low in cobalt that is superparamagnetic. Since

no segregation of copper and cobalt is observed in any sample, it has been concluded that



CoxCu1−x alloy particles are formed in a core-shell type structure with the Co rich part

at the core. The paramagnetic contribution to the magnetization comes from dilute Co

atoms embedded in copper at or near the surface of particles.The magnetic properties

of an assembly of such particles, as we have studied here, arelargely determined by the

dipolar and exchange interactions among the cluster of Co atoms within a particle. Since

they are capped with a surfactant, the particles are isolated and inter-particle interactions

are negligible.

Upon annealing the samples, the maximum of the ZFC curves areshifted to above

room temperature. The blocking temperatures now estimatedfor Co-0.03−→ Co-0.76

samples are in the range 350-380 K. At low temperatures 2-7 K,the ZFC curves at low fields

show a sharp small peak followed by a minimum. This behavior is due to the occurrence

of spin-glass like ordering which has been investigated in course of relaxation and memory

effect studies.

For annealed samples, the hysteresis loops at various temperatures 2-300 K were

obtained in both ZFC and FC conditions and there was the existence of exchange bias

field in the samples. As observed earlier, these particles are formed in a core-shell type

structure in which the blocked moments in Co rich core becomeferromagnetic. The dilute

Co moments outside the core region do not contribute to ferromagnetism. On the contrary,

there is a strong possibility of AFM interaction between isolated pair of Co moments away

from the core region and thus formation of FM-AFM interface giving rise to the exchange

bias (HEB). HEB increases continuously with decrease in temperature untilabout 10 K,

where, only at this low temperature,HEB is affected by the onset of spin-glass ordering.

For low Co samples exchange bias varies in the range 7-2 mT decreasing with temperature.

For high Co samples with Co> 30%, the exchange bias disappears. There is possibly no

well defined core and shell regions in high Co samples.
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Figure 3:Zero-field cooled (ZFC, black square) and field-cooled (FC, red circle) magneti-
zation measured with 10 mT probing field in annealed samples:(a) Co-0.03, (b) Co-0.05,
(c) Co-0.32; and Co-0.76.

The dc magnetic relaxation study of Co0.32Cu0.68 has been performed at different

temperatures 2-300 K.M(t)vs.t can be fitted very well as a sum of exponential decay of

two magnetization components. One component corresponds to the blocked part of the

magnetic moments with long relaxation time (∼ 104−106 s) which signifies a negligible

interaction among the supermoments and this part is dominant in all temperature. Another

part with a shorter relaxation time (∼ 102 s) has a small magnitude at low temperatures. It

tends to grow as temperature increases and therefore corresponds to the SPM component.

We have fitted the relaxation data using the Ulrich’s equation and calculated the strength of

inter-particle dipolar interaction as a function of temperature and particle density. The

relaxation measurements confirm that our system is an assembly of non-interacting or

weakly interacting nanoparticles.

We have studied the memory effect in detail in Co0.30Cu0.70 using both ZFC and FC

protocols. In FC protocol the study resulted in a step-likeM(T) curve form 4 K to 300

K. Step like memory effect appear in FC magnetization of a nanoparticle system, whether

non-interacting or interacting, whenever there is a particle size distribution, and therefore,
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a distribution in blocking temperature. In our samples, theblocking temperature has an

upper limit of 350-380 K, and significant memory effect persists even at 300 K. Memory

effect has been further investigated by studying relaxation dynamics using the experimental

protocol of Sunet al..



Below about 7 K, memory effect has been observed even in ZFC condition,

confirming spin-glass like ordering at these temperatures.
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Electrical resistivity of CoxCu1−x (0.01 ≤ x ≤ 0.7) granular nanoparticle system

using four probe method was measured as a function of temperature in zero field and in

presence of magnetic field. Figure 5 shows the resistivitiesas a function of temperature 2-

300 K. The samples with low cobalt content ofx≤ 0.1 show a metallic resistivity behavior.

For samples with higher cobalt content,x ≥ 0.17, the resistivity shows a minimum. The

minimum becomes more pronounced as Co content (x) increases and also the temperature

of minimum resistivity,Tmin, increases withx. Such trends continue even whenx is as

high as∼ 76%. This is the first time resistivity minimum is observed ina metal alloy

system with such high concentrations of a ferromagnetic element. BelowTmin, there is a

logarithmic temperature dependence of resistivity. The magnitude of resistivity is slightly

suppressed on application of magnetic field. We have tried toanalyze and find out the

possible mechanism of the upturn in resistivity in low temperature. In granular alloys
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or nanoparticle systems, the resistivity upturn in low temperature has been described by

different mechanisms,e.g., electron-electron (e−e) scattering, Coulomb blockade effect

and Kondo effect. While trying to fit the experimental data with expressions corresponding

to each of these interactions, we found that the best fit is obtained by taking thee−e like

elastic scattering term (−ρqT1/2) (shown in Fig. 6) in case of all the samples. Detailed

analysis suggests that the low temperature upturn in resistivity most probably arises due to

elastic electron-electron interaction (quantum interference effect). Magnetic measurements

at 4 K on the same samples show absence of long range magnetic interaction and evidence

of increasing magnetic disorder asx increases beyond∼ 10%. Combining the results of the

two types of measurements, a model of formation of these alloy particles involving random

clusters of Co atoms within Cu matrix has been proposed.



The thesis is composed of four chapters and these are as follows.

Chapter 1. INTRODUCTION

The chapter gives a general introduction of magnetism, and the motivation and

scope of the present work. Some basic theories of magnetism of nanoparticle systems

are discussed in this chapter.

Chapter 2. EXPERIMENTAL TECHNIQUE

The sample preparation procedure is thoroughly described in this chapter. Various

commercial instruments were used to characterize and measure the physical properties of

the prepared samples. The working principles of those instruments are briefly discussed in

this chapter. The details of chemical, structural, and microscopic characterization are also

presented.

Chapter 3. RESULTS AND DISCUSSION

Some general experiments like zero field cooled and field cooled magnetization, thermo-

remanence magnetization, hysteresis loop etc., are performed to understand the magnetic

behavior of the samples. Exchange bias,dc relaxation, memory effects are also studied

on annealed samples to understand the total magnetic behavior. The temperature and field

dependent resistivity behavior have been studied to compliment the results of magnetization

measurements.

Chapter 4. SUMMARY AND CONCLUSION

The key observations of the present work and prospects of further studies are discussed in

this chapter.



LIST OF FIGURES

1 (a) Room temperature x-ray diffraction (XRD) patterns of samples Co-0.01

−→ Co-0.33 and bulk Cu powder; (b) transmission electron micrograph of

sample Co-0.01; (c) high resolution transmission electronmicrograph of

sample Co-0.21; and (d) particle size histogram of sample Co-0.01. . . . . xxiii

2 (a) Zero-field cooled (ZFC, open symbols) and field-cooled (FC, solid sym-

bols) magnetic susceptibilities of Co-0.21, measured with10 mT probing

field. Solid lines are theoretical fit using noninteracting superparamagnetic

particles model; (b) blocking temperature distributions for samples Co-

0.03−→ Co-0.33. Solid lines are fitting with a lognormal distribution;

(c) thermoremanent magnetization (TRM) of sample Co-0.21,solid lines

are theoretical fit; and (d) data for descending magnetic fields of hysteresis

loops obtained at 4 K for samples Co-0.21. The experimental data are

shown by open circles. The simulations using Eq. 1 are shown as the FM

(dash and dot), the SPM (dash, dot and dot), the PM (dash) components

and their sum (continuous line).. . . . . . . . . . . . . . . . . . . . . . . xxiv

3 Zero-field cooled (ZFC, black square) and field-cooled (FC, red circle)

magnetization measured with 10 mT probing field in annealed samples:

(a) Co-0.03, (b) Co-0.05, (c) Co-0.32; and Co-0.76.. . . . . . . . . . . . . xxvi

xxxi



4 For sample Co0.32Cu0.68, (a) temperature (T ) dependence of magnetization

(M) during cooling in 10 mT magnetic field (squares) with cooling tem-

porarily stopped for tw of 12000 s at each of temperatures (Tstop) of 300,

100, 50, 10 and 4 K, followed by Mvs.T under conditions of continuous

heating in 10 mT (rhombuses). Inset shows same data for expanded low

temperature region; (b) the difference of MZFC and MZFC
REF, both measured

during continuous heating in 10 mT following zero-field cooling. For MZFC

there was temporary stop at 4 K during zero-field cooling. Thedata were

taken twice; for tw of 6000 s (stars) and 20000 s (filled symbols).. . . . . . xxvii

5 Resistivity (ρ) as a function of temperature for (a) samples Co-0.01, Co-

0.05 and Co-0.10; (b) samples Co-0.32, Co-0.56 and Co-0.76;(c) expanded

low temperature region of Fig. 5(b); and (d) logarithmic plot of expanded

low temperature region of Fig. 5(b). . . . . . . . . . . . . . . . . . . . .. xxviii

6 Fitting of low temperature resistivity upturn of Co-0.32 sample. The

experimental data (�) are fitted (solid line) for (a) Coulomb blocking effect;

(b) inter-grain tunneling of electrons; (c) Kondo effect; and (d) elastic

scattering of electrons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxix

1.1 Schematic representation of magnetic spin structure; (a) paramagnetic spin

moments, (b) ferromagnetic spin moments, (c) antiferromagnetic spin mo-

ments, (d) ferrimagnetic spin moments, (e) temperature dependence of the

magnetic susceptibility in the case of diamagnetism and paramagnetism; (f)

inverse magnetic susceptibility(χ−1) ferromagnetism, antiferromagnetism,

and ferrimagnetism withT∗ being the critical temperature andθ the

paramagnetic Curie temperature. . . . . . . . . . . . . . . . . . . . . . .. 2

1.2 (a) Anisotropy energy (E(θ)) for H = 0, (b) for H< 2KA
MS

, and, (c) for H> 2KA
MS

14



1.3 Field dependence of magnetization described by Langevin function . . . . . 17

1.4 Schematic diagram of prevalence of single-domain structure over multi-

domain structure due to size reduction. . . . . . . . . . . . . . . . . . . . 19

1.5 Behavior of the particle size dependence of the coercivity in nanoparticle

systems.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.6 Temperature dependence of magnetization in ZFC and FC protocol of as-

prepared CoxCu1−x nanoparticle for x = 0.03.. . . . . . . . . . . . . . . . 22

1.7 (a) Magnetic susceptibility (χ) in ZFC protocol of CoxCu1−x nanoparticles

for x = 0.03, (b) χ in FC protocol of the same sample, (c) Random

orientation of nanoparticles after cooling in ZFC process,(d) random

orientation of nanoparticles after cooling in FC process.. . . . . . . . . . 23

1.8 Temperature dependence of relaxation time of superparamagnetic nanopar-

ticles and blocking temperature (TB) for a certainτm. . . . . . . . . . . . . 27

1.9 A typical temperature dependent thermo-remanent magnetization curve

(dashed line) of superparamagnetic nanoparticle system.. . . . . . . . . . 28

1.10 (a) Easy axis, applied magnetic field direction and the direction of the

moments of the fine particles, (b) the angular dependence of the energy

barrier for zero external magnetic field (continuous line) and for an

externally applied field lower than the coercive field (dashed line). . . . . . 30



1.11 (a) Spin arrangments in a FM/AFM layer at the temperature TN < T < TC;

(b) Spin arrangments in a FM/AFM layer at the temperature T< TN; ()

hysteresis loop of a material with FM/AFM layer at the temperature TN <

T < TC; (d) a shifted hysteresis loop of a material with FM/AFM layer at

the temperature T< TN . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.12 As the temperature of a metal is lowered, its resistance decreases until it

saturates at some residual value (A, blue line). In metals that contain a

small fraction of magnetic impurities, such as cobalt-in-copper systems,

the resistance increases at low temperatures (B, red line) due to the different

mechanisms, such as, electron-electron interaction, weaklocalization effect

(due to finite size effect), spin polarized tunneling, Kondoeffect. . . . . . . 38

2.1 Schemimatic diagram of different steps of sample preparation by chemical

reduction method.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.2 (a) Picture of Thermo Fisher Scientific iCAP-6500 ICPOES used for this

thesis, (b) schematic diagram of inductively coupled plasma torch. . . . . . 44

2.3 (a)RIGAKU TTRAX-III diffractometer, (b)schematic diagram of a x-ray

diffractometer, (c) Bragg diffraction diagram.. . . . . . . . . . . . . . . . 48

2.4 Room temperature powder x-ray diffraction patterns of as-prepared Co-x

samples of the first batch and bulk Cu powder. . . . . . . . . . . . . . .. . 49

2.5 Room temperature powder x-ray diffraction pattern of Co-x samples of

second batch. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.6 Williamson Hall plots of Co-0.03, Co-0.08, Co-0.17 and Co-0.32 samples. . 51



2.7 (a) Picture of high resolution FEI, Tecnai20 (200 KeV) transmission elec-

tron microscope, (b) schematic diagram of transmission electron microscope 54

2.8 Transmission electron micrograph of Co-0.01, Co-0.03,Co-0.15 and Co-

0.19 samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.9 For the sample Co0.3Cu0.7, (a) room temperature x-ray diffraction (XRD)

pattern compared with that of bulk Cu; (b) transmission electron micro-

graph (TEM), the inset shows particle size distribution; (c) lattice fringes

from a region marked by dotted circle in (b); and, (d) selected area

diffraction (SAD) pattern. . . . . . . . . . . . . . . . . . . . . . . . . . . .57

2.10 TEM picture of the second batch samples (a) Co-0.03; (b)Co-0.05; (c)

Co-0.56 and (d) Co-0.76. . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.11 (a) Photo of superconducting quantum interference device (SQUID) mag-

netometer (Quantum Design), (b) the sample holder of SQUID-VSM

mwasurement, (c) sample placed in sample holder, (d) schematic diagram

of SQUID-VSM magneometer.=. . . . . . . . . . . . . . . . . . . . . . . 59

2.12 (a) Physical property measurement system (PPMS) (Quntum Design) set

up, (b) sample holder for resistivity measurement with sample. . . . . . . . 61

3.1 Zero-field cooled (ZFC, open symbols) and field-cooled (FC, solid sym-

bols) magnetic susceptibilities of Co-0.01→ Co-0.33, measured with

10 mT probing field. Solid lines are theoretical fit using noninteracting

superparamagnetic particles model. . . . . . . . . . . . . . . . . . . .. . . 64

3.2 Blocking temperature distributions for samples Co-0.01 → Co-0.33. Solid

lines are fitting with Eq. 3.1. . . . . . . . . . . . . . . . . . . . . . . . . . 65



3.3 Thermoremanent magnetization (TRM) of samples Co-0.03→ Co-0.33

(Co-0.10 is not shown). Solid lines are theoretical fit as in text. . . . . . . . 69

3.4 d(∆M)/dH versusH plots for Co-0.03→ Co-0.33 at 10 K. . . . . . . . . . 71

3.5 Data for descending magnetic fields of hysteresis loops obtained at 4 K for

samples Co-0.01→ Co-0.08. The experimental data are shown by open

circles. The left panels show data in fields -6.0 to 6.0 T for for Co-0.03→

Co-0.08; and the right panels show data in the expanded low field region

-0.4 to 0.4 T for the corresponding samples. The simulationsas mentioned

in the text are shown as the FM (dash and dot), the SPM (dash, dot and dot),

the PM (dash) components and their sum (continuous line). . .. . . . . . . 74

3.6 Similar to Fig. 3.5, for the samples Co-0.10→ Co-0.33. . . . . . . . . . . 75

3.7 Experimetal data (circles) for descending magnetic field parts of hysteresis

loops obtained at 300 K for samples Co-0.01, Co-0.03, Co-0.10 and Co-

0.15. The theoretical fit (solid line) using Eq. 3.10 are alsoshown. . . . . . 77

3.8 The curves of zero-field cooled (ZFC, solid line) and fieldcooled (FC,

broken line) magnetization for Co-0.32 sample at magnetic fields of (a)

10 mT; (b) 50 mT; (c) 80 mT; (d) 100 mT; and (e) 200 mT. The plot of

magnetic fieldvs. T1/2, where,T is the temperature of bifurcation of ZFC

and FC curves is shown in (f) with the linear fit using Eq. 3.11.. . . . . . . 78

3.9 The curves of zero-field cooled (ZFC, solid line) and fieldcooled (FC,

broken line) magnetic susceptability at 10 mT magnetic fields of samples

(a) Co-0.03; (b) Co-0.45; (c) Co-0.56. . . . . . . . . . . . . . . . . . .. . 79



3.10 In Co-0.32, expanded central portion of hysteresis loops (magnetization

(M) vs. magnetic field (H)) at 4 K and−7 ≤ H ≤ 7T under conditions

of ZFC (open symbols) and FC (filled symbols). Inset shows temperature

dependence of exchange bias field (HEB). The line joining the data points

is a guide to the eye. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.11 Expanded central portion of hysteresis loops (magnetization (M)vs. mag-

netic field (H)) at 4 K under conditions of ZFC (open symbols) and FC

(filled symbols) in samples (a) Co-0.03, (b) Co-0.05, (c) Co-0.08, (d) Co-

0.10, (e) Co-0.17; and (f) Co-0.56. . . . . . . . . . . . . . . . . . . . . .. 82

3.12 Field dependence(H) of magnetic momentM(µB/Co) in CoxCu1−x at 4 K. 83

3.13 Superparamagnetic moment (MSPM) vs. H(T) in CoxCu1−x at 4 K. . . . . . 83

3.14 Ferromagnetic moment (MFM) vs. H(T) in CoxCu1−x at 4 K. . . . . . . . . 84

3.15 Ferromagnetic saturation moment (MFM
S ) vs. x in CoxCu1−x, (b) coercivity

(HC) vs. x, and (c) exchange bias (HEB) vs. x, obtained from data at 4 K.

The broken lines are guide to the eye. . . . . . . . . . . . . . . . . . . . .85

3.16 (a) For Co0.32Cu0.68, time (t) decay of normalized magnetization(M(t)/M(0))

at various temperatures in between 2 to 200 K; (b) From the time (t) decay

of normalized magnetization, as shown in Fig. 3.16(a), the logarithm of

both sides of Eq. (3.13) have been plotted for the data at 200 K. The slope

of the linear fit of the data yieldsn. . . . . . . . . . . . . . . . . . . . . . . 87

3.17 (a) Time (t) decay of normalized magnetization(M(t)/M(0)) at 4 K

for samples Co-0.01→ Co-0.56; (b) The estimated relaxation time (τ2)

obtained from Fig. 3.17 (a). The line is a guide to eye. . . . . . .. . . . . 88



3.18 From the time (t) decay of normalized magnetization, as shown in Fig.

3.17(a), the logarithm of both sides of Eq. 3.12 have been plotted for the

data at 4 K, (a) Co-0.05; (b) Co-0.08; (c) Co-0.45; (d) The slope of the

linear fit of the logarithm of both sides of Eq. 3.13 which yieldsn vs. Co-

content (x) (the line is a guide to the eye). . . . . . . . . . . . . . . .. . . 89

3.19 (a) For Co-0.32 sample, temperature (T) dependence of magnetization (M)

during cooling in 10 mT magnetic field (squares) with coolingtemporarily

stopped fortw of 12000 s at each of temperatures (Tstop) of 300, 100, 50, 10

and 4 K, followed byMvs.T under conditions of continuous heating in 10

mT (rhombuses). Inset shows same data for expanded low temperature

region; (b) the difference ofMZFC and MZFC
REF, both measured during

continuous heating in 10 mT following zero-field cooling. For MZFC there

was temporary stop at 4 K during zero-field cooling. The data were taken

twice; for tw of 6000 s (stars) and 20000 s (filled symbols). . . . . . . . . . 92

3.20 Temperature (T) dependence of magnetization (M) during cooling in 10 mT

magnetic field (squares) with cooling temporarily stopped for tw of 8000 s

at each of temperatures (Tstop) of 180, and 40 K, followed byMvs.T under

conditions of continuous heating in 10 mT (rhombuses) in sample Co-0.05. 93

3.21 Temperature (T) dependence of magnetization (M) during cooling in 10 mT

magnetic field (squares) with cooling temporarily stopped for tw of 8000 s

at each of temperatures (Tstop) of 180, and 40 K, followed byMvs.T under

conditions of continuous heating in 10 mT (rhombuses) in sample Co-0.10. 94



3.22 Temperature (T) dependence of magnetization (M) during cooling in 10 mT

magnetic field (squares) with cooling temporarily stopped for tw of 8000 s

at each of temperatures (Tstop) of 180, and 40 K, followed byMvs.T under

conditions of continuous heating in 10 mT (rhombuses) in sample Co-0.45;

(b) same data for expanded low temperature region.). . . . . . .. . . . . . 95

3.23 (a) For Co-0.32 sample, magnetic relaxation at 100 K and10 mT fort1 and

t3 after cooling in ZFC mode with an intermediate measurement in zero-

field for t2. Inset shows the relaxation in 10 mT only. (b) Relaxation at 100

K and 10 mT fort1 andt3 after ZFC with an intermediate cooling at 50 K

for t2. Inset shows the relaxation at 100 K only. (c) Relaxation at 100 K at

0 mT for t1 andt3 after FC in 10 mT with an intermediate cooling at 50 K

for t2. Inset shows the relaxation at 100 K only. (d) Magnetic relaxation in

zero and 10 mT after cooling in FC and ZFC modes, respectively, with an

intermediate heating at 150 K. . . . . . . . . . . . . . . . . . . . . . . . . 96

3.24 (a) For Co-0.32 sample, magnetic relaxation at 300 K and10 mT fort1 and

t3 after cooling in ZFC mode with an intermediate measurement in zero-

field for t2. Inset shows the relaxation in 10 mT only. (b) Relaxation at 300

K and 10 mT fort1 andt3 after ZFC with an intermediate cooling at 220 K

for t2. Inset shows the relaxation at 300 K only. (c) Relaxation at 300 K at 0

mT for t1 andt3 after FC in 10 mT with an intermediate cooling at 2200 K

for t2. Inset shows the relaxation at 300 K only. (d) Magnetic relaxation in

zero after cooling in FC modes, respectively, with an intermediate heating

at 320 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.25 Magnetic relaxation at 300 K and 10 mT fort1 andt3 after cooling in ZFC

mode with an intermediate measurement in zero-field fort2 for the samples

Co-0.01→ Co-0.56 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98



3.26 For Co-0.32 sample, temperature (T) dependence of magnetization (M)

in 10 mT magnetic field (H) during interrupted cooling (open symbols)

followed by continuous heating (lines). Cooling was stopped for tw of

12000 s at 300 K (data A) and at 300 and 200 K (data B and C). At 300K,

duringtw, H was set to zero in A, B and C. At 200 K, duringtw, H was 20

mT in B and 30 mT in C. . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

3.27 Resistivity (ρ) as a function of temperature for (a) samples Co-0.01 (×),

Co-0.03 (◦) and Co-0.08 (•); (b) samples Co-0.17 (�), Co-0.56 (O) and

Co-0.76 (N); and (c) expanded low temperature region of Fig. 3.24(b). .. . 101

3.28 Fitting of low temperature resistivity upturn of Co-0.32 sample. The

experimental data (�) are fitted (solid line) for (a) Coulomb blocking effect

(Eq. 3.14); (b) inter-grain tunneling of electrons (Eq. 3.15); (c) Kondo

effect (Eq.3.16); and (d) elastic scattering of electrons (Eq. 3.17). . . . . . . 102

3.29 Resistivity (ρ) vs. temperature in zero magnetic field and in magnetic fields

of 0.5 and 9 T measured in samples (a) Co-0.17; and (b) Co-0.56. . . . . . 104

3.30 (a) Field dependence (H) of magneto resistance (MR %) and−9≤ H ≤ 9T

in sample Co-0.32, and (b) expanded low field region of Fig. 3.27(a). . . . . 105

3.31 Resdual resistivity (ρ0) as a function of Co content (x). . . . . . . . . . . . 107

3.32 Variation of (a)Tmin; (b) residual resistivity (ρ0); (c) elastic contribution in

resistivity (ρe), and (d) thermal diffusion length (LT ) with the molar fraction

(x) of Co. The lines are guide to the eye. . . . . . . . . . . . . . . . . . . . 108



3.33 A schematic diagram of a particle of Co-Cu alloy with lowcobalt content

(marked I), intermediate cobalt content (marked II) and high cobalt content

(marked III) regions. The particle in all three cases is in the form of

cluster(s) of Co atoms within Cu matrix. . . . . . . . . . . . . . . . . .. . 110





LIST OF TABLES

1 The cobalt contents in mol % obtained from inductively coupled plasma

optical emission spectroscopy (ICPOES) study for samples designated as

Co-0.01−→ Co-0.33, and their particle sizes calculated from transmission

electron microscopy (TEM) studies. Ferromagnetic (FM) andsuperpara-

magnetic (SPM) saturation magnetization,MFM
S andMSPM

S , respectively,

remanence (MR), coercivity (HC), and the average SPM moment for

a particle or cluster (µ) for the CoxCu1−x nanostructured alloys, were

obtained from the analysis of magnetization data at 4 K. . . . .. . . . . . . xxii

2.1 The desired and actual values obtained from ICPOES studies of average

cobalt and copper content in mol %, denoted as Co-D and Co-O, re-

spectively, for cobalt, and Cu-D and Cu-O, respectively, for copper. The

samples of batch I are designated Co-0.01→ Co-0.33 in increasing order

of Co content. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.2 The desired (D) and actual(O) values obtained from ICPOES studies of

average Co and Cu content in mol % in CoxCu1−x samples of batch II which

are designated as Co-x. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

xliii



2.3 The values of Bragg’s angles, average particle sizes (D from XRD)

calculated from x-ray diffraction, lattice spacing (d in nm) and lattice

parameter (a in nm) in CoxCu1−x samples of the first batch which are

denoted as Co-x. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.4 The values of Bragg’s angles, average particle sizes (D from XRD)

calculated from x-ray diffraction, lattice spacing (d in nm) and lattice

parameter (a in nm) in CoxCu1−x samples of the second batch which are

denoted as Co-x. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

2.5 The average particle sizes (< D >) calculated from transmission electron

microscopy (TEM) studies for the samples CoxCu1−x of the first batch. . . . 56

2.6 The average particle sizes (< D >) calculated from transmission electron

microscopy (TEM) studies for the samples CoxCu1−x of the second batch. . 56

3.1 The values of blocking temperature (TB) obtained from blocking temper-

ature distribution, ZFC/FC magnetization and TRM studies,for samples

Co-0.03→ Co-0.33 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.2 Ferromagnetic and superparamagnetic saturation magnetization,MFM
S and

MSPM
S , respectively, remanence (MR), coercivity (HC), and the average

magnetic moment (µ) for the CoCu nanostructured alloys, obtained from

the analysis of magnetization data at 4 K. Magnetic anisotropy constant

(KA) at 300 K are also given. . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.3 The values of blocking temperature (TB) obtained from Eq. 3.11, glassy

temperature obtained from experimental ZFC curves for all samples CoxCu1−x.

The relaxation timeτ2 from Eq. 3.12, and the values ofn from Eq. 3.13 are

obtained at 4 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80



3.4 For CoxCu1−x (0.17≤ x ≤ 0.76) various parameters obtained from fitting

the experimental data with equations corresponding to inter-grain tunneling

(Eq. 3.15). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

3.5 For CoxCu1−x (0.17≤ x ≤ 0.76) various parameters obtained from fitting

the experimental data with equations corresponding Kondo scattering (Eq.

3.16). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

3.6 For CoxCu1−x (0.17≤ x≤ 0.76), temperature of minimum resistivity (Tmin)

and various parameters obtained from fitting the experimental data with

equations corresponding to elastic scattering (Eq. 3.17) of electrons. Also

given are the thermal diffusion lengths (LT ). . . . . . . . . . . . . . . . . . 109

xlv



 



CHAPTER 1

INTRODUCTION

From about two thousand years ago when loadstone compasses were being used by

Chinese navigators, magnetism and magnetic phenomena havebeen among the important

aspects of human civilization. In the present day, magnets and magnetic materials are

ubiquitous in computer memory disks, credit and ID cards, loud speakers, refrigerator door

seals, cars and toys etc. The scientific development of the subject of magnetism has come

through various landmark discoveries beginning with the remarkable conclusion by William

Gilbert in 1600 that earth behaves as a giant magnet. That an electric current produces a

magnetic field was established through the works of Hans Christian Ørsted, André-Marie

Ampère, Carl Friedrich Gauss, Jean-Baptiste Biot, and Félix Savart in early 19th century.

Then in 1831, Michael Faraday found that a time-varying magnetic flux through a loop

of wire induced a voltage. Finally, James Clerk Maxwell synthesized and expanded these

insights into what is now known as Maxwell’s equations that constitute the foundation of

classical electrodynamics.

A deeper insight into the origin of magnetism has become possible by the quantum

mechanical concept of atomic magnetic moment resulting from orbital and spin angular
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CHAPTER. INTRODUCTION

momentum of unpaired electrons. In most materials the atomic moments are small and

aligned randomly, leading to paramagnetism, as shown in Fig. 1.1(a). When atoms are

brought in proximity to each other there is a probability of coupling of the spin moments

of the atoms through a mechanism known as Heisenberg exchange, causing the spin

moments to align parallel or anti-parallel. In some materials, specifically in transition

metals such as nickel, cobalt, and iron, the spin moments arelarge, and align in parallel

or ferromagnetically as shown in Fig. 1.1(b). This causes a net spontaneous magnetic

moment in the material.

χ

T0

χpara

χdia

1/χ

0 TT*θ

(a) (b) (c)

(d) (e) (f)

Figure 1.1: Schematic representation of magnetic spin structure; (a) paramagnetic spin
moments, (b) ferromagnetic spin moments, (c) antiferromagnetic spin moments, (d)
ferrimagnetic spin moments, (e) temperature dependence ofthe magnetic susceptibility
in the case of diamagnetism and paramagnetism; (f) inverse magnetic susceptibility
(χ−1) ferromagnetism, antiferromagnetism, and ferrimagnetismwith T∗ being the critical
temperature andθ the paramagnetic Curie temperature.
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1.0.1 Classification of Magnetic Materials

A material can be classified in one of the following differentmagnetism classes

depending upon the susceptibilityχ and spin structure of the material.

Diamagnetism

Diamagnetism is a very weak form of magnetism that is exhibited only in the presence

of an external magnetic field and results from changes in the orbital motion of electrons due

to the external magnetic field. An external magnetic field (H) induces atomic or molecular

magnetic dipoles which are oriented antiparallel with respect to the exciting field due to

Lenz’s law. Therefore, the diamagnetic susceptibility is negative.

χdia =Const. < 0 (1.1)

Diamagnetism is present in all materials; however, it is relevant only in the absence of

para- and ferromagnetism. Some examples of diamagnetic materials are nearly all organic

substances, metals like Hg, superconductors below the critical temperature. For an ideal

diamagnet,χdia is − 1. A typical diamagnetic susceptibility with temperature is shown in

the Fig 1.1(e).

Paramagnetism

In paramagnetism, the atoms or molecules of the substance have net orbital or spin

magnetic moments that tend to be randomly orientated due to thermal fluctuations when

there is no magnetic field (shown in Fig 1.1(a)). In a magneticfield these moments start

to align parallel to the field such that the magnetisation of the material is proportional
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to the applied field. They therefore have a positive susceptibility. Paramagnetism occurs

in all atoms and molecules with unpaired electrons,e.g., free atoms, free radicals, and

compounds of transition metals containing ions with unfilled electron shells. There are

magnetic moments associated with the spins of the conducting electrons in a metal, and in

presence of a magnetic field, the imbalance in the numbers of parallel and antiparallel spins

results in weak and almost temperature independent paramagnetism.

The susceptibility of paramagnetic materials is characterized by,

χ para =Const. > 0 (1.2)

χ para = χ para(T) (1.3)

A typical paramagnetic susceptibility with temperature isshown in the Fig 1.1(e).

Ferromagnetism

Ferromagnetism is a result of an exchange interaction between atomic or molecular

magnetic moments. Below a characteristic temperature which is called the Curie tem-

peratureTC, the material from the point of view of magnetism is subdivided into small

volumes or so-called ’domains’ which typically have sizes∼ 1µm. The magnetic moments

enclosed in these domains exhibit a nearly parallel orientation even in absence of an external

magnetic field,i.e., each domain of the material has a spontaneous magnetization. The

magnetic moments can again be localized (e.g., Gd, EuO) or itinerant(e.g., Fe, Co, Ni).

Depending upon the temperature a ferromagnetic material can be in one of the three states.

First condition is when,

T > TC (1.4)
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The magnetic moments exhibit a random orientation like in paramagnetism. The suscepti-

bility is given by,

χ =
C

T −TC
(1.5)

which is the Curie-Weiss law. The constantC is called the Curie constant. The second

condition is when,

0< T < TC (1.6)

The magnetic moments exhibit a preferential orientation.χ exhibits a significantly more

complicated functionality of different parameters compared to dia− and paramagnetism.

χFerro = χFerro(T,H,History) (1.7)

The third state is when,

T = 0 (1.8)

All magnetic moments are aligned parallel (shown in Fig. 1.1(b)). A typical inverse

ferromagnetic susceptibility with temperature is shown inthe Fig 1.1(f).

Antiferromagnetism

In ferromagnetic materials, it is energetically favorablefor the atomic spins to orient

in the same direction, leading to a spontaneous magnetization. However, in antiferromag-

netic materials, the conditions are such that it is energetically favorable for two neighboring

spins to orient in opposite directions, leading to no overall magnetization (shown in Fig.

1.1(c)). This is the opposite of ferromagnetism and the transition temperature is called the

Néel temperature. Above the Néel temperature, the materialis typically paramagnetic. A

typical inverse susceptibility with temperature of a antiferromagnetic material is shown in

the Fig 1.1(f).

5



CHAPTER. INTRODUCTION

Ferrimagnetism

The magnetic moments are aligned in opposite direction but the aligned moments

are not of the same size,i.e., the total moment cancelation is not occurred as in the case

of antiferromagnetic material (shown in the Fig. 1.1(d)). Generally this happens when

there are more than one type of magnetic ions in material. An overall magnetization is

produced but not all the magnetic moments may give a positivecontribution to the overall

magnetization. A typical inverse susceptibility with temperature of a ferrimagnetic material

is shown in the Fig 1.1(f).

1.0.2 Magnetism in nanosized particles

Materials constituted of particles having sizes 1 to 100 nm are called nanostructured

material [1]. When the size of the material reduces and reaches the order of nanometers,

the influence of the surface atoms becomes comparable or evenmore important than the

bulk contribution. The defects associated with the broken crystalline symmetry and other

physical effects may also become very important when the size reduces to nanometer scale.

Generally a physical property of a material depends on the size of the material, when the

size is comparable to the dimension which is relevant to thatproperty. A large interest in

magnetic nanoparticles was observed in last decades by virtue of their various potential

applications in fields ranging from ultrahigh-density recording and catalytic chemistry

to biology and medicine [2, 3, 4, 5, 6]. Nanostructured materials have very interesting

structural, chemical, electrical and magnetic properties[7, 8, 9, 10, 11, 12, 13, 14, 15] which

sustain the activity of research in magnetic nanoparticles. Observation of giant magneto

resistance in magnetic thin films [16, 17] and granular systems of Fe, Co and Ni and in

their binary alloys with Cu, Ag and Au have enhanced the interest [18, 19, 20].

6



As mentioned before, bulk ferromagnetic materials are constituted of magnetic

domains whose size depends on various parameters, such as, temperature, magneto-

crystalline anisotropy, etc. However, typically domain size is ∼ 1µm, and, therefore,

magnetic nanoparticles are essentially monodomain particles. The exchange coupling

effect, which affects the magnetic ordering of neighboringferri- or ferromagnetic particles

in a non-magnetic host has a range of several nanometers [21]. So, in this we have one of

the limiting conditions which in recent years have resultedin an increased attention towards

study of nanostructured magnets.

The physical properties observed at such reduced dimensions are strongly sensitive

to slight variations of size, shape, and composition. One ofthe most remarkable magnetic

properties that arises in these reduced dimensions is superparamagnetism (SPM), which

stands for the paramagnetic-like behavior displayed by single-domain magnetic entities

above a characteristic threshold named ’blocking temperature’, and is determined by a

complex interplay between the intrinsic physical characteristics of the material (magnetic

moment, anisotropy, etc.) as also the experimental conditions (measuring time, applied

magnetic field, etc.). Giant magneto-resistance in granular magnetic systems [16, 17, 18,

19, 20], departure from metal-like resistivity [16, 19, 20,22, 23, 24, 25, 26, 27, 28, 29, 30],

exchange bias in core-shell type nanoparticles [31, 32, 33], memory effect [34, 35, 36, 37,

38, 39, 40, 41, 42], are some of the other interesting behavior displayed by monodomain

magnetic systems. The large number of applications for these nanostructured materials

makes the understanding of the physics behind their behavior of practical and fundamental

relevance.
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1.1 Scientific background and motivation

For many years, CoxCu1−x (x≤ 0.3) alloys have been investigated as a model granular

system [19, 20, 43, 44] to study spin-dependent transport processes in metallic alloys

containing a fine dispersion of nano-magnetic particles. Hickey et al. [45] studied SPM

behavior of very small magnetic particles of Co embedded in amatrix of Cu in a melt-

spun granular sample of Co0.13Cu0.87 and also studied its giant magneto-resistance [46]

and magnetization as a function of magnetic field. In electro-deposited binary alloys of Co

and Cu, Fedosyuket al. [47] analyzed the distribution of magnetic Co-rich clusters in the

nonmagnetic Cu-rich matrix. They also studied the interactions between the magnetic par-

ticles [48, 49, 50, 51] and magnetoresistance [47] in such a system. Allia et al. [52] studied

melt-spun CoCu ribbons and showed that the classical superparamagnetic model failed to

coherently account for the results of a systematic study of isothermal magnetization curves

measured at different temperatures, and the concept of ’interacting superparamagnet’ had

to be applied. Electro- and magneto-transport properties of Co0.1Cu0.9 and Co0.15Cu0.85

melt-spun ribbons were studied by Fabiettiet al. [24]. Panissodet al. [53] studied granular

Co0.1Cu0.9 alloys and analyzed behavior of the thermoremanent magnetization (TRM),

which provided relevant information about the distribution of blocking temperatures within

the samples [54] clearly revealing the existence of three different phases. Childress and

Chien [55] presented results on the magnetic properties of metastablef ccCoxCu1−x alloys

in a wide composition range 0≤ x≤ 0.80.

The study of memory effect is another very interesting phenomenon in grounds of

potential technological applications in magnetic memories, spin electronics, and magnetic

sensors etc. Different groups studied memory effect in interacting and non-interacting

superparamagnetic nanoparticle systems [34, 36, 37, 38, 39, 40]. The magnetism of a

system of nanoparticles strongly depends on the particle size distribution and interparticle
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interactions [56, 57]. Therefore, at any temperature belowthe largest significant blocking

temperature, the response to a change in the magnetic field ortemperature is slower for the

larger particles in the ensemble than that for smaller particles. It has been shown [38] that

such a behavior gives rise to interesting effects of aging insituations of either decrease or

increase of magnetic field or temperature, the so-called memory effect, even in a system of

non-interacting magnetic nanoparticles [34, 35].

The systematic experiments on the magnetic memory effect was pioneered by Sun

et al. [36] and they explained the observations by considering dipolar interaction between

nanoparticles. Zhenget al. [35, 58] reported a similar memory effect in what was initially

thought to be a system of non-interacting Co nanoparticles dispersed in hexane solution,

but later on, was proved to be an interacting system. Sasakiet al. [34, 59] finally showed

that the same memory effect as studied by Sunet al. could be obtained in an isolated

nanoparticle system also. Memory effects have been observed in different magnetic systems

mostly at temperatures far below the room temperature [34, 35, 36, 37, 38, 39, 40, 41, 42].

Only rarely systems show memory effect near room temperature [60, 61].

Initially, the exchange bias effect was observed in systemshaving interface of

two materials with different magnetic histories like FM andAFM (FM Co/AFM CoO

nanostructures), as described by Meiklejohn in a review [62]. Later on exchange bias

effect has been observed in different types of systems having interface of combinations

between FM, AFM, canted AFM, FIM, SG and disordered magneticcomponents [63, 64,

65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76]. Exchange bias effects have been observed

in core-shell type nanostructured system where core and shell have different magnetic

histories [76]. Exchange bias effects were also studied in binary alloy systems such as

NiMn [77, 78, 79, 80, 81], CuMn [79], AgMn [82], CoMn [83] and FeMn [80] alloys.

Historically Kondo effect was observed in dilute magnetic alloy systems in which

the host noble metals contained isolated atoms of 3d magnetic elements at concentrations
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of 0.1% or less [25, 84, 85, 86, 87, 88]. Afterwards Kondo-like resistivity behavior,

i.e., a low temperature upturn in resistivity was obtained in metal alloys in which the

magnetic elements were present in much higher concentrations. Au1−xNix and Cu1−xNix

(x∼ 0.30−0.45) alloy system showed resistivity minimum in low temperature which too

were be explained by Kondo effect [89, 90]. A dilute spin cluster model was used to explain

the resistivity minima at these concentration of localizedmoments. According to this

model, two kinds of electron-electron interactions are considered,viz., thes−d exchange

interaction (Jsd) between localizedd electrons in a spin cluster and the conduction electrons,

and thed−d exchange interaction (Jdd) among localized moments in a cluster. The effect

of s−d exchange interaction on resistivity is suppressed by that of phonon scattering at high

temperatures, but at low temperatures thes−d interaction dominates. Its strength is nearly

independent of local moment concentration. On the other hand, the intracluster interaction

Jdd strongly depends on the local moment concentration. For Au1−xNix (x∼ 0.30−0.45),

Jdd is weak and the clusters behave as independent and Kondo scattering can happen in

this Ni content range. When Ni content increases, the average size of Ni spin clusters

becomes larger and the distance separating them become shorter. After reaching a critical

composition the strength ofJdd increases to the level that neighboring clusters begin to

align in long-range ferromagnetic ordering. Kondo effect has been extended to systems of

dense alloys with rare-earth ions [16, 19, 29, 30], in particular, the intermetallic compounds

of Ce and Yb [91, 92, 93, 94, 95, 96, 97]. Very recently, the observation of Kondo effect in

melt-spun ribbon of CoxCu1−x (x∼ 0.1−0.15) alloys has been reported [23, 24]. Similar

observation of Kondo effect has been reported in CoxCu1−x microwire withx= 0.05 [98].

On the other hand, apart from alloys and intermetallics, ceramic samples as also

disordered and amorphous alloys [99, 100, 101] exhibit low temperature resistivity upturns

which are explained by alternative mechanisms, such as, electron-electron interaction,

weak localization effect (due to finite size effect), spin polarized tunneling through grain

boundaries [102, 103, 104, 105, 106, 107, 108, 109], etc. Experimentally, the prevalence of
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one or other of these mechanisms is manifested through the magnetic field dependence of

the resistivity behavior around the temperature (Tmin) of minimum resistivity.

1.2 Scope of work

In recent years much attention has been paid to the understanding of nanostructured

magnetic materials,e.g., nanoparticles, nanowires, multilayers and others, for their

application in various fields, such as, miniaturization of electronic devices, high density data

storage systems, magnetic fluids, etc. The discovery of giant magnetoresistance (GMR) in

magnetic thin films [19, 20, 110, 111] and such effects in small granular systems of Fe, Co,

Ni and their various alloys in Cu, Ag or Au matrices [16, 112, 113, 114, 115, 116, 117, 118]

have also generated further interest in the study of such binary magnetic systems.

The present thesis describes preparation of CoxCu1−x nanoparticles with a wide

variation of Co concentration (0.01≤ x ≤ 0.7) and an appreciable distribution of particle

size using a low cost substrate free sample preparation method. We have carried out a

systematic study of the temperature, time and cobalt concentration dependent evolution

of the magnetization and electrical resistivity of the nanoparticle systems. We have

observed an interesting low temperature upturn of electrical resistivity for the first time

in concentrated magnetic granular alloy systems.

The main objective of this thesis is to study the changes of magnetic and transport

properties of CoxCu1−x granular alloys with variation of Co concentration. The research

work was carried out in three steps,viz.,

(i) synthesis of CoxCu1−x magnetic nanoparticles using chemical reduction method,

(ii) characterization of samples using x-ray diffraction (XRD), transmission elec-
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tron microscopy (TEM) and inductively coupled plasma optical emission spectroscopy

(ICPOES), and,

(iii) the study of magnetic and transport properties using highly sensitive super-

conducting quantum interference device vibrating sample magnetometer (SQUID-VSM

of Quantum Design) and Physical Properties Measurement System (PPMS of Quantum

Design).

1.3 Some basic theories

1.3.1 Superparamagnetism

Superparamagnetic (SPM) system is an assembly of very smallsingle-domain

magnetic grains or particles dispersed in some non-magnetic medium and exhibiting

magnetic phenomena very similar to atomic paramagnetism. Usually magnetic particles

with diameter smaller than 100 nm are called superparamagnetic, though typical SPM

particle sizes are of the order of 10 nm. The energy of a magnetic particle generally

depends on the equilibrium magnetization direction separated by energy barriers. These

energy barriers depend on particle volume and crystalline structure of the material. At any

temperature there is a critical diameter below which thermal excitations are sufficient to

overcome the energy barrier and to rotate the particle magnetization randomly. The time

averaged magnetization of such a particle is zero [119] and this phenomenon is known as

superparamagnetism. The SPM behavior of an assembly of granular single domain particles

strongly depends on particle volume distribution, types ofinterparticle interactions,

disorder and surface effects, etc. The surface spins are notexactly compensated and in

a small particle a small net magnetization arises from the surface spins also [120].
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SPM systems show the same behavior as normal paramagnetic materials with one

exception, that their magnetic moment is large compared with that of simple paramagnetic

systems. The value of magnetic moment per atom or ion for a normal paramagnet is a

few bohr magnetons (µB). But the moment of a single domain superparamagnetic iron

particle with 5 nm diameter is 12000µB [121]. Superparamagnet can be described by the

same equations that are used for ordinary paramagnetic systems, but the only difference

is that a grain or a cluster composed of 1000s of atoms play therole of a single atom as

in case of simple paramagnetic system. Basically, single-domain magnetic nanoparticles

can be characterized by their large total magnetic supermoment. In the ideal case of

noninteracting single domain nanoparticles the dynamics are typically described by the

Néel-Brown theory [122, 123, 124], where SPM behavior was predicted at high temperature

and the blocked state at low temperature. The temperature which divides this region is

blocking temperature (TB). For small magnetic granules, if the temperature is higherthan

the average blocking temperature, most of these magnetic granules become SPM. While the

temperature is lower than the average blocking temperature, most of these granules become

blocked and others still remain SPM. BelowTB superparamagnet’s magnetization curve

M(H) has hysteresis and is thus more similar to magnetization curve of a ferromagnet. In

the following paragraph we introduce the basic characteristics of superparamagnetism.

At any given temperature for which the thermal energy (kBT) is much lower than

the anisotropy energy barrier (KAV), the magnetization forms an angleθ with the easy

axis. In this case the magnetic behavior of an assembly of independent particles is quasi-

static, thermal energy being very weak. As the thermal energy increases with increasing

temperature, the probability of overcoming the anisotropyenergy barrier separating two

easy magnetization directions increases. Finally whenkBT > KAV, the magnetization can

flip freely among the two easy directions and then its time average of magnetization in

absence of an external magnetic field (H) is zero. In such condition the assembly of the

particles behave like a simple paramagnetic system and alsothe coercivity becomes zero.
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Figure 1.2:(a) Anisotropy energy (E(θ)) for H = 0, (b) for H < 2KA
MS

, and, (c) for H> 2KA
MS

If an external magnetic field (H) is applied parallel to the easy axis, the anisotropy energy

of the particle can be written as follows.

EA = KAV sin2θ −−→mS.
−→
H (1.9)

where, we can define the magnetic moment of a single domain particle,

−→mS=
−→
MSV (1.10)

where MS is the saturation magnetization and is the volume of the particle. The above

equation can be rewritten as,

EA = KAV sin2 θ −MSVHcosθ (1.11)

There can be two situations depending upon the value of external fieldH.
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(i) H < 2KA/MS; there are still two minima but they are not same since the energy

barrier fromθ = 0 to θ = π
2 is higher than that fromθ = π

2 to θ = π shown in Fig. 1.2,

curve B).

(ii) H > 2KA/MS; there is only one minimum and the SPM relaxation is no longer

observed (shown in Fig. 1.2, curve C).

The average time for the switching of the magnetization direction between two easy

directions of magnetization is called the SPM relaxation time (τ). For a single domain

ferromagnetic particle with uniaxial anisotropy,τ can be written according to Arrhenius

law

τ = τ0exp(
KAV
kBT

) (1.12)

whereτ0 is called pre-exponential factor or relaxation time constant [21] and it is considered

as the average time between attempts to jump over the energy barrier. In 1949 Neel first

evaluated the relaxation time of a superparamagnetic particle and therefore Eq. 1.12 is often

called the "Neel relaxation time".

The magnetic behavior of single domain particles is strongly dependent on relaxation

time, as expressed in Eq. 1.12. Therefore the magnetic properties of an assemblies of single

domain particles depends on the experimental measuring time window (τm) of the technique

employed to observe the relaxation. In fact ifτ << τm, the relaxation appears so fast that

a time average of the magnetization is observed as zero and the particles will be in the

SPM state. In such conditions an assembly of noninteractingsingle domain particles do not

show magnetic hysteretic behavior (i.e., zero coercivity and remanent magnetization). On

the other hand ifτ >> τm, the relaxation is so slow that only static properties are observed

and the particles will be in the blocked state. In this condition the magnetization as a

function of applied field show ferromagnetic behavior with ahysteresis loop. The blocking

temperature (TB) is defined as the temperature at which the relaxation time isequal to the
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experimental measuring time.

Let us consider now in more detail some aspects of the magnetic behavior at

temperatures higher and lower than the blocking temperature.

Magnetic properties above the blocking temperature

The dependence of the magnetization on the temperature and magnetic field is similar

to that of a classical paramagnetic system, using the particle or cluster moment instead of

the atomic moment.

M(T,H) = MSL(
µH
kBT

) (1.13)

whereMS is the saturation magnetization, andL( µH
kBT ) is the classical Langevin function

(shown in the Fig. 1.3).

L(
µH
kBT

) = coth(
µH
kBT

)− (
kBT
µH

) (1.14)

For µH
kBT « 1 the Langevin function can be approximated with

L(
µH
kBT

) = (
kBT
µH

) (1.15)

as indicated by the line tangential to the curve near the origin (shown in Fig. 1.3).

As the magnetic field is increased (µH
kBT >> 1), the magnetization increases. In such

condition the Langevin function can be approximated with,

L(
µH
kBT

) = 1− (
kBT
µH

) (1.16)

AssumingkBT >> µH the susceptibility can be obtained by differentiation of the above

Eq. 1.13 with respect to the fieldH

χ =
VM2

S

3kBT
(1.17)
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M/MS

µH/KBT

1

-1

-1 1-4 -3 -2 432

Figure 1.3:Field dependence of magnetization described by Langevin function

For a real SPM system in which there is a distribution in particle size and hence in particle

volume, Eq. 1.13 can be written as,

M(H,T) = MS

∫ 2
0 L(kBT

µH )V f(V)dV
∫ 2

0 VP f(V)dV
(1.18)

wheref(V) is the distribution of particles volume. The more common approach consists in

assuming that this size or volume distribution has a certainform. A lognormal distribution

is often in good agreement with the particle size distribution obtained experimentally by

TEM observations and also determined from the fitting ofM(H,T) curves for many kinds

of nanoparticle system.

Magnetic properties below the blocking temperature

Below the blocking temperature superparamagnetic nanoparticles show ferromag-

netic like hysteretic behavior in the field dependence of magnetization. When a magnetic
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field is applied, in the expression of the anisotropy energy the additional term cosθ appears.

The magnetization can be expressed as

M(H,T) = MS< cosθ > (1.19)

whereθ is the angle between the particle moments and the applied field direction. The

magnetization increases with increasing the external fieldand reaches a maximum value

MS when external applied field is as high as all the moments are aligned along the field

direction. When the external field is decreased the magnetization decreases from saturation

down to a remanence value when the applied field decreases to zero (H = 0). This

remanence value is expected to be one half of the saturation value (MR = MS/2). This

picture is valid when all the particles at low temperature are in the blocked state. On

increasing the temperature some of the particles will be shifted to the SPM state, thus

lowering the remanence value. In a real system, there alwaysexists a distribution in

particle size and so also in blocking temperature. Even at the lowest measured temperature

a fraction of particles can still be found in SPM state as there exists a smallest volume for

which KAV is always lower thankBT. For this reason the saturation of the magnetization

will be partial andMR value will be lower thanMS/2, even at high field.

1.3.2 Single domain particle

According to Weiss [125] theory a ferromagnetic (FM) material contains a number

of small magnetic regions, with different shapes and sizes,called magnetic domains. Each

domain is a uniformly magnetized region and the local magnetization reaches the saturation

value within a domain. The magnetization directions of different domains are at random.

So the net magnetization is zero in absence of an external magnetic field. This picture is

called the multi-domain structure of a material. In a FM magnetic material, a number of
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r < rC

Figure 1.4:Schematic diagram of prevalence of single-domain structure over multi-domain
structure due to size reduction

magnetic domains exist as a result of the balance between theexchange interaction energy

and the magnetostatic interaction energy. Basically exchange interaction energy favors the

parallel alignment of neighboring atomic moments and thereby forming magnetic domains

and the magnetostatic interaction energy tries to break them into anti-paralleled oriented

smaller domains. The domain size is determined by the relative strength of these two

energies. With decreasing size of the magnetic particle, there is a critical diameter below

which the magnetostatic energy is not sufficient to divide the system into smaller domains

with different magnetization directions, and so the systemremains as a particle with a single

magnetic domain, as illustrated in Fig. 1.4.

As the particle size continues to decrease below the critical size of forming the single

domain, the spins increasingly overcome the anisotropy energy barrier and are affected by

random thermal fluctuations, and so the system becomes superparamagnetic. The existence

of single domain particles were theoretically predicted first by Frenkel and Dorfman [126]

and the critical size was estimated by Kittel [127] and others. For a spherical particle, the
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critical diameter proposed by Kittel [127] is given below,

dC = 18
Ew

mυM2
S

(1.20)

and

Ew = 2
√
(
KA

A
) (1.21)

Ew is the domain wall energy,mυ is the magnetic moment for unit volume andMS is the

saturation magnetization.KA is the anisotropy energy andA the exchange energy density.

Typical values of critical diameters of ferromagnetic particles are 15 nm for iron, 70 nm for

cobalt, 55 nm for nickel [1].

The coercivity (HC) depends strongly on the domains size and for multi-domain

particleHC can be written as,

HC = a+
b
D

(1.22)

wherea andb are constants andD is the diameter of the domain. From Eq. 1.22 we see

that coercivity increases with decreasing domain size which is shown in Fig 1.5, curve A.

After that when the particles become single domain then the coercivity reaches a maximum

valueHC. Thereafter,HC decrease with decreasing particle size (Fig. 1.5, curve B) which

can be written as,

HC = g− h

D3/2
(1.23)

whereg and h are constants. The decrease ofHC observed in magnetic monodomain

systems is due to thermal effects.
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Figure 1.5: Behavior of the particle size dependence of the coercivity in nanoparticle
systems.

1.3.3 ZFC/FC magnetization curve

ZFC/FC magnetization curve provides valuable informationon the temperature and

field dependence of a nanostructure. It is easy to estimate different important parameters

like blocking temperature and strength of interaction between particles of a single domain

nanoparticle sample from the graphs of temperature dependence of magnetizationM(T). To

draw this curve first the sample is demagnetized at a temperature higher than the blocking

temperature where all particle moments are randomly oriented. After that it is cooled in zero

external magnetic field down to a temperature much lower thanTB and finally a small field

Hm is applied to measure the magnetization in heating cycle from the lowest temperature.

The curve thus obtained is called zero-field cooled (ZFC) magnetization. One can obtain a

field cooled (FC) curve by following the same process but onlythe cooling cycle is done in

presence of the same small magnetic field (Hm).

In ZFC/FC magnetization processes the temperature evolution of the total magneti-

zation of the system is recorded following different thermomagnetic histories.
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Figure 1.6: Temperature dependence of magnetization in ZFC and FC protocol of as-
prepared CoxCu1−x nanoparticle for x = 0.03.

A typical ZFC/FC curves are shown in Fig. 1.6 in which the general behavior of a

SPM system is found,viz., (i) both curves coincide at high temperatures in a paramagnetic

(PM)-like dependence, (ii) with decreasing temperature (T) magnetization in both curves

grow until a certain temperature range is reached where the curves start to bifurcate, (iii)

the FC curve still growing when the temperature is below the bifurcation, and (iv) the

ZFC exhibiting a maximum and then decreasing as temperatureis lowered. This broad

maximum of the ZFC curve is defined as blocking temperature (TB). This maximum

roughly differentiates two main temperature regimes; at high temperature (aboveTB) where

the sample exhibits a PM-like behavior in temperature dependence and at low temperature

regime (belowTB) where the particles are blocked. However, a close view of the curve

reveals that a PM-like decrease right aboveTB is not observed in the ZFC curve, and there

is a slight difference between ZFC and FC curves. These features indicate that a true SPM

behavior is not exhibited right above the maximum of ZFC, butat higher temperatures at

which the ZFC curve perfectly overlaps with the FC one and exhibits well defined PM-

like temperature dependence. This temperature at which ZFC/FC curves exactly overlap

is called bifurcation temperature (TP) which is slightly higher thanTB. In practice, there

is a distribution in particle size in all real SPM systems andthis is the reason why the
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Figure 1.7:(a) Magnetic susceptibility (χ) in ZFC protocol of CoxCu1−x nanoparticles for
x = 0.03, (b)χ in FC protocol of the same sample, (c) Random orientation of nanoparticles
after cooling in ZFC process, (d) random orientation of nanoparticles after cooling in FC
process.

ideal SPM behavior is not observed right atTB. When the nanoparticles are cooled below

the blocking temperature without magnetic field, all the netmagnetic moments in single

domain particles point along their respective easy axes. Magnetic anisotropy dominate the

thermal energy in this region and acts as an energy barrier toswitching the magnetization

direction from the easy axis. The particle size distribution introduces a random distribution

of the easy axes directions also, and the average magnetization, as well as the susceptibility,

is about zero [128] or a very low value in this low temperatureregion. When temperature

rises, the particles gain some thermal energy and try to overcome the the magnetic

anisotropy barrier. The magnetization directions of thesethermally activated nanoparticles

start to align themselves along the applied magnetic field direction. Therefore, the total

magnetization initially increases in ZFC magnetization with increasing temperature. With

increasing influence of thermal randomization, the ZFC curve exhibits a maximum (shown

in Fig. 1.7(a) and (c)) and the corresponding temperature (Tmax) is, for non interacting
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particles, directly proportional to the average blocking temperature.

Tmax= β < TB > (1.24)

whereβ is a proportionality constant that depends on the type of size distribution. In the

literature, it has been reported that, for a random assemblyof non-interacting nanoparticles,

β is typically within 1.5-2.0. Tmax can be related to the blocking of particles having the

mean particle size [129, 130].

The FC protocol consists in cooling the sample in a smalldc magnetic field and

measuring the magnetization during the heating cycle in presence of this field. As the

nanoparticles are cooled at progressively lower temperature in presence of field, the

magnetization of each particle is frozen along the field direction and (Fig. 1.7(b) and (d))

[128] blocked in this condition. During heating a number of particles gain thermal energy

and randomize their magnetization directions. The number of particles in SPM state starts

to increase and the magnetization monotonically decrease with increasing temperature.

When the temperature is sufficiently increased the system shows a typical param-

agnetic behavior (Fig. 1.6) and ZFC and FC curves are superimposed. Below a given

temperature the two curves diverge and an irreversible magnetic behavior is observed. The

temperature at which the irreversibility is observed is called irreversibility or bifurcation

temperature as previously defined (TP) and can be related to the blocking temperature of

the biggest particles [131, 132]. The difference betweenTmaxandTirr provides a qualitative

measure of the width of blocking distribution (i.e., of the size distribution in absence of

interparticle interactions).
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1.3.4 Thermal relaxation and blocking temperature

The thermal energy of the single domain particle results in the fluctuation of the

magnetic moments. As stated above, the relaxation time of magnetization of these type

of systems is a function of the energy barrier and the temperature, and can be described

by Arrhenius law (Eq. 1.12). In this equation,τ0 is the pre-exponential factor inverse

of the jump attempt frequency of the particle magnetic moment between the opposite

directions of the magnetization easy axis.τ0 directly depends on the material parameters

and can have values ranging between 10−10−10−9 s that can be theoretically calculated

and experimentally determined [121, 133, 134]. In granularsystems the observed magnetic

behavior strongly depends on the characteristic measurment time τm (the time window)

of the employed experimental technique with respect to the intrinsic system relaxation

time τ, associated with the energy barrier. This time window varies from large values,

as in magnetization measurements (typically 100 s) to very small ones, like in Mössbauer

spectroscopy (10−8 s). If τm » τ, the relaxation is faster than the time window of

observation of magnetization, allowing the system to reachthermodynamic equilibrium.

The nanoparticles are considered to be in the superparamagnetic regime. On the other

hand, if τm « τ, the system relaxation proceeds very slowly, and one can observe quasi-

static properties as in ordered magnetic systems. Such nanoparticles are in the so-called

blocked regime. The blocking temperatureTB that divides both regimes depends onτm and

is determined for particles withτ ∼ τm). TB is associated to the energy barrier, and for this

reason it increases when the particle size increases. Let usdefine a critical volumeVcrit at a

certain constant temperatureT0, which would lead toτm = τ in Eq. 1.12.

lnτ = lnτ0+(
KAVcrit

kBT0
) (1.25)

Therefore, forτm = 100 s (a typical measurement time for conventional magnetome-
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try). One has,

ln(102) = ln(10−9)+
KAVcrit

kBT0
(1.26)

4.65+20.7=
KAVcrit

kBT0
(1.27)

25=
KAVcrit

kBT0
(1.28)

Vcrit =
25kBT0

KA
(1.29)

The critical volume at which a particle becomes superparamagnetic is directly

proportional to the temperature. In a real SPM system where there always exists a particle

size distribution, the bigger particles become superparamagnetic at higher temperatures.

Blocking temperature can be defined for a given measuring time τm = τ and for a

certain fixed volumeV =V0 by the equation below

lnτ = lnτ0+(
KAV0

kBT
) (1.30)

For τm = 100 s one obtains the well-known result,

TB =
KAV0

25kB
(1.31)

From above discussion we see thatTB strongly depends onτm and hence the magnetic

response of the system also depends onτm of specific measurement and application. As

for example, for data storage purposes large time scales arenecessary, but short times are
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2

τm

Figure 1.8:Temperature dependence of relaxation time of superparamagnetic nanoparti-
cles and blocking temperature (TB) for a certainτm.

required for magnetic recording. So, the experimental techniques are chosen depending

upon the objective of application. A typical temperature dependence of relaxation time is

shown in the Fig 1.8.

1.3.5 Thermo-remanent magnetization

Thermoremanent magnetization (TRM) is a key parameter providing information

about the superparamagnetic relaxation and anisotropy energy barrier. In TRM measure-

ment first saturation field for specific sample is applied at a temperature higher thanTB.

After that the sample is cooled down to a lower temperature thanTB and the field is turned

off. After 100 sec waiting the magnetization is measured as afunction of temperature

in warming cycle. After cooling at the presence of saturation field nanoparticles are

blocked in the applied field direction. After reaching the lowest temperature though the

magnetic field is switched off but the anisotropy energy barrier blocked any change of
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Figure 1.9: A typical temperature dependent thermo-remanent magnetization curve
(dashed line) of superparamagnetic nanoparticle system.

magnetization direction of the nanoparticles. For random size distribution of nanoparticles

and distributions of the angles between easy axis usually anisotropy energy barriers have a

broad distribution [128]. As the temperature increases, some of the nanoparticles are able to

move their magnetization direction from the blocked condition as they gain some thermal

energy (kBT). As the process is continued, number of thermally activated nanoparticles

increases with temperature. This thermally activated nanoparticles randomly flip their

magnetization direction faster than the measuring time taken by the magnetometer [130].

For a ideally non-intercaing superparamagnetic system TRMcan be written as,

MTRM

MS
= 0+

∫ ∞

T
γ f (TB)dTB, (1.32)

There is no contribution of any susceptibility, as the applied field during the measurement

is zero. So that the remanent magnetization is simply the magnetization of the blocked

particles. where the factorγ is a constant and equal to 0.5 in the case of uniaxial anisotropy
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[52, 135] and 0.886 for cubic anisotropy. Figure 1.9 shows a typical thermo-remanent

magnetization curve of superparamagnetic nanoparticle system.

1.3.6 Magnetic anisotropy

In a magnetically ordered material, there are certain preferred orientations of direction

of the magnetization. These easy directions are given by theminima in the magnetic

anisotropy energy. Magnetic anisotropy energy is combination of several contributions

like magnetocrystalline and magnetostatic energies [136,137] in bulk materials. In single

domain particles, other kinds of anisotropy like exchange and dipolar anisotropy, surface

anisotropy, stress anisotropy contribute to the total anisotropy energy. Magnetic anisotropy

appears due to the finite size of the particles, which are madeup of several atoms (usually

up to thousands of atoms for single-domain particles), and in these particles the spin-orbit

coupling and dipolar interaction control the orientation of easy magnetization direction.

The magnetic anisotropy energyEA (Eq. 1.11) of the particles can be described by a simple

model with two main contributions, crystalline anisotropyand shape anisotropy, which are

primarily associated to the core and surface atoms, respectively. Figure 1.10(a) show the

direction of easy axis, applied magnetic field and the of the moments of the fine particles

and Fig 1.1(b) the angular dependence of the energy barrier for zero external magnetic field

and for an externally applied field lower than the coercive field.

Magnetocrystalline anisotropy The origin of this contribution is the spin-orbit

coupling, which results from the interaction between magnetic moments and is determined

by the crystal structure of the system. This is an intrinsic property of the material, and

related to the crystal symmetry and arrangement of atoms in the crystal lattice. The orbital

wave function will reflect the symmetry of the crystal lattice and the spins will be affected

by the anisotropy due to the interaction of orbital wave function with spin,i.e., the spin-orbit
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Figure 1.10:(a) Easy axis, applied magnetic field direction and the direction of the moments
of the fine particles, (b) the angular dependence of the energy barrier for zero external
magnetic field (continuous line) and for an externally applied field lower than the coercive
field (dashed line).

coupling.

Shape anisotropy If the sample is exactly spherical the same field will magnetize

it to the same extent in every direction. But if the sample is not spherical, then it will be

easier to magnetize it along a long axis. This phenomenon is known as shape anisotropy. A

magnetized body will produce magnetic charges or poles at the surface. Another magnetic

field builds up in the magnetized body resulting from this surface charge distribution. It

is called the demagnetizing field because it acts in opposition to the magnetization that

produces it. Shape anisotropy results from this demagnetizing field. The demagnetizing

field will be less if the magnetization is along the long axis than if is along one of the

short axes. This produces an easy axis of magnetization along the long axis. A sphere, on

the other hand, has no shape anisotropy. The magnitude of shape anisotropy is dependent
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on the saturation magnetization. For smaller particle shape anisotropy is the dominant

form of anisotropy but in larger sized particles, shape anisotropy is less important than

magnetocrystalline anisotropy.

Surface anisotropyThe surface atoms have a lower symmetry compared to that of

atoms within the particle and their influence on the energy ofthe particle may depend on the

orientation of the magnetization. Actually the when size ofa magnetic material is reduced

to the critical size to form single domain particle the surface spins are uncompensated and

frustrated compared with the spins inside the particles. This gives rise to surface anisotropy

which may also depend on adsorbed species on the surface.

Stress anisotropyAnother contribution to the anisotropy energy comes from magne-

tostriction, which is coming from the interaction between the mechanical properties and the

magnetic properties which is again due to spin-orbit coupling. In 1842 Joule first observed

this phenomenon in a specimen magnetized in a given direction. He observed a change in

length in that direction. Strain is related to any stress that may be acting on the considered

system. So this implies that the anisotropy energy depends on the stressed state of the

system.

Exchange and dipolar anisotropyWhen two particles come together so close that

they have a magnetic interaction, which can be either due to magnetic dipole interaction or

exchange interaction, leads to an additional contributionin anisotropy energy. In this case,

the easy direction is determined by the relative orientation of the two interacting magnetic

moments. In most cases, it is assumed that the sum of all contributions to the magnetic

anisotropy energy results in an effective uniaxial anisotropy.
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1.3.7 Exchange bias

The exchange bias effect is an old phenomenon which was discovered in 1956 by

Meiklejohn and Bean. They observed a shift of the magnetic hysteresis loop along the

field axis at low temperature when Co/CoO core-shell nanoparticles were cooled in a static

magnetic field [138, 139]. Exchange bias effect is the shift of the magnetic hysteresis loop

resulting from the pinning effect at the interface between soft and hard magnetic substances.

One of the most interesting interfaces for study the exchange bias effect is interface between

a ferromagnetic (FM) and an antiferromagnetic (AFM) material. Spin arrangement in a

FM/AFM layer at the temperatureTN < T < TC and at the temperatureT < TN is shown

in the Fig 1.11(a) and (b). An example of a simple hysteresis loop at the temperature

TN < T < TC and such a shifted hysteresis loop at the temperatureT < TN of a material

with a FM/AFM layer are sketched in Fig. 1.11(c) and (d). The center of the hysteresis

loop is shifted from zero applied magnetic field by an amountHEB, the exchange bias field.

There are three different fields used to characterize the bias; the left and right coercive

fields,Hc1 andHc2, and the bias fieldHEB. In a FM/AFM system, a shifted hysteresis loop

can be experimentally obtained belowTN of the AFM material in the following protocol.

First, the hysteresis curve is drawn in the ZFC condition. After that a magnetic field is

applied at a temperature higher thanTN in order to saturate the ferromagnetic material. The

second step is to cool the sample belowTN in the presence of the same magnetic field. Then

again hysteresis curve is drawn in this FC condition. The hysteresis loop in FC condition is

shifted compared with the loop in ZFC condition. This shift is due to the strong anisotropy

and a weak exchange energy coupling between the FM and AFM material.

The macroscopic observation of the hysteresis loop shift due to unidirectional

anisotropy of a FM/AFM bilayer can be qualitatively understood by analyzing the

microscopic magnetic structure of their common interface.The critical temperature of FM
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Figure 1.11:(a) Spin arrangments in a FM/AFM layer at the temperature TN < T < TC; (b)
Spin arrangments in a FM/AFM layer at the temperature T< TN; () hysteresis loop of a
material with FM/AFM layer at the temperature TN < T < TC; (d) a shifted hysteresis loop
of a material with FM/AFM layer at the temperature T< TN .

and AFM layer should satisfy the conditionTC > TN, whereTC is the Curie temperature

of the FM layer andTN is the Neel temperature of the AFM layer. At a temperature

TN < T < TC), the FM spins align along the direction of the applied field,whereas the

AFM spins remain randomly oriented in a paramagnetic state.The hysteresis curve of the

ferromagnetic material is centered around zero. Next, a high magnetic field is applied which

is higher than the saturation field of ferromagnetic layer and then, without changing the

applied field, the temperature is being decreased to a finite value lower thenTN (field cooling

procedure). After field cooling the system, due to the exchange interaction at the interface,

the first monolayer of the AFM layer will align ferromagnetically (or antiferromagetically)

to the FM spins. The next monolayer of the antiferromagnet will have to align antiparallel

to the previous layer as to complete the AFM order, and so on. Note that the AFM interface

spins are uncompensated, leading to a finite net magnetization of this monolayer. It is
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assumed that both the ferromagnetic and the antiferromagnetic are in a single domain

state and that they will remain single domains during the re-magnetization process. When

reversing the field, the FM spins will try to rotate in-plane to the opposite direction. Being

coupled to the AFM, which is considered to be rigid, it takes astronger force and therefore

a stronger external field is needed to overcome this couplingand to rotate the ferromagnetic

spins. As a result, the first coercive field is higher than the previous one atT > TN, when

the FM/AFM interaction was not yet active. On the way back from negative saturation

to positive one, the FM spins will need a smaller external force in order to rotate back to

the original direction. A torque is acting on the FM spins forall angles except the stable

direction which is along the field cooling direction (unidirectional anisotropy). As a result,

the magnetization curve is shifted to negative values of theapplied field.

1.3.8 Memory effect

In nanoparticle system one interesting behaviors in relaxation dynamics and in

ZFC/FC magnetization dynamics is the existence of memory effect. The magnetic state

of a system is defined by behavior of temperature dependence,field dependence and time

dependence of magnetization of the system. Sometimes it is observed that a magnetic

system remembers its magnetic history and repeats its magnetic state after an intermediate

change in the temperature or magnetic field. This phenomenonis known as memory effect

in superparamagnetic or spin glass like nanoparticle system.

In magnetic nanoparticle systems, there are two possible origins of this memory

effect. In non-interacting or weakly interacting nanoparticle system the distribution of

particle size which introduces a distribution in relaxation time play the key role in memory

effects. Another possible dynamics in an interacting nanoparticle system is frustration

caused by strong dipolar interactions among the particles and the randomness in the particle
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positions and anisotropy axis orientations.

During the last few years a number of articles on observationof memory effect in

nanomagnetic SPM, AFM materials through ZFC/FC magnetization measurements as a

function of temperature have been published [34, 36, 37, 38,39, 40]. Such systems store

the memory of either decrease or increase of magnetic field enabling a magneticcodingof

”0” and ”1”. Application of a field larger than a critical fielderases the memory effect. This

behavior can be explained by a wide distribution of grain sizes having different blocking

temperatures.

The memory effects in SPM nanoparticle system has be described by Sunet al. [36]

by using the hierarchical model [140]. In the hierarchical model, there exist numerous

valleys (metastable state) at a given temperature (T) on the free-energy surface. Each free

energy valley splits and form a new set of sub-valleys with decreasing temperature from

T to T −4T. When the value of4T is large enough it is impossible to overcome the

barriers separating the main valleys during a timet2. Then the relaxation happens within

the new set of sub-valleys. When the temperature is increased back toT these new set

of sub-valleys merge with each other and form the previous free-energy picture. Thus the

magnetic relaxation is retrieved in its original level after completion of the timet2. But in

temporary heating period, the scenario is different. Here as the temperature is increased

from T the magnetic relaxation occurs in a new free energy landscape which is created

by the merging of the set of sub-valleys of a lower temperature which isT. When the

sample is cooled back toT after the end of heating periodt2, the system is trapped in any

one of the set of sub-valleys created in lower temperatureT. As a result, the relaxation is

not retrieved in its previous level after completion of heating timet2. Sunet al.concluded

that the hierarchical model requires a large number of degrees of freedom to be coupled to

form a new set of sub-valleys or merging with each other to form a new free energy level.

However, independent behavior of the individual particlescan not possibly lead to such
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coupled states.

But Sasakiet al. [34, 59] and Zhenget al. [35, 58] studied memory effect following

the same experimental protocol of Sunet al. in nearly non-interacting nanoparticle systems

and obtained similar results. Bandyopadhyay and Dattagupta [38] theoretically reproduced

the experimental result of memory effect of paper Sunet al. by assuming two state non-

interacting SPM models with a particle size distribution. For a nearly non-interacting

system the slow dynamic behavior in relaxation mechanism iscoming from the broad

distribution of particles size.

The magnetic moment of each independent particle relaxes according to its individual

anisotropy energy barrier in non-interacting case. The distribution of the size of the particle

results in a distribution of energy barriers and blocking temperatures of non-interacting

SPM nanoparticle ensemble. As such in non-interacting case, no memory effect should be

observed in ZFC process belowTB, as belowTB the probability of occupation of ’up’ and

’down’ spin of the particles are both same and equal to 0.5 according to two-state model.

So, the non-interacting SPM system does not show any difference in the magnetization

data with and without intermittent stop during the cooling process. But when there is inter-

particle interaction or a spin-glass (SG) like state is present then the case is different. The

glassy dynamics is actually the result of interaction between the different clusters below

the glassy ordering temperature,Tg. Because of dipolar interaction between the particles

the local mean dipolar field is a random variable. As the temperature goes belowTg the

system crosses a number of sub-valleys with higher and higher energy barriers, and with

progress of time the system goes into deeper energy barrier of the state. Therefore, the

energy barrier of the state in which the system is blocked depends on the aging time of

the system, and when temperature is low, the consequent higher energy barrier makes the

system more reluctant to respond to an applied field.

Therefore in the interacting case, memory effect in ZFC method can be observed
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over a temperature range, albeit narrow, belowTg. It can be said that although no true

SPM to SG phase transition occurs in the strongly interacting case, a sharp transition from

a SPM state towards local domains of stable magnetic momentsdoes occur very close

to Tg. We conclude this section by underscoring that simulationsbased on the simple

two-state non-interacting model reproduce all the ’memoryeffect’ in real SPM systems.

There is an asymmetric response with respect to negative/positive temperature cycling. This

asymmetry is due to the fact that after temporary cooling only smaller nanoparticles are able

to respond to the temperature or field change and relax to the new equilibrium state, and

the larger nanoparticles are frozen. Upon returning to the initial temperature or field value,

the smaller particles rapidly respond to the change such that this new state is essentially

the same as that before the temporary cooling, and the largernanoparticles are now able

to resume relaxing to the equilibrium state. This results ina continuation of the magnetic

relaxation after the temporary temperature or field change.In contrast, for positive heating,

all the particles, smaller as well as bigger, are able to respond to the temperature or field

change. Therefore, after returning to the initial temperature, the bigger particles do not

respond at all whereas the smaller particles take time to respond, thus leading to no memory

effect in the positive heating cycle.

1.3.9 Transport property

Generally, for a metallic system resistivity is a monotonically decreasing function

with deceasing temperature. The resistivity of some metals, for example, lead, niobium

and aluminium - suddenly drop to zero at a very low temperature and they become

superconducting. For ordinary metals resistivity at low temperature becomes temperature

independent and reaches a plateau as the inelastic scattering of electrons ceases to exist at

low temperature (Fig. 1.12 curve A). Even in noble metals, like copper, silver and gold,

resistivity decreases with temperature but even at the lowest accessible temperatures they
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Figure 1.12: As the temperature of a metal is lowered, its resistance decreases until it
saturates at some residual value (A, blue line). In metals that contain a small fraction
of magnetic impurities, such as cobalt-in-copper systems,the resistance increases at low
temperatures (B, red line) due to the different mechanisms,such as, electron-electron
interaction, weak localization effect (due to finite size effect), spin polarized tunneling,
Kondo effect.

have a constant finite resistivity which depends on the intrinsic defects, grain boundaries,

impurities etc. This residual resistivity (ρ0) can be increased by addition of defects

externally but the character of the temperature dependenceremains the same. In case of

nanoparticles, the finite size also contributes to the residual resistivity. The temperature

dependent partρ(T) can arise from various phenomena like electron-phonon interaction,

electron-magnon interaction, electron localization (in case of disordered metals at low

temperature). For a good non-magnetic metal, the temperature dependence originates from

inelastic interactions, such as, electron-electron, electron-phonon, electron-magnon, etc.

When magnetic atoms like cobalt or nickel are added, the resistivity in the low temperature

region often starts to increase with decrease in temperature rather than saturating at a

constant value (Fig. 1.12 curve B). In 1964 Jun Kondo discovered [141, 142] that in

dilute magnetic alloy the antiferromagnetic exchange interaction between isolated magnetic

moments and conduction electron spin leads to the quenchingof local moments and in

the expression of resistivity introduces a−lnT term which combined with the positive
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electron-phonon contribution leads to the minimum in resistivity. The temperature at

which the resistance starts to increase again is often called Kondo temperature. However,

in alloys with concentrated magnetic impurities the interpretation of electronic transport

properties has always been difficult and controversial. In structurally disordered alloys

and metallic glasses the existence of minima inρ(T) became a very well studied topic

[99, 100, 101, 143, 144]. Most of these metallic glasses contain high concentration

of 3d transition metals, and the upturn inρ(T) at low temperature follows a−T(1/2)

type dependence. It has been established that this functional dependence ofρ(T) arises

from disorder induced electron-electron interactions [100, 145]. Apart from alloys and

intermetallics, the ceramic samples and other compounds too exhibit low temperature

resistivity upturns which are explained by various mechanisms, such as, electron-electron

interaction, weak localization effect (due to finite size effect), spin polarized tunneling

through grain boundaries [102, 103, 104, 105, 106, 107, 108,109], etc. In systems where

elastic electron-electron interaction is dominant, the temperature dependence of resistivity

ρ(T) can be written as,

ρ(T) = ρ0+ρin+ρel (1.33)

Usually,ρin increases with temperature according to a power lawρin = bP in which

the coefficient′b′ does not depend onH, andρel depends on temperature as -aT1/2.

The role of electron-electron interaction on the electronic properties of pure metal can

be described by the Fermi-liquid theory. The elastic scattering of electrons by impurities in

metals can substantially modify the electron electron interaction and hence the electronic

properties of the system. Two important parameters are elastic momentum relaxation time

τ, and the characteristic timēh(kBT) required for two interacting quasi-particles to change

their energy by a value of aboutkBT. Let τ be small compared tōh(kBT), i.e.,

kBTτ
h̄

<< 1 (1.34)
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In such condition it is favorable for two interacting particles to diffuse coherently before

they exchange an energy of aboutkBT, and they are scattered many times by impurities in

their diffusive path. The electrons spend a longer time in a given region of space compared

with the plane-wave states in the diffusive regime, and their interaction with the impurities

and defects is enhanced. Under this condition 1.28 the motion of electrons during the

characteristic time of electronelectron collisions is characterized by the diffusion coefficient

(Ddi f f )

Ddi f f =
v2

Fτ
3

(1.35)

wherevF is the Fermi velocity. This electronelectron interaction produces a cusp in the

electronic density of states at the Fermi level [146, 147]. The physical reason for such a

variation in the density of extended states near the Fermi level is related to the shift of the

energy of a particle added into the system due to the Coulomb interaction with electrons

of the occupied states. Thus, the nature of the cusp is similar to that of the Coulomb gap

appearing at the Fermi level in the region of localized states [148]. This feature produces

the anomaly in the low temperature resistivity of disordered systems.
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CHAPTER 2

EXPERIMENTAL TECHNIQUES

In this chapter there are three sections. In first section we have discussed the

details of sample preparation method which we have used to prepare our binary metallic

nanoparticles. The systematic study of structural and chemical characterization of the

samples are discussed in the second section. The details of experimental techniques and

measurement procedures to study the magnetization and transport behavior are described

in the last section.

2.1 Sample preparation technique

There are different methods for nanomaterial preparation,e.g., solid state reaction,

sol-gel route, ball milling and electro deposition, etc. Coand Cu are nearly immiscible,

and no equilibrium phases exist in the Co-Cu binary phase diagrams. However, the high

cooling rate during sample preparation may result in metastable CoCu alloys with extended

solubility. For the preparation of magnetic granular alloys with immiscible non-magnetic

hosts, many techniques have been used, such as, melt-quenching, evaporation, sputtering,
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and mechanical alloying. Some of these techniques are substrate dependent and involve

high cost. We have used a low cost substrate free sample preparation method. In this

process we have successfully prepared Co-Cu nanoparticlesin a wide concentration range

of Co(x) (0.01≤ x≤ 0.80) and with an appreciable distribution of particle size.

Chemical reduction method

CoCu granular nanoparticles were prepared by chemical reduction process using

NaBH4 as a reducing agent [149, 150]. For removing oxygen distilled water was boiled

for a few minutes, and thereafter the entire wet chemical synthesis process was carried out

inside a glove box in flowingN2 gas.CoCl2.6H2O (Alfa Aesar) andCuCl2.2H2O (Merck) in

required ratios were dissolved in 30 ml aqueous solution as the total metal ion concentration

in the solution remained 0.5 M. Cetyltrimethylammonium bromide (CTAB) (Sigma) as 0.05

mM in solution was added as a capping agent to prevent furthernucleation and oxidation.

A 15 ml 2.8 M aqueous solution ofNaBH4 (Merck) was poured drop-wise from a burette

to the salt solution. The reduction reaction can be expressed as,

CoCl2+CuCl2+NaBH4+CTAB−→CoCu+NaCl+NaBO2+H20.

The solution was continuously stirred by a magnetic stirrer. The reaction was

performed in an ice bath to prevent over-heating of the solution and keep it near room

temperature. The resulting black precipitate was washed several times with distilled water

and finally with acetone. The samples were quickly introduced in a vacuum desiccator to

dry at room temperature. For further studies, the samples were pressed into pellets using a

KBr pellet die under pressure of 0.33 GPa in a laboratory press. The density of the pellets

ranged between 30-50 % of the theoretical value, with a minimum value of 2.7±0.05 g/cc

obtained for the Co-0.45 sample. The density was measured geometrically and the figure

that we have mentioned is the lowest of four samples. In some rectangular specimens cut
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Figure 2.1: Schemimatic diagram of different steps of sample preparation by chemical
reduction method.

for resistivity measurements, the highest density value was close to 5.7±0.05 g/cc. These

values are typical of pellet samples obtained only by cold compaction, without additional

compaction by means of thermal treatment [151].

The different steps of the sample preparation process are shown in Fig. 2.1.

Experiments were performed on as-prepared and also on annealed samples. A part of the

sample pellets were annealed at 200◦C for one hour in a reducing atmosphere inside a tube

furnace. An admixture of gases 5% hydrogen and 95% nitrogen was flowing through the

annealing tube where the sample was placed in a ceramic boat.
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Figure 2.2:(a) Picture of Thermo Fisher Scientific iCAP-6500 ICPOES used for this thesis,
(b) schematic diagram of inductively coupled plasma torch.

Table 2.1: The desired and actual values obtained from ICPOES studies of average cobalt
and copper content in mol %, denoted as Co-D and Co-O, respectively, for cobalt, and Cu-
D and Cu-O, respectively, for copper. The samples of batch I are designated Co-0.01→
Co-0.33 in increasing order of Co content.
Sample Co-D Co-O Cu-D Cu-O

mol % mol % mol % mol %
Co-0.01 1 1.11(1) 99 98.89
Co-0.03 3 2.88(1) 97 97.12
Co-0.05 5 5.28(1) 95 94.72
Co-0.08 7 8.27(1) 93 91.93
Co-0.10 10 10.37(1) 90 89.63
Co-0.15 15 14.97(1) 85 85.83
Co-0.21 20 21.22(1) 80 78.78
Co-0.33 30 32.94(1) 70 67.06

2.2 Structural and chemical characterization technique

2.2.1 Inductively coupled plasma optical emission spectroscopy

ICPOES stands for inductively coupled plasma optical emission spectroscopy and

is the commonly used technique in modern laboratories to determine the chemical

composition of samples. It uses the principles of atomic emission spectroscopy, where
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Table 2.2: The desired (D) and actual(O) values obtained from ICPOES studies of average
Co and Cu content in mol % in CoxCu1−x samples of batch II which are designated as Co-x.

Sample Co-D Co-O Cu-D Cu-O
mol% mol% mol% mol%

Co-0.01 1 1.20(1) 99 98.8
Co-0.03 3 3.41(1) 97 96.59
Co-0.05 5 5.67(1) 95 94.33
Co-0.08 7 8.02(1) 93 91.18
Co-0.10 10 10.48(1) 90 89.52
Co-0.17 15 17.87(1) 85 82.13
Co-0.32 30 31.96(1) 70 68.04
Co-0.45 40 44.93(1) 60 55.07
Co-0.56 50 56.01(1) 50 43.99
Co-0.76 70 76.73(1) 30 23.27

samples at high temperatures up to 8000 K are converted to free, excited ions and electrons

or plasma. The excited atoms or ions emit radiation when theyreturn to ground state.

The emitted characteristic radiations and their intensities are recorded by optical detectors.

Samples are introduced into the spectrometer as liquids. Solid samples are made into

aqueous or acid solutions. Liquid sample goes through different steps when injected to

the spectrometer.

The first process called nebulization where sample is converted to a mist of fine

droplets called aerosol. In this process the sample is sucked into capillary tube by a high

pressure stream of argon gas flowing around the tip of the tube. This pressure breaks the

liquid into fine droplets of various sizes in the spray chamber. In the spray chamber, aerosol

is separated into large droplets that go to drain, and fine droplets that are carried to form

plasma. More than 99% of the injected sample goes to drain andless than 1 % carried to

form plasma that is energized by radio-frequency passing through a water-cooled induction

coil. Figure 2.2(a) is the picture a ICPOES set-up of Thermo Fisher Scientific iCAP-6500

and (b) is a schematic diagram of typical inductively coupled plasma source called torch.

Ionization of the flowing aerosol mix is initiated by a spark from a Tesla coil. The
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electrons stripped from atoms and the resulting electrons then interact with the radio-

frequency field produced by the induction coil. This interaction causes the ions and

electrons within the coil to flow in closed annular paths causing Ohmic heating. Adding

mechanical energy to the electrons/ions by the use of the induced field within the heart

of the plasma in this manner is called inductive coupling. The emitted radiation from the

plasma are measured by detectors and then used for analysis.The emissions are separated

based on their respective characteristic wavelengths and their intensities are measured. The

intensities are proportional to the concentrations of elements in the aqueous solutions. First

the instrument is standardized with the multi-element calibration standard solution. The

sample data are corrected in terms of standardization blanks.

In this work, ICPOES studies were performed with Thermo Fisher Scientific iCAP-

6500 on microwave-digested samples in Suprapure HNO3. The spectrometer was calibrated

with NIST-SRM standard at wavelengths 238.8 nm for cobalt and 324.7 and 327.3 nm for

copper. For the eight as-prepared CoxCu1−x samples of the first batch, the desired chemical

compositions as in the mixture of CoCl2 and CuCl2 solutions, and the final compositions

as obtained from ICPOES measurement on precipitated alloysare given in Table 2.1. The

samples are denoted by symbols Co-0.01→ Co-0.33 in increasing order of Co content.

For the eleven as-prepared CoxCu1−x samples of the second batch, the desired and final

compositions are given in Table 2.2.

2.2.2 Powder x-ray diffraction

X-ray diffraction (XRD) is a non-destructive technique foranalyzing a wide range

of materials, including fluids, metals, minerals, polymers, plastics. XRD has also become

important method to quickly determine the physical properties of materials, to measure the

average spacings between layers or rows of atoms, and the crystal structure of an unknown
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material. Also XRD is used to study the size, shape and internal stress of small crystalline

particles. XRD studies at room temperature were carried outby using RIGAKU TTRAX-III

diffractometer (shown in Fig 2.3(a)) at the operating voltage of 60 kV and current 150 mA

in Parallel Beam (PB) geometry for the pelletized samples using Cu-Kα radiation. Figure

2.3(b) shows a schematic diagram of the diffractometer using in powder x-ray diffraction.

The working principle is that the x-ray beam is scattered from the electron clouds of the

individual atoms. When x-ray beam collide with the electrons, some photons will be

diffracted away from their original direction. If the atomsare arranged in a periodic fashion,

as in crystals, the diffracted waves undergo constructive interference (corresponding to

maximum diffraction intensity), and destructive interference (corresponding to minimum

diffraction intensity) with the same symmetry as in the distribution of atoms. Thus by

measuring the diffraction pattern one can determine the distribution of atoms in a material.

Let us consider an incident x-ray beam interacting with the atoms arranged in a periodic

manner as shown in the Fig. 2.3(c). The atoms, represented asbrown spheres, can be

viewed as forming different sets of planes in the crystal. For a given set of lattice planes

with an inter-plane distance ofd, the condition for constructive interference at its strongest

is given by Bragg’s law,

2dsinθ = nλ (2.1)

whereλ is the wave-length of the diffracted x-ray beam,θ is the scattering angle, andn is

an integer representing the order of the diffraction maxima. The reflected or diffracted x-ray

beam is captured by a sensitive scintillation counter. Powder x-ray diffraction is the most

widely used technique for characterizing materials. The term ’powder’ means randomly

oriented multiple single crystalline particles which is also called a polycrystalline material.

The whole diffraction patterns were obtained by varying theincidence angle. Each peak

in the x-ray diffraction patterns (2θ versus intensity plot) corresponds to the response of

individual crystallographic planes of the material. Belowa certain size of particles, there

wouldn’t be enough number of lattice planes available for the destructive interference to
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Figure 2.3: (a)RIGAKU TTRAX-III diffractometer, (b)schematic diagram of a x-ray
diffractometer, (c) Bragg diffraction diagram.

be complete, and this is the primary reason for the size induced broadening of XRD lines.

XRD patterns of the as-prepared alloys Co-0.01 to Co-0.33 and that of commercially

obtained Cu powder are shown in the Fig. 2.4. In alloy samples, all the reflections are from

fcc Cu and none fromhcpCo even for samples with high Co content, indicating that Co is

alloyed in the predominantly Cu matrix [152], and there is nofree cobalt. In some of the

samples there is a small amount of Cu2O, as indicated in Fig. 2.4. Compared to bulk Cu

powder, the peaks are broadened in Co-x indicating small size of the particles. The particle

sizes,D, are usually calculated from broadening of the diffractionpeaks using Scherrer

equation,

D =
0.9λ

cosθβ
(2.2)
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Figure 2.4: Room temperature powder x-ray diffraction patterns of as-prepared Co-x
samples of the first batch and bulk Cu powder.

where λ is wavelength of the x-ray radiation,β is the FWHM (in radians) andθ is

diffraction angle. But the particle sizes calculated usingthe above equation are different

from the three peaks corresponding to the planes (111), (200), and (220). To get the particle

size more accurately we have calculated the particle size using Williamson-Hall method.

The principle of this plotting method is that the size broadening,βD, and strain broadening,

βε , vary quite differently with respect to Bragg angle,θ . One contribution varies as 1/cosθ

and the other as tanθ .

βD =
Kλ

Dcosθ

βε =Cε tanθ
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Figure 2.5: Room temperature powder x-ray diffraction pattern of Co-x samples of second
batch.

If both contributions are present then their combined effect should be determined by

convolution. The simplification of Williamson and Hall is toassume the convolution is

either a simple sum or sum of squares (leading to Lorentzian and Gaussian diffraction lines,

respectively). Here we use the sum of squares because our peaks are Gaussian in nature.

Using this we get,

β 2 = β 2
e +β 2

L

β 2 = (Cε tanθ)2+(
Kλ

Dcosθ
)2

50



2.2. Structural and chemical characterization technique

0.00003

0.00004

0.00005

0.00006

0.00007

0.00008

0.00009
0.2 0.3 0.4 0.1 0.2 0.3 0.4

0.00004

0.00005

0.00006

0.00007

0.00008

0.00009

0.00010

0.1 0.2 0.3 0.4
0.00010

0.00012

0.00014

0.00016

0.00018

0.00020

0.1 0.2 0.3 0.4
0.00015

0.00020

0.00025

0.00030

0.00035
 

C
os
2

C
os
2

 

 

 Co-0.03

C
os
2

 

 

 

 Co-0.08

Sin2 Sin2

Sin2

 

 

 Co-0.32

Sin2

 

 

 Co-0.32

Figure 2.6: Williamson Hall plots of Co-0.03, Co-0.08, Co-0.17 and Co-0.32 samples.

If we multiply this equation by(cosθ)2 we get:

β 2cosθ2 = (Cε sinθ)2+(
Kλ
D

)2 (2.3)

and comparing this to the standard equation for a straight line (m = slope; c = intercept).

y= mx+c (2.4)

From the linear plot of(β cosθ)2 versus(sinθ)2 we obtain the particle size (D) from the

intercept(Kλ/D)2. Williamson Hall plots and straight line fitting of sample Co-0.03, Co-

0.08, Co-0.17 and Co-0.32 are shown in the Fig 2.6.

The XRD pattern of the second batch samples are shown in Fig. 2.5, where it

is compared with that of 50 micron Cu powder which has diffraction lines from its

f cc structure. Some of these samples have high Co content. Usually hcp cobalt is
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Table 2.3: The values of Bragg’s angles, average particle sizes (D from XRD) calculated
from x-ray diffraction, lattice spacing (d in nm) and lattice parameter (a in nm) in CoxCu1−x

samples of the first batch which are denoted as Co-x.

Sample 2θ 2θ 2θ D (from XRD) d a
Co-x degree degree degree (nm) (nm) (nm)

Co-0.01 42.77 49.90 73.62 20 1.729 0.361
Co-0.03 42.86 50.22 73.70 45 1.724 0.362
Co-0.05 42.25 50.56 74.29 20 1.731 0.362
Co-0.08 43.40 50.48 74.26 20 1.724 0.362
Co-0.10 43.01 50.14 73.82 44 1.730 0.362
Co-0.15 43.5 50.52 74.27 16 1.720 0.360
Co-0.21 42.96 50.06 73.78 21 1.730 0.362
Co-0.33 43.30 50.44 74.14 18 1.722 0.361

obtained at room temperature. In XRD with CuKα radiation, cobalt yields high x-ray

fluorescence. However, even using fluorescence suppressiontechnique, no separate Co

lines were obtained in XRD pattern. It may be noted that Co in its f cc form has lattice

parameters very close to those of Cu. For puref cc cobalt lattice parametera is 0.356

nm and for pure coppera is 0.361 nm. In our CoCu alloy the average lattice parameter

value is 0.361 nm which is very closef cc copper. Bragg’s angles, lattice spacings and

lattice parameters value obtained from the powder x-ray diffraction data shown in Tables

2.3 and 2.4. It is clear that there is no regular variation of lattice parameters or particles

size with Co content. Average particles size calculated from the broadening of the XRD

peaks using Williamson-Hall method are given in Table 2.4. Though the entire sample

preparation procedure was carried out under inert gas and reducing atmosphere, some

amount of oxidation during transfer of samples could not be avoided. The analysis of

XRD data (Fig. 2.5) showed that some of the low cobalt containing samples had Cu2O not

exceeding 5% of the sample volume. Higher cobalt containingsamples were comparatively

free of oxidation.
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Table 2.4: The values of Bragg’s angles, average particle sizes (D from XRD) calculated
from x-ray diffraction, lattice spacing (d in nm) and lattice parameter (a in nm) in CoxCu1−x

samples of the second batch which are denoted as Co-x.

Sample 2θ 2θ 2θ D (from XRD) d a
Co-x degree degree degree (nm) (nm) (nm)

Co-0.01 43.51 50.61 74.33 12 1.717 0.361
Co-0.03 43.30 50.42 74.18 13 1.724 0.361
Co-0.05 43.29 50.40 74.18 13 1.724 0.362
Co-0.08 43.49 50.55 74.3 15 1.724 0.362
Co-0.10 43.39 50.55 74.3 14 1.721 0.361
Co-0.17 43.47 50.55 74.31 16 1.719 0.360
Co-0.32 43.34 51.94 74.28 12 1.721 0.361
Co-0.45 43.44 50.47 74.22 14 1.720 0.362
Co-0.56 43.64 50.67 74.44 10 1.727 0.362
Co-0.76 43.44 49.89 74.22 12 1.718 0.361

2.2.3 Transmission electron microscopy

The transmission electron microscopy technique is widely used to study the average

particle size, size distribution and morphology of the nanoparticles. In particle size

measurement, microscopy is the only method in which the individual particles are directly

observed and measured. In the microscopy techniques the wave nature of the rapidly

moving electron is utilized. The electrons were accelerateby anode voltage to the order of

few hundred kV and the associated wavelength is less than 1Å.All the TEM investigation

required in this work were carried out using FEI, Tecnai20 machine operating at 200

kV using embedded CCD camera having 0.24 nm resolution. Picture of FEI Tecnai20

(200 kV) transmission electron microscope and the basic working principle of the TEM is

schematically shown in Fig. 2.7(a) and (b). Here the stream of monochromatic electrons,

produced by the electron gun is focussed to a thin, small and coherent beam with the help

of the two condenser lenses. The focused beam is partially transmitted after the strike the

specimen. The image is formed by focussing the transmitted portion through the objective

lens. This image is further magnified when it is passed through the intermediate and
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(b)

Figure 2.7:(a) Picture of high resolution FEI, Tecnai20 (200 KeV) transmission electron
microscope, (b) schematic diagram of transmission electron microscope

projector lenses.

To prepare for the measurement, the sample was first dispersed in alcohol and a drop

of the dispersed sample was put on a carbon-coated copper grid which was then thoroughly

dried in vacuum before being inserted in the microscope for scanning. Besides morphology,

high resolution TEM (HRTEM) was used for direct atomic levelstudy like lattice fringes.

Image-J software was used for the detail analysis of particle size from TEM micrographs.

However, for every sample, the result was verified by manual measurements,i.e., by

placing a semi-transparent millimeter scale graph paper onprintouts of TEM images. For

samples that yielded an appreciable number of isolated particles in the micrographs, the

diameters were plotted as histograms. The size distributions thus obtained were fitted with
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Figure 2.8: Transmission electron micrograph of Co-0.01, Co-0.03, Co-0.15 and Co-0.19
samples.

the following function (Eq. 2.5), as also shown is Fig. 2.8. The average particle size

(< D >) of first series and second series of the samples from the fitting curves are given in
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Table 2.5: The average particle sizes (< D >) calculated from transmission electron
microscopy (TEM) studies for the samples CoxCu1−x of the first batch.

Sample < D > (from TEM)
Co-x (nm)

Co-0.01 8
Co-0.03 13
Co-0.05 10
Co-0.08 –
Co-0.10 –
Co-0.15 25
Co-0.21 13.5
Co-0.33 18

Table 2.6: The average particle sizes (< D >) calculated from transmission electron
microscopy (TEM) studies for the samples CoxCu1−x of the second batch.

Sample < D > (from TEM)
Co-x (nm)

Co-0.01 9
Co-0.03 13
Co-0.05 10
Co-0.08 14
Co-0.10 18
Co-0.17 –
Co-0.32 15
Co-0.45 12
Co-0.56 –
Co-0.76 16

Table 2.5 and Table 2.6 respectively.

f (D) =
1√

2πσ2

1
D

exp(−
ln D

<D>

2σ2 ) (2.5)

Table 2.3 shows that particle sizes obtained from XRD measurements are in general higher

than those obtained from TEM studies. In the log-normal particle size distribution, number

of particles on the higher side from the position of the peak is greater than that in the

lower side. So, XRD reflections may have a higher contribution from larger particles
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Figure 2.9: For the sample Co0.3Cu0.7, (a) room temperature x-ray diffraction (XRD)
pattern compared with that of bulk Cu; (b) transmission electron micrograph (TEM), the
inset shows particle size distribution; (c) lattice fringes from a region marked by dotted
circle in (b); and, (d) selected area diffraction (SAD) pattern.

compared to that from smaller particles. The different distributions in particle sizes

probably occurred due to variations in temperature and reaction rate. Since these parameters

could not be sufficiently controlled in our experiment, any relation between particle size

and composition could not be established. Figure 2.9(b) shows the transmission electron

micrograph of the sample Co0.32Cu0.68. The high resolution TEM (HRTEM) image of the

sample Co0.32Cu0.68 (Fig. 2.9(c)) shows lattice fringes signifying crystalline nature of the

particles. The lattice spacing measured from HRTEM images are 0.209, 0.181 and 0.126

nm which may be compared with interplaner spacing of copper,i.e., 0.2087, 0.1808 and
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CHAPTER. EXPERIMENTAL TECHNIQUES

0.1278 nm, respectively. The selected area diffraction (SAD) pattern was recorded from

a region marked by a circle in Fig. 2.9(b). The pattern shown in Fig. 2.9(d) consisting

of concentric rings and distinct spots originating from isolated tiny single crystals of these

nanostructures. The measured lattice spacing from SAD pattern further confirms that the

alloy is formed in f cc crystalline phase as in copper. Figure 2.9 show the transmission

electron micrograph of the second batch samples (a) Co-0.03; (b) Co-0.05; (b) Co-0.56 and

Co-0.76. Figure 2.10(d) also show the assembly of nanoparticles in lump and filament like

formations.

120 kV   X145000   4/3/2014

SINP   E.M .FACILITY

20 nm5 nm 200 kV   X790000   2/17/2014

SINP   E.M .FACILITY

100 nm 120 kV   X145000   10/30/2014

SINP   E.M .FACILITY

(a) Co-0.03 (b) Co-0.05

(d) Co-0.76

5 nm 200 kV   X790000   2/17/2014

SINP   E.M .FACILITY

(c) Co-0.56

(a) (b)

(c) (d)

Figure 2.10: TEM picture of the second batch samples (a) Co-0.03; (b) Co-0.05; (c) Co-
0.56 and (d) Co-0.76.
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Superconducting 
magnet

Signal coil
RF Bias

SQUID

Heater

Isolation Transformer

Motion of sample

Applied field

Superconducting 
detection coil

Sample

(a) (b)

(c)

(d)

Figure 2.11:(a) Photo of superconducting quantum interference device (SQUID) magne-
tometer (Quantum Design), (b) the sample holder of SQUID-VSM mwasurement, (c) sample
placed in sample holder, (d) schematic diagram of SQUID-VSMmagneometer.=

2.3 Measurement technique

2.3.1 Magnetization measurements by VSM-SQUID (Quantum De-

sign)

Superconducting Quantum Interference Device (SQUID) is the most sensitive device

for measuring extremely small magnetic fields. SQUID magnetometer is used to character-

ize the magnetic materials with the highest sensitivity over a broad range of temperature.

There are several components in a SQUID magnetometer - (1) superconducting magnet;

(2) superconducting detection coil; (3) SQUID; (4) the electronic control system. A picture

of superconducting quantum interference device vibratingsample magnetometer (SQUID-

VSM) of Quantum Design is shown in the Fig 2.10(a). Figure 2.11(b) and (c) show the
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CHAPTER. EXPERIMENTAL TECHNIQUES

sample loaded in the sample holder of SQUID-VSM. A schematicdiagram of diagram

of SQUID magnetometer is shown in Fig 2.10(d). The superconducting magnet is made

by a superconducting solenoid, which is kept at liquid helium temperature. Although a

completely closed superconducting loop is used for operating the magnet in "persistent

mode", but the loop can electrically be opened by using a switch. A small heater attached

with the superconducting solenoid can be treated as a persistent current switch. When

the heater is operated, the small portion of the superconduction solenoid, adjacent to the

heater, behaves like a normal conductor, so the superconducting loop is electrically opened

up. Thus, one can change the current owing through the superconducting solenoid, by

connecting a current source with the heater. Superconducting detection coil is nothing

but a piece of a superconducting wire which is configured as a second-order gradiometer.

This detection coil is subjected in the region of uniform magnetic field, produced by

the superconducting magnet and is connected with the SQUID.SQUID is consisting of

a superconducting loop which is interrupted by one or more Josephson junction. The

basic principle of SQUID is based on two phenomena of superconductivity - (1) the flux

quantization and (2) the Josephson effect. In a SQUID magnetometer, the sample is

mounted in a clear plastic straw through another straw segment such that the sample must

not slip or rattle when the straw is shaken and attached to oneend of a sample rod which

is inserted into the dewar. The another end is attached to a servo-motor-controlled platform

which is used to move the sample through the detection coils which are placed at the center

of the magnet. As the sample moves through the coils, the magnetic flux associated with

the coils changes. Since the detection coil, the connectingwires and the SQUID input coil

form a close superconducting loop, any change of magnetic flux produces a change in the

persistent current in the detection circuit. Such a change in persistent current is proportional

to the change in magnetic flux. Since the SQUID acts as a highlylinear current-to-voltage

converter, the variation in the current in the detection coil produce corresponding variation

in output voltage of the SQUID, which is proportional to the magnetic moment of the
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2.3. Measurement technique

sample. The output voltage is recorded as a function of the position of the sample within

the coil. A linear regression algorithm of the MPMS softwarefits the measured output data

points to the theoretical curve of an ideal dipole and thus extracts the magnetic moment.

As the SQUID is highly sensitive device, the sensor itself isshielded properly from the

fluctuations of the ambient magnetic field of the laboratory as well as from the magnetic

field produced by superconducting magnet.

2.3.2 Transport measurements by physical property measurement

system (Quantum Design)

(a) (b)

Figure 2.12:(a) Physical property measurement system (PPMS) (Quntum Design) set up,

(b) sample holder for resistivity measurement with sample.
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The electrical resistivity of the samples were measured by using standard four probe

technique of physical property measurement system (PPMS).The four probes are four

thin copper wires, which were point-connected to the rectangular-shaped sample using

conductive silver paint contacts. The current is made to flowbetween two outer probes and

the voltage is measured between two other inner probes. For the temperature variation of the

sample, a closed-cycle helium refrigerator was used. Sample temperature was controlled

by using temperature controller that monitors the voltage of a calibrated GaAlAs diode. To

measure the sample temperature accurately, one end of a chromel-alumel thermocouple was

placed very near to the sample. A direct current was sent through the sample from a constant

current source and the voltage across the sample was measured by using a nanovoltmeter

with current flowing in the forward and reverse directions toeliminate the contribution of

thermoelectric effect at the contacts.

The signals from the voltage probes and thermocouple are recorded as resistance (R)

and temperature, respectively by the computer via a bus interface. The resistivity (ρ) of the

sample can be calculated as,

ρ = R
l
A

(2.6)

whereA is the cross sectional area andl is the length of the sample,i.e., the distance

between two inner probes. It should be mentioned that there is some degree of ambiguity

as to the appropriate cross sectional area, as the value willdepend on the precise path

of the current through the sample. It has been assumed that the current flows uniformly

throughout the width of the sample. The resistivity values thus obtained should be treated

as an upper bound, as the area the current travels through maybe restricted. Figure 2.12(a)

shows the picture of PPMS (Quantum Design), and sample holder with samples with four

probe arrangement for resistivity measurements is shown inFig. 2.12(b).
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CHAPTER 3

RESULTS AND DISCUSSIONS

3.1 Magnetization of as-prepared samples

3.1.1 ZFC/FC magnetization

First we present the magnetization study of the eight as-prepared CoxCu1−x samples

which are denoted as Co-x of the first batch. As some of the samples showed small changes

in magnetization with time, the samples were subjected to room temperature annealing for

six months following which the final magnetic measurements were performed on them.

Measurements at 4-300 K were carried out using a Quantum Design SQUID-

vsm with a maximum applied magnetic field of 7 T. For zero-fieldcooled and field

cooled (ZFC/FC) magnetization measurements, the experimental data were recorded in the

temperature range 4-300 K after initially cooling the sample first in zero field and then

in presence of 10 mT probing field. The ZFC/FC magnetization curves for as-prepared

samples Co-0.01→ Co-0.33 are shown in Fig. 3.1.
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Co-0.21 Co-0.33

Co-0.10 Co-0.15

Co-0.05 Co-0.08

Co-0.01 Co-0.03

Figure 3.1: Zero-field cooled (ZFC, open symbols) and field-cooled (FC, solid symbols)

magnetic susceptibilities of Co-0.01→ Co-0.33, measured with 10 mT probing field. Solid

lines are theoretical fit using noninteracting superparamagnetic particles model.

For Co-0.01, ZFC and FC magnetization show identical behavior, both decrease with

increase in temperature. At this low Co concentration, the alloy particles are formed in

such a way that there is negligible interaction among the localized magnetic moments on

Co ions. For other samples Co-0.03→ Co-0.33, the ZFC magnetization shows a broad

peak at a temperatureTexpt
B , the so called blocking temperature, which are centered at

42, 70, 50, 84, 55, 99 and 75 K for Co-0.03, Co-0.05, Co-0.08, Co-0.10, Co-0.15, Co-

0.21 and Co-0.33, respectively. ZFC and FC magnetization curves bifurcate at a certain

temperature,Tp, higher thanTexpt
B . For Co-0.03, Co-0.05, Co-0.08 and Co-0.15, the
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3.1. Magnetization of as-prepared samples

branching in ZFC/FC behavior occur at 92, 235, 205 and 213 K respectively. These

samples are superparamagnetic (SPM) above those bifurcation temperatures. For Co-0.10,

Co-0.21 and Co-0.33, the branching occurs near 300 K, and therefore, in these samples

superparamagnetic part and blocked part coexist up to room temperature. In case of a

nanoparticle system having a size distribution, the temperatureTexpt
B can be regarded as

the highest temperature at which the ZFC and FC magnetization bifurcate corresponding to

the larger particles in the system, the ZFC magnetization decreases below this temperature

[153, 154].

Co-0.03

Co-0.05

Co-0.08

Co-0.10

Co-0.15

Co-0.21

Co-0.33

Figure 3.2: Blocking temperature distributions for samples Co-0.01→ Co-0.33. Solid lines

are fitting with Eq. 3.1.

The ZFC/FC magnetization behavior thus show that the samples from Co-0.03 to Co-

0.33 are characterized by blocking temperature distributions [55] which represent variations

in particle size and inhomogeneities of their chemical compositions. The derivative of

the difference between ZFC magnetization (MZFC) and FC magnetization (MFC), or, more

appropriately,d[(MZFC−MFC)/MS]/dT, whereMS is the saturation magnetization in FC
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Table 3.1: The values of blocking temperature (TB) obtained from blocking temperature
distribution, ZFC/FC magnetization and TRM studies, for samples Co-0.03→ Co-0.33
Sample TB (K) TB (K) TB (K)

FromTB From ZFC/FC From TRM
distribution fitting fitting fitting

Co-0.03 24(2) 26(2) 22(2)
Co-0.05 33(2) 44(2) 18(2)
Co-0.08 27(2) 28(2) 20(2)
Co-0.10 32(2) 45(2) 35(2)
Co-0.15 25(2) 33(2) 25(2)
Co-0.21 32(2) 45(2) 28(2)
Co-0.33 33(2) 42(2) 33(2)

condition, represents the number of particles whose blocking temperature falls into the

range of the given temperature [155, 156]. The temperature dependence of the above

derivative, which is the blocking temperature distribution, can be fitted with a log-normal

distribution similar to Eq. 2.5,

f (TB) =
1√

2πσ2

1
TB

exp(−
ln2 TB

<TB>

2σ2 ) (3.1)

Figure 3.2 shows the blocking temperature distributions and their fitting with the above

equation for samples Co-0.03→ Co-0.33. The values ofTB obtained from above fitting

are given in Table 3.1. According to Neel relaxation theory,relaxation time,τ, of a SPM

particle at a temperatureT is τ = τ0exp(Ea/kBT). HereEa = KAV is the energy barrier

separating the energy minima [52, 135] whereKA is the particle magnetic anisotropy

constant,V is the particle volume andτ0(∼ 10−9−10−10s) is a constant. The blocking

temperature of a SPM particle is defined as the temperature atwhich relaxation time

τ equals toτm, the measurement time. At any given temperatureT < TB, the thermal

excitations are not sufficient to overcome the anisotropy energy barrier and to rotate the

particle magnetization randomly, i.e., the magnetic moments are fixed in a direction during

a single measurement. The particle is then called blocked, and its susceptibility can be

written as,χBL = M2
S/3KA, where,MS is the saturation magnetization. WhenT > TB,
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3.1. Magnetization of as-prepared samples

the thermal energy is large so that the magnetic moments overcome the anisotropy energy

barrier to align with the magnetic field, and the particle behaves as superparamagnetic. The

susceptibility in such condition is given as,χSPM= M2
SV/3kBT. The total susceptibility in

case of ZFC magnetization of a system of non-interacting SPMparticles with distributions

in both particle volume and blocking temperature can be written as [135],

χZFC =
M2

SV

3kBT

∫ T

0

TB

< T >
f (TB)dTB

+
M2

SV

3KA

∫ T

0

TB

< T >
f (TB)dTB (3.2)

Here, f (TB) is the distribution function of blocking temperature,< V > is an average

volume and< TB > an average blocking temperature. Using the relationship between

<V > and< TB >, the above equation can be written as,

χZFC =
M2

S

3KA
[(ln

τm

τ0
)
∫ T

0

TB

< T >
f (TB)dTB

+
∫ ∞

T

TB

< T >
f (TB)dTB] (3.3)

In this equation first term comes from SPM part and the second term from blocked part.

For susceptibility of FC part, the SPM part remains the same but the blocked part becomes

different. Thus the susceptibility in case of FC magnetization,

χFC =
M2

S

3KA
(ln

τm

τ0
)[

∫ T

0

TB

< T >
f (TB)dTB

+
∫ ∞

T

TB

< T >
f (TB)dTB] (3.4)

Here also the first term comes from the SPM part and the second term from blocked part.

Using KA value of 3.5× 108 erg/cm3 (Sec. 3.1.3), experimental ZFC/FC magnetization

data were fitted using the above non-interacting model for samples Co-0.03→ Co-0.33, as

shown in Fig. 3.1 and< TB > values obtained thus are given in Table 3.1. These values are
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not much different from< TB > obtained by fitting the blocking temperature distribution.

In some of the samples,e.g., in Co-0.03, Co-0.05 and Co-0.21, ZFC/FC magnetiza-

tion show some additional features below∼ 15 K. We believe this is due to the presence of

nanoparticles of antiferromagnetic cobalt oxide, formed when inert atmosphere conditions

was not properly maintained during sample preparation [157]. Such features disappeared

when the same samples were annealed in a reducing atmosphere. The effect of annealing

on the magnetic properties of these samples will be studied later.

3.1.2 Thermoremanence magnetization

To obtain thermo-remanent magnetization (TRM), the samplewas cooled down to 4

K in presence of 5 T magnetic field, followed by magnetizationmeasurements at increasing

temperatures. At each temperature, the sample was subjected to the same magnetic field for

60 s; the field was then switched off and after a waiting time oftW ∼ 100 s, the remanent

magnetization which is the sum total of the magnetic momentsthat are still blocked at that

temperature, was measured. TRM is expressed asMTRM/MS, normalized by the value of

magnetization at 4 K. It reflects the probability of finding a SPM cluster with a blocking

temperature (TB) higher than the measurement temperature. Figure 3.3 Showsthe results of

TRM studies on different samples Co-0.03→ Co-0.33.
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Co-0.21 Co-0.33

Co-0.10 Co-0.15

Co-0.01 Co-0.03

Figure 3.3: Thermoremanent magnetization (TRM) of samplesCo-0.03→ Co-0.33 (Co-

0.10 is not shown). Solid lines are theoretical fit as in text.

The TRM in independent particles model can be expressed as,

MTRM

MS
= 0+

∫ ∞

T
γ f (TB)dTB, (3.5)

where the factorγ is a constant and equal to 0.5 in the case of uniaxial anisotropy [52, 135].

As the applied field is zero when the measurement is made thereis no contribution from the

unblocked particles. The zero term in right hand side of the equation represents unblocked
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part.

Blocking temperatures from fitting the experimental TRM data with Eq. 3.5 are given

in the Table 3.1. The blocking temperature obtained from TRMhave nearly the same values

with blocking temperatures from ZFC/FC magnetization measurements. In their study on

CoSiO2 granular films, Denardinet al. [135]. obtained a smaller blocking temperature

from TRM than from ZFC/FC magnetization measurements. In their system, the SPM

clusters in a silicate matrix were coupled with each other through dipolar interaction,

and the magnetic relaxation process during TRM measurement, which started from a

magnetized state, mixed both collective (between clusters) and individual (within a cluster)

demagnetizing processes, involving energy barriers smaller than that for the magnetization

reversal of an isolated cluster. In other words, for TRM the decay from a magnetically

ordered state is mainly governed by the anisotropy of the individual particles and their

coupling. In the present case, the surfactant coated particles are isolated and there is

negligible interaction between the particle moments. It isassumed that the relaxation

process during TRM is governed only by the intra-particle demagnetizing process which

is nearly the same as the magnetization reversal in ZFC experiment. As a result,TB from

TRM and ZFC/FC magnetization measurements are not much different from each other.

These results therefore satisfy the independent particle model.

3.1.3 Hysteresis loops

The magnetic field (H) dependence of magnetization (M) were studied for all samples

at different temperatures 4-300 K, in ZFC condition in between -7 T≤ H ≤ 7 T. At 4

K, Co-0.01 shows no coercivity and exhibits SPM magnetization behavior identical in

ascending and descending fields. All other samples exhibit prominent hysteresis loops

yielding coercive fields (HC) of∼ 400 Oe. Existence of different ferromagnetic components

70



3.1. Magnetization of as-prepared samples

in a non-homogeneous magnetic material can be ascertained from d(∆M)/dH versusH

plots [158], where∆M is the difference between the ascending and descending parts of the

hysteresis loops forH > 0. In such plots, the number of maxima corresponds to the number

of coercivity components. At 10 K, such plots (Fig. 3.4) for Co-0.03→ Co-0.33 yield only

one maximum which shows that though the samples have wide distribution in their particle

sizes, there is one dominant coercivity component.

Co-0.33

Co-0.21

Co-0.15

Co-0.10

Co-0.08

Co-0.05

Co-0.03

Figure 3.4:d(∆M)/dH versusH plots for Co-0.03→ Co-0.33 at 10 K.

Figures 3.5 and 3.6 showMvs.H for all samples at 4 K. For clarity, only the part of

hysteresis loops at descending magnetic field have been shown here. The same figures also

show the theoretical fit of the data using a combination of superparamagnetic (SPM) and
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ferromagnetic (FM) contributions, using the following equation [159],

M(H) =
2MFM

S

π

[

tan−1
(

H ±HC

HC

)

tan

(

πMR

2MFM
S

)]

+MSPM
S

[

coth

(

µH
kBT

)

−
(

µH
kBT

)−1
]

+χPMH

(3.6)

The first and second terms on the right hand side of the equation represent the FM and

SPM contributions, respectively. The fitting parameters are MFM
S andMSPM

S , the saturation

magnetization for FM and SPM parts, respectively, in terms of magnetic moment per Co

atom, andµ, the average magnetic moment of SPM particles or clusters. The values of

remanence,MR, and, coercivity,HC are obtained from experimental data. The third term in

the equation represents a paramagnetic (PM) contribution,nearly uniform in all samples,

with χPM ∼ 10−6µB/Oe. For a more accurate representation of the SPM part, we used a

weighted sum of Langevin function [160],

M =

∫ ∞

0
L(x)MSdx,x=

µH
kBT

(3.7)

whereMS is the saturation magnetization of N particles with magnetic momentµ and

L(x) is the Langevin function. Taking the saturation magnetization as an exponential

distribution, the above equation is written as,

MS=
∫ ∞

0

1√
2π

1
µσ

exp(−
ln2 µ

<µ0>

2σ2 )dµ (3.8)

Hereσ is the log-normal distribution width andµ0 is the median of the distribution related

to the average magnetic momentµm by the following equation,

µm = µ0exp(
σ
2
) (3.9)
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Table 3.2: Ferromagnetic and superparamagnetic saturation magnetization,MFM
S and

MSPM
S , respectively, remanence (MR), coercivity (HC), and the average magnetic moment

(µ) for the CoCu nanostructured alloys, obtained from the analysis of magnetization data
at 4 K. Magnetic anisotropy constant (KA) at 300 K are also given.
Sample MFM

S MR HC MSPM
S µ KA( at 300 K)

(µB/Co) (µB/Co) (Oe) (µB/Co) (µB) (erg/cm3)
Co-0.01 – – – 1.310(5) 4.5(1) −−
Co-0.03 0.07(1) 0.030(1) 390(10) 0.48(1) 7.0(1) 4.2×108

Co-0.05 0.08(1) 0.038(1) 420(20) 0.45(1) 7.3(1) 4.7×108

Co-0.08 0.08(1) 0.023(1) 330(10) 0.38(1) 7.5(1) 2.4×108

Co-0.10 0.13(1) 0.076(1) 410(20) 0.225(5) 10.0(1) 3.4×108

Co-0.15 0.12(1) 0.078(1) 420(20) 0.225(5) 10.8(1) 2.7×108

Co-0.21 0.20(1) 0.102(1) 340(10) 0.360(5) 11.5(1) 3.2×108

Co-0.33 0.18(1) 0.099(3) 320(10) 0.200(5) 13.0(1) 3.1×108

The various parameters in Eq. 3.6 obtained from fitting are given in Table 3.2. Sample

Co-0.01 does not have coercivity or remanence even at 4 K. According to the above

analysis, sample Co-0.01 is superparamagnetic, as seen in Sec. 3.1.1, with Co atom

magnetic moment tending towards a value of 1.3µB at saturation. But Co-0.03→ Co-

0.33 have both superparamagnetic and ferromagnetic contributions in the magnetization.

In these samples, the saturation moments of Co vary in the range 0.35-0.55µB. The

variations of saturation magnetization show that with increasing Co concentration, a larger

fraction of Co magnetic moments contribute towards ferromagnetism and less towards

superparamagnetism of the particles. Total magnetic moment for SPM clusterµ increase

with increasing Co concentration from 4.5µB to 13 µB for Co-0.01→ Co-0.33 samples.

Coercive fields at 4 K for all the samples are in the range 320-420 Oe, however, the variation

in its values are independent of Co concentration. At 300 K, the samples Co-0.03→ Co-

0.33 exhibit small hysteresis loops and the coercive fields vary in the range 5-30 Oe.

73



CHAPTER. RESULTS AND DISCUSSIONS

Co-0.01 Co-0.01

Co-0.03 Co-0.03

Co-0.05 Co-0.05

Co-0.08 Co-0.08

Figure 3.5: Data for descending magnetic fields of hysteresis loops obtained at 4 K for

samples Co-0.01→ Co-0.08. The experimental data are shown by open circles. The left

panels show data in fields -6.0 to 6.0 T for for Co-0.03→ Co-0.08; and the right panels

show data in the expanded low field region -0.4 to 0.4 T for the corresponding samples. The

simulations as mentioned in the text are shown as the FM (dashand dot), the SPM (dash,

dot and dot), the PM (dash) components and their sum (continuous line).
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Co-0.10 Co-0.10

Co-0.15 Co-0.15

Co-0.21 Co-0.21

Co-0.33 Co-0.33

Figure 3.6: Similar to Fig. 3.5, for the samples Co-0.10→ Co-0.33.

The magnetic anisotropy constant,KA, of a SPM particle of volumeV is given by the

Neel-Arrhenius relation,KAV = 25kBTB. However, in the present case, there is a rather large

distribution in the particle size and also at any temperature, there are both SPM and FM

parts in magnetization. In order to obtainKA, we have estimatedV from above-mentioned

analysis of hysteresis loops at 300 K. At this temperature, the magnetization has a dominant

SPM contribution, and the FM contribution which gets saturated at∼1 T is negligible.
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The cluster momentµ is obtained from fitting, and knowing [161, 162, 163] that forSPM

particles the moment is 2.2µB per Co atom, we get the number of Co atoms in a particle or

cluster. Assuming Co inf cc lattice have the same volume as copper,i.e., 11.76×10−24cm3,

we getV, and hence,KA. The values so obtained are also given in Table 3.2.

Anisotropy constant is much larger for SPM particles than for bulk metal [164, 165,

166]. It is known thatKA for bulk cobalt is 7× 106erg/cm3, and for SPM particle it

is 3× 108erg/cm3, which is comparable to the average ofKA values in Table 3.2. For

bulk samples,KA depends on magneto-crystalline anisotropy. For nearly spherical SPM

particles, the dominant contributions to magnetic anisotropy come from surface effects and

stress. Here, Co atoms have assumed Cu lattice and this may have further increased the

stress [152].

An estimate of SPM particle size can also be obtained from above analysis of

magnetization data. The sizes are in the range 7.3 to 9.4 nm, increasing with Co content.

These values are much smaller than the particle size obtained from TEM studies, and

possibly indicate that in a particle the magnetically active region is much smaller than

its total volume, and therefore the particles are magnetically isolated from each other.

On the other hand, it has been noted, as shown in Fig. 3.7, thatthe room temperature

magnetization data can be simulated with the Langevin function, without considering inter-

particle magnetic interactions, with an equation of the type,

M(H)300K = MS

∫ ∞

0
f (D)L(H,D)dD, (3.10)

where,f (D), the size distribution functions, are the same as those obtained in TEM analysis

of the corresponding samples.
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Co-0.01 Co-0.03

Co-0.10 Co-0.15

Figure 3.7: Experimetal data (circles) for descending magnetic field parts of hysteresis
loops obtained at 300 K for samples Co-0.01, Co-0.03, Co-0.10 and Co-0.15. The
theoretical fit (solid line) using Eq. 3.10 are also shown.

3.2 Magnetization of annealed samples

Now we discuss the magnetization, memory effect and transport studies of the

eleven annealed CoxCu1−x samples which are denoted as Co-x of the second batch. The

magnetic measurements were performed with a superconducting quantum interference

device vibrating sample magnetometer, SQUID-vsm, of Quantum Design.

3.2.1 ZFC/FC Magnetization and determination of blocking tempera-

ture

The magnetizations of CoxCu1−x in standard zero-field cooled (ZFC) and field cooled

(FC) conditions using different magnetic fields, shown in Fig. 3.8 for Co-0.32, are

characteristic of superparamagnetic particles. The magnetization of such a particle can
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be reversed by thermal activation over an energy barrier with a characteristic time that is

temperature dependent. The blocking temperatureTB is defined as the temperature at which

the characteristic time is∼ 100 s. In presence of a magnetic field, the energy barrier and

therefore the blocking temperature, both are reduced.
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Figure 3.8: The curves of zero-field cooled (ZFC, solid line)and field cooled (FC, broken

line) magnetization for Co-0.32 sample at magnetic fields of(a) 10 mT; (b) 50 mT; (c)

80 mT; (d) 100 mT; and (e) 200 mT. The plot of magnetic fieldvs. T1/2, where,T is the

temperature of bifurcation of ZFC and FC curves is shown in (f) with the linear fit using

Eq. 3.11.

A system of magnetic nanoparticles with a finite size distribution has a blocking

temperature distribution. In Fig. 3.8, the temperature at which ZFC and FC curves bifurcate

corresponds to the blocking temperature of the particle with the largest volume for which

the coercive field (HC) is the same as the applied magnetic field.HC andTB are related as

78



3.2. Magnetization of annealed samples

[167],

HC =
2KAV

µ

[

1−
(

T
TB

)1/2
]

(3.11)

where,µ is the magnetic moment of the particle andKAV, the energy barrier is the product

of magnetic anisotropy,KA, and particle volume,V. The largest significant blocking

temperature in the distribution can be obtained from ZFC-FCmagnetization using different

magnetic fields as shown in Figs. 3.8(a) to (e) and then plotting H versusT1/2 as shown

in Fig. 3.8(f). The blocking temperature thus estimated forCo-0.32 sample was 376 K.

The as-prepared samples of similar composition had blocking temperatures only of∼ 40 K

(presented in Sec. 3.1.1),
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Figure 3.9: The curves of zero-field cooled (ZFC, solid line)and field cooled (FC, broken

line) magnetic susceptability at 10 mT magnetic fields of samples (a) Co-0.03; (b) Co-0.45;

(c) Co-0.56.

The low cobalt containing samples, Co-0.01→ 0.05, ZFC and FC curves bifurcate at

temperatures in between 200-300 K. For other samples, Co-0.07→ Co-0.76, ZFC is still

increasing up to 380 K. For all these samples we have estimated the blocking temperature

using the method discussed above. At initial temperatures∼ 2−8 K, the ZFC curves at

low fields≤ 80 mT show a sharp small peak followed by a minimum. At around same

temperature, there is a rapid decrease in FC magnetization at all fields. These features are

prominently visible in samples Co-0.01→ Co-0.32, but rather suppressed in other samples.
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Table 3.3: The values of blocking temperature (TB) obtained from Eq. 3.11, glassy
temperature obtained from experimental ZFC curves for all samples CoxCu1−x. The
relaxation timeτ2 from Eq. 3.12, and the values ofn from Eq. 3.13 are obtained at 4
K.
Sample TB TG τ2 n

(K) (K) (Sec) –
Co-0.01 210 5.6 4×105 0.79
Co-0.03 194 5.6 5.3×105 0.77
Co-0.05 255 6.6 5.2×105 0.80
Co-0.08 248 5.2 6.8×105 0.75
Co-0.10 235 8.0 7.6×105 0.71
Co-0.17 278 6.0 11×105 0.56
Co-0.32 376 7.0 13×105 0.52
Co-0.45 391 8.6 26×105 0.42
Co-0.56 383 7.4 46×105 0.25
Co-0.76 323 6.6 – –

Such a behavior in magnetization could originate from the antiferromagnetism of surface

oxide. However, at higher magnetic fields≥ 0.2 T the peak at low temperature is no more

obtained. This behavior may suggests the occurrence of spin-glass like ordering [55, 157,

168, 169, 170] which will be further investigated. Figure 3.9(a), (b) and (c) represent the

ZFC/FC magnetization in the presence of 10 mT magnetic field for samples Co-0.03, Co-

0.45 and Co-0.56, respectively. Table 3.3 shows the blocking temperature (TB) and glassy

temperature (Tg), the latter being the position of low temperature (below 10K) peak in ZFC

curve, for all samples Co-0.01→ Co-0.76.

3.2.2 Exchange bias and field dependence of magnetization

The hysteresis loops at various temperatures 2-300 K were obtained in both ZFC and

FC conditions. In the latter case, when the sample was cooleddown from 380 K in presence

of 7 T magnetic field, theMvs.H loops were asymmetric and shifted along the negativeH-

axis. If HC1 andHC2 are the shifts on positive and negative segments ofH-axis, then the

magnitude of the exchange bias field, is defined asHEB equals to(HC1+HC2)/2. Figure
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3.2. Magnetization of annealed samples

3.10 shows the expanded central region of one such hysteresis loop at 4 K for Co-0.32

sample.
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Figure 3.10: In Co-0.32, expanded central portion of hysteresis loops (magnetization (M)

vs. magnetic field (H)) at 4 K and−7≤ H ≤ 7T under conditions of ZFC (open symbols)

and FC (filled symbols). Inset shows temperature dependenceof exchange bias field (HEB).

The line joining the data points is a guide to the eye.

In general, exchange bias appears when ferromagnetism (FM)co-exists with any

other magnetic interactions,e.g., antiferromagnetism (AFM), spin-glass etc. As observed

earlier, these particles are formed in a core-shell type structure in which the blocked

moments in Co rich core become ferromagnetic. Inset of Fig. 3.10 shows thatHEB develops

well above 100 K and increases with decrease in temperature to attain a value of∼ 7.5 mT

at 2 K. This result is consistent with particles having a FM core co-existing with AFM
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interaction involving uncompensated surface spins [171, 172]. However, the formation

of antiferromagnetic cobalt oxide is ruled out because its signature could not be obtained

from XRD, magnetization or resistivity studies in sample annealed in hydrogen atmosphere.

However, the signature of spin-glass phase is obtained alsoin ZFC memory effect below

∼ 10 K, i.e., the same temperature as in ZFC-FC magnetization and described in Sec.

3.2.4. The anomalous behavior ofHEB around 10 K is due to the spin-glass ordering which

possibly occurs in Cu-rich regions but not identified definitely.
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Figure 3.11: Expanded central portion of hysteresis loops (magnetization (M)vs. magnetic

field (H)) at 4 K under conditions of ZFC (open symbols) and FC (filled symbols) in

samples (a) Co-0.03, (b) Co-0.05, (c) Co-0.08, (d) Co-0.10,(e) Co-0.17; and (f) Co-0.56.

The annealed samples Co-0.01 to Co-0.33 yielded exchange bias ranging in between

20-150 Oe at 4 K. It has been argued thatHEB originates at the interface of Co-rich core

and Cu-rich shell of the core-shell type structure. Figure 3.11 shows hysteresis loops at 4 K

under conditions of ZFC (open symbols) and FC (filled symbols) in samples (a) Co-0.03,

(b) Co-0.05, (c) Co-0.08, (d) Co-0.10, (e) Co-0.17; and (f) Co-0.56. In the figure we see
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3.2. Magnetization of annealed samples

that exchange bias first increases from the sample Co-0.03 toCo-0.10 with increasing Co

content. But it starts to decrease from the sample Co-0.15 and in high Co samples, Co-0.56

and beyond, the exchange bias disappears.
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Figure 3.12: Field dependence(H) of magnetic momentM(µB/Co) in CoxCu1−x at 4 K.

Figure 3.15(a) shows the variations ofHEB with the Co content in all Co-x samples at

4 K. The experimental data of the field dependence of magnetization for samples Co-0.01

→ Co-0.76 shown in the Fig. 3.12.

Figure 3.13: Superparamagnetic moment (MSPM) vs. H(T) in CoxCu1−x at 4 K.
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Figure 3.14: Ferromagnetic moment (MFM) vs. H(T) in CoxCu1−x at 4 K.

At any temperatureMvs.H for all samples could be fitted as a sum of superparamag-

netic (SPM) and ferromagnetic (FM) components as given by Eq. 3.6. The field variation

of superparamagnetic saturation moment and ferromagneticsaturation moment at 4 K are

shown in the Fig. 3.13 and Fig. 3.14 respectively.
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Figure 3.15: Ferromagnetic saturation moment (MFM
S ) vs. x in CoxCu1−x, (b) coercivity

(HC) vs. x, and (c) exchange bias (HEB) vs. x, obtained from data at 4 K. The broken lines

are guide to the eye.

In case of annealed Co-0.32, the field dependence(H) of magnetic moment

M(µB/Co) has been studied at various temperatures 4-300 K. The results show that the

FM component which saturates at∼ 1 T yields an average magnetic moment of 0.32µB

per Co atom at 4 K that reduces to 0.11µB per Co atom at 300 K. The magnetic moment

of a SPM particle or cluster has a size of 8µB at 4 K and grows to 104 µB at 300 K. A

comparison of these values with corresponding values of as-prepared sample (shown in

85



CHAPTER. RESULTS AND DISCUSSIONS

Sec. 3.1.3) shows that annealing results in an increase of ferromagnetism of the particles.

However, even at 4 K, cobalt magnetic moment in Co0.32Cu0.68 is much smaller than Co

moment in nanostructured or even bulk cobalt [111] suggesting that not all the cobalt atoms

are ferromagnetic in Co0.32Cu0.68.

Figure 3.15(b) and (c) show the variations ofMFM
S andHC with the Co content in

all Co-x samples at 4 K. In this figure we see that in samples with 0.01≤ x≤ 0.17, MFM
S

increases with Co content. Further increasing the Co content, MFM
S initially appears to

decrease, but then increases and tends to level off at valuesof ∼ 0.5µB/Co in Co-0.76.

Even at this high cobalt containing sample, the saturation magnetic moment of cobalt

remains much smaller than the reported value, 2.2µB/Co, of Co nanoparticles. The result

definitely shows that there exists no long range magnetic interaction in this system of alloys.

It will be described in the following sections that the samples yield strong magnetic memory

effect at all temperatures 4-300 K as a consequence of the absence of long range magnetic

interaction. HC initially increases rapidly withx and shows a peak value of∼ 50 mT in Co-

0.08, then becomes smaller in 0.1≤ x≤ 0.32 having values∼ 40 mT, and tends to decrease

as Co content increases further.HEB also increases withx initially and has a maximum

value of 15 mT in Co-0.10. It then decreases with increasing Co content and becomes

negligibly small in 0.32≤ x≤ 0.76.

3.2.3 DC relaxation study

In dc relaxation study the sample was first cooled down from room temperature

to a lower temperature in zero magnetic field. A magnetic fieldof 1 T was applied

for 3600 s. Immediately after switching off the magnetic field, the time dependence of

dc magnetizationM(t) was recorded for 10000 s. Figure 3.16(a) shows the normalized

magnetizationM(t)/M(0)vs.t for different temperatures for the sample Co0.32Cu0.68. The
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3.2. Magnetization of annealed samples

relaxation data was fitted by a sum of two exponentially decaying components (Eq. 3.12),

M(t) = (1−M)exp(− t
τ1
)+M exp(− t

τ2
) (3.12)
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Figure 3.16: (a) For Co0.32Cu0.68, time (t) decay of normalized magnetization(M(t)/M(0))

at various temperatures in between 2 to 200 K; (b) From the time (t) decay of normalized

magnetization, as shown in Fig. 3.16(a), the logarithm of both sides of Eq. (3.13) have

been plotted for the data at 200 K. The slope of the linear fit ofthe data yieldsn.

in which,τ1<< τ2. On the right hand side of the equation it is the second component,

i.e., the one with long relaxation time that is dominant withM being larger than 0.8 at all

temperatures. Even at higher temperatures, the magnetization has a long relaxation time

signifying a negligible interaction among thesupermoments. Over and above the slow

relaxation of magnetization, it is interesting to note thatin between 2-10 K,M(t)/M(0)

in this ZFC protocol increases with increase in temperature. This anomalous behavior is

87



CHAPTER. RESULTS AND DISCUSSIONS

evidently a signature of the onset of spin-glass like ordering. Figure 3.17(a) shows the time

decay of normalized magnetization(M(t)/M(0)) at 4 K for samples Co-0.01→ Co-0.56.

Figure 3.17(b) shows the behavior of relaxation timeτ2 with the molar fraction of Co in the

sample. It must be noted thatτ2 is very long,∼ 106 s, and therefore not quite feasible to be

measured accurately. The same data are listed in Table 3.3, and show thatτ2 increases with

Co concentration.
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Figure 3.17: (a) Time (t) decay of normalized magnetization(M(t)/M(0)) at 4 K for

samples Co-0.01→ Co-0.56; (b) The estimated relaxation time (τ2) obtained from Fig.

3.17 (a). The line is a guide to eye.

According to the relaxation mechanism proposed by Ulrichetal., the decayM(t)

follows the relation [41, 173],

−(d/dt)lnM(t) = At−n (3.13)
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Figure 3.18: From the time (t) decay of normalized magnetization, as shown in Fig. 3.17(a),

the logarithm of both sides of Eq. 3.12 have been plotted for the data at 4 K, (a) Co-0.05;

(b) Co-0.08; (c) Co-0.45; (d) The slope of the linear fit of thelogarithm of both sides of Eq.

3.13 which yieldsn vs. Co-content (x) (the line is a guide to the eye).

where,A is a constant andn denotes the strength of inter-particle dipolar interaction

and is a function of temperature and particle density. The above equation has been used to

calculate the value ofn as for example shown in Fig. 3.18 for the samples, (a) Co-0.05;

(b) Co-0.08; and (c) Co-0.45 for data at 4 K and in Fig. 3.16(b)for Co-0.32 sample at 200

K. The variation ofn with the molar fraction of Co is shown in Fig. 3.18(d). Also, Table

3.3 lists the values ofn andτ2 for all samples at 4 K. In case of strongly interacting system

with dense particle distribution,n is ≥ 1. For weakly interacting system like dilute FM
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nanoparticles embedded in a nonmagnetic metal matrix,n should be∼ 0.6. In our samples

n is about 0.8 in low Co samples at 4 K and decreases to less than 0.4 in high Co samples

(Table 3.3 and Fig. 3.18(d)). We have checked that in Co-0.32sample in between 2 to

300 K the value ofn varies in between 0.52 - 0.68. The behavior ofτ2 andn indicate that

magnetically the Co-Cu alloy system becomes increasingly non-interacting with increase

in Co content, or, in other words, as Co increases more and more disorder is introduced in

the system.

3.2.4 Memory effect

The memory effect was studied following the same protocols as proposed by Sun

et al. [36]. Figure 3.19(a) shows the data for Co-0.32 sample. The sample was cooled at

the rate of 1K/min from 380 K in presence of 10 mT magnetic fieldand the data recorded

during cooling. AtTstop of 300 K, the measurement was stopped, magnetic field switched

off immediately, and the magnetic state of the sample was left to relax for a duration (tw)

of 12000 s. After this relaxation the same magnetic field (10 mT) was reapplied and the

magnetization data recorded down to 4 K with more stops atTstop of 100, 50, 10 and 4 K,

where magnetic field was temporarily switched off fortw of 12000 s with no measurement.

This cooling protocol resulted in a step-likeM(T) curve. Finally, after reaching 4 K, the

sample in 10 mT magnetic field was heated back continuously atthe same rate (1 K/min)

and the magnetization was recorded. Despite the continuousheating, theM(T) curve

obtained in this way exhibits a clear upturn at eachTstop, resembling the previous step-like

shape and revealing the previous history of zero-field-relaxation at thatTstop. This curve is

referred to as thememorycurve. Step like memory effect appear in FC magnetization of

a nanoparticle system, whether non-interacting or interacting, whenever there is a particle

size distribution, and therefore, a distribution in blocking temperature [34, 35, 41]. In our

sample, the blocking temperature has an upper limit of∼ 380 K, and significant memory
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effect persists even at 300 K. Figure 3.20, Fig.3.21 and Fig 3.22 show the the same step like

memory effect in temperature (T) dependence of magnetization (M) during FC cooling

in 10 mT magnetic field with cooling temporarily stopped fortw of 8000 s at each of

temperatures (Tstop), followed byMvs.T under conditions of continuous heating in 10 mT

in sample of the samples Co-0.05, Co-0.10, and Co-0.45 respectively.
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Figure 3.19: (a) For Co-0.32 sample, temperature (T) dependence of magnetization (M)

during cooling in 10 mT magnetic field (squares) with coolingtemporarily stopped fortw

of 12000 s at each of temperatures (Tstop) of 300, 100, 50, 10 and 4 K, followed byMvs.T

under conditions of continuous heating in 10 mT (rhombuses). Inset shows same data for

expanded low temperature region; (b) the difference ofMZFC andMZFC
REF, both measured

during continuous heating in 10 mT following zero-field cooling. For MZFC there was

temporary stop at 4 K during zero-field cooling. The data weretaken twice; fortw of 6000

s (stars) and 20000 s (filled symbols).

A non-interacting or weakly interacting SPM material showsmemory effect only in

FC protocol, whereas, spin-glass shows in both FC and ZFC protocols. Therefore, the

magnetic state below 7 K has been probed using memory effect in ZFC magnetization

92



3.2. Magnetization of annealed samples

following a procedure suggested by Sasakiet al. [34]. The sample was cooled rapidly in

ZFC mode from 380 to 2 K with an intermediate stoptw of 6000 s and 20000 s at 4 K. The

magnetization data, denoted asMZFC, was recorded during the heating cycle from 2 to 300

K with an applied field of 10 mT. The conventional ZFC magnetization, i.e., without the

stop, was also recorded and denoted asMZFC
REF. The difference curves ofMZFC minusMZFC

REF

as a function of temperature for both stopping times showed adip just above the stopping

temperature,i.e., at 5.5 K as shown in Fig. 3.19(b). When the intermediate stopwas given

at a slightly higher temperature 10 K, there was no such dip inthe difference curve.
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Figure 3.20: Temperature (T) dependence of magnetization (M) during cooling in 10 mT

magnetic field (squares) with cooling temporarily stopped for tw of 8000 s at each of

temperatures (Tstop) of 180, and 40 K, followed byMvs.T under conditions of continuous

heating in 10 mT (rhombuses) in sample Co-0.05.

In a non-interacting system, there is no memory effect in ZFCprocess, as below

the blocking temperature, a particle can align itself as either up or down spin with

equal probability according to the two-state model, and there is no difference in the
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magnetization data with and without the intermediate stop during cooling. But inter-particle

or inter-cluster interaction appearing below the spin-glass transition produces a number of

equilibrium states with different energy barriers. The depth of the energy barrier of the state

in which the system is blocked depends on the waiting time, asit happens in annealing.

Afterwards, during the heating cycle, the response of the spin system to the magnetic field

becomes sluggish in overcoming the energy barrier, thus producing the dip in the difference

of magnetization with and without the intermediate waiting.
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Figure 3.21: Temperature (T) dependence of magnetization (M) during cooling in 10 mT

magnetic field (squares) with cooling temporarily stopped for tw of 8000 s at each of

temperatures (Tstop) of 180, and 40 K, followed byMvs.T under conditions of continuous

heating in 10 mT (rhombuses) in sample Co-0.10.

Memory effect has been further investigated by studying relaxation dynamics using

the experimental protocol of Sun et al. Magnetic relaxationat 100 K measured in 10 mT

field after zero field cooling from 380 K is shown in Fig. 3.23(a). Initially, the magnetic

relaxation measurement was performed for timet1. At the end oft1, magnetic field was

switched off and relaxation was further recorded in zero-field through timet2. Finally,

94



3.2. Magnetization of annealed samples

relaxation was again recorded for timet3 in the presence of 10 mT magnetic field. Magnetic

relaxation of timest1 andt3 are shows a single functional dependency with time, as shown

in the inset of Fig. 3.23(a). So, the relaxation at timet3 regains the memory of the previous

state,i.e., before temporary switching off the field, when the field is again switched on.
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Figure 3.22: Temperature (T) dependence of magnetization (M) during cooling in 10 mT

magnetic field (squares) with cooling temporarily stopped for tw of 8000 s at each of

temperatures (Tstop) of 180, and 40 K, followed byMvs.T under conditions of continuous

heating in 10 mT (rhombuses) in sample Co-0.45; (b) same datafor expanded low

temperature region.).

In the next experiment (Fig. 3.23(b)), initially the magnetic relaxation data was

recorded for timet1 at 100 K in 10 mT field after zero-field cooling from 380 K. After

the timet1, the sample was cooled down to 50 K and relaxation was recorded for time t2.

Finally, the sample was heated back to 100 K and relaxation was allowed for timet3. Here

also we see that the relaxation in timet3 is just the continuation of relaxation at timet1, as

shown in inset of Fig. 3.23(b).

In another experiment (Fig. 3.23(c)), the sample was cooledfrom 380 K to 100 K in

10 mT. Then the magnetic relaxation data was recorded for time t1 in zero field condition.

After t1 the sample was cooled down to 50 K and the magnetic relaxationdata was saved
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for time t2. Finally aftert2 the sample was heated back to 100 K and relaxation performed

for time t3. Here also the relaxation for timet3 is just a continuation of the relaxation in

time t1, which is shown in the inset of Fig. 3.23(c). The relaxation curves in insets of

the Fig. 3.23(c) fit satisfactorily with an exponential function of the type,M(t) = M0+

Anexp(−τn/tn), with the characteristic timesτn same fort1 andt3.
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Figure 3.23: (a) For Co-0.32 sample, magnetic relaxation at100 K and 10 mT fort1 and
t3 after cooling in ZFC mode with an intermediate measurement in zero-field fort2. Inset
shows the relaxation in 10 mT only. (b) Relaxation at 100 K and10 mT fort1 andt3 after
ZFC with an intermediate cooling at 50 K fort2. Inset shows the relaxation at 100 K only.
(c) Relaxation at 100 K at 0 mT fort1 andt3 after FC in 10 mT with an intermediate cooling
at 50 K for t2. Inset shows the relaxation at 100 K only. (d) Magnetic relaxation in zero
and 10 mT after cooling in FC and ZFC modes, respectively, with an intermediate heating
at 150 K.

In the last two measurement protocols, we observed that the memory effect was

strongly present after temporary cooling of the sample at low temperature. We also
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Figure 3.24: (a) For Co-0.32 sample, magnetic relaxation at300 K and 10 mT fort1 and
t3 after cooling in ZFC mode with an intermediate measurement in zero-field fort2. Inset
shows the relaxation in 10 mT only. (b) Relaxation at 300 K and10 mT fort1 andt3 after
ZFC with an intermediate cooling at 220 K fort2. Inset shows the relaxation at 300 K only.
(c) Relaxation at 300 K at 0 mT fort1 andt3 after FC in 10 mT with an intermediate cooling
at 2200 K fort2. Inset shows the relaxation at 300 K only. (d) Magnetic relaxation in zero
after cooling in FC modes, respectively, with an intermediate heating at 320 K.

compared the states of magnetization before and after a temporary heating of the sample.

The sample was cooled from 380 K to 100 K in zero field cooled condition. The magnetic

field of 10 mT was switched on and the growth ofM(t) was recorded for timet1 at 100

K. The sample was heated to 150 K and the relaxation experiment performed for the time

t2. After completion of timet2 the sample was cooled back to 100 K and the relaxation

data was recorded during timet3. In this experiment it was observed that the relaxation at

timest1 andt3 are in different state. The observation was the same when thesample was

initially cooled in 10 mT and then switched off to study relaxation using the same protocol,

in this case recording the decay ofM(t). So, both in presence or absence of magnetic
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field, the sample does not regain its previous magnetizationstate after intermediate heating

[110, 174, 175]. Results of these two experiments are shown in Fig. 3.23(d).
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Figure 3.25: Magnetic relaxation at 300 K and 10 mT fort1 andt3 after cooling in ZFC
mode with an intermediate measurement in zero-field fort2 for the samples Co-0.01→ Co-
0.56

The above memory effects including the loss of memory upon intermediate heating

of the sample can be explained by the hierarchical model [41,122], originally proposed for

interacting particle system. However, earlier it was shown[38] that the same effect can be

obtained in a non-interacting superparamagnetic system having a particle size distribution,

wherein, a distribution of anisotropy energy barriers and blocking temperatures create a

set of free energy states. After temporary cooling only smaller nanoparticles are able to

respond to the temperature or field change and relax to the newequilibrium state. The

larger nanoparticles are frozen. Upon returning to the initial temperature or field value,

the smaller particles rapidly respond to the change such that this new state is essentially

the same as that before the temporary cooling, and the largernanoparticles are now able

to resume relaxing to the equilibrium state. This results ina continuation of the magnetic

relaxation after the temporary temperature or field change.In contrast, for positive heating,

all the particles, smaller as well as bigger, are able to respond to the temperature or field
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3.2. Magnetization of annealed samples

change. Therefore, after returning to the initial temperature, the bigger particles do not

respond at all whereas the smaller particles take time to respond, thus leading to no memory

effect in the positive heating cycle. The same magnetic relaxation experiments described

above were repeated at 300 K, after cooling the sample from 380 K in presence or absence

of magnetic field, as the experiment required and the resultsare presented in Fig. 3.24.

Fig 3.25 shown the memory effect in magnetic relaxation at 300 K and 10 mT fort1 and

t3 after cooling in ZFC mode with an intermediate measurement in zero-field fort2 for

the samples Co-0.01→ Co-0.56. Strong memory effect persists even at room temperature
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Figure 3.26: For Co-0.32 sample, temperature (T) dependence of magnetization (M) in 10
mT magnetic field (H) during interrupted cooling (open symbols) followed by continuous
heating (lines). Cooling was stopped fortw of 12000 s at 300 K (data A) and at 300 and 200
K (data B and C). At 300 K, duringtw, H was set to zero in A, B and C. At 200 K, during
tw, H was 20 mT in B and 30 mT in C.

and have been observed for magnetic field changes from 10 mT to2 T. However, in such

single domain nanoparticle systems, the ability to store the memory of successive magnetic

field changes is restricted to small magnetic fields, and the memory of one field variation is

erased by another field change beyond a critical value afterwards [174]. We have found the

critical ′erasing′ field for our system at 300 K.M versusT in a measuring field of 10 mT

was obtained during cooling the sample from 380 K. AtTstop of 300 K, field switched off

and cooling temporarily stopped fortw of 12000 s. At the end oftw, the same measuring
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field was applied andM versusT data recorded down to 100 K. The continuous heating

cycle data from 100 to 380 K was taken with the same 10 mT measuring field. The result is

shown in Fig. 3.26, data A. In the following two runs, using the same measuring field of 10

mT and identicalTstopat 300 K, one moreTstopat 200 K was given fortw of 12000 s during

which the magnetic field was raised to 20 mT (data B) and 30 mT (data C). The continuous

heating cycle data show wiggle near 300 K in data A and B, but not in C. Thus, erasing the

memory of a magnetic field variation at 300 K requires a later variation of magnetic field

by only about three times the original variation, which would make this kind of granular

alloys technologically interesting in regard to coding-decoding and erasing of data.

3.3 Transport study

Resistivity measurements were performed with a Physical Properties Measurement

System (PPMS 9 of Quantum Design) using four-probe method and a constant current of 60

mA. Figures 3.27(a) and (b) show resistivity as a function oftemperature (ρ) in between 2-

300 K in zero external magnetic field for some of the samples. For convenience,(ρ −ρmin)

is plotted in this figure. For low Co containing samples, Co-0.01, Co-0.03, and Co-0.08, a

metallic resistivity behavior is observed. It decreases astemperature decreases from 300 K

down to∼ 10 K, and there is a residual resistivity below 10 K where(ρ −ρmin) levels off

to zero (Fig. 3.27(a)). For higher Co containing samples, Co-0.17, Co-0.56 and Co-0.76

(Fig. 3.27(b)), the resistivity is much higher and the zero in (ρ − ρmin) is obtained at a

finite temperatureTmin which is seen clearly in Fig. 3.27(c). Figure 3.27(c) shows thatTmin

increases withx, and also the minimum becomes more pronounced withx, i.e., the depth

of the resistivity minimum which may be defined as(ρ5K −ρTmin), increases withx.
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Figure 3.27: Resistivity (ρ) as a function of temperature for (a) samples Co-0.01 (×), Co-

0.03 (◦) and Co-0.08 (•); (b) samples Co-0.17 (�), Co-0.56 (O) and Co-0.76 (N); and (c)

expanded low temperature region of Fig. 3.24(b).

The resistivity for a metallic behavior can be written in theform of a general power

law, ρ = ρ0+ ρPTP, in which ρ0 is the residual resistivity and the other term represents

the combined effect of inelastic electron-electron, electron-phonon and electron-magnon

scattering contributions. In granular alloy and other systems, the resistivity upturn in low

temperature can have its origin in different mechanisms like Coulomb blockade effect,[176]

electron-electron scattering and Kondo effect. For Coulomb blockade(CB) effect the

resistivity is empirically given as,

ρ = ρ0+ρCBexp(
∆
T
)1/2+ρPTP (3.14)
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where∆ is Coulomb energy required to generate a charge carrier, in which an electron is

removed from a neutral grain and placed on a neighboring neutral grain [177].

An upturn in resistivity may also result from tunneling of spin-polarized conduction

electrons between neighboring grains whose magnetic moments are not parallel [178],

ρ =
r1+ r2T3/2

1+ ε < cosθi j >
(3.15)
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Figure 3.28: Fitting of low temperature resistivity upturnof Co-0.32 sample. The

experimental data (�) are fitted (solid line) for (a) Coulomb blocking effect (Eq.3.14);

(b) inter-grain tunneling of electrons (Eq. 3.15); (c) Kondo effect (Eq.3.16); and (d) elastic

scattering of electrons (Eq. 3.17).

In the above equation,r1 and r2 are field independent parameters andε represents
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the degree of polarization of electrons. In absence of magnetic field, the spin correlation

function< cosθi j > is given as,

< cosθi j >=−L(
|J|

kBT
)

where,L(x) = [coth(x)−1/x] is the Langevin function andJ is the inter-grain antiferro-

magnetic exchange integral.

With the assumption that the upturn is due to Kondo effect, the resistivity at low

temperatures can be written as [90],

ρ = ρ0−ρK(T)+ρPTP (3.16)

where,ρK(T) = cρm+ cρ1lnT. ρm is the spin scattering resistivity andρ1 = ρm
(3nsJsd)

EF
,

in which, Jsd is thes− d exchange interaction between the spins (Se) of the conduction

electrons of Cu and the localized magnetic moment (Sd) of the transition element Co.EF

is the Fermi energy of cobalt andns the number of conduction electrons per atom.
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Figure 3.29: Resistivity (ρ) vs. temperature in zero magnetic field and in magnetic fields

of 0.5 and 9 T measured in samples (a) Co-0.17; and (b) Co-0.56.

Various non-magnetic and magnetic amorphous and disordered metal alloys exhibit

resistivity minimum at low temperature [99, 100, 101]. The origin of minimum in these

strongly disordered systems has been attributed to the elastic electron-electron interaction

and quantum coherence effect [145], in which the resistivity in the low temperature regime

takes the form,

ρ = ρ0−ρeT
1/2+ρPTP. (3.17)

In the above equation,ρe, the elastic scattering coefficient, is given as [104],

ρe= 0.0309
ρ0

2e2

h̄
(
√ 1

TL2
T

) (3.18)

where,LT is the thermal diffusion length, which, for any temperature(T), can be obtained

from ρe andρ0 estimated from fitting of the experimental data with Eq. 3.17. Equations

3.14, 3.15, 3.16 and 3.17 have been used to fit the observed resistivity data. An example

is shown in Fig. 3.28 for the fitting of the data of Co-0.32 sample. It is found that at low
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Figure 3.30: (a) Field dependence (H) of magneto resistance (MR %) and−9≤ H ≤ 9T in
sample Co-0.32, and (b) expanded low field region of Fig. 3.27(a).

temperatures the data do not fit at all to Eq. 3.14 and they makean unsatisfactory fit to

Eq. 3.15. However, the data fit equally satisfactorily to Eqs. 3.16 and 3.17. The data for

all the samplesx ≥ 0.17 were fit with Eqs. 3.15, 3.16 and 3.17, and also the magnetic

field dependence of resistivity were checked to ascertain the plausible mechanism behind

the observed resistivity minimum. Table 3.4, 3.5 and 3.6 give the experimentally obtained

temperature of minimum resistivity,Tmin, and the various fitting parameters corresponding

to each equation. The results show that the values of electron polarization (ε) and inter-grain

coupling (J) obtained from the fitting with Eq. 3.15 are too small to consider the electron

tunneling effect to be responsible for the resistivity behavior. Also, in cases where inter-

grain tunneling effect is dominant, the depth of the minimumin resistivity decreases on

increasing the magnetic field and the minimum vanishes beyond a certain value of magnetic

field [179, 180]. In Fig. 3.29, the zero-field resistivities of two of these samples,viz., Co-

0.17 and Co-0.56, are shown with the resistivities measuredin magnetic fields of 0.5 T

and 9 T. It is found that the resistivity minimum is not suppressed even at high magnetic

fields. Previously, such low temperature upturns in granular alloys of Au-Ni and Co-Cu

were explained by Kondo scattering mechanism involving small clusters of spins and it was

also observed [24] that for larger cluster sizes Kondo effect should disappear. In contrary
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Table 3.4: For CoxCu1−x (0.17≤ x ≤ 0.76) various parameters obtained from fitting the
experimental data with equations corresponding to inter-grain tunneling (Eq. 3.15).

From Eq. 3.15

Sample Tmin | r1 r2 ε J/kB

Co-0.17 13.5(5) | 1359 0.5 0.01 0.03
Co-0.32 13.5(5) | 3196 1.1 0.01 0.03
Co-0.45 16.5(5) | 5268 2.8 0.02 0.03
Co-0.56 21.5(5) | 7425 2.8 0.02 0.03
Co-0.76 25.5(5) | 10390 3.5 0.02 0.03

to this observation, the resistivity upturn in the present case is very much pronounced at

high Co concentrations and at low Co concentrations it is notobtained. Moreover, Kondo

effect is weakened in presence of a magnetic field. It is indicated from the data of Fig.

3.29 that magnetic fields have negligible effect on bothTmin and the depth of resistivity

minimum. In other words, these samples posses small magneto-resistance,∼ −0.4% near

Tmin at 9 T (shown in the Fig 3.30). These observations strongly suggest that influence of

both inter-grain tunneling [178] and Kondo-like scattering of electrons are absent in the

present case, and the observed resistivity minimum possibly arises from elastic scattering

of electrons. Also, it is seen in Table 3.6 thatρP is orders of magnitude smaller than

other resistivity coefficients indicating that inelastic scattering of electrons does not have a

significant contribution to resistivity at these temperatures.

The resistivity upturn resulting from Coulomb interactionis due to the quantum

interference effect of the electrons. Electrons travel with a characteristic mean free time,

τe, and mean free path,le, between two successive collisions. For elastic scattering, the

electrons remain coherent even for distances larger thanle as energy is conserved. The

temperature effect can cause destruction of this quantum coherence of electrons. At low

temperatures, the thermal energy is much smaller than the Fermi energy, and the wave

functions of the electrons maintain their amplitudes, though the phase vary slightly. If this

variation is sufficiently small, thermal energy is unable todestroy the coherence. Under this
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Table 3.5: For CoxCu1−x (0.17≤ x ≤ 0.76) various parameters obtained from fitting the
experimental data with equations corresponding Kondo scattering (Eq. 3.16).

From Eq. 3.16

Sample ρ0 ρ1 ρP P
(µΩ cm) (µΩ cm) (µΩ cm)

Co-0.17 1382 1.1 < 10−4 3.8
Co-0.32 3241 1.8 < 10−4 4.1
Co-0.45 5414 4.2 < 10−4 4.2
Co-0.56 7641 12.4 < 10−4 3.65
Co-0.76 10663 23.5 3×10−4 3.13

condition, the electrons move coherently a long distance. With increase in Co concentration

the number of scatters in the path of the coherently mobile electron increases and so

increases the event of coherent scattering. This results inthe increase ofTmin, ρe and also

of LT with increases in Co concentration. At temperatures aboveTmin the coherence is lost

and the resistivity increases with increasing temperature.
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Figure 3.31: Resdual resistivity (ρ0) as a function of Co content (x).

Table 3.5 and 3.6 list the residual resistivities (ρ0) for the samples withx ≥ 0.17

only; however,ρ0 for low Co containing samples have also been obtained. Figure 3.31

shows the behavior of residual resistivity (ρ) as a function of Co content (x). A pellet

of copper only nanoparticles prepared by an identical procedure (i.e., x= 0 sample in the
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Figure 3.32: Variation of (a)Tmin; (b) residual resistivity (ρ0); (c) elastic contribution in
resistivity (ρe), and (d) thermal diffusion length (LT ) with the molar fraction (x) of Co. The
lines are guide to the eye.

present series) shows metallic behavior and yields aρ0 of 56µΩcm, which is high compared

to ρ0 of 7µΩcm obtained in a melt-spun CoCu alloy [181]. This increment is probably

related to the lump and filament structure (Fig. 2.9(d)) thatresults in electron flow in

narrow meandering channels having a typical width of the order of the particle size, and the

resistivity predominantly arises from diffusive scattering at the channel boundaries [182].

In case of alloys, we have found that in low Co samplesρ0 remain small and close to

that of the Cu only sample. But asx increases beyond 0.1,ρ0 increases continuously and

almost linearly withx throughout the range 0.17≤ x≤ 0.76 (shown in the Fig 3.31). This

systematic variation ofρ0 most probably reflects a variation in the electron diffusionor

scattering mechanism that depends only on cobalt concentration. However, the huge values
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3.4. Co- content (x) dependent model of CoxCu1−x granular alloy

Table 3.6: For CoxCu1−x (0.17≤ x≤ 0.76), temperature of minimum resistivity (Tmin) and
various parameters obtained from fitting the experimental data with equations correspond-
ing to elastic scattering (Eq. 3.17) of electrons. Also given are the thermal diffusion lengths
(LT ).

From Eq. 3.17

Sample Tmin ρ0 ρe ρP LT P
(µΩ cm) (µΩ cm) (µΩ cm) (nm)

Co-0.17 13.5(5) 1383 1.3 2×10−4 34 2.7
Co-0.32 13.5(5) 3244 2.6 2×10−4 95 2.8
Co-0.45 16.5(5) 5418 8.9 2×10−4 115 2.6
Co-0.56 21.5(5) 7606 11.1 0.003 125 2.4
Co-0.76 25.5(5) 10669 19.3 0.018 140 2.2

of ρ0, more than two or three orders of magnitude over the values for pure Cu or low cobalt

containing bulk alloy is probably related to the microstructure of the system [151].

It is surprising that the resistivity minimum originating from electron-electron

interaction is sustained to a very high concentration of Co (Co ∼ 76%). Generally in a

dense alloy system, the magnetic impurities can not remain isolated and there appears a long

range magnetic interaction that dominatese−e interaction. This does not seem to happen

in the present case. Indeed, in previously described (Sec. 3.2) magnetic measurements on a

similar system of CoxCu1−x with x≤ 0.3 have shown absence of any long range magnetic

interaction and indicated that isolated nanoparticles areformed in a core-shell type structure

with cluster(s) of cobalt atoms surrounded by copper.

3.4 Co- content (x) dependent model of CoxCu1−x granu-

lar alloy

With the above magnetization results and the observation that the residual resistivity

(ρ0) is small for low Co containing samples and then increases almost linearly with Co
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Co

Cu
I II III

Figure 3.33: A schematic diagram of a particle of Co-Cu alloywith low cobalt content
(marked I), intermediate cobalt content (marked II) and high cobalt content (marked III)
regions. The particle in all three cases is in the form of cluster(s) of Co atoms within Cu
matrix.

content (Table 3.6), we can now construct a model for the formation of these non-interacting

CoCu alloy particles. At low Co concentrations (x), there are small cluster(s) of Co

atoms surrounded by Cu on all sides (shown in Fig. 3.33 I). Electrical conduction in an

assembly of such particles takes place mainly through copper and there is no significant

scattering by Co clusters. Thus, a small residual resistance is obtained. At intermediate Co

concentrations the cluster size increases withx (shown in Fig. 3.33 II) and as a consequence

MFM
S , HC and alsoHEB increase (Fig. 3.15). Afterwards, whenx goes above a value of

∼ 0.16, there is no further increase in the cluster size. Instead, there is an increase only

in the number of clusters inside a particle by way of formation of new clusters and also

disintegration of existing clusters (Fig. 3.33 III). In this condition,MFM
S tends to level

off, and, simultaneously, the boundary between Co clustersand Cu shell possibly become

diffused or less well-defined resulting in the decrease and finally disappearance ofHEB (also

in Fig. 3.15) . Under such condition, a high degree of structural and magnetic disorder is

expected to prevail in the system. The fact thatρ0 begins to increase withx indicates that

for higher cobalt the clusters are also at the periphery of the particles and scattering from

cobalt clusters dominate in the process of electron conduction.
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CHAPTER 4

SUMMARY AND CONCLUSION

4.1 Summary

In this thesis work, a detailed and systematic study to understand the magnetic and

transport properties of CoxCu1−x nanostructured alloys of varying compositions of cobalt

(x∼ 0.01−0.76) have been carried out. The major findings of the thesis work along with

the possible further scope of future study in this field are discussed in this chapter.

The first chapter gives a brief introduction, motivation andscientific background of

magnetism in nanoparticle systems.

The second chapter thoroughly describes the sample preparation method, and struc-

tural, chemical and microscopic characterizations of the system using different techniques.

CoxCu1−x (x∼ 0.01−0.76) granular alloys were prepared by chemical reduction ofCoCl2

andCuCl2 in solution withCTABbeing used for capping of the alloy particles. Average

cobalt content (x) in these alloys were obtained from inductively coupled plasma optical

emission spectroscopic (ICPOES) measurements. Transmission electron microscopy
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CHAPTER. SUMMARY AND CONCLUSION

(TEM) results showed particles of mean size∼ 15 nm existing in lumps and filament-like

formations. The measured lattice spacings from selected area diffraction (SAD) pattern

confirms that the alloy is formed inf cc crystalline phase as in copper.

In the third chapter, first we have presented the details of magnetization study of as-

prepared samples. Lowest Co-content∼ 0.01mol% sample shows identical paramagnetic

behavior in both ZFC and FC magnetization measurements. Forother samples, there

is a peak in ZFC magnetization at a certain temperature and ZFC/FC magnetization

bifurcate at a higher temperature, which for high Co containing samples is close to room

temperature. Samples are characterized by blocking temperature (TB) distributions of SPM

clusters resulting from variations in particle size and inhomogeneities in their chemical

compositions. Such variations are reflected also in data obtained from TRM studies. All

the samples except Co-0.01 exhibit hysteresis loops at 4-300 K. Analysis shows that FM

contribution increases and SPM contribution decreases with increase in Co content. At low

Co concentration the sample is entirely superparamagneticbut at high Co concentration the

sample magnetization is a combination of superparamagnetism and ferromagnetism. It is

clear from the above results that in samples∼ 0.01−0.33mol%, there is a FM part growing

in size with Co content, together with a SPM part. As the samples have almost the same

average saturation magnetic moment per Co atom independentof Co concentration, there is

a possibility of occurrence of a Co rich core and Cu rich shelltype structure. The coercivity

values yield the magnetic anisotropy constant which is∼ 108 erg/cm3, i.e., about 2 orders

of magnitude higher than that of bulk cobalt.

Secondly, we have studied the exchange bias, magnetic relaxation and memory effect

for annealed Co-0.33 sample. A significant temperature dependent exchange bias field is

obtained from above 100 K down to 2 K. These observations suggest that the particles

have a Co rich SPM core, surrounded by uncompensated dilute Co spin moments at the

surface. Such a distribution, with lowering of temperature, leads to the co-existence of
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ferromagnetic (FM) and antiferromagnetic (AFM) interactions in the core and surface

regions, respectively. Also, the sample exhibits a weak spin-glass like ordering occurring

at ∼ 7 K. The overall behavior of the system is that of an assembly of almost non-

interacting magnetic nanoparticles as suggested by the study of relaxation of magnetization.

If during relaxation certain external conditions are temporarily disturbed,e.g., by lowering

the temperature or changing the magnetic field the magnetization also changes accordingly;

but as the conditions are restored the magnetization returns to its previous value. Such

magnetic ’memory effect’ has been studied with various experimental protocols and persists

strongly even at room temperature.

Lastly, electrical resistivity of nanostructured granular alloys CoxCu1−x (x∼ 0.01−

0.76) prepared by chemical reduction method are investigatedin the temperature range 2-

300 K. The samples with low cobalt content ofx≤ 0.1 show a metallic resistivity behavior.

For samples with higher cobalt content,x ≥ 0.17, the resistivity shows a minimum. The

minimum becomes more pronounced as Co content (x) increases and also the temperature

of minimum resistivity,Tmin, increases withx. Such trends continue even whenx is as high

as∼ 76%. This is the first time resistivity minimum is observed ina metal alloy system

with such high concentrations of a ferromagnetic element. Application of an external

magnetic field has negligible effect on the resistivity behavior. Detailed analysis suggests

that the low temperature upturn in resistivity most probably arises due to elastic electron-

electron interaction (quantum interference effect). Magnetic measurements at 4 K on the

same samples show absence of long range magnetic interaction and evidence of increasing

magnetic disorder asx increases beyond∼ 10%. Combining the results of the two types of

measurements, a model of formation of these alloy particlesinvolving random clusters of

Co atoms within Cu matrix has been proposed.
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4.2 Conclusion

We have presented here the results of magnetization and transport measurements

on as-prepared and annealed nanosized particles of CoxCu1−x alloys with a wide range

∼ 0.01−0.76mol% of Co content. In as-prepared Co-0.01 sample with the lowest cobalt

concentration of∼ 0.01mol%, there is negligible interaction among Co magnetic moments.

In all other samples Co-0.03→ Co-0.33, the magnetization is a combination of ferro-

magnetic and superparamagnetic contributions with a blocking temperature distribution.

Estimation of blocking temperature from ZFC/FC magnetization and TRM measurements

do not differ significantly, implying that there is negligible dipolar interaction among the

particles. Significantly, blocking temperatures are not dependent of overall composition of

the samples. Study of hysteresis loops show that,

(i) the average saturation magnetic moment per Co atom, 0.45(0.10) µB, does not

change with Co content.

(ii) coercivity and magnetic anisotropy do not vary as the Cocontent.

(iii) Co atoms participating in ferromagnetism tend to increase and that in superpara-

magnetism decrease with increase in Co content.

The above observations indicate that for Co-0.03→ Co-0.33 samples, there is a

cobalt rich part where ferromagnetism is favored, and another part low in cobalt that is

superparamagnetic. Since the samples are in the form of small spherical particles and no

segregation of copper and cobalt is observed in any sample, it is reasonable to conclude

that CoxCu1−x alloy particles are formed in a core-shell type structure with the Co rich part

at the core. With increase in Co concentration the size of thecore increases in relation

to the shell. The paramagnetic contribution to the magnetization comes from dilute Co

atoms embedded in copper at or near the surface of particles.The magnetic properties
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of an assembly of such particles, as we have studied here, arelargely determined by the

dipolar and exchange interactions among the cluster of Co atoms within a particle. Since

they are capped with a surfactant, the particles are isolated and inter-particle interactions

are negligible.

Study of magnetic measurements and magnetic memory effect results also show

that the particles are formed with a cobalt rich superparamagntic (SPM) core region, and

outside this region there is antiferromagnetic interaction between diluted Co moments.

Magnetization and magnetic relaxation studies show the system as largely non-interacting

SPM particles with a blocking temperature distribution, which eventually give rise to strong

magnetic memory effects that have been observed in different measurement protocols and

persists even at room temperature.

A detailed investigation of the temperature dependence of resistivity was carried out

in the annealed granular alloy system of CoxCu1−x with varying Co contentx ∼ 0.01-

0.76. All the samples show metallic resistivity behavior below the room temperature. A

minimum in low temperature resistivity was found only in high Co containing samples. The

resistivity behavior around the minimum is weakly dependent on magnetic field. It has been

argued that the low temperature resistivity upturn arises from quantum interference effect

induced by inherent disorder of the system. Magnetization studies show that with increase

in Co content the magnetic disorder in the system increases and there is no inter particle

long range interaction even at high Co concentrations. Withthe above magnetization and

transport results and the observation, we have drawn a modelfor the formation of these

non-interacting CoCu alloy particles in which at low Co concentrations (x), there are small

cluster(s) of Co atoms surrounded by Cu on all sides. Electrical conduction in an assembly

of such particles takes place mainly through copper and there is no significant scattering by

Co clusters. Afterwards, whenx goes above a value of∼ 0.16, there is no further increase in

the cluster size. Instead, there is an increase only in the number of clusters inside a particle
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by way of formation of new clusters and also disintegration of existing clusters.

4.3 Future aspects

In this thesis, different aspects of CoxCu1−x (x ∼ 0.01− 0.76) granular alloy

prepared by chemical reduction method were extensively studied through complementary

experimental techniques including structural, magnetic and transport studies. The system

is nearly non-interacting, which enabled us to explore someinteresting phenomena like

superparamagnetism, strong memory effect, extremely longrelaxation time, exchange bias

and low temperature upturn in resistivity. There is a further scope of study of such non-

interacting core-shell nanostructure system with different magnetic or combining magnetic

ions suchas Ni, Mn, V etc. with noble metal such as Cu, Ag and Au. A detail theoretical

study of core-shell model with variation of the cobalt content would also be helpful. In

future, Monte Carlo simulations are expected to shed light on the structural agglomeration

of the nanoparticles. In Chapter 3 we have highlighted the superparamagnetism and

blocking, magnetic relaxation and strong memory effect of the nanoparticle system.

Magneto-optic Kerr effect (MOKE), neutron diffraction, nuclear magnetic resonance

(NMR) techniques are also very useful for magnetic characterization of such system. We

have also observed low temperature upturn in resistivity inconcentrated granular alloy

system which have been analyzed for first time as electron−electron interaction. In this

regard, study of Hall effect can be very useful for such system.
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