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SYNOPSIS

Granular magnetic nanoparticle systems of binary alloye ldaawn researchers’ attention
due to their potential technological applications in Ultgd-density data storage, magnetic
memories, spin electronics, magnetic sensors, and apphean biology. For many years,
CoCup_x (X < 0.3) alloys have been investigated as model granular systegas insight
into the magnetic and spin dependent transport processegtallic alloys containing
a dispersion of nano magnetic particles. We have preparg@uzo, (0.01 < x < 0.7)
nano alloys by chemical reduction method and studied thati@m of their magnetic and
transport properties with cobalt concentration. The sasplere prepared by reducing
appropriate mixtures of Cogland CuC} in aqueous solution with cetyltrimethylammo-
nium bromide CTAB as the capping agent. The chemical compositions of cobalt a
copper were determined from inductively coupled plasméacapemission spectroscopy
(ICPOES) study. The room temperature powder x-ray diffocfXRD) studies (Fig. 1(a))
have shown that Co atoms are alloyeddacopper phase which is is also confirmed from
high resolution transmission electron microscopy (HRTEMY. 1(c)). Average particles
size was calculated from the broadening of the XRD peakguafiliamson-Hall method.
The TEM images, as shown in the micrograph Fig. 1(b), yiettlegarticle size histograms
(shown in Fig. 1(d) for sample Co0-0.01) and the average diand the particles were

calculated from fitting the histogram using a lognormalrifsition function.

On as-prepared samples, magnetic measurements at 4-30@Kavaed out in zero-
field cooled and field cooled (ZFC/FC) protocol showing archleanching which indicates
the superparamagnetic (SPM) nature for all the samplegpéxor the sample Co-0.01.
For Co0-0.01, ZFC and FC magnetization show identical bemafia simple paramagnetic
nature down to 4 K. For other samples Co-0-83 Co0-0.33, the ZFC magnetization shows

a broad peak at a temperatt]’g%xm, the so called blocking temperature, which are centered



Table 1. The cobalt contents in mol % obtained from indutyiv®upled plasma optical
emission spectroscopy (ICPOES) study for samples desdrest Co-0.01— Co0-0.33,
and their particle sizes calculated from transmissiontedacmicroscopy (TEM) studies.
Ferromagnetic (FM) and superparamagnetic (SPM) saturatiagnetizationMgM and
MSPM, respectively, remanenc#g), coercivity Hc), and the average SPM moment for
a particle or clusteryf) for the CqCu;_y nanostructured alloys, were obtained from the
analysis of magnetization data at 4 K.

Sample Co D (TEM) MEM Mg Hc MSFM u

mol % nm us/Co) (ug/Co) (MT) (uUs/CoO)  (uB)

Co-0.01 1.11(2) 8 - - —  1.310(5) 4.5(1)

Co-0.03 2.88(1) 13 0.07(1) 0.030(1) 39(1) 0.48(1) 7.0(1)

Co-0.05 5.28(1) - 0.08(1) 0.038(1) 42(2) 0.45(1) 7.3(1)

Co-0.08 8.27(1) - 0.08(1) 0.023(1) 33(1) 0.38(1) 7.5(1)

Co-0.10 10.37(1) 25 0.13(1) 0.076(1) 41(2) 0.225(5) 10.0(1

Co-0.15 14.97(1) 10 0.12(1) 0.078(1) 42(2) 0.225(5) 10.8(1

Co-0.21 21.22(1) 135 0.20(1) 0.102(1) 34(1) 0.360(5) @.5

Co-0.33 32.94(1) 18 0.18(1) 0.099(3) 32(1) 0.200(5) 13.0(1

at various temperatures in between 40-90 K for all sampléxC Znd FC magnetization

curves bifurcate at a certain temperatufg, higher tharTs"™

. These samples are SPM
above those bifurcation temperatures. In case of a nancpasystem having a size
distribution, there is a distribution in blocking tempenat Tg which represent variations
in particle size and inhomogeneities of their chemical cosmpons (shown in Fig. 2(b)).
The ZFC/FC behavior can be fitted using non-interacting spggamagnetic model (shown
in Fig. 2(a) for sample Co-0.20) taking consideration of diributions in volume and
blocking temperature of the particles.

We have measured the thermo-remanent magnetization (T&M)fitted the exper-
imental data using independent particles model. The bhgciemperature obtained from
TRM have nearly the same values with blocking temperatuces ZFC/FC magnetization
measurements. The magnetic fiettl) dependence of magnetizatiav were studied for
all samples at different temperatures 4-300 K, in ZFC camaliin between -7 Tto 7 T.
At 4 K, Co0-0.01 shows no coercivity and exhibits SPM magragiton behavior identical

in ascending and descending fields. All other samples exmibminent hysteresis loops

yielding coercive fieldsHc) of ~ 40 mT. TheMvsH can be fitted by the following equation
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Figure 1:(a) Room temperature x-ray diffraction (XRD) patterns ahgées Co-0.01—
C0-0.33 and bulk Cu powder; (b) transmission electron ngcaph of sample Co-0.01; (c)
high resolution transmission electron micrograph of saenpb-0.21; and (d) particle size
histogram of sample Co-0.01.

(shown in Fig. 2(d)for sample Co0-0.20).

2MEM [ H+Hc MR

uUH uH -1
coth<@> — <@>

+MSPM -I-XPMH

(1)

The first and second terms on the right hand side of the equetjoresent the FM and
SPM contributions, respectively. The fitting parametees™ andMSPM, the saturation
magnetization for FM and SPM parts, respectively, in terfnsiagnetic moment per Co

atom, andu, the average magnetic moment of SPM particles or clustefse values
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Figure 2:(a) Zero-field cooled (ZFC, open symbols) and field-coolgd, (folid symbols)

magnetic susceptibilities of Co-0.21, measured with 10 mobipg field. Solid lines

are theoretical fit using noninteracting superparamagagiarticles model; (b) blocking

temperature distributions for samples Co-0.863> Co-0.33. Solid lines are fitting with a
lognormal distribution; (c) thermoremanent magnetizat{®@RM) of sample Co-0.21, solid
lines are theoretical fit; and (d) data for descending magnéelds of hysteresis loops
obtained at 4 K for samples Co-0.21. The experimental datashown by open circles.
The simulations using Eq. 1 are shown as the FM (dash and ith@t)SPM (dash, dot and
dot), the PM (dash) components and their sum (continuoes.lin

of remanenceMg, and, coercivity,Hc are obtained from experimental data. The third
term in the equation represents a paramagnetic (PM) catitih nearly uniform in all
samples, withy"M ~ 10-ug/Oe. The various parameters in Eq. 1 obtained from fitting
are given in Table 1. From the above we have concluded thabi.Ql sample with the
lowest cobalt concentration of Gol%, there is negligible interaction among Co magnetic
moments. In all other samples, the magnetization is a caatibim of ferromagnetic
and superparamagnetic contributions with a blocking teatpee distribution. The
above observations indicate that in the nanoparticlestierl cobalt rich part where
ferromagnetism is favored, and another part low in cobailt fhsuperparamagnetic. Since

no segregation of copper and cobalt is observed in any saihpies been concluded that



CoCu;_y alloy particles are formed in a core-shell type structurthwihe Co rich part
at the core. The paramagnetic contribution to the magrietizaomes from dilute Co
atoms embedded in copper at or near the surface of partidles. magnetic properties
of an assembly of such particles, as we have studied herdargedy determined by the
dipolar and exchange interactions among the cluster of @matvithin a particle. Since
they are capped with a surfactant, the particles are igsbkate inter-particle interactions
are negligible.

Upon annealing the samples, the maximum of the ZFC curvestaited to above
room temperature. The blocking temperatures now estinfate@o-0.03— Co0-0.76
samples are in the range 350-380 K. At low temperatures 2tHekZFC curves at low fields
show a sharp small peak followed by a minimum. This behawalue to the occurrence
of spin-glass like ordering which has been investigatedurse of relaxation and memory
effect studies.

For annealed samples, the hysteresis loops at various tatops 2-300 K were
obtained in both ZFC and FC conditions and there was theesdst of exchange bias
field in the samples. As observed earlier, these particlegamed in a core-shell type
structure in which the blocked moments in Co rich core bectarremagnetic. The dilute
Co moments outside the core region do not contribute torfeagmetism. On the contrary,
there is a strong possibility of AFM interaction betweerlased pair of Co moments away
from the core region and thus formation of FM-AFM interfademy rise to the exchange
bias Heg). Hep increases continuously with decrease in temperature aintilit 10 K,
where, only at this low temperaturklgg is affected by the onset of spin-glass ordering.
For low Co samples exchange bias varies in the range 7-2 mE&akng with temperature.
For high Co samples with Co 30%, the exchange bias disappears. There is possibly no

well defined core and shell regions in high Co samples.
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Figure 3:Zero-field cooled (ZFC, black square) and field-cooled (R} circle) magneti-
zation measured with 10 mT probing field in annealed samgisCo-0.03, (b) Co-0.05,
(c) Co-0.32; and Co-0.76.

The dc magnetic relaxation study of @gCuygg has been performed at different
temperatures 2-300 KM (t)vst can be fitted very well as a sum of exponential decay of
two magnetization components. One component correspanttetblocked part of the
magnetic moments with long relaxation time £0* — 10° s) which signifies a negligible
interaction among the supermoments and this part is dominatl temperature. Another
part with a shorter relaxation time-(10? s) has a small magnitude at low temperatures. It
tends to grow as temperature increases and therefore pon@sto the SPM component.
We have fitted the relaxation data using the Ulrich’s equadind calculated the strength of
inter-particle dipolar interaction as a function of tengiare and particle density. The
relaxation measurements confirm that our system is an aggehimon-interacting or

weakly interacting nanopatrticles.

We have studied the memory effect in detail ingGgCuy. 79 using both ZFC and FC
protocols. In FC protocol the study resulted in a step-Nkel') curve form 4 K to 300
K. Step like memory effect appear in FC magnetization of aoparticle system, whether

non-interacting or interacting, whenever there is a plascze distribution, and therefore,
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Figure 4:For sample Cg32Cupes, (@) temperature (T) dependence of magnetization (M)
during cooling in 10 mT magnetic field (squares) with coolieagporarily stopped fort

of 12000 s at each of temperatures{f) of 300, 100, 50, 10 and 4 K, followed by MVs
under conditions of continuous heating in 10 mT (rhombuseset shows same data for
expanded low temperature region; (b) the difference éffand MEEE, both measured
during continuous heating in 10 mT following zero-field dogl For M#FC there was
temporary stop at 4 K during zero-field cooling. The data waken twice; for§ of 6000

s (stars) and 20000 s (filled symbols).

a distribution in blocking temperature. In our samples, ltlecking temperature has an
upper limit of 350-380 K, and significant memory effect pstsieven at 300 K. Memory
effect has been further investigated by studying relaradi;mamics using the experimental

protocol of Suret al.



Below about 7 K, memory effect has been observed even in ZFR@liton,

confirming spin-glass like ordering at these temperatures.
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Figure 5: Resistivity ) as a function of temperature for (a) samples Co-0.01, ©6-and
C0-0.10; (b) samples Co-0.32, C0-0.56 and Co-0.76; (c)redgae low temperature region
of Fig. 5(b); and (d) logarithmic plot of expanded low tengtere region of Fig. 5(b).
Electrical resistivity of CeCu_x (0.01 < x < 0.7) granular nanoparticle system

using four probe method was measured as a function of temupera zero field and in
presence of magnetic field. Figure 5 shows the resistivatses function of temperature 2-
300 K. The samples with low cobalt contenbof 0.1 show a metallic resistivity behavior.
For samples with higher cobalt contert> 0.17, the resistivity shows a minimum. The
minimum becomes more pronounced as Co contgrin€reases and also the temperature
of minimum resistivity, Tmin, inCreases witlx. Such trends continue even whens as
high as~ 76%. This is the first time resistivity minimum is observedanmetal alloy
system with such high concentrations of a ferromagnetimeid. BelowTyn, there is a
logarithmic temperature dependence of resistivity. Thgmtade of resistivity is slightly
suppressed on application of magnetic field. We have trieghtdyze and find out the

possible mechanism of the upturn in resistivity in low tenapere. In granular alloys
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Figure 6: Fitting of low temperature resistivity upturn ad{0.32 sample. The experimental
data () are fitted (solid line) for (a) Coulomb blocking effect; (infer-grain tunneling of
electrons; (c) Kondo effect; and (d) elastic scatteringletteons.

or nanoparticle systems, the resistivity upturn in low tenagure has been described by
different mechanisms.g., electron-electrong— €) scattering, Coulomb blockade effect
and Kondo effect. While trying to fit the experimental datéhnexpressions corresponding
to each of these interactions, we found that the best fit igiodt by taking the — e like
elastic scattering term—(qul/z) (shown in Fig. 6) in case of all the samples. Detailed
analysis suggests that the low temperature upturn in r@grshost probably arises due to
elastic electron-electron interaction (quantum intenfiee effect). Magnetic measurements
at 4 K on the same samples show absence of long range magnetgciion and evidence
of increasing magnetic disorderasicreases beyond 10%. Combining the results of the
two types of measurements, a model of formation of thesg phaticles involving random

clusters of Co atoms within Cu matrix has been proposed.



The thesis is composed of four chapters and these are awdollo

Chapter 1. INTRODUCTION

The chapter gives a general introduction of magnetism, &ednotivation and
scope of the present work. Some basic theories of magnetismrmparticle systems

are discussed in this chapter.

Chapter 2. EXPERIMENTAL TECHNIQUE
The sample preparation procedure is thoroughly describethis chapter. Various
commercial instruments were used to characterize and meettsiphysical properties of
the prepared samples. The working principles of thoseunstnts are briefly discussed in
this chapter. The details of chemical, structural, and asicopic characterization are also

presented.

Chapter 3. RESULTS AND DISCUSSION
Some general experiments like zero field cooled and fieldecbolagnetization, thermo-
remanence magnetization, hysteresis loop etc., are pegtbto understand the magnetic
behavior of the samples. Exchange bids,relaxation, memory effects are also studied
on annealed samples to understand the total magnetic loeh@tie temperature and field
dependent resistivity behavior have been studied to congpli the results of magnetization

measurements.

Chapter 4. SUMMARY AND CONCLUSION
The key observations of the present work and prospects thfdustudies are discussed in

this chapter.
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CHAPTER 1

INTRODUCTION

From about two thousand years ago when loadstone compassedwing used by
Chinese navigators, magnetism and magnetic phenomendbaweamong the important
aspects of human civilization. In the present day, magnetsraagnetic materials are
ubiquitous in computer memory disks, credit and ID cardsdlspeakers, refrigerator door
seals, cars and toys etc. The scientific development of thiecuof magnetism has come
through various landmark discoveries beginning with timeakable conclusion by William
Gilbert in 1600 that earth behaves as a giant magnet. Thdtatrie current produces a
magnetic field was established through the works of Hanss@ami @rsted, André-Marie
Ampere, Carl Friedrich Gauss, Jean-Baptiste Biot, andkFdivart in early 19th century.
Then in 1831, Michael Faraday found that a time-varying neéigrflux through a loop
of wire induced a voltage. Finally, James Clerk Maxwell $yastized and expanded these
insights into what is now known as Maxwell’'s equations thatstitute the foundation of

classical electrodynamics.

A deeper insight into the origin of magnetism has becomeiplesby the quantum

mechanical concept of atomic magnetic moment resultingy fosbital and spin angular
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momentum of unpaired electrons. In most materials the atantiments are small and
aligned randomly, leading to paramagnetism, as shown in Eifj(a). When atoms are
brought in proximity to each other there is a probability ofipling of the spin moments
of the atoms through a mechanism known as Heisenberg exeha&agsing the spin
moments to align parallel or anti-parallel. In some matsriapecifically in transition
metals such as nickel, cobalt, and iron, the spin momenttagge, and align in parallel
or ferromagnetically as shown in Fig. 1.1(b). This cause®taspontaneous magnetic

moment in the material.

e
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Figure 1.1: Schematic representation of magnetic spirctsire; (a) paramagnetic spin
moments, (b) ferromagnetic spin moments, (c) antiferramtig spin moments, (d)
ferrimagnetic spin moments, (e) temperature dependentieeomagnetic susceptibility
in the case of diamagnetism and paramagnetism; (f) inveragnatic susceptibility
(x~1) ferromagnetism, antiferromagnetism, and ferrimagnetistn T* being the critical
temperature anél the paramagnetic Curie temperature.




1.0.1 Classification of Magnetic Materials

A material can be classified in one of the following differenagnetism classes

depending upon the susceptibiligyand spin structure of the material.

Diamagnetism

Diamagnetism is a very weak form of magnetism that is exddbanly in the presence
of an external magnetic field and results from changes inrbigadmotion of electrons due
to the external magnetic field. An external magnetic fieldl induces atomic or molecular
magnetic dipoles which are oriented antiparallel with ez$go the exciting field due to

Lenz’s law. Therefore, the diamagnetic susceptibilityagative.

x9 = Const <0 (1.1)

Diamagnetism is present in all materials; however, it igvaht only in the absence of
para- and ferromagnetism. Some examples of diamagneteriaatare nearly all organic
substances, metals like Hg, superconductors below theatriemperature. For an ideal
diamagnetyd@is — 1. A typical diamagnetic susceptibility with temperatuseshown in

the Fig 1.1(e).

Paramagnetism

In paramagnetism, the atoms or molecules of the substaveentad orbital or spin
magnetic moments that tend to be randomly orientated duleetontal fluctuations when
there is no magnetic field (shown in Fig 1.1(a)). In a magrigid these moments start

to align parallel to the field such that the magnetisationhef material is proportional

3
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to the applied field. They therefore have a positive susb#ipfi Paramagnetism occurs
in all atoms and molecules with unpaired electroag,, free atoms, free radicals, and
compounds of transition metals containing ions with urdileectron shells. There are
magnetic moments associated with the spins of the condpetéctrons in a metal, and in
presence of a magnetic field, the imbalance in the numberaraflpl and antiparallel spins

results in weak and almost temperature independent paratisi.

The susceptibility of paramagnetic materials is characgdrby,

xP2@=Const >0 (1.2)

Xpara — Xpara(-l-) (13)

A typical paramagnetic susceptibility with temperaturghewn in the Fig 1.1(e).

Ferromagnetism

Ferromagnetism is a result of an exchange interaction leetvomic or molecular
magnetic moments. Below a characteristic temperaturehwisicalled the Curie tem-
peratureTc, the material from the point of view of magnetism is subdaddnto small
volumes or so-called 'domains’ which typically have size$um. The magnetic moments
enclosed in these domains exhibit a nearly parallel oriemta&ven in absence of an external
magnetic field,i.e., each domain of the material has a spontaneous magnetizafioe
magnetic moments can again be localized).( Gd, EuO) or itineran#g., Fe, Co, Ni).
Depending upon the temperature a ferromagnetic materdbean one of the three states.
First condition is when,

T>Tc (1.4)
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The magnetic moments exhibit a random orientation like impeagnetism. The suscepti-

bility is given by,

(1.5)

which is the Curie-Weiss law. The constdhis called the Curie constant. The second
condition is when,

0<T<Tc (1.6)

The magnetic moments exhibit a preferential orientatigrexhibits a significantly more

complicated functionality of different parameters congubto dia- and paramagnetism.

xFerme = xFemo(T H History) (1.7)

The third state is when,

T=0 (1.8)

All magnetic moments are aligned parallel (shown in Fig. ()1 A typical inverse

ferromagnetic susceptibility with temperature is showthia Fig 1.1(f).

Antiferromagnetism

In ferromagnetic materials, it is energetically favoratalethe atomic spins to orient
in the same direction, leading to a spontaneous magnetizatiowever, in antiferromag-
netic materials, the conditions are such that it is energhyifavorable for two neighboring
spins to orient in opposite directions, leading to no overalgnetization (shown in Fig.
1.1(c)). This is the opposite of ferromagnetism and thesiteom temperature is called the
Néel temperature. Above the Néel temperature, the maisrigpically paramagnetic. A
typical inverse susceptibility with temperature of a attibmagnetic material is shown in

the Fig 1.1(f).
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Ferrimagnetism

The magnetic moments are aligned in opposite direction Hitatigned moments
are not of the same sizeg., the total moment cancelation is not occurred as in the case
of antiferromagnetic material (shown in the Fig. 1.1(d))en@rally this happens when
there are more than one type of magnetic ions in material. varadl magnetization is
produced but not all the magnetic moments may give a positwribution to the overall
magnetization. A typical inverse susceptibility with teengture of a ferrimagnetic material

is shown in the Fig 1.1(f).

1.0.2 Magnetism in nanosized particles

Materials constituted of particles having sizes 1 to 100 nencalled nanostructured
material [1]. When the size of the material reduces and e=sate order of nanometers,
the influence of the surface atoms becomes comparable omessmimportant than the
bulk contribution. The defects associated with the brokgstalline symmetry and other
physical effects may also become very important when treersiduces to nanometer scale.
Generally a physical property of a material depends on tre @i the material, when the
size is comparable to the dimension which is relevant tophaperty. A large interest in
magnetic nanoparticles was observed in last decades e\t their various potential
applications in fields ranging from ultrahigh-density neiog and catalytic chemistry
to biology and medicine [2,/ 3, 4) 5, 6]. Nanostructured makerhave very interesting
structural, chemical, electrical and magnetic propefile§, 9,10, 11, 12, 13, 14, 15] which
sustain the activity of research in magnetic nanopartici@sservation of giant magneto

resistance in magnetic thin films [16, 17] and granular systef Fe, Co and Ni and in

their binary alloys with Cu, Ag and Au have enhanced the egef18, 19, 20].
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As mentioned before, bulk ferromagnetic materials are titoisd of magnetic
domains whose size depends on various parameters, suclkenagerature, magneto-
crystalline anisotropy, etc. However, typically domaiaesis ~ 1um, and, therefore,
magnetic nanoparticles are essentially monodomain pestic The exchange coupling
effect, which affects the magnetic ordering of neighbofemi- or ferromagnetic particles
in a non-magnetic host has a range of several nanometers§al]n this we have one of
the limiting conditions which in recent years have resuiteah increased attention towards

study of nanostructured magnets.

The physical properties observed at such reduced dimenar@nstrongly sensitive
to slight variations of size, shape, and composition. Ornta@imost remarkable magnetic
properties that arises in these reduced dimensions is [gaaenagnetism (SPM), which
stands for the paramagnetic-like behavior displayed bglsidomain magnetic entities
above a characteristic threshold named ’blocking tempegatand is determined by a
complex interplay between the intrinsic physical chanasties of the material (magnetic
moment, anisotropy, etc.) as also the experimental camdit{measuring time, applied
magnetic field, etc.). Giant magneto-resistance in gramabgnetic systems [16, 117,118,
19,/20], departure from metal-like resistivity [1.6, 19| 2@, 23, 24, 25, 26, 27, 28,129, 30],
exchange bias in core-shell type nanoparticles|[31, 32,B8nory effect|[34, 35, 36, 37,
38,139, 40, 41, 42], are some of the other interesting behalsplayed by monodomain
magnetic systems. The large number of applications foretimasostructured materials
makes the understanding of the physics behind their behak/mractical and fundamental

relevance.
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1.1 Scientific background and motivation

For many years, G&u; _« (x < 0.3) alloys have been investigated as a model granular
system [[19, 20, 43, 44] to study spin-dependent transpatgzses in metallic alloys
containing a fine dispersion of nano-magnetic particlesckeél et al. [45] studied SPM
behavior of very small magnetic particles of Co embedded ima#ix of Cu in a melt-
spun granular sample of @g3Cuy g7 and also studied its giant magneto-resistance [46]
and magnetization as a function of magnetic field. In eled&posited binary alloys of Co
and Cu, Fedosyukt al. [47] analyzed the distribution of magnetic Co-rich clustar the
nonmagnetic Cu-rich matrix. They also studied the intévastbetween the magnetic par-
ticles [48/49| 50, 51] and magnetoresistance [47] in sugistes. Allia et al. [52] studied
melt-spun CoCu ribbons and showed that the classical saeragnetic model failed to
coherently account for the results of a systematic studgathermal magnetization curves
measured at different temperatures, and the concept efédating superparamagnet’ had
to be applied. Electro- and magneto-transport properti€3og 1Cuyg and C@ 15Cuy gs
melt-spun ribbons were studied by Fabiettal. [24]. Panissoctt al. [53] studied granular
Cop.1Cw g alloys and analyzed behavior of the thermoremanent mamtietn (TRM),
which provided relevant information about the distribataf blocking temperatures within
the samples [54] clearly revealing the existence of thréferdnt phases. Childress and
Chien [55] presented results on the magnetic propertiesetdstablef cc Co,Cuy_ alloys

in a wide composition range 9 x < 0.80.

The study of memory effect is another very interesting phegwon in grounds of
potential technological applications in magnetic mengrgpin electronics, and magnetic
sensors etc. Different groups studied memory effect inramtng and non-interacting
superparamagnetic nanoparticle systems [34, 36, 37, 3849 The magnetism of a

system of nanopatrticles strongly depends on the partizéedistribution and interparticle
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interactions|[56, 57]. Therefore, at any temperature bet@Margest significant blocking
temperature, the response to a change in the magnetic fisdchperature is slower for the
larger particles in the ensemble than that for smaller glagi It has been shown |38] that
such a behavior gives rise to interesting effects of agingtirations of either decrease or
increase of magnetic field or temperature, the so-calledonggffect, even in a system of

non-interacting magnetic nanoparticles/[34, 35].

The systematic experiments on the magnetic memory effestpiaeered by Sun
et al. [36] and they explained the observations by consideringldignteraction between
nanoparticles. Zhenet al. [35,58] reported a similar memory effect in what was inligial
thought to be a system of non-interacting Co nanopartidgsedsed in hexane solution,
but later on, was proved to be an interacting system. Sasaki[34,59] finally showed
that the same memory effect as studied by ®tal. could be obtained in an isolated
nanoparticle system also. Memory effects have been ob$ardi#ferent magnetic systems
mostly at temperatures far below the room temperatute [343@, 37, 38, 39, 40, 41, 42].

Only rarely systems show memory effect near room tempexd@ay, 61].

Initially, the exchange bias effect was observed in systéagng interface of
two materials with different magnetic histories like FM aA&#M (FM Co/AFM CoO
nanostructures), as described by Meiklejohn in a review.[@2ater on exchange bias
effect has been observed in different types of systems pawnterface of combinations
between FM, AFM, canted AFM, FIM, SG and disordered magraioponents [63, 64,
65,166,67, 68, 69, 70, 71,72,/73,74, 75, 76]. Exchange bfastsfhave been observed
in core-shell type nanostructured system where core anill Isdnee different magnetic
histories [76]. Exchange bias effects were also studiednar alloy systems such as

NiMn [77,178,[79, 80, 81], CuMn_[79], AgMn_[82], CoMn_[83] anceMn [80] alloys.

Historically Kondo effect was observed in dilute magnetioyasystems in which

the host noble metals contained isolated atomsdain@gnetic elements at concentrations
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of 0.1% or less|[25| 84, 85, 86, 87,!88]. Afterwards Kondo-likeistrgty behavior,
i.e., a low temperature upturn in resistivity was obtained inahelloys in which the
magnetic elements were present in much higher concemsgatiu_xNix and Cy_xNix

(x ~ 0.30— 0.45) alloy system showed resistivity minimum in low temparatwhich too
were be explained by Kondo effect [89, 90]. A dilute spin tdusnodel was used to explain
the resistivity minima at these concentration of localizedments. According to this
model, two kinds of electron-electron interactions aresieredyiz., thes—d exchange
interaction {Jsq) between localized electrons in a spin cluster and the conduction electrons,
and thed — d exchange interactiord{g) among localized moments in a cluster. The effect
of s—d exchange interaction on resistivity is suppressed by that@non scattering at high
temperatures, but at low temperaturesghad interaction dominates. Its strength is nearly
independent of local moment concentration. On the othed hae intracluster interaction
Jqq strongly depends on the local moment concentration. Far Miy (X ~ 0.30— 0.45),

Jdd is weak and the clusters behave as independent and Kondersaaican happen in
this Ni content range. When Ni content increases, the aeesate of Ni spin clusters
becomes larger and the distance separating them beconmntersidter reaching a critical
composition the strength afjq increases to the level that neighboring clusters begin to
align in long-range ferromagnetic ordering. Kondo effeas lheen extended to systems of
dense alloys with rare-earth ions [16, 19,129, 30], in palég the intermetallic compounds
of Ce and Ybl[91, 92, 93, 94, 95,196, 97]. Very recently, thespbation of Kondo effect in
melt-spun ribbon of C&Cuw;_x (x ~ 0.1 —0.15) alloys has been reported [23| 24]. Similar

observation of Kondo effect has been reported iR@ia_y microwire withx = 0.05 [98].

On the other hand, apart from alloys and intermetallicsarmér samples as also
disordered and amorphous alloys|[99,/100, 101] exhibit kmvgderature resistivity upturns
which are explained by alternative mechanisms, such asiraheelectron interaction,
weak localization effect (due to finite size effect), spirgozed tunneling through grain

boundaries [102, 103, 104, 105, 106,/107, 108, 109], etcefxgntally, the prevalence of

10



1.2. Scope of work

one or other of these mechanisms is manifested through tgeetia field dependence of

the resistivity behavior around the temperaturgiglof minimum resistivity.

1.2 Scope of work

In recent years much attention has been paid to the unddnstpof nanostructured
magnetic materialsg.g, nanoparticles, nanowires, multilayers and others, fairth
application in various fields, such as, miniaturizationlet&onic devices, high density data
storage systems, magnetic fluids, etc. The discovery ot giagnetoresistance (GMR) in
magnetic thin films/[19, 20, 110, 111] and such effects in $grahular systems of Fe, Co,
Ni and their various alloys in Cu, Ag or Au matrices[16, 11231114, 115, 116, 117, 118]

have also generated further interest in the study of sucrypimagnetic systems.

The present thesis describes preparation ofGD@ x nanoparticles with a wide
variation of Co concentration (@1 < x < 0.7) and an appreciable distribution of particle
size using a low cost substrate free sample preparationasetlive have carried out a
systematic study of the temperature, time and cobalt cdrateon dependent evolution
of the magnetization and electrical resistivity of the naemticle systems. We have
observed an interesting low temperature upturn of eledtriesistivity for the first time

in concentrated magnetic granular alloy systems.

The main objective of this thesis is to study the changes afnetic and transport
properties of CaCu;_yx granular alloys with variation of Co concentration. Theeagh

work was carried out in three stepsz.,
(i) synthesis of C@Cu;_x magnetic nanoparticles using chemical reduction method,

(i) characterization of samples using x-ray diffractiohRD), transmission elec-

11



CHAPTER. INTRODUCTION

tron microscopy (TEM) and inductively coupled plasma ogitiemission spectroscopy

(ICPOES), and,

(i) the study of magnetic and transport properties usimghly sensitive super-
conducting quantum interference device vibrating sampégmatometer (SQUID-VSM
of Quantum Design) and Physical Properties Measuremene®@y@PPMS of Quantum

Design).

1.3 Some basic theories

1.3.1 Superparamagnetism

Superparamagnetic (SPM) system is an assembly of very ssimajle-domain
magnetic grains or particles dispersed in some non-magme¢idium and exhibiting
magnetic phenomena very similar to atomic paramagnetissually magnetic particles
with diameter smaller than 100 nm are called superparantiagribough typical SPM
particle sizes are of the order of 10 nm. The energy of a magpetticle generally
depends on the equilibrium magnetization direction sepdrhy energy barriers. These
energy barriers depend on particle volume and crystaltinetsire of the material. At any
temperature there is a critical diameter below which thémmaitations are sufficient to
overcome the energy barrier and to rotate the particle megien randomly. The time
averaged magnetization of such a particle is zero [119] hisdphenomenon is known as
superparamagnetism. The SPM behavior of an assembly aflgrasingle domain particles
strongly depends on particle volume distribution, typesirderparticle interactions,
disorder and surface effects, etc. The surface spins arexaatly compensated and in

a small particle a small net magnetization arises from tinfase spins alsao [120].
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SPM systems show the same behavior as normal paramagnd&daisawith one
exception, that their magnetic moment is large comparel tvat of simple paramagnetic
systems. The value of magnetic moment per atom or ion for emaloparamagnet is a
few bohr magnetonsug). But the moment of a single domain superparamagnetic iron
particle with 5 nm diameter is 12008 [121]. Superparamagnet can be described by the
same equations that are used for ordinary paramagnetiensgsbut the only difference
is that a grain or a cluster composed of 1000s of atoms playdlleeof a single atom as
in case of simple paramagnetic system. Basically, singhaaln magnetic nanoparticles
can be characterized by their large total magnetic supeenamin the ideal case of
noninteracting single domain nanopatrticles the dynamiestypically described by the
Néel-Brown theory [122, 123, 124], where SPM behavior wasljated at high temperature
and the blocked state at low temperature. The temperatuighwdivides this region is
blocking temperaturelg). For small magnetic granules, if the temperature is higinen
the average blocking temperature, most of these magneiitigs become SPM. While the
temperature is lower than the average blocking temperanwst of these granules become
blocked and others still remain SPM. Beloly superparamagnet’s magnetization curve
M(H) has hysteresis and is thus more similar to magnetizatioreafra ferromagnet. In

the following paragraph we introduce the basic charadtesisf superparamagnetism.

At any given temperature for which the thermal energyT() is much lower than
the anisotropy energy barrieK{V), the magnetization forms an angbewith the easy
axis. In this case the magnetic behavior of an assembly @jp@ddent particles is quasi-
static, thermal energy being very weak. As the thermal gnergyeases with increasing
temperature, the probability of overcoming the anisotrepgrgy barrier separating two
easy magnetization directions increases. Finally wigdh> KaV, the magnetization can
flip freely among the two easy directions and then its timeaye of magnetization in
absence of an external magnetic fiell) (s zero. In such condition the assembly of the

particles behave like a simple paramagnetic system andtadscoercivity becomes zero.
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Figure 1.2:(a) Anisotropy energy (9)) for H =0, (b) for H < ZM—@ and, (c) for H> ZMLQ

If an external magnetic fieldH) is applied parallel to the easy axis, the anisotropy energy

of the particle can be written as follows.
Ea = KaVsit 6 — ms H (1.9)
where, we can define the magnetic moment of a single domaiiclpar
S = MaV (1.10)

where Ms is the saturation magnetization and is the volume of thegbart The above

equation can be rewritten as,

Ea = KaV sir? 6 — MgV H cosf (1.11)

There can be two situations depending upon the value ofrexdtéeldH.
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(i) H < 2Ka/Mg; there are still two minima but they are not same since theggne
barrier from@ = 0 to 8 = 7 is higher than that fron® = 7 to 8 = r shown in Fig. 1.2,

curve B).

(i) H > 2Ka/Mg; there is only one minimum and the SPM relaxation is no longer

observed (shown in Fig. 1.2, curve C).

The average time for the switching of the magnetizationatioa between two easy
directions of magnetization is called the SPM relaxationeti(t). For a single domain
ferromagnetic particle with uniaxial anisotropy,can be written according to Arrhenius

law
KaV
keT

T = Toexp( ) (1.12)

wherery is called pre-exponential factor or relaxation time consf2l] and it is considered
as the average time between attempts to jump over the enarggrb In 1949 Neel first
evaluated the relaxation time of a superparamagneticpaand therefore Eq. 1.12 is often

called the "Neel relaxation time".

The magnetic behavior of single domain particles is strpdgpendent on relaxation
time, as expressed in Eq. 1.12. Therefore the magnetic girepef an assemblies of single
domain particles depends on the experimental measurirgaimdow () of the technique
employed to observe the relaxation. In fact ik < 1y, the relaxation appears so fast that
a time average of the magnetization is observed as zero anpatticles will be in the
SPM state. In such conditions an assembly of noninterastimgje domain particles do not
show magnetic hysteretic behaviom(, zero coercivity and remanent magnetization). On
the other hand it >> 1y, the relaxation is so slow that only static properties argeoled
and the patrticles will be in the blocked state. In this candithe magnetization as a
function of applied field show ferromagnetic behavior withysteresis loop. The blocking

temperatureTg) is defined as the temperature at which the relaxation tinegusl to the
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experimental measuring time.

Let us consider now in more detail some aspects of the magbetiavior at

temperatures higher and lower than the blocking tempexatur

Magnetic properties above the blocking temperature

The dependence of the magnetization on the temperature amalatic field is similar
to that of a classical paramagnetic system, using the padrccluster moment instead of

the atomic moment.

M(T,H) = ML (K (1.13)

ks T
whereMg is the saturation magnetization, ahdli‘s—'}') is the classical Langevin function

(shown in the Fig. 1.3).

uH uH ksT
L(kB—T) = COth(@>_(u—H> (1.14)

For lﬁ‘—'i « 1 the Langevin function can be approximated with
B

puH  keT
L(kB—T) = (H—H) (1.15)

as indicated by the line tangential to the curve near thero¢ghown in Fig. 1.3).

As the magnetic field is increaseég >> 1), the magnetization increases. In such

condition the Langevin function can be approximated with,

ﬁ)zl_(@

I'<kBT uH

) (1.16)

AssumingksT >> pH the susceptibility can be obtained by differentiation of #bove

Eq. 1.13 with respect to the field
V M2

= 3t (1.17)

X
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Figure 1.3:Field dependence of magnetization described by Langertitin

For a real SPM system in which there is a distribution in pitsize and hence in particle

volume, Eq. 1.13 can be written as,

JoLGEDV f(V)dv

M(H,T) =Ms J2VP(V)dV

(1.18)

wheref(V) is the distribution of particles volume. The more commonrapph consists in
assuming that this size or volume distribution has a ceftaim. A lognormal distribution

is often in good agreement with the particle size distrimutobtained experimentally by
TEM observations and also determined from the fittind/dH, T) curves for many kinds

of nanopatrticle system.

Magnetic properties below the blocking temperature

Below the blocking temperature superparamagnetic natiolegr show ferromag-

netic like hysteretic behavior in the field dependence of méigation. When a magnetic
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field is applied, in the expression of the anisotropy enengyaidditional term co® appears.

The magnetization can be expressed as

M(H,T) =Ms< cosf > (1.19)

where 0 is the angle between the particle moments and the applietidiséction. The
magnetization increases with increasing the external &eldl reaches a maximum value
Ms when external applied field is as high as all the moments égeeal along the field
direction. When the external field is decreased the magataiizdecreases from saturation
down to a remanence value when the applied field decreasesrdo(tz = 0). This
remanence value is expected to be one half of the saturasilbe Wir = Ms/2). This
picture is valid when all the particles at low temperature @r the blocked state. On
increasing the temperature some of the particles will béeshito the SPM state, thus
lowering the remanence value. In a real system, there alwaigts a distribution in
particle size and so also in blocking temperature. Eveneslictivest measured temperature
a fraction of particles can still be found in SPM state asdlexists a smallest volume for
which KV is always lower thatkgT. For this reason the saturation of the magnetization

will be partial andVr value will be lower tharMs/2, even at high field.

1.3.2 Single domain particle

According to Weiss|[125] theory a ferromagnetic (FM) matkdontains a number
of small magnetic regions, with different shapes and sizalted magnetic domains. Each
domain is a uniformly magnetized region and the local magaton reaches the saturation
value within a domain. The magnetization directions ofatiéint domains are at random.
So the net magnetization is zero in absence of an externahetiadield. This picture is

called the multi-domain structure of a material. In a FM metgnmaterial, a number of
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D

Figure 1.4.Schematic diagram of prevalence of single-domain streatwer multi-domain
structure due to size reduction

magnetic domains exist as a result of the balance betweeaxtiange interaction energy
and the magnetostatic interaction energy. Basically exghanteraction energy favors the
parallel alignment of neighboring atomic moments and ttweferming magnetic domains
and the magnetostatic interaction energy tries to break tinéo anti-paralleled oriented
smaller domains. The domain size is determined by the velairength of these two
energies. With decreasing size of the magnetic partickretis a critical diameter below
which the magnetostatic energy is not sufficient to dividedjstem into smaller domains
with different magnetization directions, and so the systemains as a particle with a single

magnetic domain, as illustrated in Fig. 1.4.

As the particle size continues to decrease below the drdiza of forming the single
domain, the spins increasingly overcome the anisotropyggrigarrier and are affected by
random thermal fluctuations, and so the system becomespguparagnetic. The existence
of single domain particles were theoretically predictest ity Frenkel and Dorfman [126]

and the critical size was estimated by Kittel [127] and ashétor a spherical particle, the
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critical diameter proposed by Kittel [127] is given below,

dc =18 Ew 5 (1.20)
b Mg
and
Ka
Ew= 2¢(x) (1.21)

Ew is the domain wall energyn, is the magnetic moment for unit volume aht} is the
saturation magnetizatiorky is the anisotropy energy amdthe exchange energy density.
Typical values of critical diameters of ferromagnetic e are 15 nm for iron, 70 nm for

cobalt, 55 nm for nickel |1].

The coercivity Hc) depends strongly on the domains size and for multi-domain
particleHc can be written as,

b

wherea andb are constants and is the diameter of the domain. From Eq. 1.22 we see
that coercivity increases with decreasing domain size wlgshown in Fig 1.5, curve A.
After that when the particles become single domain thenaleecivity reaches a maximum
valueHc. ThereafterHc decrease with decreasing particle size (Fig. 1.5, curvelghw

can be written as,

h

whereg and h are constants. The decreaseHy observed in magnetic monodomain

systems is due to thermal effects.
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Figure 1.5: Behavior of the particle size dependence of the coercivitpanoparticle
systems.

1.3.3 ZFC/FC magnetization curve

ZFC/FC magnetization curve provides valuable informabtarthe temperature and
field dependence of a nanostructure. It is easy to estim#eratit important parameters
like blocking temperature and strength of interaction lestawparticles of a single domain
nanoparticle sample from the graphs of temperature deperd# magnetizatiom(T). To
draw this curve first the sample is demagnetized at a temperhigher than the blocking
temperature where all particle moments are randomly arterifter thatitis cooled in zero
external magnetic field down to a temperature much lower Tgaand finally a small field
Hn is applied to measure the magnetization in heating cycla tiee lowest temperature.
The curve thus obtained is called zero-field cooled (ZFC)metigation. One can obtain a
field cooled (FC) curve by following the same process but ¢tmiycooling cycle is done in

presence of the same small magnetic fielg)

In ZFC/FC magnetization processes the temperature egolofithe total magneti-

zation of the system is recorded following different themagnetic histories.
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Figure 1.6: Temperature dependence of magnetization in ZFC and FC gqubiaf as-
prepared CQCu;_yx nanopatrticle for x = 0.03.

A typical ZFC/FC curves are shown in Fig. 1.6 in which the gahbehavior of a
SPM system is foundjiz., (i) both curves coincide at high temperatures in a paramagn
(PM)-like dependence, (ii) with decreasing temperatdienjagnetization in both curves
grow until a certain temperature range is reached whereuhes start to bifurcate, (iii)
the FC curve still growing when the temperature is below thHertation, and (iv) the
ZFC exhibiting a maximum and then decreasing as temperauomvered. This broad
maximum of the ZFC curve is defined as blocking temperatiigg. ( This maximum
roughly differentiates two main temperature regimes; ghbémperature (abovig) where
the sample exhibits a PM-like behavior in temperature déeeoe and at low temperature
regime (belowTg) where the particles are blocked. However, a close view efcilrve
reveals that a PM-like decrease right abdwas not observed in the ZFC curve, and there
is a slight difference between ZFC and FC curves. Theserisatndicate that a true SPM
behavior is not exhibited right above the maximum of ZFC, dtubhigher temperatures at
which the ZFC curve perfectly overlaps with the FC one andlstshwell defined PM-
like temperature dependence. This temperature at whichEAZECurves exactly overlap
is called bifurcation temperatur@g) which is slightly higher thafg. In practice, there

is a distribution in particle size in all real SPM systems &g is the reason why the
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Figure 1.7:(a) Magnetic susceptibilityy) in ZFC protocol of CCu;_y nanopatrticles for
x =0.03, (b)x in FC protocol of the same sample, (c) Random orientatioraobparticles
after cooling in ZFC process, (d) random orientation of npadicles after cooling in FC
process.

ideal SPM behavior is not observed rightTat When the nanopatrticles are cooled below
the blocking temperature without magnetic field, all the meignetic moments in single
domain particles point along their respective easy axegndtic anisotropy dominate the
thermal energy in this region and acts as an energy barr@witching the magnetization
direction from the easy axis. The particle size distributidroduces a random distribution
of the easy axes directions also, and the average magimtizas well as the susceptibility,
is about zero [128] or a very low value in this low temperatiegon. When temperature
rises, the particles gain some thermal energy and try tocowee the the magnetic
anisotropy barrier. The magnetization directions of thbsemally activated nanoparticles
start to align themselves along the applied magnetic figlelctlon. Therefore, the total
magnetization initially increases in ZFC magnetizatiothvimcreasing temperature. With
increasing influence of thermal randomization, the ZFC ewxhibits a maximum (shown

in Fig. 1.7(a) and (c)) and the corresponding temperatligy) is, for non interacting
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particles, directly proportional to the average blockiegperature.

wheref3 is a proportionality constant that depends on the type @& digtribution. In the
literature, it has been reported that, for a random asseailign-interacting nanoparticles,
B is typically within 1.5-2.0. Tnax can be related to the blocking of particles having the

mean patrticle size [129, 130].

The FC protocol consists in cooling the sample in a srdalmagnetic field and
measuring the magnetization during the heating cycle isgiree of this field. As the
nanoparticles are cooled at progressively lower temperaitu presence of field, the
magnetization of each patrticle is frozen along the fieldafiom and (Fig. 1.7(b) and (d))
[128] blocked in this condition. During heating a number aftjtles gain thermal energy
and randomize their magnetization directions. The numbpadicles in SPM state starts

to increase and the magnetization monotonically decreébamnereasing temperature.

When the temperature is sufficiently increased the systawsla typical param-
agnetic behavior (Fig. 1.6) and ZFC and FC curves are supesgd. Below a given
temperature the two curves diverge and an irreversible etagibehavior is observed. The
temperature at which the irreversibility is observed idezhirreversibility or bifurcation
temperature as previously definefp) and can be related to the blocking temperature of
the biggest particles [131, 132]. The difference betwggp andTi,, provides a qualitative
measure of the width of blocking distributiong,, of the size distribution in absence of

interparticle interactions).
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1.3.4 Thermal relaxation and blocking temperature

The thermal energy of the single domain particle resultshin ftuctuation of the
magnetic moments. As stated above, the relaxation time giheteation of these type
of systems is a function of the energy barrier and the tentyperaand can be described
by Arrhenius law (Eq. 1.12). In this equatiory is the pre-exponential factor inverse
of the jump attempt frequency of the particle magnetic mantextween the opposite
directions of the magnetization easy axig.directly depends on the material parameters
and can have values ranging between0- 10-° s that can be theoretically calculated
and experimentally determined [121, 133,1134]. In gransyatems the observed magnetic
behavior strongly depends on the characteristic measurtimea 1, (the time window)
of the employed experimental technique with respect to titensic system relaxation
time 1, associated with the energy barrier. This time window &fiem large values,
as in magnetization measurements (typically 100 s) to vergilsones, like in MOssbauer
spectroscopy (1 s). If tm, » T, the relaxation is faster than the time window of
observation of magnetization, allowing the system to reaeinmodynamic equilibrium.
The nanoparticles are considered to be in the superparati@gagime. On the other
hand, if iy, « T, the system relaxation proceeds very slowly, and one caerebgjuasi-
static properties as in ordered magnetic systems. Suchpagiwes are in the so-called
blocked regime. The blocking temperatUgsthat divides both regimes dependsmpand
is determined for particles with~ t1y)). Tg is associated to the energy barrier, and for this
reason it increases when the particle size increases. Idstfure a critical volum¥ci; at a

certain constant temperatufg which would lead ta, = 7in Eq. 1.12.

KAV(:rit
ke To

INT=1InTo+( ) (1.25)

Therefore, forry, = 100 s (a typical measurement time for conventional magnetom
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try). One has,

In(10?) = In(10°9) + KQBVT";“ (1.26)
4.65+20.7 = KQBVTC(;" (1.27)
25— KQBV%“ (1.28)
Verit = ZSEBTO (1.29)

A

The critical volume at which a particle becomes superpagaigc is directly
proportional to the temperature. In a real SPM system wlhnenetalways exists a particle

size distribution, the bigger particles become superpagg@tic at higher temperatures.

Blocking temperature can be defined for a given measuring tign= 1 and for a

certain fixed volum& =\ by the equation below

Inr:InroJr(%) (1.30)

For 1, = 100 s one obtains the well-known result,

~ KaVo

T = 20
B 25Kg

(1.31)

From above discussion we see tlgstrongly depends ony, and hence the magnetic
response of the system also dependgpmf specific measurement and application. As

for example, for data storage purposes large time scalaseaessary, but short times are
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Figure 1.8:Temperature dependence of relaxation time of superparastagnanoparti-
cles and blocking temperatureg)Tfor a certainty,.

required for magnetic recording. So, the experimentalriegles are chosen depending
upon the objective of application. A typical temperaturpael@ence of relaxation time is

shown in the Fig 1.8.

1.3.5 Thermo-remanent magnetization

Thermoremanent magnetization (TRM) is a key parameterigiray information
about the superparamagnetic relaxation and anisotropgebarrier. In TRM measure-
ment first saturation field for specific sample is applied atragerature higher thafg.
After that the sample is cooled down to a lower temperatuma 1§ and the field is turned
off. After 100 sec waiting the magnetization is measured &snation of temperature
in warming cycle. After cooling at the presence of saturatield nanoparticles are
blocked in the applied field direction. After reaching thevést temperature though the

magnetic field is switched off but the anisotropy energy ibarblocked any change of
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Figure 1.9: A typical temperature dependent thermo-remanent magtietiz curve
(dashed line) of superparamagnetic nanoparticle system.

magnetization direction of the nanoparticles. For randam distribution of nanopatrticles
and distributions of the angles between easy axis usuakpopy energy barriers have a
broad distribution [128]. As the temperature increasesesof the nanoparticles are able to
move their magnetization direction from the blocked candiias they gain some thermal
energy ksT). As the process is continued, number of thermally actt/aignoparticles
increases with temperature. This thermally activated partles randomly flip their
magnetization direction faster than the measuring timertdly the magnetometer [130].

For a ideally non-intercaing superparamagnetic system tRiMbe written as,

MrrM _ / vE(Te)dTs, (1.32)
Ms T

There is no contribution of any susceptibility, as the agubliield during the measurement
is zero. So that the remanent magnetization is simply thenetagation of the blocked

particles. where the factgris a constant and equal to 0.5 in the case of uniaxial anigptro
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[52,1135] and 0.886 for cubic anisotropy. Figure 1.9 showgpactal thermo-remanent

magnetization curve of superparamagnetic nanoparticiesy

1.3.6 Magnetic anisotropy

In a magnetically ordered material, there are certain predfieorientations of direction
of the magnetization. These easy directions are given byrtiméma in the magnetic
anisotropy energy. Magnetic anisotropy energy is comlmnabf several contributions
like magnetocrystalline and magnetostatic energies [13®] in bulk materials. In single
domain particles, other kinds of anisotropy like exchange dipolar anisotropy, surface
anisotropy, stress anisotropy contribute to the totalaropy energy. Magnetic anisotropy
appears due to the finite size of the particles, which are mpds several atoms (usually
up to thousands of atoms for single-domain particles), artdese particles the spin-orbit
coupling and dipolar interaction control the orientatidneasy magnetization direction.
The magnetic anisotropy energy (Eq. 1.11) of the particles can be described by a simple
model with two main contributions, crystalline anisotraoyd shape anisotropy, which are
primarily associated to the core and surface atoms, rasphctFigure 1.10(a) show the
direction of easy axis, applied magnetic field and the of tloenents of the fine particles
and Fig 1.1(b) the angular dependence of the energy baorieefo external magnetic field

and for an externally applied field lower than the coercivielfie

Magnetocrystalline anisotropy The origin of this contribution is the spin-orbit

coupling, which results from the interaction between magmaeoments and is determined
by the crystal structure of the system. This is an intringimpprty of the material, and
related to the crystal symmetry and arrangement of atontseicrystal lattice. The orbital
wave function will reflect the symmetry of the crystal lagtiand the spins will be affected

by the anisotropy due to the interaction of orbital wave fiorcwith spin,i.e., the spin-orbit
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(2) Easy axis (b)

A 1

A

Figure 1.10(a) Easy axis, applied magnetic field direction and the dicetof the moments
of the fine particles, (b) the angular dependence of the gnbegrier for zero external
magnetic field (continuous line) and for an externally apglfield lower than the coercive
field (dashed line).

coupling.

Shape anisotropy If the sample is exactly spherical the same field will magreeti

it to the same extent in every direction. But if the sampledasspherical, then it will be

easier to magnetize it along a long axis. This phenomenomaw/k as shape anisotropy. A
magnetized body will produce magnetic charges or polesaguiface. Another magnetic
field builds up in the magnetized body resulting from thisface charge distribution. It
is called the demagnetizing field because it acts in opposith the magnetization that
produces it. Shape anisotropy results from this demagngtizld. The demagnetizing
field will be less if the magnetization is along the long aXiart if is along one of the

short axes. This produces an easy axis of magnetizatiog #h@enlong axis. A sphere, on

the other hand, has no shape anisotropy. The magnitude jpé stmasotropy is dependent
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on the saturation magnetization. For smaller particle shamsotropy is the dominant
form of anisotropy but in larger sized particles, shape @y is less important than

magnetocrystalline anisotropy.

Surface anisotropy The surface atoms have a lower symmetry compared to that of

atoms within the particle and their influence on the energh@particle may depend on the
orientation of the magnetization. Actually the when siza@hagnetic material is reduced
to the critical size to form single domain particle the soefapins are uncompensated and
frustrated compared with the spins inside the particless gives rise to surface anisotropy

which may also depend on adsorbed species on the surface.

Stress anisotropyAnother contribution to the anisotropy energy comes fronginea

tostriction, which is coming from the interaction betweba tmechanical properties and the
magnetic properties which is again due to spin-orbit cawgplin 1842 Joule first observed
this phenomenon in a specimen magnetized in a given diredtle observed a change in
length in that direction. Strain is related to any stress iy be acting on the considered
system. So this implies that the anisotropy energy depend$fi® stressed state of the

system.

Exchange and dipolar anisotropyWhen two particles come together so close that

they have a magnetic interaction, which can be either dueaignetic dipole interaction or
exchange interaction, leads to an additional contributicanisotropy energy. In this case,
the easy direction is determined by the relative orientadibthe two interacting magnetic
moments. In most cases, it is assumed that the sum of allilbotidns to the magnetic

anisotropy energy results in an effective uniaxial angogr
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1.3.7 Exchange bias

The exchange bias effect is an old phenomenon which was\wdissd in 1956 by
Meiklejohn and Bean. They observed a shift of the magnet&tdrgsis loop along the
field axis at low temperature when Co/CoO core-shell nanmbes were cooled in a static
magnetic field[138, 139]. Exchange bias effect is the shiifthe magnetic hysteresis loop
resulting from the pinning effect at the interface betweghand hard magnetic substances.
One of the most interesting interfaces for study the excbieag effect is interface between
a ferromagnetic (FM) and an antiferromagnetic (AFM) maieriSpin arrangement in a
FM/AFM layer at the temperaturgy < T < Tc and at the temperatufe < Ty is shown
in the Fig 1.11(a) and (b). An example of a simple hysteresig lat the temperature
Tn < T < Tc and such a shifted hysteresis loop at the temperdtureTy of a material
with a FM/AFM layer are sketched in Fig. 1.11(c) and (d). Tleater of the hysteresis
loop is shifted from zero applied magnetic field by an amddig, the exchange bias field.
There are three different fields used to characterize the Ibiee left and right coercive
fields,Hc1 andHcp, and the bias fieltHgg. In a FM/AFM system, a shifted hysteresis loop
can be experimentally obtained beldw of the AFM material in the following protocol.
First, the hysteresis curve is drawn in the ZFC conditionteAthat a magnetic field is
applied at a temperature higher thgnin order to saturate the ferromagnetic material. The
second step is to cool the sample belByin the presence of the same magnetic field. Then
again hysteresis curve is drawn in this FC condition. Thedrgsis loop in FC condition is
shifted compared with the loop in ZFC condition. This shsftlue to the strong anisotropy

and a weak exchange energy coupling between the FM and AFkrialat

The macroscopic observation of the hysteresis loop shié ttu unidirectional
anisotropy of a FM/AFM bilayer can be qualitatively undemd by analyzing the

microscopic magnetic structure of their common interfadee critical temperature of FM
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Figure 1.11x(a) Spin arrangments in a FM/AFM layer at the temperatuwed T < Tc; (b)
Spin arrangments in a FM/AFM layer at the temperature<Tly; () hysteresis loop of a
material with FM/AFM layer at the temperaturg kK T < Tc; (d) a shifted hysteresis loop
of a material with FM/AFM layer at the temperatured Ty .

and AFM layer should satisfy the conditida > Ty, whereTc is the Curie temperature
of the FM layer andTy is the Neel temperature of the AFM layer. At a temperature
Tn < T < Te), the FM spins align along the direction of the applied fieldhereas the
AFM spins remain randomly oriented in a paramagnetic stlte. hysteresis curve of the
ferromagnetic material is centered around zero. Next, lamiggnetic field is applied which
is higher than the saturation field of ferromagnetic layet #ren, without changing the
applied field, the temperature is being decreased to a fiaiteVower thefy (field cooling
procedure). After field cooling the system, due to the exgkanteraction at the interface,
the first monolayer of the AFM layer will align ferromagnetily (or antiferromagetically)
to the FM spins. The next monolayer of the antiferromagné#thaive to align antiparallel
to the previous layer as to complete the AFM order, and so oite dhat the AFM interface

spins are uncompensated, leading to a finite net magnetizafi this monolayer. It is
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assumed that both the ferromagnetic and the antiferrontiagaes in a single domain
state and that they will remain single domains during thenegnetization process. When
reversing the field, the FM spins will try to rotate in-plaoete opposite direction. Being
coupled to the AFM, which is considered to be rigid, it takessranger force and therefore
a stronger external field is needed to overcome this coupliigo rotate the ferromagnetic
spins. As a result, the first coercive field is higher than ttevipus one af > Ty, when
the FM/AFM interaction was not yet active. On the way backifroegative saturation
to positive one, the FM spins will need a smaller externatéan order to rotate back to
the original direction. A torque is acting on the FM spins &tirangles except the stable
direction which is along the field cooling direction (uniglitional anisotropy). As a result,

the magnetization curve is shifted to negative values oafiied field.

1.3.8 Memory effect

In nanoparticle system one interesting behaviors in réilexadynamics and in
ZFC/FC magnetization dynamics is the existence of memdgcef The magnetic state
of a system is defined by behavior of temperature dependéaltbdependence and time
dependence of magnetization of the system. Sometimes ligereed that a magnetic
system remembers its magnetic history and repeats its rtiagtege after an intermediate
change in the temperature or magnetic field. This phenomisfiarown as memory effect

in superparamagnetic or spin glass like nanopatrticle syste

In magnetic nanoparticle systems, there are two possilidgnerof this memory
effect. In non-interacting or weakly interacting nanojudet system the distribution of
particle size which introduces a distribution in relaxatione play the key role in memory
effects. Another possible dynamics in an interacting nanoge system is frustration

caused by strong dipolar interactions among the particid$tee randomness in the particle

34



1.3. Some basic theories

positions and anisotropy axis orientations.

During the last few years a number of articles on observatiomemory effect in
nanomagnetic SPM, AFM materials through ZFC/FC magnétizaneasurements as a
function of temperature have been published [34, 36, 3739840]. Such systems store
the memory of either decrease or increase of magnetic fieldlieny a magneticodingof
"0”and "1". Application of a field larger than a critical fielekases the memory effect. This
behavior can be explained by a wide distribution of grairesikaving different blocking

temperatures.

The memory effects in SPM nanopatrticle system has be deschip Suret al. [36]
by using the hierarchical model [140]. In the hierarchicaldel, there exist numerous
valleys (metastable state) at a given temperaftijeo( the free-energy surface. Each free
energy valley splits and form a new set of sub-valleys witbrelasing temperature from
T toT—AT. When the value ofAT is large enough it is impossible to overcome the
barriers separating the main valleys during a timeThen the relaxation happens within
the new set of sub-valleys. When the temperature is incdebaek toT these new set
of sub-valleys merge with each other and form the previoes-émergy picture. Thus the
magnetic relaxation is retrieved in its original level aftempletion of the time,. But in
temporary heating period, the scenario is different. Har¢ha temperature is increased
from T the magnetic relaxation occurs in a new free energy lan@sedych is created
by the merging of the set of sub-valleys of a lower tempeeatshich isT. When the
sample is cooled back b after the end of heating peridg, the system is trapped in any
one of the set of sub-valleys created in lower temperalur@s a result, the relaxation is
not retrieved in its previous level after completion of egtimet,. Sunet al. concluded
that the hierarchical model requires a large number of dsgoéfreedom to be coupled to
form a new set of sub-valleys or merging with each other tanfarnew free energy level.

However, independent behavior of the individual partiddas not possibly lead to such
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coupled states.

But Sasaket al. [34,59] and Zhenget al. [35, 58] studied memory effect following
the same experimental protocol of Setral.in nearly non-interacting nanopatrticle systems
and obtained similar results. Bandyopadhyay and Dattag@8i theoretically reproduced
the experimental result of memory effect of paper ®tial. by assuming two state non-
interacting SPM models with a particle size distributionor B nearly non-interacting
system the slow dynamic behavior in relaxation mechaniseomeing from the broad

distribution of particles size.

The magnetic moment of each independent particle relaxesdiag to its individual
anisotropy energy barrier in non-interacting case. Theidigion of the size of the patrticle
results in a distribution of energy barriers and blockingiperatures of non-interacting
SPM nanopatrticle ensemble. As such in non-interacting, cesmemory effect should be
observed in ZFC process beldw, as belowTg the probability of occupation of 'up’ and
'down’ spin of the particles are both same and equal to 0.5ralatg to two-state model.
So, the non-interacting SPM system does not show any difterén the magnetization
data with and without intermittent stop during the coolimggess. But when there is inter-
particle interaction or a spin-glass (SG) like state is @néshen the case is different. The
glassy dynamics is actually the result of interaction betwthe different clusters below
the glassy ordering temperatuiy, Because of dipolar interaction between the particles
the local mean dipolar field is a random variable. As the teatpee goes belowy the
system crosses a number of sub-valleys with higher and hignergy barriers, and with
progress of time the system goes into deeper energy bafribectate. Therefore, the
energy barrier of the state in which the system is blockecedép on the aging time of
the system, and when temperature is low, the consequergrégiergy barrier makes the

system more reluctant to respond to an applied field.

Therefore in the interacting case, memory effect in ZFC wetban be observed
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over a temperature range, albeit narrow, belyw It can be said that although no true
SPM to SG phase transition occurs in the strongly intergatase, a sharp transition from
a SPM state towards local domains of stable magnetic monukr@s occur very close
to Tg. We conclude this section by underscoring that simulatioased on the simple
two-state non-interacting model reproduce all the 'menedfgct’ in real SPM systems.
There is an asymmetric response with respect to negatsiiigtemperature cycling. This
asymmetry is due to the fact that after temporary cooling smlaller nanopatrticles are able
to respond to the temperature or field change and relax toaWweequilibrium state, and
the larger nanopatrticles are frozen. Upon returning torti@i temperature or field value,
the smaller particles rapidly respond to the change sudhthiienew state is essentially
the same as that before the temporary cooling, and the lagyeparticles are now able
to resume relaxing to the equilibrium state. This resulta gontinuation of the magnetic
relaxation after the temporary temperature or field chahgeontrast, for positive heating,
all the patrticles, smaller as well as bigger, are able toargo the temperature or field
change. Therefore, after returning to the initial tempewtthe bigger particles do not
respond at all whereas the smaller particles take time frest thus leading to no memory

effect in the positive heating cycle.

1.3.9 Transport property

Generally, for a metallic system resistivity is a monotatlic decreasing function
with deceasing temperature. The resistivity of some metaisexample, lead, niobium
and aluminium - suddenly drop to zero at a very low tempeeatmd they become
superconducting. For ordinary metals resistivity at lomperature becomes temperature
independent and reaches a plateau as the inelastic sogitbéelectrons ceases to exist at
low temperature (Fig. 1.12 curve A). Even in noble metals kopper, silver and gold,

resistivity decreases with temperature but even at thedbaecessible temperatures they
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Figure 1.12: As the temperature of a metal is lowered, its resistanceedsas until it
saturates at some residual value (A, blue line). In metadd tontain a small fraction
of magnetic impurities, such as cobalt-in-copper systeéhesfesistance increases at low
temperatures (B, red line) due to the different mechanissush as, electron-electron
interaction, weak localization effect (due to finite sizee@), spin polarized tunneling,
Kondo effect.

have a constant finite resistivity which depends on therisiti defects, grain boundaries,
impurities etc. This residual resistivitypf) can be increased by addition of defects
externally but the character of the temperature depende&meains the same. In case of
nanoparticles, the finite size also contributes to the uedidesistivity. The temperature
dependent pag(T) can arise from various phenomena like electron-phonomaatien,
electron-magnon interaction, electron localization (ase of disordered metals at low
temperature). For a good non-magnetic metal, the temperdépendence originates from
inelastic interactions, such as, electron-electron,telaegphonon, electron-magnon, etc.
When magnetic atoms like cobalt or nickel are added, thetreity in the low temperature
region often starts to increase with decrease in temperaather than saturating at a
constant value (Fig. 1.12 curve B). In 1964 Jun Kondo dismxvel4dl, 142] that in
dilute magnetic alloy the antiferromagnetic exchangeatton between isolated magnetic
moments and conduction electron spin leads to the quendfitmcal moments and in

the expression of resistivity introduces-dnT term which combined with the positive
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electron-phonon contribution leads to the minimum in @gtg. The temperature at
which the resistance starts to increase again is oftendcktbedo temperature. However,
in alloys with concentrated magnetic impurities the intetation of electronic transport
properties has always been difficult and controversial. ttacturally disordered alloys
and metallic glasses the existence of minimgiiT) became a very well studied topic
[99, 1100,/101, 143, 144]. Most of these metallic glassesaonhigh concentration
of 3d transition metals, and the upturn ;(T) at low temperature follows a-T(1/?)
type dependence. It has been established that this fuattimpendence gb(T) arises
from disorder induced electron-electron interactions0[1045]. Apart from alloys and
intermetallics, the ceramic samples and other compounalsxbibit low temperature
resistivity upturns which are explained by various meciaus, such as, electron-electron
interaction, weak localization effect (due to finite sizéeef), spin polarized tunneling
through grain boundaries [102, 103, 104,105, 106, 107,109}, etc. In systems where
elastic electron-electron interaction is dominant, thegerature dependence of resistivity

p(T) can be written as,

P(T) = Po+ Pin+ Pel (1.33)

Usually, pin increases with temperature according to a powergdaw= b” in which

the coefficientb’ does not depend dr, andpe depends on temperature a3 /2.

The role of electron-electron interaction on the electqmoperties of pure metal can
be described by the Fermi-liquid theory. The elastic scatjeof electrons by impurities in
metals can substantially modify the electron electronradton and hence the electronic
properties of the system. Two important parameters aréi@l@asmentum relaxation time
T, and the characteristic tinfékgT) required for two interacting quasi-particles to change

their energy by a value of abolgT. Let T be small compared to(kgT), i.e.,

% <<1 (1.34)
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In such condition it is favorable for two interacting palie to diffuse coherently before
they exchange an energy of abégl, and they are scattered many times by impurities in
their diffusive path. The electrons spend a longer time iivargregion of space compared
with the plane-wave states in the diffusive regime, andtinéeraction with the impurities
and defects is enhanced. Under this condition 1.28 the maticelectrons during the

characteristic time of electronelectron collisions isrelaterized by the diffusion coefficient

(Dgitf)
V2T

Dgits = — 1.
dif f 3 (1.35)

wherevg is the Fermi velocity. This electronelectron interactionguces a cusp in the
electronic density of states at the Fermi level [146, 14 e Physical reason for such a
variation in the density of extended states near the Fenel Is related to the shift of the
energy of a particle added into the system due to the Coulorelaction with electrons
of the occupied states. Thus, the nature of the cusp is sitoitdnat of the Coulomb gap
appearing at the Fermi level in the region of localized st§td8]. This feature produces

the anomaly in the low temperature resistivity of disordesgstems.
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EXPERIMENTAL TECHNIQUES

In this chapter there are three sections. In first section axee ldiscussed the
details of sample preparation method which we have usedejpape our binary metallic
nanoparticles. The systematic study of structural and atencharacterization of the
samples are discussed in the second section. The detadpefimental techniques and
measurement procedures to study the magnetization argptdrbehavior are described

in the last section.

2.1 Sample preparation technique

There are different methods for nanomaterial preparagan, solid state reaction,
sol-gel route, ball milling and electro deposition, etc. &ual Cu are nearly immiscible,
and no equilibrium phases exist in the Co-Cu binary phasgraims. However, the high
cooling rate during sample preparation may result in mabdstCoCu alloys with extended
solubility. For the preparation of magnetic granular atlayith immiscible non-magnetic

hosts, many techniques have been used, such as, melt-qaggreaporation, sputtering,
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and mechanical alloying. Some of these techniques areratdstependent and involve
high cost. We have used a low cost substrate free samplerptiggmamethod. In this
process we have successfully prepared Co-Cu nanopatiticewide concentration range

of Co(x) (0.01 < x < 0.80) and with an appreciable distribution of particle size.

Chemical reduction method

CoCu granular nanoparticles were prepared by chemicalctieshuprocess using
NaBH; as a reducing agent [149, 150]. For removing oxygen didtitater was boiled
for a few minutes, and thereafter the entire wet chemicalh®gis process was carried out
inside a glove box in flowingjl, gas.CoCh.6H,0 (Alfa Aesar) andCuCh.2H,0 (Merck) in
required ratios were dissolved in 30 ml aqueous solutiohetotal metal ion concentration
in the solution remained 0.5 M. Cetyltrimethylammoniumrorde CTAB) (Sigma) as 0.05
mM in solution was added as a capping agent to prevent funiheeation and oxidation.
A 15 ml 2.8 M aqueous solution ddaBH,; (Merck) was poured drop-wise from a burette

to the salt solution. The reduction reaction can be expdeasge
CoCh +CuCh +NaBH; +CTAB— CoCu+ NaCl+ NaBG, + H»0.

The solution was continuously stirred by a magnetic stirrdihe reaction was
performed in an ice bath to prevent over-heating of the smiuand keep it near room
temperature. The resulting black precipitate was washeetaktimes with distilled water
and finally with acetone. The samples were quickly introdiuoea vacuum desiccator to
dry at room temperature. For further studies, the samples pressed into pellets using a
KBr pellet die under pressure of 0.33 GPa in a laboratorysoréle density of the pellets
ranged between 30-50 % of the theoretical value, with a mininralue of 27 +0.05 g/cc
obtained for the Co0-0.45 sample. The density was measu@tdeajecally and the figure

that we have mentioned is the lowest of four samples. In s@t@mgular specimens cut
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Ice bath is used for
controlling the
Temperature at 30°C.

Volume of 15 ml 2.8M
aqueous NaBH, solution
was added drop wise

C from a burette.

Then the precipitate The black
dried in vacuum at room | | precipitate washed
temperature with water and T

acetone Q

Sample prepared
in glove box in N,
atmosphere

To prevent the oxidation
small pellets were used
for XRD

The solution
continuously stirred
by a magnetic stirrer

Figure 2.1: Schemimatic diagram of different steps of sample prepamatiy chemical
reduction method.

for resistivity measurements, the highest density valug el@se to 57+ 0.05 g/cc. These

values are typical of pellet samples obtained only by coltigaction, without additional

compaction by means of thermal treatment [151].

The different steps of the sample preparation process aversin Fig. 2.1.
Experiments were performed on as-prepared and also onladrssanples. A part of the
sample pellets were annealed at 20@or one hour in a reducing atmosphere inside a tube
furnace. An admixture of gases 5% hydrogen and 95% nitrogenflowing through the

annealing tube where the sample was placed in a ceramic boat.
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(b) Radio frequency induction coil  \_...../" \..-.

oosin ] <[t | <— 7

Magnetic field

Nebulizer flow

Thermo

Axial and plasma flow (argon)

Nebulizer SPray chamber

l To drain

Figure 2.2:(a) Picture of Thermo Fisher Scientific ICAP-6500 ICPOESiUse this thesis,
(b) schematic diagram of inductively coupled plasma torch.

Table 2.1: The desired and actual values obtained from IG@PSQ&dies of average cobalt
and copper content in mol %, denoted as Co-D and Co-O, regplgctor cobalt, and Cu-
D and Cu-O, respectively, for copper. The samples of batale dasignated Co-0.0%
Co-0.33 inincreasing order of Co content.
Sample Co-D Co-O Cu-D Cu-O
mol % mol % mol % mol %

Co-0.01 1 1.11(1) 99 98.89
Co0-0.03 3 2.88(1) 97 97.12
C0-0.05 5 5.28(1) 95 94.72
Co0-0.08 7 8.27(1) 93 91.93
Co0-0.10 10 10.37(1) 90 89.63
Co0-0.15 15 14.97(1) 85 85.83
Co-0.21 20 21.22(1) 80 78.78
Co0-0.33 30 32.94(1) 70 67.06

2.2 Structural and chemical characterization technique

2.2.1 Inductively coupled plasma optical emission spectszopy

ICPOES stands for inductively coupled plasma optical eimisspectroscopy and
is the commonly used technique in modern laboratories teroete the chemical

composition of samples. It uses the principles of atomicssian spectroscopy, where
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2.2. Structural and chemical characterization technique

Table 2.2: The desired (D) and actual(O) values obtained f@POES studies of average
Co and Cu content in mol % in GBu;_x samples of batch 1l which are designated as<Co-

Sample Co-D Co-O Cu-D Cu-O
mol% mol% mol% mol%

Co-0.01 1 1.20(1) 99 98.8
Co0-0.03 3 3.41(1) 97 96.59
C0-0.05 5 5.67(1) 95 94.33
C0-0.08 7 8.02(1) 93 91.18

C0-0.10 10  10.48(1) 90 89.52
Co-0.17 15  17.87(1) 85 82.13
Co-0.32 30  31.96(1) 70 68.04
C0-0.45 40  44.93(1) 60 55.07
Co-056 50  56.01(1) 50 43.99
Co-0.76 70  76.73(1) 30 23.27

samples at high temperatures up to 8000 K are convertedgpdxeited ions and electrons
or plasma. The excited atoms or ions emit radiation when thayn to ground state.
The emitted characteristic radiations and their inteesiéire recorded by optical detectors.
Samples are introduced into the spectrometer as liquiddid Samples are made into
agueous or acid solutions. Liquid sample goes throughrdiffesteps when injected to

the spectrometer.

The first process called nebulization where sample is ctedeo a mist of fine
droplets called aerosol. In this process the sample is slicite capillary tube by a high
pressure stream of argon gas flowing around the tip of the tlibes pressure breaks the
liquid into fine droplets of various sizes in the spray chamlrethe spray chamber, aerosol
is separated into large droplets that go to drain, and finplett® that are carried to form
plasma. More than 99% of the injected sample goes to draifesmsdhan 1 % carried to
form plasma that is energized by radio-frequency passimmgitih a water-cooled induction
coil. Figure 2.2(a) is the picture a ICPOES set-up of Thernishér Scientific ICAP-6500

and (b) is a schematic diagram of typical inductively codgiasma source called torch.

lonization of the flowing aerosol mix is initiated by a sparkri a Tesla coil. The

45



CHAPTER. EXPERIMENTAL TECHNIQUES

electrons stripped from atoms and the resulting electroes interact with the radio-
frequency field produced by the induction coil. This intéi@t causes the ions and
electrons within the coil to flow in closed annular paths aag®©hmic heating. Adding
mechanical energy to the electrons/ions by the use of thecetti field within the heart
of the plasma in this manner is called inductive couplinge €mitted radiation from the
plasma are measured by detectors and then used for andliisi®missions are separated
based on their respective characteristic wavelengthsredintensities are measured. The
intensities are proportional to the concentrations of elet®in the aqueous solutions. First
the instrument is standardized with the multi-elementbeation standard solution. The

sample data are corrected in terms of standardization slank

In this work, ICPOES studies were performed with Thermo &isBcientific iICAP-
6500 on microwave-digested samples in Suprapure §iN@e spectrometer was calibrated
with NIST-SRM standard at wavelengths 238.8 nm for cobadt 224.7 and 327.3 nm for
copper. For the eight as-prepared,Ca;_yx samples of the first batch, the desired chemical
compositions as in the mixture of CoCGind CuCj solutions, and the final compositions
as obtained from ICPOES measurement on precipitated al®ygiven in Table 2.1. The
samples are denoted by symbols Co-0-81C0-0.33 in increasing order of Co content.
For the eleven as-prepared ,Cay_yx samples of the second batch, the desired and final

compositions are given in Table 2.2.

2.2.2 Powder x-ray diffraction

X-ray diffraction (XRD) is a non-destructive technique famalyzing a wide range
of materials, including fluids, metals, minerals, polymeilastics. XRD has also become
important method to quickly determine the physical prapsrof materials, to measure the

average spacings between layers or rows of atoms, and tsi@lcsyructure of an unknown
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2.2. Structural and chemical characterization technique

material. Also XRD is used to study the size, shape and iatestness of small crystalline
particles. XRD studies at room temperature were carrieypusing RIGAKU TTRAX-III
diffractometer (shown in Fig 2.3(a)) at the operating vgpdtaf 60 kV and current 150 mA
in Parallel Beam (PB) geometry for the pelletized samplésguSu-K, radiation. Figure
2.3(b) shows a schematic diagram of the diffractometergusirppowder x-ray diffraction.
The working principle is that the x-ray beam is scatterednftbe electron clouds of the
individual atoms. When x-ray beam collide with the electiosome photons will be
diffracted away from their original direction. If the atomus arranged in a periodic fashion,
as in crystals, the diffracted waves undergo constructiterference (corresponding to
maximum diffraction intensity), and destructive intedice (corresponding to minimum
diffraction intensity) with the same symmetry as in the mligttion of atoms. Thus by
measuring the diffraction pattern one can determine theloligion of atoms in a material.
Let us consider an incident x-ray beam interacting with tteens arranged in a periodic
manner as shown in the Fig. 2.3(c). The atoms, representbdoas spheres, can be
viewed as forming different sets of planes in the crystalt &given set of lattice planes
with an inter-plane distance df the condition for constructive interference at its strestg
is given by Bragg’s law,

2dsinB = nA (2.1)

whereA is the wave-length of the diffracted x-ray beafhis the scattering angle, amds

an integer representing the order of the diffraction maxiiee reflected or diffracted x-ray
beam is captured by a sensitive scintillation counter. Roweray diffraction is the most
widely used technique for characterizing materials. Thetgpowder’ means randomly
oriented multiple single crystalline particles which is@talled a polycrystalline material.
The whole diffraction patterns were obtained by varyingitit@dence angle. Each peak
in the x-ray diffraction patterns @versus intensity plot) corresponds to the response of
individual crystallographic planes of the material. Belawertain size of particles, there

wouldn’t be enough number of lattice planes available far diestructive interference to

a7



CHAPTER. EXPERIMENTAL TECHNIQUES

X-ray Source

Detector

Amplifier

|

“[\ Recording

(b)

2d Sin6=nk

d=Lattice spacing
O=incident angle
A=wave length of x-ray
n=order of diffraction

Incident X-ray
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Figure 2.3: (a)RIGAKU TTRAX-III diffractometer, (b)schematic diagraof a x-ray
diffractometer, (c) Bragg diffraction diagram.

be complete, and this is the primary reason for the size iedlbbcoadening of XRD lines.

XRD patterns of the as-prepared alloys Co-0.01 to Co-0.3Bthat of commercially

obtained Cu powder are shown in the Fig. 2.4. In alloy sampléthe reflections are from

fcc Cu and none fronmcp Co even for sam

alloyed in the predominantly Cu matri

ples with high Co content, indicating that<o i

[

52], and there isfre@ cobalt. In some of the

samples there is a small amount of,Cy as indicated in Fig. 2.4. Compared to bulk Cu

powder, the peaks are broadened inXdodicating small size of the particles. The particle

sizes,D, are usually calculated from broadening of the diffractpmaks using Scherrer

equation,

~ cosHf

0.9 2.2)
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ain * Cu O
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Figure 2.4: Room temperature powder x-ray diffraction grais of as-prepared Co-
samples of the first batch and bulk Cu powder.

where A is wavelength of the x-ray radiatior§ is the FWHM (in radians) and is
diffraction angle. But the particle sizes calculated udimg above equation are different
from the three peaks corresponding to the planes (111)),(266@ (220). To get the patrticle
size more accurately we have calculated the particle simg Williamson-Hall method.
The principle of this plotting method is that the size braadg, Bp, and strain broadening,
Be, vary quite differently with respect to Bragg anghe,One contribution varies ag toso

and the other as tah

KA
Po = Dcosf
Bs = Cetanb
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Intensity (arb. unit)

40 50 60 70 80
20 (degree)

Figure 2.5: Room temperature powder x-ray diffractiongratiof Cox samples of second
batch.

If both contributions are present then their combined ¢fdwuld be determined by
convolution. The simplification of Williamson and Hall is &ssume the convolution is
either a simple sum or sum of squares (leading to LorentzidrGaussian diffraction lines,
respectively). Here we use the sum of squares because dts geaGaussian in nature.

Using this we get,

B? =B +B.

KA )2
Dcosf

B2 = (Cetanf)? + (

50



2.2. Structural and chemical characterization technique

Sin26
0.2 0.3 0.4
0.00009 : : 0.00010
0.00008 O Co-0.03 10.00009
o 0.00007 ]

S 0.00008
8 0.00006 10.00007
€, 0-00005 ) 10.00006

0.00004
10.00005

0.00003
0.00004
0.00020+ 10.00035

0.00018 |
10.00030

0.00016 1
10.00025

0.00014 |
0.00012 10.00020
0.00010+ v " oo - S 51000015

. X . 4 0. 2 Gin2d" .
SinZ0

Figure 2.6: Williamson Hall plots of Co-0.03, C0-0.08, Cd-Dand Co-0.32 samples.

If we multiply this equation bycos8)? we get:

B?cosh? = (Cesin9)2+(%)2 (2.3)

and comparing this to the standard equation for a straigét(ln = slope; ¢ = intercept).
y=mx+c (2.4)

From the linear plot of B cosf)? versus(sin@)? we obtain the particle sizéd] from the
intercept(KA /D)2. Williamson Hall plots and straight line fitting of sample ©®3, Co-
0.08, C0-0.17 and Co0-0.32 are shown in the Fig 2.6.

The XRD pattern of the second batch samples are shown in Fif, where it
is compared with that of 50 micron Cu powder which has diticac lines from its

fcc structure. Some of these samples have high Co content. IYsugb cobalt is
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Table 2.3: The values of Bragg’s angles, average partigkes9D from XRD) calculated
from x-ray diffraction, lattice spacingl(in nm) and lattice parameteat (n nm) in CgCuy_x
samples of the first batch which are denoted axCo-

Sample B 20 20 D (from XRD) d a

Cox degree degree degree (nm) (nm) (nm)
Co-0.01 42.77 4990 73.62 20 1.729 0.361
Co-0.03 42.86 50.22 73.70 45 1.724 0.362
Co-0.05 4225 5056 74.29 20 1.731 0.362
Co-0.08 43.40 50.48 74.26 20 1.724 0.362
Co-0.10 43.01 50.14 73.82 44 1.730 0.362
Co-0.15 435 5052 74.27 16 1.720 0.360
Co-0.21 42.96 50.06 73.78 21 1.730 0.362
Co-0.33 43.30 5044 74.14 18 1.722 0.361

obtained at room temperature. In XRD with Ky radiation, cobalt yields high x-ray
fluorescence. However, even using fluorescence suppressibnique, no separate Co
lines were obtained in XRD pattern. It may be noted that Cddrfcc form has lattice
parameters very close to those of Cu. For plice cobalt lattice parametea is 0.356
nm and for pure coppex is 0.361 nm. In our CoCu alloy the average lattice parameter
value is 0.361 nm which is very closieec copper. Bragg’s angles, lattice spacings and
lattice parameters value obtained from the powder x-rayadifion data shown in Tables
2.3 and 2.4. It is clear that there is no regular variationattide parameters or particles
size with Co content. Average patrticles size calculatethftbe broadening of the XRD
peaks using Williamson-Hall method are given in Table 2.4odgh the entire sample
preparation procedure was carried out under inert gas athatireg atmosphere, some
amount of oxidation during transfer of samples could not b@ded. The analysis of
XRD data (Fig. 2.5) showed that some of the low cobalt coimtgisamples had GO not
exceeding 5% of the sample volume. Higher cobalt contaisamgples were comparatively

free of oxidation.
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Table 2.4: The values of Bragg's angles, average partizkess9D from XRD) calculated
from x-ray diffraction, lattice spacingl(in nm) and lattice parameteat (n nm) in CgCuy_x
samples of the second batch which are denoted as Co-

Sample B 20 20 D (from XRD) d a

Cox degree degree degree (nm) (nm) (nm)
Co-0.01 4351 50.61 74.33 12 1.717 0.361
Co-0.03 43.30 5042 74.18 13 1.724 0.361
Co-0.05 43.29 5040 74.18 13 1.724 0.362
Co-0.08 43.49 5055 74.3 15 1.724 0.362
Co-0.10 43.39 5055 74.3 14 1.721 0.361
Co-0.17 43.47 5055 74.31 16 1.719 0.360
Co-0.32 43.34 5194 74.28 12 1.721 0.361
Co-0.45 43.44 5047 74.22 14 1.720 0.362
Co-0.56 43.64 50.67 74.44 10 1.727 0.362
Co-0.76 43.44 49.89 74.22 12 1.718 0.361

2.2.3 Transmission electron microscopy

The transmission electron microscopy technique is widegduo study the average
particle size, size distribution and morphology of the maarticles. In particle size
measurement, microscopy is the only method in which thesiddal particles are directly
observed and measured. In the microscopy techniques the mature of the rapidly
moving electron is utilized. The electrons were acceleogtanode voltage to the order of
few hundred kV and the associated wavelength is less tharlLée TEM investigation
required in this work were carried out using FEI, Tecnai2Cchige operating at 200
kV using embedded CCD camera having 0.24 nm resolution.ufeiaf FEI Tecnai20
(200 kV) transmission electron microscope and the basi&wgrprinciple of the TEM is
schematically shown in Fig. 2.7(a) and (b). Here the streamanochromatic electrons,
produced by the electron gun is focussed to a thin, small ahdrent beam with the help
of the two condenser lenses. The focused beam is partiathginitted after the strike the
specimen. The image is formed by focussing the transmitetiom through the objective

lens. This image is further magnified when it is passed thnailng intermediate and
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(b) Electron gun

Anode

Condenser Lens

Sample

Objective aperture
lens

Intermediate lens

I Projector lens

Screen

Figure 2.7:(a) Picture of high resolution FEI, Tecnai20 (200 KeV) tramssion electron
microscope, (b) schematic diagram of transmission eleatnacroscope

projector lenses.

To prepare for the measurement, the sample was first dispersécohol and a drop
of the dispersed sample was put on a carbon-coated copdewxigich was then thoroughly
dried in vacuum before being inserted in the microscopedansing. Besides morphology,
high resolution TEM (HRTEM) was used for direct atomic legaldy like lattice fringes.
Image-J software was used for the detail analysis of parside from TEM micrographs.
However, for every sample, the result was verified by manuehsurementsi.e., by
placing a semi-transparent millimeter scale graph papgrimouts of TEM images. For
samples that yielded an appreciable number of isolatedclgstin the micrographs, the

diameters were plotted as histograms. The size distribsitious obtained were fitted with
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Figure 2.8: Transmission electron micrograph of Co-0.0d-0®3, Co-0.15 and Co0-0.19

samples.

the following function (Eq. 2.5), as also shown is Fig. 2.8heTaverage particle size

(< D >) of first series and second series of the samples from thegfittirves are given in
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Table 2.5: The average particle sizes D >) calculated from transmission electron
microscopy (TEM) studies for the samples,Coy_y of the first batch.

Sample < D > (from TEM)

Cox (nm)

Co-0.01 8
Co-0.03 13
Co-0.05 10
Co-0.08 -
Co-0.10 -
Co-0.15 25
Co-0.21 13.5
Co-0.33 18

Table 2.6: The average particle sizes D >) calculated from transmission electron
microscopy (TEM) studies for the samplesyCoy_ of the second batch.

Sample < D > (from TEM)

Cox (nm)

Co-0.01 9
Co-0.03 13
Co-0.05 10
Co-0.08 14
Co-0.10 18
Co-0.17 -
Co-0.32 15
Co-0.45 12
Co-0.56 -
Co-0.76 16

Table 2.5 and Table 2.6 respectively.

1 1 In —B<
f(0) = =g eR-—55") (2.5)

Table 2.3 shows that particle sizes obtained from XRD megseants are in general higher
than those obtained from TEM studies. In the log-normaliglarsize distribution, number
of particles on the higher side from the position of the peakreater than that in the

lower side. So, XRD reflections may have a higher contribuffrom larger particles
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Figure 2.9: For the sample @eCuy 7, (&) room temperature x-ray diffraction (XRD)
pattern compared with that of bulk Cu; (b) transmission tetecmicrograph (TEM), the

inset shows particle size distribution; (c) lattice frisgieom a region marked by dotted
circle in (b); and, (d) selected area diffraction (SAD) patt

compared to that from smaller particles. The differentrdistions in particle sizes
probably occurred due to variations in temperature andima@te. Since these parameters
could not be sufficiently controlled in our experiment, arjation between particle size
and composition could not be established. Figure 2.9(byshbe transmission electron
micrograph of the sample @g>Cuygg. The high resolution TEM (HRTEM) image of the
sample Cg32Cup g (Fig. 2.9(c)) shows lattice fringes signifying crysta#timature of the
particles. The lattice spacing measured from HRTEM image®&£09, 0.181 and 0.126

nm which may be compared with interplaner spacing of copper,0.2087, 0.1808 and
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0.1278 nm, respectively. The selected area diffraction{5pattern was recorded from
a region marked by a circle in Fig. 2.9(b). The pattern shawfig. 2.9(d) consisting
of concentric rings and distinct spots originating fromlaged tiny single crystals of these
nanostructures. The measured lattice spacing from SARnpaftirther confirms that the
alloy is formed infcc crystalline phase as in copper. Figure 2.9 show the trassonis
electron micrograph of the second batch samples (a) Cg-(P80-0.05; (b) Co-0.56 and
Co0-0.76. Figure 2.10(d) also show the assembly of nanaestin lump and filament like

formations.

(a) Co-0.03 Py | (b) C0-0.05 |

B LY AR L™ 2
200 kV X790000 2/17/2014 7 120KV X145000 4/3/2014

SINP E.M .FACILITY G SRR e
M- SINP E.M .FACILITY

200 kV X790000 2/17/2014

SINP E.M .FACILITY

SINP E.M .FACILITY

Figure 2.10: TEM picture of the second batch samples (a) .08:(b) Co-0.05; (c) Co-
0.56 and (d) Co-0.76.
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Figure 2.11:(a) Photo of superconducting quantum interference dev&@UID) magne-
tometer (Quantum Design), (b) the sample holder of SQUIMYBvasurement, (c) sample
placed in sample holder, (d) schematic diagram of SQUID-\r&dgneometer.=

2.3 Measurement technique

2.3.1 Magnetization measurements by VSM-SQUID (Quantum De

sign)

Superconducting Quantum Interference Device (SQUID)estlost sensitive device
for measuring extremely small magnetic fields. SQUID magmeter is used to character-
ize the magnetic materials with the highest sensitivityravéroad range of temperature.
There are several components in a SQUID magnetometer - fErsanducting magnet;
(2) superconducting detection coil; (3) SQUID; (4) the &iaaic control system. A picture
of superconducting quantum interference device vibratamgple magnetometer (SQUID-

VSM) of Quantum Design is shown in the Fig 2.10(a). Figurelgh) and (c) show the
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sample loaded in the sample holder of SQUID-VSM. A schemdiagram of diagram
of SQUID magnetometer is shown in Fig 2.10(d). The superaotiglg magnet is made
by a superconducting solenoid, which is kept at liquid haliemperature. Although a
completely closed superconducting loop is used for opegdtie magnet in "persistent
mode", but the loop can electrically be opened by using acbwiA small heater attached
with the superconducting solenoid can be treated as a farsisurrent switch. When
the heater is operated, the small portion of the supercdiwtusolenoid, adjacent to the
heater, behaves like a normal conductor, so the superctinglwop is electrically opened
up. Thus, one can change the current owing through the supducting solenoid, by
connecting a current source with the heater. Supercomdudietection coil is nothing
but a piece of a superconducting wire which is configured ascarsl-order gradiometer.
This detection coil is subjected in the region of uniform metic field, produced by
the superconducting magnet and is connected with the SQ8@JID is consisting of
a superconducting loop which is interrupted by one or moregbson junction. The
basic principle of SQUID is based on two phenomena of supehaectivity - (1) the flux
guantization and (2) the Josephson effect. In a SQUID magmeter, the sample is
mounted in a clear plastic straw through another straw segsueh that the sample must
not slip or rattle when the straw is shaken and attached teeodeof a sample rod which
is inserted into the dewar. The another end is attached twa-seotor-controlled platform
which is used to move the sample through the detection cdiishware placed at the center
of the magnet. As the sample moves through the coils, the eti@gifux associated with
the coils changes. Since the detection coil, the conneutires and the SQUID input coil
form a close superconducting loop, any change of magnekgfloduces a change in the
persistent current in the detection circuit. Such a chamgeisistent current is proportional
to the change in magnetic flux. Since the SQUID acts as a hlgidgr current-to-voltage
converter, the variation in the current in the detection pmduce corresponding variation

in output voltage of the SQUID, which is proportional to thegnetic moment of the
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sample. The output voltage is recorded as a function of tiséipo of the sample within
the coil. A linear regression algorithm of the MPMS softwhigthe measured output data
points to the theoretical curve of an ideal dipole and thusaeks the magnetic moment.
As the SQUID is highly sensitive device, the sensor itsehglded properly from the
fluctuations of the ambient magnetic field of the laborat@myell as from the magnetic

field produced by superconducting magnet.

2.3.2 Transport measurements by physical property measuraent

system (Quantum Design)

Figure 2.12:(a) Physical property measurement system (PPMS) (QuntusigbDeset up,

(b) sample holder for resistivity measurement with sample.
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The electrical resistivity of the samples were measureddnygustandard four probe
technique of physical property measurement system (PPWI8).four probes are four
thin copper wires, which were point-connected to the reptitar-shaped sample using
conductive silver paint contacts. The current is made to Between two outer probes and
the voltage is measured between two other inner probesh&tetperature variation of the
sample, a closed-cycle helium refrigerator was used. Satephperature was controlled
by using temperature controller that monitors the voltagge @librated GaAlAs diode. To
measure the sample temperature accurately, one end ofraelkatumel thermocouple was
placed very near to the sample. A direct current was seniighrthe sample from a constant
current source and the voltage across the sample was medguusing a nanovoltmeter
with current flowing in the forward and reverse directionglioninate the contribution of

thermoelectric effect at the contacts.

The signals from the voltage probes and thermocouple aceded as resistanc&)
and temperature, respectively by the computer via a budacte The resistivityd) of the
sample can be calculated as,

I

p=R;

A (2.6)

whereA is the cross sectional area ahds the length of the sample,e., the distance
between two inner probes. It should be mentioned that tlseserme degree of ambiguity
as to the appropriate cross sectional area, as the valualepknd on the precise path
of the current through the sample. It has been assumed thattinent flows uniformly
throughout the width of the sample. The resistivity valuasstobtained should be treated
as an upper bound, as the area the current travels througbhenagtricted. Figure 2.12(a)
shows the picture of PPMS (Quantum Design), and sample hofitte samples with four

probe arrangement for resistivity measurements is showigin2.12(b).
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CHAPTER 3

RESULTS AND DISCUSSIONS

3.1 Magnetization of as-prepared samples

3.1.1 ZFC/FC magnetization

First we present the magnetization study of the eight apgresl CQCu;_yx samples
which are denoted as Coef the first batch. As some of the samples showed small changes
in magnetization with time, the samples were subjectedaartemperature annealing for

six months following which the final magnetic measuremergsaperformed on them.

Measurements at 4-300 K were carried out using a QuantumgbBeSQUID-
vsm with a maximum applied magnetic field of 7 T. For zero-fiembled and field
cooled (ZFC/FC) magnetization measurements, the expetah@ata were recorded in the
temperature range 4-300 K after initially cooling the saenfiist in zero field and then
in presence of 10 mT probing field. The ZFC/FC magnetizatioves for as-prepared

samples Co-0.0%> Co-0.33 are shown in Fig. 3.1.
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Figure 3.1: Zero-field cooled (ZFC, open symbols) and fieldled (FC, solid symbols)
magnetic susceptibilities of Co-0.02 Co-0.33, measured with 10 mT probing field. Solid

lines are theoretical fit using noninteracting superpagamatc particles model.

For Co-0.01, ZFC and FC magnetization show identical beimglvoth decrease with
increase in temperature. At this low Co concentration, ey garticles are formed in
such a way that there is negligible interaction among thalibed magnetic moments on
Co ions. For other samples Co0-0.63 Co0-0.33, the ZFC magnetization shows a broad
peak at a temperatufgs*®, the so called blocking temperature, which are centered at
42, 70, 50, 84, 55, 99 and 75 K for Co0-0.03, Co0-0.05, Co0-0.080@0, Co-0.15, Co-
0.21 and Co0-0.33, respectively. ZFC and FC magnetizatiomesubifurcate at a certain
temperature,T,, higher thanTS*®.  For Co0-0.03, C0-0.05, Co-0.08 and Co-0.15, the

64



3.1. Magnetization of as-prepared samples

branching in ZFC/FC behavior occur at 92, 235, 205 and 213 dpeetively. These

samples are superparamagnetic (SPM) above those bifundatnperatures. For Co-0.10,
Co0-0.21 and Co-0.33, the branching occurs near 300 K, andftre, in these samples
superparamagnetic part and blocked part coexist up to reonpdrature. In case of a
nanoparticle system having a size distribution, the teatpeeTs ™ can be regarded as
the highest temperature at which the ZFC and FC magnetizhiiorcate corresponding to

the larger particles in the system, the ZFC magnetizatienedeses below this temperature

[153,[154].
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Figure 3.2: Blocking temperature distributions for sarsil®-0.01— Co0-0.33. Solid lines
are fitting with Eq. 3.1.

The ZFC/FC magnetization behavior thus show that the safien Co-0.03 to Co-
0.33 are characterized by blocking temperature distoimst{S5] which represent variations
in particle size and inhomogeneities of their chemical cosiions. The derivative of
the difference between ZFC magnetizatidMy £c) and FC magnetizatiorMgc), or, more

appropriatelyd[(Mzrc — Mgc)/Mg|/dT, whereMs is the saturation magnetization in FC
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Table 3.1: The values of blocking temperatufg)(obtained from blocking temperature
distribution, ZFC/FC magnetization and TRM studies, fanpées Co0-0.03- C0-0.33

Sample  Tg (K) Tg (K) Tg (K)
FromTg From ZFC/FC From TRM
distribution fitting fitting fitting

Co0-0.03 24(2) 26(2) 22(2)

Co0-0.05 33(2) 44(2) 18(2)

Co-0.08 27(2) 28(2) 20(2)

Co-0.10 32(2) 45(2) 35(2)

Co-0.15 25(2) 33(2) 25(2)

Co-0.21 32(2) 45(2) 28(2)

Co0-0.33 33(2) 42(2) 33(2)

condition, represents the number of particles whose bhagckemperature falls into the
range of the given temperature [155, 156]. The temperatapentdence of the above
derivative, which is the blocking temperature distribatican be fitted with a log-normal

distribution similar to Eq. 2.5,

n2 Ts

_ 1 1 <Tg>

Figure 3.2 shows the blocking temperature distributiorns @eir fitting with the above
equation for samples Co-0.03 Co0-0.33. The values ofg obtained from above fitting
are given in Table 3.1. According to Neel relaxation theoglaxation time,r, of a SPM
particle at a temperature is T = ToeXpEa/ksT). HereEy = KaV is the energy barrier
separating the energy minima [52, 135] whé¢g is the particle magnetic anisotropy
constantV is the particle volume andyg(~ 10-° — 101%) is a constant. The blocking
temperature of a SPM particle is defined as the temperaturehieh relaxation time
T equals toty,, the measurement time. At any given temperaflire Tg, the thermal
excitations are not sufficient to overcome the anisotromrgnbarrier and to rotate the
particle magnetization randomly, i.e., the magnetic masare fixed in a direction during
a single measurement. The particle is then called blocked,ita susceptibility can be

written as, xgL = Mé/BKA, where, Mg is the saturation magnetization. Wh&n> Tg,
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3.1. Magnetization of as-prepared samples

the thermal energy is large so that the magnetic momentsaver the anisotropy energy
barrier to align with the magnetic field, and the particlededs as superparamagnetic. The
susceptibility in such condition is given g&gpv = MéV/BkBT. The total susceptibility in
case of ZFC magnetization of a system of non-interacting $BNcles with distributions
in both particle volume and blocking temperature can beteniais|[135],
M3V (T T
XZFC= 3T Jo <T>

M3V [T Tg
f(Te)dT: 3.2
tae ) s e 32)

f(Tg)dTs

Here, f(Tg) is the distribution function of blocking temperature,V > is an average
volume and< Tg > an average blocking temperature. Using the relationshipvd®n

<V > and< Tg >, the above equation can be written as,

XzFc = S—KA[(ln T_o)/o TS f(Tg)dTs
f(Tg)dTg .
+ [ = 1(Te)dT) (33

In this equation first term comes from SPM part and the secemd from blocked part.
For susceptibility of FC part, the SPM part remains the saméhe blocked part becomes

different. Thus the susceptibility in case of FC magneiizgt

M§  Tm. [T T
xec = g (N[ | = 1(Ta)dTe

3Ka' To <T>
f(Tg)dT; 3.4
+/T T (Tg)dTg] (3.4)

Here also the first term comes from the SPM part and the seeondftom blocked part.
Using Ka value of 35 x 10 erg/cn? (Sec. 3.1.3), experimental ZFC/FC magnetization
data were fitted using the above non-interacting model forpdas Co-0.03— Co0-0.33, as

shown in Fig. 3.1 aneék Tg > values obtained thus are given in Table 3.1. These values are
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CHAPTER. RESULTS AND DISCUSSIONS

not much different from< Tg > obtained by fitting the blocking temperature distribution.

In some of the samples,g., in Co-0.03, Co-0.05 and Co-0.21, ZFC/FC magnetiza-
tion show some additional features belewl5 K. We believe this is due to the presence of
nanoparticles of antiferromagnetic cobalt oxide, formdtemwinert atmosphere conditions
was not properly maintained during sample preparation][15dch features disappeared
when the same samples were annealed in a reducing atmospihereffect of annealing

on the magnetic properties of these samples will be studied |

3.1.2 Thermoremanence magnetization

To obtain thermo-remanent magnetization (TRM), the sawale cooled down to 4
K in presence of 5 T magnetic field, followed by magnetizatimasurements at increasing
temperatures. At each temperature, the sample was subjedtee same magnetic field for
60 s; the field was then switched off and after a waiting timgyof- 100 s, the remanent
magnetization which is the sum total of the magnetic momiratisare still blocked at that
temperature, was measured. TRM is expressddqag,/Ms, normalized by the value of
magnetization at 4 K. It reflects the probability of finding BN® cluster with a blocking
temperature®g) higher than the measurement temperature. Figure 3.3 Shewssults of

TRM studies on different samples Co-0.868Co-0.33.
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Figure 3.3: Thermoremanent magnetization (TRM) of sam@ie€.03— Co0-0.33 (Co-

0.10 is not shown). Solid lines are theoretical fit as in text.

The TRM in independent particles model can be expressed as,

M [o%]
TRM _ o+/ vt (Te)dTa, (3.5)
Ms T

where the factoy is a constant and equal to 0.5 in the case of uniaxial anigp{ff, 135].
As the applied field is zero when the measurement is madeigeoscontribution from the

unblocked particles. The zero term in right hand side of thea&on represents unblocked
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part.

Blocking temperatures from fitting the experimental TRMeadatth Eq. 3.5 are given
in the Table 3.1. The blocking temperature obtained from THiVie nearly the same values
with blocking temperatures from ZFC/FC magnetization meaments. In their study on
CoSiQ, granular films, Denardiret al. [135]. obtained a smaller blocking temperature
from TRM than from ZFC/FC magnetization measurements. &irthystem, the SPM
clusters in a silicate matrix were coupled with each otheoubh dipolar interaction,
and the magnetic relaxation process during TRM measuremdrith started from a
magnetized state, mixed both collective (between cluséerd individual (within a cluster)
demagnetizing processes, involving energy barriers sman that for the magnetization
reversal of an isolated cluster. In other words, for TRM tleeay from a magnetically
ordered state is mainly governed by the anisotropy of théviehdgal particles and their
coupling. In the present case, the surfactant coated [emtare isolated and there is
negligible interaction between the particle moments. lassumed that the relaxation
process during TRM is governed only by the intra-particlendgnetizing process which
is nearly the same as the magnetization reversal in ZFC iexpst. As a result]g from
TRM and ZFC/FC magnetization measurements are not mucéreiiff from each other.

These results therefore satisfy the independent partiotiem

3.1.3 Hysteresis loops

The magnetic fieldf ) dependence of magnetizatidvi) were studied for all samples
at different temperatures 4-300 K, in ZFC condition in bedwe7 T<H < 7 T. At 4
K, C0-0.01 shows no coercivity and exhibits SPM magnetiratiehavior identical in
ascending and descending fields. All other samples exhibinment hysteresis loops

yielding coercive fieldsHc) of ~ 400 Oe. Existence of different ferromagnetic components
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3.1. Magnetization of as-prepared samples

in a non-homogeneous magnetic material can be ascertaioedd{AM)/dH versusH
plots [158], wheréAM is the difference between the ascending and descendirgyqfahte
hysteresis loops fdfl > 0. In such plots, the number of maxima corresponds to the rumb
of coercivity components. At 10 K, such plots (Fig. 3.4) fa-Q.03— Co0-0.33 yield only
one maximum which shows that though the samples have withébdigon in their particle

sizes, there is one dominant coercivity component.
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Figure 3.4:d(AM)/dH versusH plots for Co-0.03— Co0-0.33 at 10 K.

Figures 3.5 and 3.6 shoMivsH for all samples at 4 K. For clarity, only the part of
hysteresis loops at descending magnetic field have beemdieng. The same figures also

show the theoretical fit of the data using a combination oegpgramagnetic (SPM) and

71



CHAPTER. RESULTS AND DISCUSSIONS

ferromagnetic (FM) contributions, using the following adjon [159],

ZMFM
M(H) = —2— [tan"? HEHe ) o (MR
T Hc ZMEM

uH UH -1
coth(E) — <@>

PMH

P X

(3.6)

The first and second terms on the right hand side of the equetjoresent the FM and
SPM contributions, respectively. The fitting parametees\§™ andMSPM the saturation
magnetization for FM and SPM parts, respectively, in terfnsiagnetic moment per Co
atom, andu, the average magnetic moment of SPM patrticles or clustehe values of
remanencelr, and, coercivityHc are obtained from experimental data. The third term in
the equation represents a paramagnetic (PM) contributiearly uniform in all samples,
with xPM ~ 10~6ug/Oe. For a more accurate representation of the SPM part, &g ais

weighted sum of Langevin function [160],

_ [ _HH
M _/o L(X)Msdx,x = kT (3.7)

where Ms is the saturation magnetization of N particles with magnetomentu and
L(x) is the Langevin function. Taking the saturation magnetizats an exponential

distribution, the above equation is written as,

@ 1 1 In?
Ms:/o i g (3.8)

Hereo is the log-normal distribution width angy is the median of the distribution related

to the average magnetic momenyt by the following equation,

Hm = uoexp(%) (3.9)
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3.1. Magnetization of as-prepared samples

Table 3.2: Ferromagnetic and superparamagnetic saturauhngnetization,MgM and
Mgp"", respectively, remanenc®#lg), coercivity Hc), and the average magnetic moment
(un) for the CoCu nanostructured alloys, obtained from theeislof magnetization data
at 4 K. Magnetic anisotropy constamt) at 300 K are also given.

Sample MEM Mg Hc MSFM Ka( at 300 K)
(us/Co) (ug/Co) (Oe)  {4s/Co) (ug) (erg/cn)
Co-0.01 - - - 1.310(5) 4.5() -

C0-0.03 0.07(1) 0.030(1) 390(10) 0.48(1) 7.0(1)  .241CP
Co-0.05 0.08(1) 0.038(1) 420(20) 0.45(1) 7.3(1) .7A1CP
Co-0.08 0.08(1) 0.023(1) 330(10) 0.38(1) 7.5(1) .421CP
C0-0.10 0.13(1) 0.076(1) 410(20) 0.225(5) 10.0(1) .4:31CP
C0-0.15 0.12(1) 0.078(1) 420(20) 0.225(5) 10.8(1) .7:21CP
Co-0.21 0.20(1) 0.102(1) 340(10) 0.360(5) 11.5(1) .2:31CP
C0-0.33 0.18(1) 0.099(3) 320(10) 0.200(5) 13.0(1) .1:31CP

The various parameters in Eq. 3.6 obtained from fitting avergin Table 3.2. Sample
Co-0.01 does not have coercivity or remanence even at 4 Kordogy to the above
analysis, sample Co0-0.01 is superparamagnetic, as seeacin $.1.1, with Co atom
magnetic moment tending towards a value of fig3at saturation. But Co0-0.03» Co-
0.33 have both superparamagnetic and ferromagnetic batitms in the magnetization.
In these samples, the saturation moments of Co vary in thger@m35-0.55ug. The
variations of saturation magnetization show that with@asing Co concentration, a larger
fraction of Co magnetic moments contribute towards ferrpnetism and less towards
superparamagnetism of the particles. Total magnetic mofoei$PM clusteru increase
with increasing Co concentration from 4l to 13 ug for Co-0.01— Co0-0.33 samples.
Coercive fields at 4 K for all the samples are in the range 3D&e, however, the variation
in its values are independent of Co concentration. At 30thk,damples Co-0.03; Co-

0.33 exhibit small hysteresis loops and the coercive fiedalg in the range 5-30 Oe.
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Figure 3.5: Data for descending magnetic fields of hysteregips obtained at 4 K for
samples Co-0.0%> Co0-0.08. The experimental data are shown by open circles.|&th

panels show data in fields -6.0 to 6.0 T for for Co-0:63C0-0.08; and the right panels
show data in the expanded low field region -0.4 to 0.4 T for tiressponding samples. The
simulations as mentioned in the text are shown as the FM (@agldot), the SPM (dash,

dot and dot), the PM (dash) components and their sum (canisline).
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Figure 3.6: Similar to Fig. 3.5, for the samples Co-0-20C0-0.33.

The magnetic anisotropy constali, of a SPM particle of volum¥ is given by the
Neel-Arrhenius relatiorKaV = 25kgTg. However, in the present case, there is a rather large
distribution in the particle size and also at any tempeeattirere are both SPM and FM
parts in magnetization. In order to obtdni, we have estimated from above-mentioned
analysis of hysteresis loops at 300 K. At this temperathemagnetization has a dominant

SPM contribution, and the FM contribution which gets saeotaat~1 T is negligible.
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The cluster moment is obtained from fitting, and knowing [161, 162, 163] that 8®M
particles the moment is 22 per Co atom, we get the number of Co atoms in a particle or
cluster. Assuming Co ificclattice have the same volume as copper, 1176x 10~ 2%n?,

we getV, and henceKa. The values so obtained are also given in Table 3.2.

Anisotropy constant is much larger for SPM patrticles tharbidk metal [164| 165,
166]. It is known thatk for bulk cobalt is 7x 10°erg/cn?®, and for SPM particle it
is 3x 10%erg/cn?, which is comparable to the average £ values in Table 3.2. For
bulk samplesKa depends on magneto-crystalline anisotropy. For nearlgrsgdl SPM
particles, the dominant contributions to magnetic anggmtrcome from surface effects and
stress. Here, Co atoms have assumed Cu lattice and this mayfuréher increased the

stress|[152].

An estimate of SPM particle size can also be obtained fromvealamalysis of
magnetization data. The sizes are in the range 7.3 to 9.4numeasing with Co content.
These values are much smaller than the particle size obtdimen TEM studies, and
possibly indicate that in a particle the magnetically aetregion is much smaller than
its total volume, and therefore the particles are magnéticsolated from each other.
On the other hand, it has been noted, as shown in Fig. 3.7 tibatoom temperature
magnetization data can be simulated with the Langevin fangctvithout considering inter-

particle magnetic interactions, with an equation of thestyp
M(H)ao = Ms |~ f(D)L(H.D)dD, (3.10)
0

where,f (D), the size distribution functions, are the same as thosématan TEM analysis

of the corresponding samples.
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Figure 3.7: Experimetal data (circles) for descending retigrfield parts of hysteresis
loops obtained at 300 K for samples Co0-0.01, Co0-0.03, C6-@dd Co-0.15. The
theoretical fit (solid line) using Eqg. 3.10 are also shown.

3.2 Magnetization of annealed samples

Now we discuss the magnetization, memory effect and trabhsgiadies of the
eleven annealed GGu;_x samples which are denoted as Lof the second batch. The
magnetic measurements were performed with a supercondugtiantum interference

device vibrating sample magnetometer, SQUID-vsm, of QurariDesign.

3.2.1 ZFC/FC Magnetization and determination of blocking empera-

ture

The magnetizations of G&u;_ in standard zero-field cooled (ZFC) and field cooled
(FC) conditions using different magnetic fields, shown ig.Fi3.8 for Co-0.32, are

characteristic of superparamagnetic particles. The ntegien of such a particle can
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CHAPTER. RESULTS AND DISCUSSIONS

be reversed by thermal activation over an energy barridr avitharacteristic time that is
temperature dependent. The blocking temperalgis defined as the temperature at which
the characteristic time is* 100 s. In presence of a magnetic field, the energy barrier and

therefore the blocking temperature, both are reduced.

0 100 200 300 400 0 100 200 300 400

3 ] T 3
D o5t 4 T: ] )
i . I 425 3
I /\‘ [ - ' <
= L 1t /\— 2 s

(c)80 mT - - (d) 100 mT 1
1 IIIIIIIIIIIIIIII 1.5
25 11— 35
G I 4 [ | &)
= S 12 2
9 15 | — Fo e ] L
= [ 1+t \/—‘\— 25 =
L (b) 50 mT - - (e) 200 mT 1
o L v v v | I I I 2
 J— 0 100 200 300 400K
D25 M“ ] —T— T 11— 250
g 2r Tl b 200 &
7 S
3 15} . 1150 €
= 1r 7 4 100
0.5 r (@) 10 mT ] ] 50
0 A N Lo 0

0 100 200 300 400 15 16 17 18 19 20
T T (K12
Figure 3.8: The curves of zero-field cooled (ZFC, solid liardl field cooled (FC, broken
line) magnetization for Co-0.32 sample at magnetic field$¢adfl0 mT; (b) 50 mT; (c)
80 mT:; (d) 100 mT; and (e) 200 mT. The plot of magnetic fieddT/2, where, T is the
temperature of bifurcation of ZFC and FC curves is shown)imth the linear fit using

Eqg. 3.11.

A system of magnetic nanoparticles with a finite size distitm has a blocking
temperature distribution. In Fig. 3.8, the temperaturetativZFC and FC curves bifurcate
corresponds to the blocking temperature of the particlé tie largest volume for which

the coercive fieldHKc) is the same as the applied magnetic fidig, and Tg are related as
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[167],
 2KaV
u

Hc

1/2
1_<%) ] (3.11)

where,u is the magnetic moment of the particle angv, the energy barrier is the product
of magnetic anisotropyKa, and particle volumey. The largest significant blocking
temperature in the distribution can be obtained from ZFOakgnetization using different
magnetic fields as shown in Figs. 3.8(a) to (e) and then plpHi versusT /2 as shown
in Fig. 3.8(f). The blocking temperature thus estimated@or0.32 sample was 376 K.
The as-prepared samples of similar composition had blgdiemperatures only ef 40 K

(presented in Sec. 3.1.1),
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Figure 3.9: The curves of zero-field cooled (ZFC, solid liagjl field cooled (FC, broken
line) magnetic susceptability at 10 mT magnetic fields ofglas(a) Co-0.03; (b) Co-0.45;
(c) Co-0.56.

The low cobalt containing samples, Co-0:610.05, ZFC and FC curves bifurcate at
temperatures in between 200-300 K. For other samples, @b-8.Co-0.76, ZFC is still
increasing up to 380 K. For all these samples we have estihtla¢eblocking temperature
using the method discussed above. At initial temperatw@s- 8 K, the ZFC curves at
low fields < 80 mT show a sharp small peak followed by a minimum. At arowsrtes
temperature, there is a rapid decrease in FC magnetizatadhfeelds. These features are

prominently visible in samples Co-0.62 Co-0.32, but rather suppressed in other samples.
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Table 3.3: The values of blocking temperatuiig)(obtained from Eq. 3.11, glassy
temperature obtained from experimental ZFC curves for athes CCu;_x. The
relaxation timet, from Eq. 3.12, and the values affrom Eq. 3.13 are obtained at 4
K.
Sample Tg T 12 n
(K) (K) (Sec) -
Co-0.01 210 5.6 410> 0.79
Co-0.03 194 56 53810° 0.77
Co-0.05 255 6.6 5.210° 0.80
Co-0.08 248 5.2 6.810° 0.75
Co-0.10 235 8.0 7810° 0.71
Co-0.17 278 6.0 1%10° 0.56
Co-0.32 376 7.0 1810° 0.52
Co-0.45 391 8.6 2610° 0.42
Co-0.56 383 7.4 4810° 0.25
Co-0.76 323 6.6 -— -

Such a behavior in magnetization could originate from thiemomagnetism of surface
oxide. However, at higher magnetic fields0.2 T the peak at low temperature is no more
obtained. This behavior may suggests the occurrence ofgdass like ordering [55, 157,
168,169, 170] which will be further investigated. Figur8(@), (b) and (c) represent the
ZFC/FC magnetization in the presence of 10 mT magnetic fald@émples Co-0.03, Co-
0.45 and Co-0.56, respectively. Table 3.3 shows the blgclemperatureTg) and glassy
temperatureTg), the latter being the position of low temperature (belowK) @eak in ZFC

curve, for all samples Co-0.0% Co-0.76.

3.2.2 Exchange bias and field dependence of magnetization

The hysteresis loops at various temperatures 2-300 K weagnalol in both ZFC and
FC conditions. In the latter case, when the sample was caololed from 380 K in presence
of 7 T magnetic field, th&lvsH loops were asymmetric and shifted along the negadive
axis. If Hcp andHc» are the shifts on positive and negative segmentd-aikis, then the

magnitude of the exchange bias field, is definetHag equals to(Hc1 + He2) /2. Figure
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3.2. Magnetization of annealed samples

3.10 shows the expanded central region of one such hystdoeg at 4 K for Co-0.32

sample.
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Figure 3.10: In Co0-0.32, expanded central portion of hgstisrloops (magnetization (M)
vs magnetic field [)) at 4 K and—7 < H < 7T under conditions of ZFC (open symbols)
and FC (filled symbols). Inset shows temperature dependdrehange bias fieldHgpg).

The line joining the data points is a guide to the eye.

In general, exchange bias appears when ferromagnetism ¢BMXists with any
other magnetic interactions,g., antiferromagnetism (AFM), spin-glass etc. As observed
earlier, these patrticles are formed in a core-shell typactire in which the blocked
moments in Co rich core become ferromagnetic. Inset of Eitf) 8hows thatieg develops
well above 100 K and increases with decrease in temperaiatein a value ot 7.5 mT

at 2 K. This result is consistent with particles having a FMecoo-existing with AFM
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interaction involving uncompensated surface spins![17Z].1 However, the formation
of antiferromagnetic cobalt oxide is ruled out becauseigsature could not be obtained
from XRD, magnetization or resistivity studies in sampla@aled in hydrogen atmosphere.
However, the signature of spin-glass phase is obtainedimlZ6C memory effect below
~ 10 K, i.e.,, the same temperature as in ZFC-FC magnetization and Hedcim Sec.
3.2.4. The anomalous behaviortég around 10 K is due to the spin-glass ordering which

possibly occurs in Cu-rich regions but not identified dediyit
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Figure 3.11: Expanded central portion of hysteresis loopmyhetization (Mys magnetic
field (H)) at 4 K under conditions of ZFC (open symbols) and FC (fillgghbols) in
samples (a) Co-0.03, (b) Co0-0.05, (c) Co0-0.08, (d) Co-qé4)0cC0-0.17; and (f) Co-0.56.

The annealed samples Co-0.01 to Co-0.33 yielded exchaagediging in between
20-150 Oe at 4 K. It has been argued thiafs originates at the interface of Co-rich core
and Cu-rich shell of the core-shell type structure. Figulid 3hows hysteresis loops at 4 K
under conditions of ZFC (open symbols) and FC (filled symbiolsamples (a) Co-0.03,
(b) Co0-0.05, (c) Co-0.08, (d) Co-0.10, (e) Co-0.17; and @ @56. In the figure we see
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3.2. Magnetization of annealed samples

that exchange bias first increases from the sample Co-0.0840.10 with increasing Co
content. But it starts to decrease from the sample Co-0.d%3emgh Co samples, Co-0.56

and beyond, the exchange bias disappears.

Co-0.01
Co-0.03
Co-0.05
Co-0.08
Co-0.10
Co-0.17
Co-0.32
Co-0.56
Co-0.76

Figure 3.12: Field dependengd ) of magnetic momern¥i(ug/Co) in CqCu;_x at 4 K.

Figure 3.15(a) shows the variationskg with the Co content in all Ca-samples at
4 K. The experimental data of the field dependence of magtgtizfor samples Co-0.01

— Co0-0.76 shown in the Fig. 3.12.

Co0-0.01
Co0-0.03
Co0-0.05
Co-0.08
Co0-0.10
Co-0.17
Co0-0.32
Co0-0.56
Co0-0.76

Figure 3.13: Superparamagnetic moméne{™) vs. H(T) in Co,Cu;_y at 4 K.

83



CHAPTER. RESULTS AND DISCUSSIONS
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Figure 3.14: Ferromagnetic momeMf™) vs. H(T) in Co,Cu;_y at 4 K.

At any temperaturdvsH for all samples could be fitted as a sum of superparamag-
netic (SPM) and ferromagnetic (FM) components as given hy38; The field variation
of superparamagnetic saturation moment and ferromagsegtication moment at 4 K are

shown in the Fig. 3.13 and Fig. 3.14 respectively.
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Figure 3.15: Ferromagnetic saturation moméng'(') vs. X in CoCuy_y, (b) coercivity
(He) vs. x, and (c) exchange biabi£g) vs. x, obtained from data at 4 K. The broken lines

are guide to the eye.

In case of annealed Co0-0.32, the field dependefté¢ of magnetic moment
M(ug/Co) has been studied at various temperatures 4-300 K. Budtseshow that the
FM component which saturatesatl T yields an average magnetic moment of OLg2
per Co atom at 4 K that reduces to 0.4d per Co atom at 300 K. The magnetic moment
of a SPM particle or cluster has a size ojug at 4 K and grows to 1bug at 300 K. A

comparison of these values with corresponding values gir@gared sample (shown in
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Sec. 3.1.3) shows that annealing results in an increaserohiagnetism of the particles.
However, even at 4 K, cobalt magnetic moment i &€ ug gg is much smaller than Co
moment in nanostructured or even bulk cobalt [111] suggegshiat not all the cobalt atoms

are ferromagnetic in Gz2Cu gs.

Figure 3.15(b) and (c) show the variationsME™ andHc with the Co content in
all Cox samples at 4 K. In this figure we see that in samples witl & x < 0.17, Mg""
increases with Co content. Further increasing the Co chls&@M initially appears to
decrease, but then increases and tends to level off at vafues0.5ug/Co in Co-0.76.
Even at this high cobalt containing sample, the saturatiagmatic moment of cobalt
remains much smaller than the reported valu2pug/Co, of Co nanopatrticles. The result
definitely shows that there exists no long range magnetcawction in this system of alloys.
It will be described in the following sections that the saespfield strong magnetic memory
effect at all temperatures 4-300 K as a consequence of temeb®f long range magnetic
interaction. Kt initially increases rapidly wittkx and shows a peak value f50 mT in Co-
0.08, then becomes smaller inG< x < 0.32 having values- 40 mT, and tends to decrease
as Co content increases furtheéfizg also increases witR initially and has a maximum
value of 15 mT in Co0-0.10. It then decreases with increasingc@ntent and becomes

negligibly small in 032 < x < 0.76.

3.2.3 DC relaxation study

In dc relaxation study the sample was first cooled down froenrdemperature
to a lower temperature in zero magnetic field. A magnetic fifldl T was applied
for 3600 s. Immediately after switching off the magneticdiethe time dependence of
dc magnetizatioM(t) was recorded for 10000 s. Figure 3.16(a) shows the nornaalize

magnetizatiorM(t) /M (0)vst for different temperatures for the sampleg@gCuy gs. The
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3.2. Magnetization of annealed samples

relaxation data was fitted by a sum of two exponentially dexpgomponents (Eg. 3.12),

! )+Mexp(—i) (3.12)

M(t) = (1—'\/|)e><I0(—T—1 o

In [-(d/dt) In M()]

-20
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Figure 3.16: (a) For Cg32Cug g8, time (t) decay of normalized magnetizatigvi(t) /M (0))
at various temperatures in between 2 to 200 K; (b) From the fijrdecay of normalized
magnetization, as shown in Fig. 3.16(a), the logarithm dhlsades of Eq. (3.13) have

been plotted for the data at 200 K. The slope of the linear tihefdata yields.

in which, 71 << 12. On the right hand side of the equation it is the second comipn
i.e., the one with long relaxation time that is dominant withbeing larger than 0.8 at all
temperatures. Even at higher temperatures, the magnetizeds a long relaxation time
signifying a negligible interaction among tlseipermoments Over and above the slow
relaxation of magnetization, it is interesting to note timbetween 2-10 KM(t) /M(0)

in this ZFC protocol increases with increase in temperattifis anomalous behavior is
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evidently a signature of the onset of spin-glass like orderFigure 3.17(a) shows the time
decay of normalized magnetizatiohl(t) /M(0)) at 4 K for samples Co-0.0%> Co-0.56.
Figure 3.17(b) shows the behavior of relaxation tirpavith the molar fraction of Co in the
sample. It must be noted thatis very long,~ 10° s, and therefore not quite feasible to be

measured accurately. The same data are listed in Tablergl3haw thatr, increases with

Co concentration.
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Figure 3.17: (a) Time (t) decay of normalized magnetizatibt{t)/M(0)) at 4 K for
samples Co0-0.01> Co0-0.56; (b) The estimated relaxation time)(obtained from Fig.

3.17 (a). Theline is a guide to eye.

According to the relaxation mechanism proposed by Uletal., the decayM(t)

follows the relation|[41, 173],

—(d/dt)InM(t) = At™" (3.13)
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Figure 3.18: From the timé)decay of normalized magnetization, as shown in Fig. 3)17(a
the logarithm of both sides of Eg. 3.12 have been plottedierdata at 4 K, (a) Co-0.05;
(b) Co-0.08; (c) Co-0.45; (d) The slope of the linear fit of ibgarithm of both sides of Eq.

3.13 which yieldsn vs. Co-content (X) (the line is a guide to the eye).

where,A is a constant and denotes the strength of inter-particle dipolar interactio
and is a function of temperature and particle density. Tlewvalequation has been used to
calculate the value afl as for example shown in Fig. 3.18 for the samples, (a) C0:0.05
(b) Co-0.08; and (c) Co-0.45 for data at 4 K and in Fig. 3.169b)C0-0.32 sample at 200
K. The variation ofn with the molar fraction of Co is shown in Fig. 3.18(d). Als@ble
3.3 lists the values af andt, for all samples at 4 K. In case of strongly interacting system

with dense particle distributiom is > 1. For weakly interacting system like dilute FM
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nanoparticles embedded in a nonmagnetic metal matgkpuld be~ 0.6. In our samples
nis about 0.8 in low Co samples at 4 K and decreases to less than Bigh Co samples
(Table 3.3 and Fig. 3.18(d)). We have checked that in Co-8afple in between 2 to
300 K the value oh varies in between 0.52 - 0.68. The behaviorpandn indicate that

magnetically the Co-Cu alloy system becomes increasingiyinteracting with increase
in Co content, or, in other words, as Co increases more and disorder is introduced in

the system.

3.2.4 Memory effect

The memory effect was studied following the same protocslpraposed by Sun
et al. [36]. Figure 3.19(a) shows the data for Co-0.32 sample. Hnepse was cooled at
the rate of 1K/min from 380 K in presence of 10 mT magnetic faatd the data recorded
during cooling. AtTstop 0f 300 K, the measurement was stopped, magnetic field switche
off immediately, and the magnetic state of the sample wagdeatlax for a durationty,)
of 12000 s. After this relaxation the same magnetic field (I mas reapplied and the
magnetization data recorded down to 4 K with more stopiggg of 100, 50, 10 and 4 K,
where magnetic field was temporarily switched offfgiof 12000 s with no measurement.
This cooling protocol resulted in a step-lik&T) curve. Finally, after reaching 4 K, the
sample in 10 mT magnetic field was heated back continuougheatame rate (1 K/min)
and the magnetization was recorded. Despite the continheatng, theM(T) curve
obtained in this way exhibits a clear upturn at edghp, resembling the previous step-like
shape and revealing the previous history of zero-fieldxeglan at thafsiop This curve is
referred to as thenemorycurve. Step like memory effect appear in FC magnetization of
a nanoparticle system, whether non-interacting or intergcwhenever there is a particle
size distribution, and therefore, a distribution in bloakitemperature [34, 35, 41]. In our

sample, the blocking temperature has an upper limit &0 K, and significant memory

90



3.2. Magnetization of annealed samples

effect persists even at 300 K. Figure 3.20, Fig.3.21 and 28 8how the the same step like
memory effect in temperaturd  dependence of magnetizatiol ) during FC cooling
in 10 mT magnetic field with cooling temporarily stopped farof 8000 s at each of
temperaturesTgop), followed byMvsT under conditions of continuous heating in 10 mT

in sample of the samples Co-0.05, Co-0.10, and Co-0.45 ctgely.
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Figure 3.19: (a) For Co0-0.32 sample, temperatdredependence of magnetizatioll )
during cooling in 10 mT magnetic field (squares) with cooliagporarily stopped foi,

of 12000 s at each of temperatur@sdy) of 300, 100, 50, 10 and 4 K, followed yvsT
under conditions of continuous heating in 10 mT (rhombuskset shows same data for
expanded low temperature region; (b) the differencééf© and M4EE, both measured
during continuous heating in 10 mT following zero-field dagl For M4FC there was

temporary stop at 4 K during zero-field cooling. The data waken twice; for,, of 6000
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A non-interacting or weakly interacting SPM material shansmory effect only in
FC protocol, whereas, spin-glass shows in both FC and ZF@gwts. Therefore, the

magnetic state below 7 K has been probed using memory efieZFEC magnetization
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3.2. Magnetization of annealed samples

following a procedure suggested by Saseikal. [34]. The sample was cooled rapidly in
ZFC mode from 380 to 2 K with an intermediate stgf 6000 s and 20000 s at 4 K. The
magnetization data, denotedM$FC, was recorded during the heating cycle from 2 to 300
K with an applied field of 10 mT. The conventional ZFC magregian,i.e., without the
stop, was also recorded and denote¥&§EE. The difference curves dfi“F€ minusMZES

as a function of temperature for both stopping times showaigph ust above the stopping
temperaturei.e., at 5.5 K as shown in Fig. 3.19(b). When the intermediate st@pgiven

at a slightly higher temperature 10 K, there was no such diperdifference curve.
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Figure 3.20: Temperaturd | dependence of magnetizatiod ) during cooling in 10 mT
magnetic field (squares) with cooling temporarily stoppedtf, of 8000 s at each of
temperaturesTgtop) of 180, and 40 K, followed byvsT under conditions of continuous

heating in 10 mT (rhombuses) in sample Co-0.05.

In a non-interacting system, there is no memory effect in 4i@cess, as below
the blocking temperature, a particle can align itself ategitup or down spin with

equal probability according to the two-state model, andehe no difference in the
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magnetization data with and without the intermediate stopnd cooling. But inter-particle
or inter-cluster interaction appearing below the spirsglaansition produces a number of
equilibrium states with different energy barriers. Thettiey the energy barrier of the state
in which the system is blocked depends on the waiting timet happens in annealing.
Afterwards, during the heating cycle, the response of tive sgstem to the magnetic field
becomes sluggish in overcoming the energy barrier, thudymiag the dip in the difference

of magnetization with and without the intermediate waiting

0.08

—=—FLD COOLED in 10 mT
—o— HEATING in 10 mT
t,=8000's

0.07

0.06
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0.05

0.04
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Figure 3.21: Temperaturd | dependence of magnetizatiod ) during cooling in 10 mT
magnetic field (squares) with cooling temporarily stoppedtf, of 8000 s at each of
temperaturesTgop) of 180, and 40 K, followed byvsT under conditions of continuous

heating in 10 mT (rhombuses) in sample Co-0.10.

Memory effect has been further investigated by studyingxaion dynamics using
the experimental protocol of Sun et al. Magnetic relaxaibA00 K measured in 10 mT
field after zero field cooling from 380 K is shown in Fig. 3.28(&nitially, the magnetic
relaxation measurement was performed for timeAt the end oft;, magnetic field was

switched off and relaxation was further recorded in zerlmftrough timet,. Finally,
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3.2. Magnetization of annealed samples

relaxation was again recorded for tiaen the presence of 10 mT magnetic field. Magnetic
relaxation of time$; andts are shows a single functional dependency with time, as shown
in the inset of Fig. 3.23(a). So, the relaxation at timeegains the memory of the previous

state,.e., before temporary switching off the field, when the field isiagwitched on.

- - : - - - ' ' 1.85
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1.7 —*— HEATING in 10 mT ; circle of Fig. 3.22(a) |4 g9
— t, = 8000 s - 0=
E) 1.6} g‘,
g 15} 1.75
L 44 o
s 1702
1.3}
(a) Co-0.45
12 1 1 1 1 1 1 1_65
0 50 100 150 200 250 300 20

T (K)

Figure 3.22: Temperaturd | dependence of magnetizatiod ) during cooling in 10 mT
magnetic field (squares) with cooling temporarily stoppedtf, of 8000 s at each of
temperaturesTgop) of 180, and 40 K, followed byvsT under conditions of continuous
heating in 10 mT (rhombuses) in sample Co0-0.45; (b) same fiataxpanded low

temperature region.).

In the next experiment (Fig. 3.23(b)), initially the magnetelaxation data was
recorded for time; at 100 K in 10 mT field after zero-field cooling from 380 K. After
the timet,, the sample was cooled down to 50 K and relaxation was reddaddimet,.
Finally, the sample was heated back to 100 K and relaxatiaallewed for timetz. Here
also we see that the relaxation in timags just the continuation of relaxation at timg as

shown in inset of Fig. 3.23(b).

In another experiment (Fig. 3.23(c)), the sample was cofoted 380 K to 100 K in
10 mT. Then the magnetic relaxation data was recorded fattinm zero field condition.

After t1 the sample was cooled down to 50 K and the magnetic relaxdatmmwas saved
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for timet,. Finally aftert, the sample was heated back to 100 K and relaxation performed
for time t3. Here also the relaxation for tintg is just a continuation of the relaxation in
time t1, which is shown in the inset of Fig. 3.23(c). The relaxatiamves in insets of

the Fig. 3.23(c) fit satisfactorily with an exponential ftina of the typeM(t) = Mg+

Anexp—Tn/ty), with the characteristic times, same foit; andts.
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Figure 3.23: (a) For Co-0.32 sample, magnetic relaxatiatDatK and 10 mT fot; and

t3 after cooling in ZFC mode with an intermediate measuremeatro-field fort,. Inset
shows the relaxation in 10 mT only. (b) Relaxation at 100 K 4@dnT fort; andts after
ZFC with an intermediate cooling at 50 K for. Inset shows the relaxation at 100 K only.
(c) Relaxation at 100 K at 0 mT far andts after FC in 10 mT with an intermediate cooling
at 50 K forto. Inset shows the relaxation at 100 K only. (d) Magnetic ratepn in zero
and 10 mT after cooling in FC and ZFC modes, respectively ait intermediate heating
at 150 K.

In the last two measurement protocols, we observed that #maary effect was

strongly present after temporary cooling of the sample at tfemperature. We also
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Figure 3.24: (a) For Co-0.32 sample, magnetic relaxaticd0atK and 10 mT fot; and

t3 after cooling in ZFC mode with an intermediate measuremerero-field fort,. Inset
shows the relaxation in 10 mT only. (b) Relaxation at 300 K &6dnT fort; andts after
ZFC with an intermediate cooling at 220 K for Inset shows the relaxation at 300 K only.
(c) Relaxation at 300 K at 0 mT far andts after FC in 10 mT with an intermediate cooling
at 2200 K forty. Inset shows the relaxation at 300 K only. (d) Magnetic ratepn in zero
after cooling in FC modes, respectively, with an intermtsreeating at 320 K.

compared the states of magnetization before and after aot@mypheating of the sample.
The sample was cooled from 380 K to 100 K in zero field cooledit@mm. The magnetic
field of 10 mT was switched on and the growthM({t) was recorded for timég at 100

K. The sample was heated to 150 K and the relaxation expetipggformed for the time

to. After completion of time, the sample was cooled back to 100 K and the relaxation
data was recorded during tinig In this experiment it was observed that the relaxation at
timest; andts are in different state. The observation was the same whesatimple was
initially cooled in 10 mT and then switched off to study redéivn using the same protocol,

in this case recording the decay Wff(t). So, both in presence or absence of magnetic
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field, the sample does not regain its previous magnetizatee after intermediate heating

[110,1174| 175]. Results of these two experiments are showigi 3.23(d).
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Figure 3.25: Magnetic relaxation at 300 K and 10 mT tioandts after cooling in ZFC
mode with an intermediate measurement in zero-field,féor the samples Co-0.62 Co-
0.56

The above memory effects including the loss of memory upterimediate heating
of the sample can be explained by the hierarchical modelll22], originally proposed for
interacting particle system. However, earlier it was sh{@éj that the same effect can be
obtained in a non-interacting superparamagnetic systemdpa particle size distribution,
wherein, a distribution of anisotropy energy barriers atatking temperatures create a
set of free energy states. After temporary cooling only sEnalanoparticles are able to
respond to the temperature or field change and relax to theegenibrium state. The
larger nanoparticles are frozen. Upon returning to theainiemperature or field value,
the smaller particles rapidly respond to the change sudhthignew state is essentially
the same as that before the temporary cooling, and the laggeparticles are now able
to resume relaxing to the equilibrium state. This resulta gontinuation of the magnetic
relaxation after the temporary temperature or field chahgeontrast, for positive heating,

all the patrticles, smaller as well as bigger, are able toaego the temperature or field
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3.2. Magnetization of annealed samples

change. Therefore, after returning to the initial tempewtthe bigger particles do not
respond at all whereas the smaller particles take time pwref thus leading to no memory
effect in the positive heating cycle. The same magnetixatian experiments described
above were repeated at 300 K, after cooling the sample frdK38 presence or absence
of magnetic field, as the experiment required and the reapndtpresented in Fig. 3.24.
Fig 3.25 shown the memory effect in magnetic relaxation & BG&nd 10 mT fort; and

t3 after cooling in ZFC mode with an intermediate measuremertero-field fort, for

the samples Co-0.62 Co-0.56. Strong memory effect persists even at room tertypera
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Figure 3.26: For Co-0.32 sample, temperatdredependence of magnetization (M) in 10
mT magnetic field 1) during interrupted cooling (open symbols) followed by tonous
heating (lines). Cooling was stopped fgrof 12000 s at 300 K (data A) and at 300 and 200
K (data B and C). At 300 K, duringy, H was set to zero in A, B and C. At 200 K, during
tw, H was 20 mT in B and 30 mT in C.

and have been observed for magnetic field changes from 10 rATTt¢dowever, in such
single domain nanoparticle systems, the ability to stoeattlemory of successive magnetic
field changes is restricted to small magnetic fields, and teeaony of one field variation is
erased by another field change beyond a critical value areisv174]. We have found the
critical ‘erasing field for our system at 300 KM versusT in a measuring field of 10 mT
was obtained during cooling the sample from 380 K.TAb, of 300 K, field switched off

and cooling temporarily stopped fty of 12000 s. At the end dfy, the same measuring
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field was applied anil versusT data recorded down to 100 K. The continuous heating
cycle data from 100 to 380 K was taken with the same 10 mT mewgfield. The result is
shown in Fig. 3.26, data A. In the following two runs, using #ame measuring field of 10
mT and identicallstopat 300 K, one mord@giopat 200 K was given fok, of 12000 s during
which the magnetic field was raised to 20 mT (data B) and 30 mifia(@). The continuous
heating cycle data show wiggle near 300 K in data A and B, butm@. Thus, erasing the
memory of a magnetic field variation at 300 K requires a latatation of magnetic field
by only about three times the original variation, which wbuabake this kind of granular

alloys technologically interesting in regard to coding:ading and erasing of data.

3.3 Transport study

Resistivity measurements were performed with a Physiagpétties Measurement
System (PPMS 9 of Quantum Design) using four-probe methd@aonstant current of 60
mA. Figures 3.27(a) and (b) show resistivity as a functioteaiperatured) in between 2-
300 K in zero external magnetic field for some of the samplescBnvenience,0 — Pmin)
is plotted in this figure. For low Co containing samples, C01Q Co-0.03, and Co-0.08, a
metallic resistivity behavior is observed. It decreaseteagerature decreases from 300 K
down to~ 10 K, and there is a residual resistivity below 10 K whéve- pnmin) levels off
to zero (Fig. 3.27(a)). For higher Co containing samples0Q4d, Co-0.56 and Co-0.76
(Fig. 3.27(b)), the resistivity is much higher and the zerdp — pmin) is obtained at a
finite temperaturdnin which is seen clearly in Fig. 3.27(c). Figure 3.27(c) shdved T,
increases withx, and also the minimum becomes more pronounced wyitte., the depth

of the resistivity minimum which may be defined @sx — pr.,,,), increases witlx.
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Figure 3.27: Resistivityd) as a function of temperature for (a) samples Co-001 Co-

0.03 ©©) and Co0-0.08¢); (b) samples Co-0.177), Co-0.56 {/) and Co-0.76 4); and (c)

expanded low temperature region of Fig. 3.24(b).

The resistivity for a metallic behavior can be written in foem of a general power
law, p = po+ ppTP, in which py is the residual resistivity and the other term represents
the combined effect of inelastic electron-electron, etac{phonon and electron-magnon
scattering contributions. In granular alloy and other ey, the resistivity upturn in low
temperature can have its origin in different mechanisnes@ikulomb blockade effect,[176]

electron-electron scattering and Kondo effect. For Colldmockade(CB) effect the

resistivity is empirically given as,

A
p = Po-+ peexf()Y + ppT" (3.14)
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whereA is Coulomb energy required to generate a charge carrierhiohnan electron is

removed from a neutral grain and placed on a neighboringaleyrain [177].

An upturn in resistivity may also result from tunneling ofrspolarized conduction

electrons between neighboring grains whose magnetic misraes not parallel [178],

B r+rpT3/2
~ 1+e<codj >

(3.15)
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Figure 3.28: Fitting of low temperature resistivity uptuoh Co-0.32 sample. The
experimental datal{) are fitted (solid line) for (a) Coulomb blocking effect (E§.14);
(b) inter-grain tunneling of electrons (Eq. 3.15); (c) Koreffect (Eq.3.16); and (d) elastic

scattering of electrons (Eq. 3.17).

In the above equatiorry andr, are field independent parameters ancepresents

102



3.3. Transport study

the degree of polarization of electrons. In absence of ntagfield, the spin correlation

function< cosgj > is given as,

NI

<coYj >= —L(k T
B

)

where,L(x) = [coth(x) — 1/X] is the Langevin function and is the inter-grain antiferro-

magnetic exchange integral.

With the assumption that the upturn is due to Kondo effea, ridsistivity at low

temperatures can be written as/[90],

p=po—px(T)+ppT" (3.16)

where,pk (T) = com+ cp1InT. pn is the spin scattering resistivity am@ = pm @

in which, Jgq is thes— d exchange interaction between the sping (& the conduction
electrons of Cu and the localized magnetic momegj (& the transition element Cdzr

is the Fermi energy of cobalt amg the number of conduction electrons per atom.
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Figure 3.29: Resistivityd) vs. temperature in zero magnetic field and in magnetic fields

of 0.5 and 9 T measured in samples (a) Co-0.17; and (b) Ca-0.56

Various non-magnetic and magnetic amorphous and disataeetal alloys exhibit
resistivity minimum at low temperature [99, 100, 101]. Thegm of minimum in these
strongly disordered systems has been attributed to thecetdsctron-electron interaction
and quantum coherence effect [145], in which the resigtinithe low temperature regime
takes the form,

p=po—peT Y2+ ppTP. (3.17)

In the above equatiom, the elastic scattering coefficient, is givenias [104],

B 026‘2 1
e = 0'0309%Wﬁ) (3.18)

where,Lt is the thermal diffusion length, which, for any temperat(ir¢ can be obtained
from pe and pp estimated from fitting of the experimental data with Eq. 3.Equations
3.14, 3.15, 3.16 and 3.17 have been used to fit the observetvigsdata. An example
is shown in Fig. 3.28 for the fitting of the data of Co-0.32 sémiit is found that at low
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3.3. Transport study

MR (%)

Figure 3.30: (a) Field dependend#)(of magneto resistance (MR %) ar® < H < 9T in
sample Co0-0.32, and (b) expanded low field region of Fig. @R7

temperatures the data do not fit at all to Eq. 3.14 and they rankensatisfactory fit to
Eq. 3.15. However, the data fit equally satisfactorily to Eg46 and 3.17. The data for
all the samplex > 0.17 were fit with Eqs. 3.15, 3.16 and 3.17, and also the magnetic
field dependence of resistivity were checked to ascertarpthusible mechanism behind
the observed resistivity minimum. Table 3.4, 3.5 and 3.@ gihe experimentally obtained
temperature of minimum resistivit¥min, and the various fitting parameters corresponding
to each equation. The results show that the values of efeptiarization €) and inter-grain
coupling Q) obtained from the fitting with Eq. 3.15 are too small to cdesithe electron
tunneling effect to be responsible for the resistivity betia Also, in cases where inter-
grain tunneling effect is dominant, the depth of the minimmnmesistivity decreases on
increasing the magnetic field and the minimum vanishes bbgaertain value of magnetic
field [179,[180]. In Fig. 3.29, the zero-field resistivitielstewo of these sampleyjz., Co-
0.17 and Co-0.56, are shown with the resistivities measiredagnetic fields of 0.5 T
and 9 T. It is found that the resistivity minimum is not sugsed even at high magnetic
fields. Previously, such low temperature upturns in granallays of Au-Ni and Co-Cu
were explained by Kondo scattering mechanism involvinglisthesters of spins and it was

also observed [24] that for larger cluster sizes Kondo efbould disappear. In contrary
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Table 3.4: For C@Cu;_4 (0.17 < x < 0.76) various parameters obtained from fitting the
experimental data with equations corresponding to intamgunneling (Eq. 3.15).

From Eq. 3.15

Sample Tmin r ro £ J/ks

|

Co-0.17 13.5(5) | 1359 0.5 0.01 0.03

Co-0.32 13.5(5) | 3196 11 0.01 0.03

Co-0.45 16.5(5) | 5268 2.8 0.02 0.03
I

Co-0.56  21.5(5) 7425 28 002 0.3
Co-0.76  25.5(5) 10390 3.5 0.02 0.3

to this observation, the resistivity upturn in the preseagecis very much pronounced at
high Co concentrations and at low Co concentrations it isobtdined. Moreover, Kondo
effect is weakened in presence of a magnetic field. It is ated from the data of Fig.
3.29 that magnetic fields have negligible effect on b@# and the depth of resistivity
minimum. In other words, these samples posses small magesitiance;w —0.4% near
Tmin @t 9 T (shown in the Fig 3.30). These observations stronglgsst that influence of
both inter-grain tunneling [178] and Kondo-like scatteriof electrons are absent in the
present case, and the observed resistivity minimum pgsaiides from elastic scattering
of electrons. Also, it is seen in Table 3.6 that is orders of magnitude smaller than
other resistivity coefficients indicating that inelasto@aiering of electrons does not have a

significant contribution to resistivity at these temperasu

The resistivity upturn resulting from Coulomb interactisndue to the quantum
interference effect of the electrons. Electrons travehwitcharacteristic mean free time,
Te, and mean free patlhg, between two successive collisions. For elastic scatgetime
electrons remain coherent even for distances larger Ithas energy is conserved. The
temperature effect can cause destruction of this quanturareace of electrons. At low
temperatures, the thermal energy is much smaller than theiFmergy, and the wave
functions of the electrons maintain their amplitudes, titothe phase vary slightly. If this

variation is sufficiently small, thermal energy is unablééstroy the coherence. Under this
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Table 3.5: For C@Cu;_x (0.17 < x < 0.76) various parameters obtained from fitting the
experimental data with equations corresponding Konddeswad) (Eq. 3.16).

From Eq. 3.16
Sample Po P1 PP P
(uQ cm) (uQ cm) (uQ cm)
Co-0.17 1382 1.1 <104 3.8
Co-0.32 3241 1.8 <104 4.1
Co0-0.45 5414 4.2 <104 4.2
Co0-0.56 7641 12.4 <104 3.65
Co-0.76 10663 235 810% 3.3

condition, the electrons move coherently a long distanagh MWcrease in Co concentration
the number of scatters in the path of the coherently mob#etein increases and so
increases the event of coherent scattering. This resutteeimcrease ofin, Pe and also

of Lt with increases in Co concentration. At temperatures aBgyghe coherence is lost

and the resistivity increases with increasing temperature

12000
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Figure 3.31: Resdual resistivitp{) as a function of Co content (x).

Table 3.5 and 3.6 list the residual resistivitigig)(for the samples withx > 0.17
only; however,pg for low Co containing samples have also been obtained. €igw1
shows the behavior of residual resistivifg)(as a function of Co content (x). A pellet

of copper only nanoparticles prepared by an identical moee(.e., x = 0 sample in the
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Figure 3.32: Variation of (aJmin; (b) residual resistivity gdo); (c) elastic contribution in
resistivity (0e), and (d) thermal diffusion length.{) with the molar fractionxX) of Co. The
lines are guide to the eye.

present series) shows metallic behavior and yielotsat 561 Qcm, which is high compared
to po of 7uQcm obtained in a melt-spun CoCu allay [181]. This incremenpriobably
related to the lump and filament structure (Fig. 2.9(d)) tlesults in electron flow in
narrow meandering channels having a typical width of theoad the particle size, and the
resistivity predominantly arises from diffusive scattgyiat the channel boundaries [182].
In case of alloys, we have found that in low Co sampgdggemain small and close to
that of the Cu only sample. But asncreases beyond 0.y increases continuously and
almost linearly withx throughout the range.07 < x < 0.76 (shown in the Fig 3.31). This
systematic variation opg most probably reflects a variation in the electron diffustsn

scattering mechanism that depends only on cobalt contiemtréddowever, the huge values
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Table 3.6: For CeCu_ (0.17 < x < 0.76), temperature of minimum resistivity{,) and
various parameters obtained from fitting the experimerd#d avith equations correspond-
ing to elastic scattering (Eq. 3.17) of electrons. Also gigee the thermal diffusion lengths
(L1).

From Eq. 3.17
Sample Trin Po Pe PP Lt P
(uQ cm) (uQ cm) (UQ cm) (nm)

Co-0.17 13.5(5) 1383 1.3 2104 34 2.7
Co-0.32 13.5(5) 3244 2.6 2104 95 2.8
Co0-0.45 16.5(5) 5418 8.9 21074 115 2.6
Co0-0.56 21.5(5) 7606 11.1 0.003 125 2.4
Co-0.76 25.5(5) 10669 19.3 0.018 140 2.2

of pg, more than two or three orders of magnitude over the valugauiee Cu or low cobalt

containing bulk alloy is probably related to the microstue of the system [151].

It is surprising that the resistivity minimum originatingom electron-electron
interaction is sustained to a very high concentration of Co £ 76%). Generally in a
dense alloy system, the magnetic impurities can not rersalated and there appears along
range magnetic interaction that dominagese interaction. This does not seem to happen
in the present case. Indeed, in previously described (SBrnagnetic measurements on a
similar system of CgCu;_x with x < 0.3 have shown absence of any long range magnetic
interaction and indicated that isolated nanoparticle$areed in a core-shell type structure

with cluster(s) of cobalt atoms surrounded by copper.

3.4 Co- content (x) dependent model of C&u,_, granu-

lar alloy

With the above magnetization results and the observatattiie residual resistivity

(po) is small for low Co containing samples and then increasemst linearly with Co
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Cu

Figure 3.33: A schematic diagram of a particle of Co-Cu allath low cobalt content
(marked 1), intermediate cobalt content (marked IlI) anchhegbalt content (marked II)
regions. The particle in all three cases is in the form oftelfs) of Co atoms within Cu
matrix.

content (Table 3.6), we can now construct a model for the &bion of these non-interacting
CoCu alloy particles. At low Co concentrations),(there are small cluster(s) of Co
atoms surrounded by Cu on all sides (shown in Fig. 3.33 I)cttal conduction in an
assembly of such particles takes place mainly through aoppe there is no significant
scattering by Co clusters. Thus, a small residual resistanabtained. At intermediate Co
concentrations the cluster size increases w({ghown in Fig. 3.33 Il) and as a consequence
MEM | Hc and alsoHgg increase (Fig. 3.15). Afterwards, whergoes above a value of
~ 0.16, there is no further increase in the cluster size. Instieate is an increase only
in the number of clusters inside a particle by way of formatod new clusters and also
disintegration of existing clusters (Fig. 3.33 Ill). In $hd:ondition,M§'V' tends to level
off, and, simultaneously, the boundary between Co clustedsCu shell possibly become
diffused or less well-defined resulting in the decrease aradlyidisappearance éfgg (also

in Fig. 3.15) . Under such condition, a high degree of stmadtand magnetic disorder is
expected to prevail in the system. The fact thgbegins to increase witk indicates that
for higher cobalt the clusters are also at the periphery @frticles and scattering from

cobalt clusters dominate in the process of electron comuct
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CHAPTER 4

SUMMARY AND CONCLUSION

4.1 Summary

In this thesis work, a detailed and systematic study to wsided the magnetic and
transport properties of GEu;_x nanostructured alloys of varying compositions of cobalt
(x~0.01—0.76) have been carried out. The major findings of the thesi& alamg with

the possible further scope of future study in this field asedssed in this chapter.

The first chapter gives a brief introduction, motivation aatentific background of

magnetism in nanoparticle systems.

The second chapter thoroughly describes the sample ptepanaethod, and struc-
tural, chemical and microscopic characterizations of ftstesn using different techniques.
CoCu_yx (X~ 0.01—0.76) granular alloys were prepared by chemical reductiddasth
andCuCb in solution withCTABbeing used for capping of the alloy particles. Average
cobalt contentX) in these alloys were obtained from inductively coupledspia optical

emission spectroscopic (ICPOES) measurements. Tranemistectron microscopy
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(TEM) results showed particles of mean sizel5 nm existing in lumps and filament-like
formations. The measured lattice spacings from selecteal diffraction (SAD) pattern

confirms that the alloy is formed ificc crystalline phase as in copper.

In the third chapter, first we have presented the details @fivatization study of as-
prepared samples. Lowest Co-conten®.01mol% sample shows identical paramagnetic
behavior in both ZFC and FC magnetization measurements. off@r samples, there
is a peak in ZFC magnetization at a certain temperature ard/FAF magnetization
bifurcate at a higher temperature, which for high Co comairsamples is close to room
temperature. Samples are characterized by blocking tetnwer{lg) distributions of SPM
clusters resulting from variations in particle size andoimogeneities in their chemical
compositions. Such variations are reflected also in datairddd from TRM studies. All
the samples except Co-0.01 exhibit hysteresis loops al04k3@Analysis shows that FM
contribution increases and SPM contribution decreasésimgtease in Co content. At low
Co concentration the sample is entirely superparamagetiat high Co concentration the
sample magnetization is a combination of superparamagnetnd ferromagnetism. It is
clear from the above results that in sample8.01— 0.33mol%, there is a FM part growing
in size with Co content, together with a SPM part. As the sasiplve almost the same
average saturation magnetic moment per Co atom indepeofd@ntconcentration, there is
a possibility of occurrence of a Co rich core and Cu rich stygk structure. The coercivity
values yield the magnetic anisotropy constant whick i erg/cn?, i.e., about 2 orders

of magnitude higher than that of bulk cobalt.

Secondly, we have studied the exchange bias, magnetiatelaxand memory effect
for annealed Co0-0.33 sample. A significant temperature riégre exchange bias field is
obtained from above 100 K down to 2 K. These observations esigfat the particles
have a Co rich SPM core, surrounded by uncompensated ditutgp{® moments at the

surface. Such a distribution, with lowering of temperatueads to the co-existence of
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ferromagnetic (FM) and antiferromagnetic (AFM) interac in the core and surface
regions, respectively. Also, the sample exhibits a weak-gfass like ordering occurring
at ~ 7 K. The overall behavior of the system is that of an assemblglmost non-

interacting magnetic nanopatrticles as suggested by tbg efuelaxation of magnetization.
If during relaxation certain external conditions are tenapity disturbedg.g., by lowering

the temperature or changing the magnetic field the magmietizalso changes accordingly;
but as the conditions are restored the magnetization etiarits previous value. Such
magnetic 'memory effect’ has been studied with various eérpental protocols and persists

strongly even at room temperature.

Lastly, electrical resistivity of nanostructured grama#doys CqCu;_x (x ~ 0.01—
0.76) prepared by chemical reduction method are investigatédte temperature range 2-
300 K. The samples with low cobalt contenbof 0.1 show a metallic resistivity behavior.
For samples with higher cobalt contert> 0.17, the resistivity shows a minimum. The
minimum becomes more pronounced as Co contgrin€reases and also the temperature
of minimum resistivity,Tmin, increases witlx. Such trends continue even wheis as high
as~ 76%. This is the first time resistivity minimum is observedaimetal alloy system
with such high concentrations of a ferromagnetic elemenppli&ation of an external
magnetic field has negligible effect on the resistivity bebia Detailed analysis suggests
that the low temperature upturn in resistivity most propabrises due to elastic electron-
electron interaction (quantum interference effect). Mgignmeasurements at 4 K on the
same samples show absence of long range magnetic interactibevidence of increasing
magnetic disorder asincreases beyond 10%. Combining the results of the two types of
measurements, a model of formation of these alloy partiolesdving random clusters of

Co atoms within Cu matrix has been proposed.
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4.2 Conclusion

We have presented here the results of magnetization angptvenmeasurements
on as-prepared and annealed nanosized particles @ugo, alloys with a wide range
~ 0.01— 0.76mol% of Co content. In as-prepared Co-0.01 sample with the lbe@salt
concentration of- 0.01mol%, there is negligible interaction among Co magnetic mosient
In all other samples Co-0.03> Co0-0.33, the magnetization is a combination of ferro-
magnetic and superparamagnetic contributions with a mdgctemperature distribution.
Estimation of blocking temperature from ZFC/FC magneimatind TRM measurements
do not differ significantly, implying that there is negli¢gbdipolar interaction among the
particles. Significantly, blocking temperatures are ngathelent of overall composition of

the samples. Study of hysteresis loops show that,

(i) the average saturation magnetic moment per Co atom, (0.49) ug, does not

change with Co content.
(ii) coercivity and magnetic anisotropy do not vary as thecGotent.

(iif) Co atoms participating in ferromagnetism tend to E&se and that in superpara-

magnetism decrease with increase in Co content.

The above observations indicate that for Co-0-83C0-0.33 samples, there is a
cobalt rich part where ferromagnetism is favored, and asroplart low in cobalt that is
superparamagnetic. Since the samples are in the form of sptarical particles and no
segregation of copper and cobalt is observed in any sanipkreasonable to conclude
that CqCu;_ alloy particles are formed in a core-shell type structurghhe Co rich part
at the core. With increase in Co concentration the size ofctire increases in relation
to the shell. The paramagnetic contribution to the magattima comes from dilute Co

atoms embedded in copper at or near the surface of partidles. magnetic properties
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4.2. Conclusion

of an assembly of such particles, as we have studied herdargedy determined by the
dipolar and exchange interactions among the cluster of @mswithin a particle. Since
they are capped with a surfactant, the particles are isbkate inter-particle interactions

are negligible.

Study of magnetic measurements and magnetic memory effsalts also show
that the particles are formed with a cobalt rich superpagartia (SPM) core region, and
outside this region there is antiferromagnetic interacti@tween diluted Co moments.
Magnetization and magnetic relaxation studies show theesyas largely non-interacting
SPM patrticles with a blocking temperature distributionjebreventually give rise to strong
magnetic memory effects that have been observed in diffeneasurement protocols and

persists even at room temperature.

A detailed investigation of the temperature dependencesistivity was carried out
in the annealed granular alloy system ofyCa; _yx with varying Co contenk ~ 0.01-
0.76. All the samples show metallic resistivity behaviololethe room temperature. A
minimum in low temperature resistivity was found only in higo containing samples. The
resistivity behavior around the minimum is weakly dependermagnetic field. It has been
argued that the low temperature resistivity upturn arisesifquantum interference effect
induced by inherent disorder of the system. Magnetizatiodies show that with increase
in Co content the magnetic disorder in the system increaseésheere is no inter particle
long range interaction even at high Co concentrations. Viighabove magnetization and
transport results and the observation, we have drawn a niod#ie formation of these
non-interacting CoCu alloy particles in which at low Co centrationsX), there are small
cluster(s) of Co atoms surrounded by Cu on all sides. Etadtconduction in an assembly
of such particles takes place mainly through copper aneftisaro significant scattering by
Co clusters. Afterwards, whetrgoes above a value 6f0.16, there is no further increase in

the cluster size. Instead, there is an increase only in thebeuof clusters inside a particle
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by way of formation of new clusters and also disintegratibexasting clusters.

4.3 Future aspects

In this thesis, different aspects of &y x (X ~ 0.01— 0.76) granular alloy
prepared by chemical reduction method were extensivelfiedithrough complementary
experimental techniques including structural, magnetit @ansport studies. The system
is nearly non-interacting, which enabled us to explore sameresting phenomena like
superparamagnetism, strong memory effect, extremelyrelagation time, exchange bias
and low temperature upturn in resistivity. There is a furtbeope of study of such non-
interacting core-shell nanostructure system with difieraagnetic or combining magnetic
ions suchas Ni, Mn, V etc. with noble metal such as Cu, Ag and Adetail theoretical
study of core-shell model with variation of the cobalt coniterould also be helpful. In
future, Monte Carlo simulations are expected to shed lighthe structural agglomeration
of the nanoparticles. In Chapter 3 we have highlighted theeguaramagnetism and
blocking, magnetic relaxation and strong memory effect led hanoparticle system.
Magneto-optic Kerr effect (MOKE), neutron diffraction, e¢laar magnetic resonance
(NMR) techniqgues are also very useful for magnetic charaetigon of such system. We
have also observed low temperature upturn in resistivitgancentrated granular alloy
system which have been analyzed for first time as eleetetectron interaction. In this

regard, study of Hall effect can be very useful for such syste
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