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Synopsis

The Standard Model (SM) of Particle Physics is a quantum field theoretic model,
describing three of the four known fundamental forces of the universe (the electro-
magnetic, weak, and strong interactions), as well as classifying all known elementary
particles. Developed in the early 1970s, it has successfully explained almost all ex-
perimental results and precisely predicted a wide variety of phenomena. Discovery
of the W and Z boson at CERN was a great experimental evidence of the Stan-
dard Model. Over time and through many precision measurements at the Large
Electron Position Collider(LEP) at CERN, discovery of top quark and other mea-
surements at Tevatron, Fermilab and many other experiments, the Standard Model
has become established as a well-tested theory. Even though the Standard Model
is currently the best description there is of the subatomic world, it does not explain
the complete picture. The theory incorporates only three out of the four funda-
mental forces, omitting gravity. There are also other important questions that it
does not answer. One such important question is the nature of dark matter (DM).
While DM is thought to be the dominant non-baryonic contribution to the matter
density of the universe [1], its detection and identification in terrestrial and space-
borne experiments remains elusive. At the Large Hadron Collider (LHC), CERN the
DM particles may be produced in high-energy proton-proton collisions, if the DM
particles interact with the standard model (SM) quarks or gluons via new couplings
at the electroweak scale [2,3]. Although DM particles cannot be directly detected

at the LHC, their production could be inferred from an observation of events with
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a large transverse momentum imbalance (missing transverse momentum, pits).

Another highly important issue is the hierarchy problem, which involves the large
energy gap between the electroweak (Mgw) and Planck (Mp) scales [4]. Proposed
solutions to this problem include theories with large extra dimensions, such as the
model of Arkani-Hamed, Dimopoulos, Dvali (ADD) [5,6]. The ADD model pos-
tulates that there exist n compactified extra dimensions, in which gravitons can
propagate freely, and that the true scale of the gravitational interaction in this 44 n
dimension spacetime (Mp) is of the same order as Mgw. The compactification
scale R of the additional dimensions is related to the two gravitational scales by
Mp; ~ R"MB*Q.ForMD ~ Mgw, R >> 1/Mgy for a wide range of n, leading to
a nearcontinuous mass spectrum of KaluzaVKlein graviton states. Although the
gravitons would not be observed directly at the LHC, their production would be

manifest as events broadly distributed in pfss.

q q Y q

Figure 1: Leading-order diagrams of the simplified DM model (left), electroweak-DM
effective interaction (center), and graviton (G) production in the ADD model (right),

miss

with a final state of v and large pfp

Events with large missing transverse momentum exist only if there are visible objects
recoiling against the invisible particles. Among the many possibilities, a recoiling
photon (7 ) has the advantage of being identifiable with high efficiency and purity. In
DM production through a vector or axial vector mediator, a photon can be radiated
from incident quarks (Fig. 1 left). Models of this process have been developed by
the CMS-ATLAS Dark Matter Forum [7]. It is also possible that the DM sector

couples preferentially to the electroweak sector, leading to an effective interaction
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qq — v — vxX [8], where ¢ is the DM particle (Fig. 1 center). In ADD graviton
production, the graviton can couple directly to the photon (Fig. 1 right) or to a
quark. In this thesis, I examine final states containing large p*** in the presence of
a photon with large transverse momentum (pr), and search for an excess of events

over the SM prediction. Data collected by the CMS detector [9] in 2016 are analyzed.

Results are interpreted in the context of these three models.

Events are required to have ps* > 170 GeV and at least one photon with p}. > 175
GeV in the central region (|n| < 1.44) of the detector and vetoed with well-identified
electrons and muons. Events are rejected if the minimum azimuthal opening angle
(A¢) between p2s* and up to four leading jets is less than 0.5 radian. This require-
ment significantly suppresses the background where jet energy mismeasurement gives
rise to large p**s. Only jets with pr > 30 GeV and |n| < 5 are considered. The
candidate photon and p**** must also be separated by more than 2 radians. Finally,
to reduce the contribution from the W (— lv) 4 v process, events are also vetoed if

they contain an electron or a muon with pr > 10 GeV that is away from the photon

by AR > 0.5 radian.

The dominant SM backgrounds in this search are the associated productions of a
Z or W boson with a high pr photon (Z(— vv) 4+~ and W(— lv) + ). When
the Z boson decays into a neutrino-antineutrino pair, the final state exhibits a high
pr photon and large missing transverse momentum, which is the exact topology
of the search signature. Similarly, if the W boson decays into a lepton-neutrino
pair and the lepton is outside of the detector acceptance or is not identified, the
event appears to be y+ pi**s. Together, the two processes account for approxi-
mately 70% of the SM background. These backgrounds are estimated from Monte
Carlo (MC) simulation and validated with data. Another control sample dominated

by W(— uv) 4+ v production is also studied from MC simulation. SM processes

ty, VVy(V =W, Z), Z(— ll) +7), W — lv and ~ + jets have minor contributions
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to the candidate sample. The estimates of all five processes are taken from MC
siimulation. Another important background consists of events (primarily W — ev)
in which the electron is misidentified as a photon. The misidentification occurs due
to an inefliciency in seeding electron tracks in the pixel detector. The estimation
is measured in data using a tag-and-probe method. Electromagnetic (EM) showers
from hadronic activity can also mimic a photon signature. This process is estimated
by fitting the shower shape distribution of the photons cluster in the Electromag-
netic Calorimeter (ECAL) with template distributions constructing a control sample
in data, enriched with multijet events. Finally, backgrounds due to beam halo and
ECAL anomalous signals (Spikes) are estimated by fits to distributionss of the clus-

ter seed time.

A total of 400 events are observed in data, which is in agreement with the total
expected background of 386 + 36 events. Distributions of pJ. and pJ* for the
selected candidate events are shown in Fig. 2 together with respective estimated

background distributions.

CMS Preliminary 12.9 o™ (13 TeV) CMS Preliminary 12.9 b (13 TeV)
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Figure 2: The p). (left) and p&s* (right) distributions for the candidate sample,
compared with estimated contributions from SM backgrounds. The background un-
certainties include statistical and systematic components. The last bin includes the
overflow. The lower panel shows the ratio of data and SM background predictions,
where the hatched band shows the systematic uncertainty.

Because no excess with respect to the SM prediction is observed, limits are set on the
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considered DM production models and ADD extra dimension scenarios. For each
signal model, a 95% confidence level (CL) cross section upper bound is obtained

utilizing the asymptotic CLg prescription [10-12]

The DM simplified models [7] are designed to facilitate the comparison and trans-
lation of various DM search results by limiting the degrees of freedom of the DM
production interaction. In the models considered in this analysis, Dirac DM par-
ticles couple to a vector or axial-vector scalar or pseudoscalar mediator, which in
turn has couplings to the SM quarks. Model points are identified by a set of four
parameters: the DM mass mpys, the mediator mass M,,.q, the universal mediator
coupling to quarks g, and the mediator coupling to DM gpys. In this analysis vec-
tor and axial vector couplings are considered. We fix the values of g, and gpa to

0.25 and 1, respectively, and scan the M,,.q—mpy plane. Figure 5.16 shows the

CMS Preliminary 12.9 fo™ (13 TeV) CMS Preliminary 12.9 fo™ (13 TeV)
T T T T

95

T T 0 T T
> Vector Mediator =° > Axial Vector Mediator =5°
(9 450 Dirac Fermion DM o (9 450F Dirac Fermion DM ®T
= g =025g =1 10° @ = g =025g =1 10° @
Z 400F =2 vedp = 2 2 400F =2 vedp = £
o —— Observed Mo = 1 oy o —— Observed Hog = 1 5
- - - - Theoretical uncertainty [7)] - - - - Theoretical uncertainty [72]
~— Expected p__ =1 8 ~— Expected p_ =1 8
- 68% expected - 68% expected
P 10 ? 10
1 1
10" 10"

200 400 600 800 1000
Mmed [GeV] Mmed [GeV]

200 400 600 800 1000

Figure 3: 95% CL upper limits on pt = 0/07heory in the M,cq—mpa plane for vector
and axial-vector mediator, assuming g, = 0.25 and gpys = 1. Expected and observed
exclusion contours are overlaid, where mass points to the lower left of the curves are
excluded.

cross section upper limits with respect to the corresponding theoretical cross sec-

9% |G rheory) for the vector and axial-vector mediator scenarios on the

tion (p = o
M,ea—mpy plane. The solid red and black curves are the expected and observed
exclusion contours. The uncertainty on the expected upper limit includes the exper-

imental uncertainties. The uncertainty in the theoretical cross section is translated
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to the uncertainty in the observed exclusion contour. For the simplified DM models

considered, mediator masses of up to 760 GeV are excluded for small mpy,

. CMS Preliminary {s=13TeV, 12.9 b
§10 B T T T T T T T 3
= [

Ke)
°
(9]
D 102 -
[7)] E
/I
o
—
o
10E o n=3, Theory LO —— 95% CL Obs. Limit
I 95% CL Exp. Limit - Exp. Limit +1o
Exp. Limit +2¢

40 ‘ \ ‘ ! \ ‘

1 1.5 2 25 3
Mp [TeV]

Figure 4: The 95% CL upper limits
on the ADD graviton production cross
sections as a function of Mp for n =
3 [13].

[13].
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Number of Extra Dimensions

Figure 5: Lower limit on Mp as a
function of n [13].

Figure 5.20 shows the upper limit and the theoretical calculation of ADD graviton

production cross section for n = 3 as a function of Mp. Lower limits on Mp in

different number of extra dimensions are compared to CMS Runl [14] results in

Fig. 5. The trends of the two results differ because the graviton production cross

section can be increasing or decreasing in n depending on the values of /s and

Mp [15]. Values of Mp up to 2.60 TeV for n = 6 are excluded [13].
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Also a simulation study of energy resolution, position resolution, and 7%~ separation
using multivariate methods of a sampling calorimeter is presented in the thesis. Asa
realistic example, the geometry of the calorimeter is taken from the design geometry
of the Shashlik calorimeter which was considered as a candidate for CMS endcap for
the phase II of LHC running. In this design LYSO is used as the sensitive detector.
LYSO (cerium doped lutetium yttrium silicate) is a radiation hard, high light yield
(about 4 times of BGO), high stopping power (p = 7.4 g/cm?® | Xy = 1.14 cm and

Rsotiere = 2.07 cm) and fast response (7 = 40 ns) inorganic scintillator [16, 17].

For absorber, lead and tungsten are taken as two possible choices. For this study,
the baseline option uses 4 mm thick lead layers interleaved with 2 mm thick LYSO.
The alternative scenario considered uses 2.5 mm thick tungsten with 1.5 mm thick
LYSO [18]. The scintillation light is read out using four wavelength shifting fibers

going all the way through a Shashlik tower.

The energy resolution is dominated by the sampling fluctuation which contributes
to the stochastic term. The constant term is found to be better than 1% while the
stochastic term is found to be 10.3%/v/E for light yield value of 4000 p.e./MeV.
The energy resolution is found to be similar for lead/LYSO and tungsten/LYSO
configurations and the optimum number of layers is found to be 28 which corresponds
to ~25 radiation lengths deep detector. For 125 GeV Higgs boson decaying to a
pair of photons, this detector will achieve a mass resolution of 0.64 GeV when both

the photons are detected in the Shashlik detector.

The position resolution using information of the Shashlik detector alone is 2.0 mm
for photons of 100 GeV. The resolution improves with energy of the photon and
a better resolution is obtained when the center of gravity method uses logarithmic

weighting (to 0.34 mm) or a correction is made for the S-shape (to 0.22 mm).

A study of the 7° — v separation presented in the thesis shows that the fine grain

information of the shower profile collected by individual fibers is useful for separation
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between 7° and v at high energies. With the MVA technique a background rejection
efficiency of 90% with signal efficiency 90% was achieved, which is approximately
three times better than the best background rejection that could be achieved by
cut-based methods. A method of virtual slicing of the hit tower and impact point
based training of the network is presented, which gives an additional improvement
of 8-10%. The conclusion drawn from this study is that the 7° — ~ separation power
of the Shashlik calorimeter can be improved significantly by emplyoying an MVA
based method with fine grain information as input and impact point based training.
In this study a Shashlik detector of a specific dimension and material is considered.
However the methodology described in this thesis for the resolution studies as well
as the techniques employed for distinguishing between the spatial patterns of energy

deposits by a photon and a 7°, can be easily adapted to any sampling calorimeter.
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CHAPTER 1

Introduction

The Standard Model (SM) of Particle Physics is a quantum field theoretic model,
describing three of the four known fundamental forces of the universe (the electro-
magnetic, weak, and strong interactions), as well as classifying all known elementary
particles. Developed in the early 1970s, it has successfully explained almost all ex-
perimental results and precisely predicted a wide variety of phenomena. Discoveries
of the W and Z boson at the European Organization for Nuclear Research (CERN),
and of gluon at the Deutsche Elektron Synchrotron, (DESY) were great experi-
mental evidences of the Standard Model. Over time and through many precision
measurements at the Large Electron-Position Collider (LEP) at CERN [1], discov-
ery of top quark and other measurements at Tevatron, Fermilab and many other
experiments, the Standard Model has become established as a well-tested theory.
With the discovery of Higgs boson at the Large Hadron Collider (LHC) at CERN,
in Geneva in 2012, the Standard Model is now a fully experimentally verified theory.
Even though the Standard Model is currently the best description of the subatomic
world, it does not provide the complete picture of particle interactions at high ener-
gies. The hierarchy problem - that is the orders of magnitude difference between the
Plank mass and electroweak symmetry breaking scale, the nature of dark matter,

existence of multiple families of leptons and quarks, non zero mass of neutrinos are
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facts of Nature unexplained by the Standard Model.

One particular case of phenomena beyond the Standard Model is the existence
of dark matter (DM). Dark matter is thought to be the dominant non-baryonic
contribution to the matter density of the universe, its detection and identification
in terrestrial and space borne experiments remains elusive. At the Large Hadron
Collider, CERN, the dark matter particles may be produced in high-energy proton-
proton collisions, if the dark matter particles interact with the Standard Model
quarks or gluons via new couplings at the electroweak scale. Although dark matter
particles cannot be directly detected at the LHC, their production could be inferred
from an observation of events with a large transverse momentum imbalance (missing

transverse momentum, pf*s).

Another highly important issue is the hierarchy problem, which involves the large
energy gap between the electroweak (Mgw ~ 10°GeV) and Planck (Mp ~ 10GeV)
scales [2]. Proposed solutions to this problem include theories with spatial extra
dimensions, such as the model of Arkani-Hamed, Dimopoulos, Dvali (ADD). The
ADD model postulates that there exist n compactified extra dimensions, which
would have large (sub mm scale) compactification radius. Gravitons can propagate
freely in the compactified extra dimensions and the true scale of the gravitational
interaction in this 4 + n dimension space time (Mp) is of the same order as Mgy
The compactification scale R of the additional dimensions is related to the two
gravitational scales by Mp ~ R"MB”. For Mp ~ Mgy, R >> 1/Mgy for a wide
range of n, leading to a near continuous mass spectrum of Kaluza-Klein graviton
states. Although the gravitons would not be observed directly at the LHC, their

production would be manifested as events broadly distributed in piéss.

In this thesis, I examine mono photon channel, containing large missing transverse
miss

momentum (pf***) in the presence of a photon with large transverse momentum,

and search for an excess of events over the SM prediction. This analysis uses data
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collected from the Compact Muon Solenoid detector at the Large Hadron Collider.
This thesis is structured as follows. Chapter 2 gives a brief overview of the physical
theories which are relevant for the following analyses, Standard Model as well as
Beyond the Standard Model (BSM) theories. The layouts of the Large Hadron
Collider and the Compact Muon Solenoid detector are described in chapter 3, and
the reconstruction of collision events and physics objects are summarized in Chapter
4. Chapter 5 contains the details of the analysis performed with the 13 TeV, 2016
data. The last chapter of this thesis describes the simulation study performed for

the upgrade project of the CMS endcap calorimeter.



CHAPTER 1. INTRODUCTION




CHAPTER 2

Theoretical Motivation

The idea that all matter is composed of elementary particles, came around 5Hth
century BC when the Greek philosopher Democritus postulated that all matter was
made up of atomos. Later the word atom is derived from the Greek word atomos,
meaning indivisible and until the end of 19th century, atoms were thought to be
fundamental building blocks of all form of matter. The modern era of particle
physics began with the discovery of the first subatomic particle, the electron in 1897
by J.J. Thomson. Since then, there has been an explosion in the discovery of new
sub-atomic particles by experimental physicists and theoretical physicists have been

busy explaining the nature of these new particles and their interactions.

In the 1930s it was perceived that the atom as being composed of particles of three
kinds: electrons, protons and neutrons. In the 1960s and 1970s a theory emerged
that described all of the known elementary particle interactions, except gravity.
(Gravity is too much weak to play any significant role in ordinary particle pro-
cesses.) This theory or more accurately, this collection of related theories, based on
two families of elementary particles (quarks and leptons), and incorporating quan-
tum electrodynamics (QED), the Glashow-Weinberg-Salam theory of electroweak

processes,and quantum chromodynamics (QCD) - has come to be known as the



CHAPTER 2. THEORETICAL MOTIVATION

Standard Model of prticle physics. This chapter contains a brief overview of the
three forces incorporated into the Standard Model of particle physics (SM), why
we search for physics beyond the Standard Model (BSM), what motivates searches
for dark matter (DM), extra spatial dimensions, and proposed models of those.
The explanation of Standard Model largely taken from the standard texts on the
subject [3-6].

2.1 The Standard Model

The standard Model (SM) of elementary particle physics is a relativistic quantum
field theory described by a SU(3)¢ ® SU(2), @ U(1)y gauge theory to relate the fun-
damental interactions of elementary and composite particles. The standard model
is described by, quantum chromodynamics, the theory of strong interactions, and
the electroweak model, which provides the theory of weak and electromagnetic in-
teractions. Many experimental verifications obtained until now have consistently
supported the Standard Model with very high precision. According to the SM, all
matter is made out of elementary particles called fermions and the forces between

fermions are manifested as an exchange of bosons.

Fermions can be organized into two elementary categories: quarks that take part
in strong interaction and leptons that do not have strong interaction. Quarks and
leptons are spin 1/2 point-like particles that have no substructure; they are defined

by their mass and quantum numbers described in Tables 2.1,2.3.

Each force in the Standard Model is mediated by the exchange of the spin 1 bosons
listed in Table 2.2. Gluons are mediators of strong force, W* and Z bosons medi-
ate the weak force, and photons mediate the electromagnetic force. Fermions can
interact via these forces if their internal quantum numbers transform under the sym-

metries of the theory. The interactions between all the particles described by the

6
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| | leptons | mass(MeV/c?) | charge(e) | spin number |
First goneration | o e ) | <2x10° | 0 3
Second generation muonmri(iir(iﬁ()) (V) <1005..179 _01 ig
Third generation tau ntjllir(izlg) (vr) 1!123 _01 ig

Table 2.1: Standard model particles: Lepton classification [7]

| | quarks | mass(MeV /c?) | charge(e) | spin number |
First generation dggnq:i;krk(lal) 4213 :2 //33 %3
Second generation s(‘:c?::gne %ﬁiﬁ; ((CS)) 1’92(? ! :2 //33 %3
Third generation boi?cgrflt)(b) 11?{280 4__12 //?i3 %3

Table 2.2: Standard model particles: Quark classification [7]

| gauge bosons | charge(e) | mass(GeV/c?) | spin number |
gluon (g) 0 0 1
photon () 0 0 1
W boson (W) +1 80.4 1
Z boson (Z°) 0 91.2 1
graviton (hypothetical) 0 0 2

Table 2.3: Standard model particles: Gauge Bosons [7]

Standard Model are summarized by the diagrams in Figure 2.1. The three theories
comprising the Standard Model are constructed as gauge theories, which is discussed

in the next section.

2.1.1 Gauge Theory

The different components of the Standard Model (electroweak dynamics and quan-

tum chromodynamics) each start as a basic theory to model the interactions of

7
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Standard Model Interactions
(Forces Mediated by Gauge Bosons)

X X
v
VeV 9
X X

X is any fermion in Xis electrically charged.  Xis any quark.
the Standard Model.
ol W s
) L
u . gg
U is a up-type quark; Lis a lepton andv is the

D is adown-type quark.  corresponding neutrino.

1 W 1 W
W w+ﬁi
EX o
Xis a photon or Z-boson. X andY are any two

electroweak bosons such
that charge is conserved.

Figure 2.1: A list of the vertices that appear in Standard Model Feynman Diagrams.
Higgs Boson interactions and neutrino oscillations are omitted. Feynman rule values
of the vertices are also omitted [8].

fermions with a Dirac Lagrangian:

L = (in"d, — m)p (2.1)

where 1) are space-time dependent fields representing the particles, v* are the gamma
matrices, and m is the mass of the particles. In each case, the ficlds of the theory
transform under a particular symmetry group. These symmetry groups are cho-
sen to explain the experimentally observed constraints of the particle interactions
represented through the internal quantum numbers. The fields are then modified
to reflect the local position in space and time and establish invariance under local
transformations. The Lagrangian is also tuned, according to the gauge symmetry
group, to be locally gauge invariant by introducing the gauge fields. The gauge
fields represent the gauge bosons via the covariant derivative, D,, which replaces

the partial derivative, d,,.
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2.1.2 Quantum Electrodynamics

Electromagnetic interactions are formulated by a gauge theory with the symmetry

group U(1), which transforms as
=) = e (2.2)

where 6 is a constant phase term. To make the global symmetry of the U(1) group
local, the constant phase transformation is replaced by a space-time dependent phase
(0 — 6(x)) and an additional vector field is introduced to the Lagrangian via the

covariant derivative,

D, =0,—1eA,(z) (2.3)

where A, is a spin 1 vector field and e is the electromagnetic charge of the fermion
described by the field. The field A, introduces the photon as the gauge boson that
mediates the electromagnetic force between charged particles. In order to account
for the kinetic energy of A,, we add the well-known gauge-invariant term {7, "
to the Lagrangian, where the field strength tensor is defined as F),, = 0,4, — 0, A,.
The complete Lagrangian for the electromagnetic interactions between a charged

particle and a photon is:
- 1
£ = §(2) (1" Dy =~ m)(z) = Fyu ™ (2.4)

This theory is called quantum electrodynamics (QED).

2.1.3 Quantum Chromodynamics

The theory describing the strong force between quarks and gluons, called quan-

tum chromodynamics (QCD), is built in a similar way. Evidence for quarks were

9
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first observed in e — p scattering events at SLAC [9,10]. The fields describing the
quarks are composed of members of the SU(3) symmetry group to account for ex-
perimental evidence indicating that an additional internal characteristic generates
three distinguishable states of quarks that have otherwise identical properties. This
new quantum number, color, and its conservation requirements provide an explana-
tion as to why observed baryons like A™*(uuu) don’t violate the Pauli Exclusion
principle [11], and why quarks are observed in pairs and triplets as color-anticolor
mesons and triple color baryons, respectively. Branching ratio studies performed
on ete™ collisions at SLAC [9,10] indicate that this characteristic, named “color”,
comes in three variations, denoted as red, green, and blue. The resulting fields that
describe quarks in terms of their color charge are written as ¢ = (¢; ¢“; ¢%), and the
mediating gauge boson, the gluon, appears in the Lagrangian as eight distinct color-
anticolor vector fields. To create a locally gauge invariant Lagrangian, the partial
derivative is again replaced by a covariant derivative which includes the eight vector

%
173

boson fields of the gluons, A’ a term g, related to the strong coupling constant,

and the 3 x 3 Gell-Man matrices, A [3,12].
_ X
8# — D'u = 8;11 — 1G5 5 AM (25)

The magnitude of the force between color-charged particles, which is very small
at short distances but increases asymptotically at larger distances, is reflected in
the coupling constant a, = ¢g?/4m and the non-Abelian construction of the gauge
theory. By expressing a function for a QCD-predicted cross section in terms of a

beta function, we find the relationship

L o log(Q/A) (2.6)

relating a; to ), where Q is the momentum involved in the interaction, and A

is the momentum scale, also known as the QCD scale and can be thought of as

10
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the energy boundary between quasi-free quarks and gluons and the bound states
of hadrons. From this relationship we can see that a, becomes strong as (? is
decreased at a scale set by A. Strong interactions become asymptotically strong
at distances ~ 1/A, which roughly correspond to the diameter of light hadrons [4].
The energy required to separate the quarks beyond that distance is greater than the
pair production energy; rather than pull two quarks further apart, a new quark and
antiquark are produced which form mesons with the originally separated quarks.

This phenomenon is referred to as quark confinement.

2.1.4 Electroweak Theory

The Glashow-Weinberg-Salam electroweak gauge theory [13] is the first successful
model that unifies two fundamental forces of nature: the electromagnetic and the
weak force. The electromagnetic force is described earlier in this chapter, and the
weak force describes flavor-changing processes in which heavy fermions decay into
lighter ones, initially observed in 3 decay in nuclei: n — p 4+ e~ + 1., which take
place among left-handed fermions. Both types of interactions are explained through
transformations under the SU(2);, ® U(1)y symmetry group. Only left-handed par-
ticles carry the weak isospin quantum number, [, which allows for transformations
under the SU(2), symmetry group, while both left- and right-handed particles carry
weak hypercharge spin (Y), which transforms under U(1)y symmetry. As an exam-
ple, if we consider the first generation of leptons, the electron and electron neutrino,
the left-handed field components form a doublet while the right-handed field exists

as a singlet:

YL = ; Vp =ep (2.7)
L

which transform under both SU(2);, and U(1)y. In order to make the Lagrangian

locally gauge invariant, the covariant derivative introduces four gauge bosons fields,

11
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Wﬂ and B, associated with the SU(2), and U(1)y symmetry groups, respectively:

_ Y
W, — ZQ,EB/L (2.8)

,7—_‘

D/z, = 0;1, - ng

as well as gauge coupling constants g and ¢’ for SU(2), and U(1)y, respectively, 7 as
a vector of SU(2),, generator matrices, and the weak hypercharge quantum number
Y. Four kinetic energy terms are added to the Lagrangian for the four gauge fields,
at which point the physical gauge boson fields can be written as linear combinations

of the W and B fields:

+ _ .
Zy, = VV;’ cos by — By, sin Oy (2.9)

Ay =W sinby + B, cos by

where 0y, is known as the weak mixing angle, or the Weinberg angle, which relates

the coupling constants g and ¢’ in the following way:

/
J cos Oy = S (2.10)

/g2 + g2 ! 2 + g2

and the weak mixing angle is a free parameter of the Standard Model and sin? fyy has

sin 0W =

been measured to sin? @y, = 0.22336 [7]. Moreover, the weak mixing angle relates
the masses of the heavy gauge bosons, and the coupling constants g and ¢’ to the

more familiar electromagnetic charge as:

cos by = W (2.11)
mgz
e =g cosby = gsinby (2.12)

The mass terms for W* and Z do not automatically come out of the SU(2),2U(1)y

theory, though adding mass terms for the W* and Z bosons would violate local gauge

12
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invariance. However, in order for the weak mediators to act at short distances and
couple weakly to fermions, the bosons need mass. Introducing mass terms and
constructing the four gauge bosons as they appear in 2.9 is accomplished through
the Higgs mechanism, whereby scalar fields are added to the Lagrangian that cause
a spontaneous symmetry breaking, producing mass terms for the weak force while
maintaining local gauge invariance. Two complex scalar fields forming an SU(2),
doublet, ¢, are added to the theory, which introduces a potential term. The gauge

invariant potential term is given by:

V(¢! ¢) =m?oT e+ Aplo)? (2.13)

where m? and )\ are real constants. If we assume the Nambu-Goldstone case that
the physical vacuum is not unique, m? < 0 and A > 0 and the potential will have
two minima, +4/ =5 = :I:\%. Choosing one of these points as the actual physical
vacuum, or the vacuum expectation value (VEV), breaks the SU(2),QU(1)y sym-
metry of the Lagrangian. Since particle excitations are calculated as fluctuations
about the vacuum state, the scalar doublet is redefined in terms of the VEV and
excitations. Following the Goldstone theorem, each spontaneously broken symme-
try of the scalar doublet due to the existence of the VEV corresponds to a massless
field in the doublet. The resulting three massless fields, called Goldstone bosons,
are absorbed into the theory as the longitudinal components of the W* and Z gauge
bosons, generating mass terms for the weakly interacting bosons and fermions and
a relationship between the W* and Z masses. The remaining real scalar field is the

Higgs boson.

13
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2.2 Beyond the Standard Model

A large range of Beyond the Standard Model (BSM) theories exist, which try to
explain the open questions and issues of the Standard Model. In the analysis part
of this thesis, a search with v+ missing transverse momentum (p%***) final states,
which is a signature of new physics, is performed. The theories discussed in this

section, are theories that predict such a signature.

2.2.1 Dark Matter

2.2.1.1 Observational Evidence

Several astronomical observations support the widely accepted conclusion that dark
matter makes up ~ 25% of the mass-energy content in the universe [14]. Observa-
tions have firmly established that galaxies are primarily composed of dark matter.
The strongest arguments come from studies of the rotational curves of spiral galax-
ies. Spiral galaxies are characterized by a central bulge and a disk of stars rotating
together around an axis. A ’rotational curve’ relates the disk velocity of a galaxy,
calculated from observations of the redshifts of emission lines from the stars and
clouds in the galaxy, in terms of the radius of the galaxy. The speed of arm v(r)
at a radius r from the centre of the galaxy is shown in Figure 2.2. This is the
rotational curve of a galaxy. The brightness of a disk decreases exponentially with
its radius and, if the mass profile matched the intensity profile, the velocities of the
material in the galaxy should also decrease along the radius. However, Vera Rubin
et al. showed in the late 1960s that the rotational curves remained flat between 1
and 2 optical radii from the center, corresponding to a distance of 10-20 kpc [15].
The mass of the galaxy could be calculated from the rotation curve by relating the

gravitational and centripetal accelerations in terms of the observed rotation curve

14
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v(r) and the mass M (r) contained in a sphere of radius r:

) MO)

r 72

(2.14)

The constant rotational curves lead to a mass distribution directly proportional to
r, which then requires a significant dark-matter component to balance the exponen-
tially falling luminous mass distribution in the galaxies. A study of rotation curves
for a larger sample of galaxies by Persic, Salucci, and Stel [16] demonstrated the
same flatness of the rotational curves, indicating a dark matter mass distribution
present in the galaxies. An example rotational curve for the spiral galaxy NGC6503

is shown in Figure 2.2

150 -

0 10 20 30
Radius (kpc)

Figure 2.2: Rotational velocity as function of radius from the galactic center, for the
NGC 6503 galaxy. The dashed, dotted and dot-dashed lines represent the expected
contributions from the luminous disk, the gas content of the galaxy and the dark
matter halo respectively. The full line is the combination of these three, which matches
the observed data very well [17].

Dark matter can be also studied by its gravitational effects on galaxy clusters. The
virial theorem, which relates the kinetic and gravitational potential energies, can be
applied to a cluster of galaxies to find a relationship between the mass, radius, and

velocity dispersion of the cluster. The calculated masses can then be combined with
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measurements of the optical luminosity of the galaxies in the cluster to calculate the
mass-to-light ratios. Fritz Zwicky applied this approach in 1933 to measurements of
the Coma cluster of galaxies [18], and Girardi et al. did the same in 2000 to a sample
of about 100 clusters using multiple surveys [19,20]; both studies indicated that there
was several hundreds of times more matter present than what was observable via

electromagnetic radiation.

Measurements of weak gravitational lensing have also been used to study dark mat-
ter in galaxy clusters. In weak lensing, the light from background galaxies is grav-
itationally deflected; the ellipticity of background galaxies warp to line up tangent
to circles around mass concentrations and their magnitudes are slightly modified.
These changes relate linearly to the gravitational potential of the lensing cluster and
can be used to map the matter density of the lensing clusters. The most famous
example of evidence of dark matter from gravitational lensing comes from the Bullet
Cluster. The Bullet Cluster was formed from the collision of a large cluster with
a smaller one and is named for a bullet-shaped cloud of gas observed in the X-ray
spectrum which contains the majority of the baryonic component. Gravitational
lensing maps show that while the X-ray emitting material is mostly located in the
central bullet-shaped area of the cluster, the majority of the gravitationally inter-
acting has moved further apart, past the collision vertex of the two clusters. This
separation can be explained by postulating that the DM ’passed through’ baryonic

matter without any significant interactions [21].

2.2.1.2 Experimental Searches for Dark Matter

There are three types of dark matter searches: direct, indirect, and Collider. Direct
searches for a DM candidate x, look for evidence of elastic x-nucleon scattering in
detectors that are usually placed deep underground to reduce background interac-

tions. Indirect searches watch the cosmos for photons or neutrinos produced in x¥
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annihilations. Collider searches take place at colliders like the LHC, where dark
matter yy pairs may be produced in high energy collisions. As it was mentioned
earlier, studies of the v + p*** channel would be sensitive to new physics like dark
matter production at the LHC. The DM could be produced in the reaction qg — x X7y
, where the photon is radiated by one of the incoming quarks, which would look like

miss

an excess of Z(vv)y or «y + pi'** events.

The results of the analysis described in this thesis are interpreted in terms of recent
theoretical work [22-26] that suggests that DM-and-SM particle interactions involve
heavy ( > few TeV) mediating particles. The interactions can be described for a
range of phenomenologically distinct cases in the framework of an effective field

theory (EFT) with the following operators:

0 () (@)

v = e vector, s-channel (2.15)
v e TaVlad
Oy = (X%‘%XK£Q/ 754) axial vector, s-channel (2.16)
WPra) (TP
O, = W + (L <> R) scalar, t-channel (2.17)
- Ge Gawv
0, = a, (0 Al;l/ ) scalar, s-channel (2.18)

where x is the dark matter field, ¢ is a Standard Model quark field, G, is the
gluon field strength tensor, and Py = (1 £5)/2. The contact interaction scale
A (measures the strength of the interaction) is given by M/, /g, gy, where M is the
mass of the mediator, g, is its coupling to dark matter and g, is its coupling to
Standard Model quarks. These effective operators are built with the assumption
that x is a Dirac fermion, but if xy was a Majorana fermion the vector operators

would disappear but the theory would otherwise remain the same.

Most direct detection searches and collider searches alike bank on the idea that
dark matter must couple to quarks and gluons. The gluon operator predicted by

these studies is not expected to generate monophoton events with any measurable
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significance, but y-nucleon scattering is modeled through the t-channel with an
operator similar to equation 2.17, but in terms of nucleons instead of quarks. Collider
searches at colliders, rely on dark matter pair-production, modeled in this case
through the s-channel operators shown in equation 2.15 and 2.16. In order to
exchange the quark operators for nucleon operators, the SM and DM fields in the
coupling terms must be written separately. This is already the case for Oy, O4 and
O, can be converted through a Fierz transformation [23] to a sum of other operators:

1

S (Pr) (@) + (L B) = 5

A2 (Oy — 0y) (2.19)

effectively connecting the t-channel y-nucleon scattering to the s-channel pair-production
mechanisms. Thus, we can express the results of collider search and direct detection
studies in terms of vector operators, which induce spin-independent (SI) scattering,
and axial-vector operators which induce spin-dependent (SD) scattering, in a clearly
comparable way. If y is a Dirac fermion, both SI and SD interactions will contribute
to xX production at colliders, while the SI interaction will dominate over the SD
contribution in direct detection experiments, making this comparison additionally
helpful. At the nucleon level, the coupling terms Oy and O 4 look the same except

the quark fields ¢ are replaced by nucleon field terms NV and translational coefficients.

DM collider searches have some advantages over direct and indirect searches. Unlike
direct and indirect searches, collider studies dont have to take into account any
astrophysical uncertainties regarding the abundance and velocity distribution of
DM. Another strength is that if DM couples through a vector to second- and third-
generation quarks, it will be seen from at a collider experiment; this phenomenon
would never be seen through direct or indirect detection. However, colliders are at a

disadvantage for cases with a light mediator. The cross section for DM production
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with a photon or jet can be approximated by

9a9x 2
(q> — M2)2 +T2/4

o(pp = Xx + X) ~ (2.20)

where F is the center-of-mass energy of the parton, M is the mass of the mediator,
q is the four-momentum flowing through the mediator, and I' is the mediator width.
The cross section for direct detection phenomena is approximately

2 2
9q9x 2
M4 HyN

o(xN = xN) ~ (2.21)

with the reduced mass pi,x of the dark matter and the target nucleus.

For the collider experiments, the limit that colliders can set on the coupling con-

2

stants, g,

g%, become independent of the mass when M? < ¢*; this means that for
smaller M values, the limits on the coupling constants become stronger in direct
detection studies while they get weaker in collider studies. The details of each case
depend largely on the applied model and the relationship between the mediator mass
and the y-nucleon mass but, in general, for light mediators with mass M < 100 GeV,

the limitations that collider studies can place on direct detection cross sections are

weaker than what is possible in models with greater mediator masses.

The EFT describes the case when production of DM takes place through a contact
interaction and the mediator of the interaction between SM and DM particles are
very heavy; if this is not the case, then models that explicitly include these mediators
are needed. A set of DM simplified models as proposed by the CMS-ATLAS Dark
matter forum [26] is considered for extracting the limits in the analysis described
in the chapter 5. In this simplified model it is assumed that a DM particle y of
mass m, is a Dirac fermion and the production of DM takes place via the exchange
of a spin-1 mediator of mass M,,.q in the s-channel, illustrated in Figure 2.3. In

this case, the interaction is described by four parameters: the DM mass mp,,, the

19



CHAPTER 2. THEORETICAL MOTIVATION

x(my) x(mz)

gDM SDM cC

Pi_’(m,l;) X(mx)

Figure 2.3: Feynman diagrams showing the pair production of Dark Matter particles
in association with a gluon (left diagram) or a photon (right diagram) from the initial
state via a vector or axial-vector mediator. The cross section and kinematics depend
upon the mediator and Dark Matter masses, and the mediator couplings to Dark
Matter and quarks respectively: (Mped, My, Gy, 9q)- [26]

mediator mass M,,.q, the universal mediator coupling to quarks g, and the mediator
coupling to DM gpys. In the limit of large M,,.q, the simplified model converge to

a universal set of operators in an effective field theory [22,24,25].

In the framework of this theory, the results of a simple counting experiment at
the LHC can be used to set limits on a variety of DM couplings that translate into
constraints on the yx annihilation cross section as well as the y-nucleon cross section
measured in direct detection experiments. The search for a DM candidate is well
motivated by several studies indicating a large amount of non-baryonic matter in the
universe that interacts gravitationally, and the monophoton channel provides a clean
signature for searching of physics beyond the Standard Model. As for the monojet
channel, similarly composed of events with a single high-energy jet, the predicted
cross section is higher than the monophoton channel, but the monophoton channel
uncertainties are smaller and the expected contributions from different subprocesses

are slightly different.
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2.2.1.3 Overview of the Current Status of Dark Matter Searches

Direct detection of Dark Matter particles have been reported over the last decade.
The DAMA/LIBRA experiment use Nal(T1) crystal scintillator detectors, and have
been collecting data over 14 annual cycles. They reported a signal with 9.30 sig-
nificance [27] corresponding to the annual modulation expected from Weakly In-
teracting Massive Particles (WIMPs), a form of Dark Matter. The derived signal
depends on the analysed target atom (Na or I), and the signal regions (solid red)
are shown in Figure 2.4. The CoGeNT experiment uses germanium detectors, and
with 3.4 years of gathered data reports an annual modulation of the signal with
a significance of 2.20 [28]. The signal best fit corresponds to a 7-11 GeV WIMP.
An independent analyses using the same data but with different background models
do not however find a significant signal [29]. The CDMS-II experiment use ger-
manium and silicon detectors. The silicon detector finds three events above the
expected background [30]. The WIMP+background hypothesis is favored over the
background-only hypothesis with a probability of 0.19%. The signal highest likeli-
hood corresponds to a WIMP with mass 8.6 GeV. The CRESST-II experiment in
2012, using a calcium tungstate scintillator finds an excess of events corresponding
to signal best-fit for WIMP mass of 11.6 GeV or 25.3 GeV with significance of 4.20
and 4.70 respectively [31]. However, new results derived by the same collaboration
using an upgraded detector with the same target element and improved background
conditions could not reproduce this excess. Also the results from other experiments
like XENON100 [33], LUX [34], SuperCDMS [35] and PandaX [36] completely ex-
clude the parameter space of the signal hints described above. Below a WIMP mass
of 6 GeV the best limits on this cross section are set by the CDMSIlite experiment,
which uses cryogenic germanium detectors. This experiment excludes the parameter
space for the spin-independent scattering cross section for WIMP masses between

1.6 and 5.5 GeV [37]. Figure 2.4 compiles the current limits of direct detection ex-
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Figure 2.4: Overview of the signal indications and the current limits from direct de-
tection experiments for spin-independent WIMP-nucleon cross section for low WIMP
masses (left) and high WIMP masses (right) [32]

periments and the WIMP parameters reported by the experiments claiming signal

observations.

For the spin-dependent case the best limits from a direct detection experiment on
the scattering cross section for low-mass WIMPs are set by the PICO experiment.
PICO operates two bubble chambers, one consisting of 52 kg of C3F8 [38,39] and
one consisting of 36.8 kg of CF3I [40]. PICO sets the most stringent constraint on the
limit for the spin-dependent WIMP-proton cross section at 3.4 x 10~*'cm? for 30 GeV
WIMPs [38]. PandaX sets the strongest limit for spin-dependent WIMP-neutron
cross section at 4.1 x 107 cem? for 40 GeV WIMPs [41]. Also the limits on these
cross sections are set by neutrino observatories, above 100 GeV the best limits are set
by the IceCube [42] experiment, and below 100 GeV by the Super-Kamiokande [43]
experiment. These are neutrino telescopes, and analyze the annihilation signal from
WIMPs that have been captured inside the sun. Equilibrium between the capture
and annihilation rates in the sun is assumed, and under this assumption, the rate of
annihilation will depend on WIMP scattering off protons in the sun. This makes it
possible to set limits on the spin-dependent interaction cross section. In particular,
the sensitivity to spin-dependent interactions in this type of experiment is typically

stronger than WIMP-nucleus recoil experiments. These limits are illustrated along
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with the limits from PICO in Figure 2.5. Collider search results with the Run I CMS
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Figure 2.5: Overview of the current limits on the spin-dependent WIMP-nucleon
cross section from recent experiments [42].

data for monophoton [44], monolepton [45] and monojet [46] channel are shown in

Figure 2.6 on top of some direct and indirect detection results.
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Figure 2.6: Overview of the 90% CL upper limits on the x-nucleon cross section
for spin-independent(left) and spin-dependent(right) couplings from various experi-
ments [44].
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2.2.2 Extra Spatial Dimensions

The goal of introducing extra spatial dimensions to unify the gravitational force
with other interactions is older than the SM. In 1921 Theodor Kaluza [47] proposed
a 5-dimensional spacetime in which the two known forces at the time, gravity and
electromagnetism, were unified. The main assumption apart from assuming the fifth
dimension itself, is the assumption that the first derivative of all physical quantities
with respect to the fifth dimension must be zero,

0f(x)
(9m5

—0 (2.22)

imposed in order to explain why the fifth dimension was not visible. This argument
was refined by Oscar Klein [48,49], who interpreted it to mean that the fifth dimen-
sion is compactified on a cylindrical space, with dimension ~ 1073° cm. Compactifi-
cation means that the fifth dimension is closed and periodic, so that x5 = x5+ 27 R,
where R is the radius of the fifth dimension. The independence with respect to the
fifth coordinate (2.22) is known as the cylindrical condition, and explains why the
full 5-dimensional space is not visible to the underlying 4-dimensional subspace. In
Kleins version of Kaluzas original theory, the standard 4-dimensional metric tensor
is rewritten in five dimensions as:

gan = |8 A A (223

A, 1

where g,,,, is the standard 4-dimensional metric tensor, and A, is the electromagnetic
4-potential. Here the standard is to use greek letters for 4-dimensional objects and
latin letters for higher dimensions. It can be shown that the geodesic equations of
this metric tensor reproduce the Lorentz force, and Kaluza and Klein identified the

component of velocity along the fifth axis with electric charge.
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The theories of compactified extra dimensions were implemented into string theories
in the later half of 20th century, for example the 11-dimensional M-theory [50].
String theories generally try to unify all forces, including gravity, by replacing the
point-like particles of ordinary particle physics with 1-dimensional strings, or in
more general formulations with p-dimensional branes. These fundamental strings,
through their different vibrational states, give rise to all the observed particles and
forces. String theories only make predictions for observable phenomena in energies

far beyond the reach of any current experiment.

Theories with extra dimensions yielding measurable effects on the TeV-scale have
been proposed, inspired by concepts developed in string theory. One of these is the
theory proposed by Arkani-Hamed, Dimopolous and Dvali [51], which is covered in

more detail below.

2.2.2.1 Large Extra Dimensions in the ADD Scenario

In the ADD model [51] n compact extra dimensions are added to the 341 spacetime
dimensions. Gravity is allowed to propagate in these extra dimensions, sometimes
denoted as the bulk, while the SM particles are only allowed to propagate in the
standard 3+1-dimensions, denoted as the brane. This leads to gravity appearing
to be weak over long distances, but on very short distances it is as strong as the
other interactions. This theory is often referred to as a theory with Large Extra
Dimensions, since for certain model parameters it may include compactified extra

dimensions with radii up to pum-scale.

Following the example of Ref. [51] we assume n extra spatial dimensions of radius
R. We denote the Planck scale of such a (44n)-dimensional theory Mp. Two

bodies with masses m; and ms, positioned at a distance r < R from each other will
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experience a gravitational potential (using Gauss law):

miymeo 1
MpEF2 gt

V(r) ~ (2.24)

If the test masses are instead put at a distance r > R, their gravitational flux lines

can no longer propagate into the extra dimensions, and the potential becomes

mimsy 1
~ S nt2on o
]Mg"’ o

V(r) (2.25)

and the standard 1/r-dependence is retrieved. This means the effective Planck scale

Mp = Mp /8w observed at long distances is
Mp® = MpH2n (2.26)

where the left hand side is now the standard effective Planck mass, and M52 is the

fundamental Planck mass in 4 + n dimensions.

If gravity is to manifest itself at energy scales close to the electroweak scale mpgy
we simply set the fundamental (44n)-dimensional Planck scale to be Mp ~ mpgy .

This yields for R
1TeV ) 2

R=10%"em x (
mew

(2.27)

The ADD model for gravity solves two fundamental problems of the SM. It provides
an explanation for the apparent weakness of gravity. It also sets the fundamental
Planck scale close to the electroweak scale leading to the elimination of the fine-
tuning problem, since the cut-off scale providing the magnitude of the corrections
to the Higgs mass, is now on the same order of magnitude as the electroweak scale

(and thus the same order of magnitude as the Higgs mass itself).
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2.2.2.2 Other Models with Extra Dimension

Another extra-dimension model is the Randall-Sundrum (RS) theory in which a
warped fifth dimension is added to the 341 space-time dimensions [52]. This
theory introduces a special non-factorizable metric tensor, where the 4-dimensional
subspace of the 5-dimensional theory is zs-dependent. The RS models predict two
different branes, and whereas all other SM fields only reside on one, gravity lives on
both. This dilutes the gravitational strength in the normal four dimensions much
like the ADD model, while the fundamental scale of gravity is on the same order
of magnitude as the weak scale. Furthermore there are models known as Universal
Extra Dimensions (UED). Even if these specific theories of extra dimensions are not
necessarily realized in Nature, they have the merit of being new ways of exploring

possible reconciliation between gravity and the microscopic world.

2.2.2.3 ADD Collider Phenomenology

For n = 1, in order to obtain Mp at the TeV-scale, R must be of the order 10'3
cm, yielding effects that would be noticeable at the scale of the solar system. This
is excluded by observations. The case n = 2, R ~ 1072 cm, was exciting for new
experiment like LHC, although recent results [53, 54] suggest that n = 2 could also
be ruled out. For n > 2 however, the scale of the extra dimensions would be less
than 10~7 cm, a region in which gravity has not been fully studied and also a re-
gion of interest for our study. An effective theory for the ADD scenario is outlined
in Ref. [55], including the relevant inclusion of gravitons in the QED and QCD
Lagrangians. This theory considers the interaction of the SM fields with a spin-2
graviton that can propagate in all (4 + n) dimensions and mediates the gravita-
tional interaction. The 4-dimensional projection of the massless graviton from the
compactified extra dimensions gives rise to so called Kaluza-Klein tower of massive

graviton modes. These massive graviton states appear as solutions to the free field

27



CHAPTER 2. THEORETICAL MOTIVATION

equations of any particle in compactified extra dimensions. We illustrate this below

for the 5-dimensional Klein-Gordon equation for a massless spin-0 particle.

(0407 ®(24) = (0,0" — 32)D(2,, 25) = 0 (2.28)

Now we add the periodic boundary condition that x5 = x5 + 27 R, and Fourier

expand the field to obtain

B(rws) = Y dulw)e (2.29)

k=—0c0

After this dimensional decomposition the equation of motion Eq. 2.30 yields for
each of the fields ¢;:
k2
0,0y, = ﬁgbk (2.30)

This is now an infinite Lower of 4-dimensional fields with an extra mass term my =

k)2

+2, representing a discrete spectrum of mass modes. The same principle can be

applied to any field, including the spin-2 graviton [56]. The difference in mass Am
between two mass modes my, and my1 depends on the size of the extra dimensions.
The full expression for the mass splittings in the ADD scenario is given by Ref. [55]:

Mp
TeV

12n—31

1 M n
=P )10 eV (2.31)

1p

; 7~

yielding for Mp =1 TeV and n = 2,4 or 6 a mass splitting of 0.3 meV, 20 keV and
7 MeV respectively.

The graviton modes couple to the energy-momentum tensor of the SM fields, and

the interaction Lagrangian for a graviton field Gfﬁ,) is given by

1
L; = ——GETmw 2.32
I MP UV ( )
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where T"" is the energy-momentum tensor of the SM fields.

The production of gravitons is suppressed by the fact that they only couple to the
SM fields gravitationally. However, the large multiplicity of KK modes given by the
small mass splitting in Eq. 2.31 makes the n-dimensional phasespace factor large

enough to compensate for this.

The decay of the graviton is suppressed by a factor proportional to M p2 /m3 where
my, is the mass of the graviton mode, and it is therefore stable on the time scales
associated with detection in colliders. The gravitons will thus appear as a tower of
massive, stable, non-interacting particles, and the means of searching for them is to
look for missing momentum in events where a graviton is produced in association
with a SM particle. Gravitons can directly be produced at the LHC via the reactions
99 — qG,qq — 9G,q9 — qG and q@ — vG, where G is a graviton. The first three
processes will lead to a single high pr jet and a large missing transverse momentum
( s ) in the final state while the last process will give a single high pt photon
and pT* in the final state. In this thesis, we are interested in the single high pr
photon and p** final state. The Feynman diagrams for the interaction qg — vG

are shown in Figure 2.7. Since the contact interaction is the only one which is not

propagator suppressed and increases with s, this will be the dominant contributor

qu
q G
qj::i(;
q Y

to direct graviton production at the LHC.

q G
qj[:?
q G
Figure 2.7: The production of gravitons at LHC through the process qg — vG
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2.2.2.4 Overview of the Status of Extra Dimensions Searches

To prove the existence of Large Extra Spatial Dimensions (as predicted in the ADD
model), several experiments have been performed over the last decade. The best
tabletop experiment limits on the small-distance behavior of gravity come from
experiments with torsion pendulums, probing the Newtonian 1/r? law to hold down
to a distance of ~ 55um [53]. Another direct detection experiment utilizes cryogenic
micro-cantilevers capable of measuring attonewton forces, sets constraints on non-

Newtonian forces at 10 microns [54].

Collider searches based on the ADD theory have been performed by searching for
events with a single energetic jet or photon and large missing momentum in proton-
antiproton collision events with the CDF experiment [57] and the D0 experiment [58]
at the Tevatron, and in searches for events with photons and large missing momen-
tum in electron-positron collision events with the LEP experiments [59] L3, OPAL,
ALEPH and DELPHI. At the Large Hadron Collider with the multi-purpose ex-
periments CMS and ATLAS, the searches for extra dimensions fall in three general
categories: mono-X searches, searches for virtual graviton exchange and searches for
black holes. In this section, only the mono-X search category will be discussed as my
analysis fall in this category. The mono-X type searches look for signatures with a
high energy jet or photon in association with missing momentum. The monophoton
searches of CMS [44,60,61] and ATLAS [62,63] generally set weaker limits than the
monojet searches, because of the higher production cross section associated with
the strong interaction when compared to the electromagnetic. The strongest limits
from monojet searches are the 8 TeV limits from the ATLAS experiment [64], which
sets an upper limit on Mp at 3.06 TeV for n = 6 and 5.25 TeV for n = 2 (the limits
for intermediate n are set between these two). The strongest CMS limits from the

8 TeV results [46] were between 2.99 TeV for n = 6 and 5.09 TeV for n = 2.
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Experimental Apparatus

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [65] is the world’s largest and most powerful
particle accelerator. It is a two-ring-superconducting-hadron accelerator and collider
installed in the existing 26.7 km tunnel that was constructed between 1984 and 1989
for the CERN Large Electron Positron (LEP) machine. The LHC tunnel has eight
straight sections and eight arcs and lies between 45 m and 170 m below the earth

surface near Geneva, Switzerland. Figure 3.1 shows the aerial view of LHC.

Figure 3.1: Aerial view of the LHC: The circles are drawn on the picture to show
the LHC and the SPS rings. The two large rings correspond to the two LHC rings
and the small ring corresponds to the SPS ring which is the main injector of the LHC.
In reality all these rings are underground [66].
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The aim of the LHC is to search for physics beyond the Standard Model using proton-
proton collision at centre of mass energies up to 14 TeV. At its peak performance, the
LHC is designed to hold 2808 proton bunches [65] and produce collisions every 25 ns

with luminosity of L = 1034cm 2571

which corresponds to about a billion interactions
per second, for the two experiments CMS and ATLAS, which are designed to collect
data from high luminosity collisions. There are also two low luminosity experiments:
LHCb and TOTEM. In addition to the proton beams, the LHC will also be operated
with ion beams. The LHC has one dedicated ion experiment, ALICE. During the

time that data were taken for the analysis presented in this thesis, the proton bunch

collisions occurred every 25 ns with an energy of /s = 13 TeV.
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Figure 3.2: The schematic view of the CERN accelerator complex.

The LHC, at its peak performance, has 5 x 10 protons circulating in each beam.
Those protons are initially obtained from hydrogen gas. The gas is ionized with an
electric field, separating the protons and the electrons. The protons then go through
an acceleration sequence before they are injected into the LHC. The injection chain,

shown in Figure 3.2, brings the protons through the linear accelerator (LINAC2),
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Proton Synchrotron Booster (PSB), Proton Synchrotron (PS), and Super Proton
Synchrotron (SPS) to accelerate them to energies compatible with the LHC de-
sign. Before passing to LINAC2, a multi-chamber resonance cavity, the particles
are initially accelerated to 750 keV and focused into a segmented beam by a radio
frequency quadrupole. The protons accelerate up to 50 MeV within microseconds
moving through the LINAC2 on their way to the PSB. The Proton Synchrotron
setup at CERN was the first major particle accelerator built at CERN, but now it
is a part of the warm-up act for the LHC. The PSB accelerates the protons to 1.4
GeV in 530 ms, and within a microsecond they are injected into the Proton Syn-
chrotron. The PS accelerates the protons to 25 GeV and organizes them into bunch
packets with uniform spacing appropriate to the collision rate of the LHC run. At
the design performance, 81 bunch packets are formed with a 25 ns, or 8 m, spacing
between bunches. Lastly, the protons are accelerated to 450 GeV in 4.3 seconds and
sent to the LHC. Once the proton beam is sent to the LHC, the individual proton
bunches usually wait to be put in appropriate places along the beam line. Waiting
for a proton bunch to be injected and then ramping up to high energy takes about

45 minutes and is the longest part of the injection chain.

3.2 The Compact Muon Solenoid Detector

The Compact Muon Solenoid (CMS) detector [67] is a multi-purpose apparatus
located at one of the straight sections of the LHC about 100 meters below the ground
near the French village of Cessy, between Lake Geneva and the Jura mountains. The
following points are taken into account as the detector requirements for the CMS to

meet the goals of the LHC physics programme [67].

e Good muon identification and momentum resolution over a wide range of

momenta and angles, good di-muon mass resolution (= 1% at 100 GeV), and
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the ability to determine exactly the charge of muons with p < 1 TeV;

e Good momentum resolution and reconstruction efficiency for charged particles
in an inner tracking system. Efficient triggering and offline tagging of 7s and

b-jets, requiring pixel detectors close to the interaction region;

e Good electromagnetic energy resolution, good di-photon and di-electron mass
resolution (=~ 1% at 100 GeV), wide geometric coverage, good 7 rejection,

and efficient photon and lepton isolation at high luminosities;

e (Good missing-transverse-energy and di-jet mass resolution, requiring hadron
calorimeters with a large hermetic geometric coverage and with fine lateral

segmentation.

The design of the CMS, meets these requirements. The main distinguishing features
of CMS are a high-field solenoid, a full-silicon-based inner tracking system, and a

homogeneous scintillating-crystals-based electromagnetic calorimeter.

The coordinate system adopted by CMS has the origin centered at the nominal
collision point inside the experiment, the y-axis pointing vertically upward, and
the z-axis pointing radially inward toward the center of the LHC. Thus, the z-axis
points along the beam direction toward the Jura mountains from LHC Point 5. The
azimuthal angle ¢ is measured from the z-axis in the x — y plane and the radial
coordinate in this plane is denoted by r. The polar angle 6 is measured with respect
to the z-axis. Pseudorapidity is defined as n = Intan(f/2). Thus, the momentum
and energy transverse to the beam direction, denoted by pr and Er , respectively,
are computed from the x and y components. The imbalance of energy measured in

the transverse plane is denoted by Ems .

The CMS detector is 21.6 m long and has a diameter of 14.6 m. It has a total weight
of 12500 ton. The components of the detector, listed in the order that the collision

products encounter them, are: the tracker, the crystal electromagnetic calorimeter
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Figure 3.3: A schematic diagram of the CMS detector showing all the major com-
ponents [68].

(ECAL), the hadron calorimeter (HCAL), a 3.8 T solenoid magnet, and a muon
system composed of three different kinds of detectors. The illustration of the CMS

detector in Figure 3.3 shows how the different components fit together.

3.2.1 Inner Tracking System

The inner tracking system of the CMS is designed to provide a precise and efficient
measurement of the trajectories of charged particles emerging from the LHC col-
lisions, as well as a precise reconstruction of secondary vertices. It surrounds the
interaction point and has a length of 5.8 m and a diameter of 2.5 m. The CMS
tracker is composed of a pixel detector with three barrel layers at radii between 4.4
cm and 10.2 cm and a silicon strip tracker with 10 barrel detection layers extending
outwards to a radius of 1.1 m. Each system is completed by endcaps which consist

of 2 disks for the pixel detector and 3 plus 9 disks for the strip tracker on either
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side of the barrel, extending the acceptance of the tracker up to a pseudorapidity of
In| < 2.5. With about 200 m? of active silicon area, the CMS tracker is the largest

silicon tracker built so far [69,70].
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Figure 3.4: Schematic cross section through the CMS tracker. Each line represents
a detector module. Double lines indicate back-to-back modules which deliver stereo
hits [67].

A schematic drawing of the CMS tracker is shown in Figure 3.4. The CMS tracker

is composed of two components: the pixel detector and the silicon strip tracker.

3.2.1.1 Pixel detector

The pixel detector is designed to be able to make high precision 3D measurements
close to the interaction region. The pixel detector covers a pseudorapidity range
—2.5 < 1 < 2.5, matching the acceptance of the strip tracker. It consists of three
barrel layers (BPix) with two endcap disks (FPix). The 53 cm long BPix layers are
located at mean radii of 4.4, 7.3 and 10.2 cm. The FPix disks extending from 6 to 15
cm in radius, are placed on either side at |z| = 34.5 and |z| = 46.5 cm. BPix (FPix)
contains 48 million (18 million) pixels covering a total area of 0.78 (0.28) m?. The
pixel detector gives three high precision tracking points over almost the full n—range
on each charged particle trajectory. With a pixel cell size of 100 x 150 um?, the

pixel detector provides a spatial resolution in the range of 15 — 20 pm.
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3.2.1.2 Silicon strip tracker

Beyond the pixel detector, the radial region between 20 cm and 116 c¢m is occupied
by the silicon strip tracker. It is composed of three different subsystems. The Tracker
Inner Barrel and Disks (TIB/TID) extend in radius up-to 55 cm and are composed
of 4 barrel layers, supplemented by 3 disks on either end. TIB/TID provides up
to four r — ¢ measurements on a trajectory using 320 pum thick silicon micro-strip
sensors with their strips parallel to the beam axis in the barrel and radial on the
disks. The strip pitch is 80 um on layers 1 and 2 and 120 gm on layers 3 and 4 in
the TIB, leading to a single point resolution of 23 um and 35 pm, respectively. In

the TID the mean pitch varies between 100 pm and 141 pm.

The TIB/TID is surrounded by the Tracker Outer Barrel (TOB). It has an outer
radius of 116 cm and consists of 6 barrel layers of 500 pm thick micro-strip sensors
with strip pitches of 183 pum on the first 4 layers and 122 pym on layers 5 and 6. It
provides another six r — ¢ measurements with single point resolution of 53 um and

35 pum, respectively. The TOB extends in z between +118 cm.

Beyond this z range the Tracker EndCaps (TEC+ and TEC— where the sign indi-
cates the location along the z axis) cover the region 124 cm < |z| < 282 cm and
22.5 cm < r < 113.5 cm. Each TEC is composed of 9 disks, carrying up to 7 rings
of silicon micro-strip detectors (320 gm thick on the inner 4 rings, 500 pum thick on
rings 5-7) with radial strips of 97 um to 184 pm average pitch. Altogether, the TEC

can make up to 9 ¢ measurements on a passing charged particle.

In addition, the first two layers of TIB and TOB, the first two rings of TOB and
rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mili radian in order to provide a
measurement of the second co-ordinate (z in the barrel and r on the disks). The

achieved single point resolution of this measurement is 230 ym and 530 pym in TIB
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and TOB, respectively, and varies with pitch in TID and TEC. This tracker layout
ensures at least 9 hits in the silicon strip tracker in the full range of |n| < 2.4 with
at least 4 hits of them provide two-dimensional information for the track. The CMS

silicon strip tracker has a total of 9.3 million strips and 198 m? of active silicon area.

3.2.2 Electromagnetic Calorimeter

The Electromagnetic Calorimeter (ECAL) [71] is designed to measure the energy
of electrons and photons. It is a homogeneous calorimeter made of 61200 lead
tungstate (PbWOy, ) crystals mounted in the central barrel part while 7324 crystals
sit on either side in the two endcaps. A preshower detector is placed in front of the
endcap crystals. Avalanche photodiodes (APDs) are used as photo-detectors in the
barrel and vacuum phototriodes (VPTs) in the endcaps. The characteristics [72] of
the PbWOy, crystals make them an appropriate choice for operation at the LHC. The
high density (8.28 g/cm?), short radiation length (0.89 cm) and small Moliére radius
(2.2 cm) result in a fine granularity and a compact calorimeter. The crystals are
also fast, emitting 80% of the light from interactions within 25 ns, and are radiation
hard. The crystals emit blue-green scintillation light with a broad maximum at

420-430 nm.

The barrel part of the ECAL (EB) covers the pseudorapidity range |n| < 1.479. The
barrel granularity is 360-fold in ¢ and (2x85)-fold in 7, resulting in a total of 61200
crystals. The crystals have a tapered shape and are aligned in a quasi-projective
manner with respect to an axis about 3" off of the nominal interaction point, in
order to avoid lining cracks up with particle trajectories. The crystal cross section
corresponds to approximately 0.0174x0.0174 in n — ¢ space or 22x22 mm? at the
front face of crystal, and 26 x 26 mm? at the rear face. The crystal length is 230 mm

corresponding to 25.8 radiation lengths (Xj) .
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Endcap
ECAL (EE)
Figure 3.5: The 7 coverage of the ECAL [71].

Crystalsin a Preshower
supermodule -

Supercrystals

Preshower

End-cap crystals

Figure 3.6: Layout of the CMS electromagnetic calorimeter showing the arrangement
of crystal modules, supermodules and endcaps, with the preshower in front [67].
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Figure 3.7: The barrel electromagnetic calorimeter positioned inside the hadron
calorimeter [67].

Figure 3.8: An endcap Dee, fully equipped with supercrystals [67].
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The endcaps (EE) cover the rapidity range 1.479 < |n| < 3.0. The longitudinal
distance between the interaction point and the endcap envelope is 315.4 cm, taking
account of the estimated shift toward the interaction point by 1.6 cm when the 4-T
magnetic field is switched on. The endcap consists of identically shaped crystals
grouped in mechanical units of 5x5 crystals (supercrystals or SCs). Each endcap
is divided into 2 halves, or Dees. FEach Dee holds 3662 crystals. The crystals and
SCs are arranged in a rectangular x — y grid, with the crystals pointing at a focus
1300 mm beyond the interaction point, giving off-pointing angles ranging from 2
to 8 degrees. The crystals have a rear face cross section 30x30 mm?, a front face
cross section 28.62x28.62 mm? and a length of 220 mm (24.7 X;). The layout of
the calorimeter is shown in Figure 3.6. Figure 3.7 shows the barrel detector already

mounted inside the hadron calorimeter, while Figure 3.8 shows a picture of a Dee.

The preshower detector covers the pseudorapidity range 1.653 < |n| < 2.6 and sits
in front of the EE for extra spatial precision on ECAL measurements, helping to
distinguish between single high-energy photons and collimated photon pairs from 7°
decays. The Preshower is a sampling calorimeter with two layers: lead radiators ini-
tiate electromagnetic showers from incoming photons/electrons whilst silicon strip
sensors placed after each radiator measure the deposited energy and the transverse
shower profiles. The total thickness of the Preshower is 20 cm. The material thick-
ness of the Preshower traversed at n = 1.653 before reaching the first sensor plane is

2Xy, followed by a further 1X, before reaching the second plane. Thus about 95%

of single incident photons start showering before the second sensor plane.

The energy resolution of the ECAL was studied in the 2006 CERN test beam ex-
periment [67] and can be expressed as a function of energy in terms of its individual

components:

(0/E)? = (2.8%/VE)? + (12%/E)? + (0.30%)?, (3.1)

where E is in GeV. The 1/vE term is related to stochastic fluctuations in EM
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showers, the 1/F term is related to the electronics noise and the constant term

includes calibration errors.

3.2.3 Hadron Calorimeter

The Hadronic Calorimeter (HCAL) [73] is a sampling calorimeter composed of alter-
nating layers of brass or steel absorber and plastic scintillator. It is used to measure
energies of hadronic jets and missing transverse energy due to neutrinos or other
exotic sources. Hadrons pass through the dense absorber and interact with the nu-
clei, producing secondary particles which also interact with the absorber material
and produce a cascade of particles, also known as a hadronic shower. The hadronic
shower then pass through the scintillator and interact, causing the scintillator to
fluoresce, and the signals collected in the different layers of scintillator are combined

to measure the energy of the hadrons.

The HCAL is composed of alternating layers of brass absorber and Kuraray SCSN81
plastic scintillator [74]. The plastic scintillator is chosen for its long-term stability
and moderate radiation hardness and the brass is chosen because it is dense, non-
magnetic and structurally stable. The scintillator emits light in the blue-violet range
which goes through wavelength-shifting fibers embedded in the scintillator to hybrid
photodiodes (HPD), which convert the signals into electrical pulses. The HCAL con-
sists of about 70000 scintillator tiles, which are sandwiched between brass absorber

layers to form projective towers that measure hadronic showers energy.

The HCAL layout is shown in Figure 3.9. The HCAL has three major components:
|n| < 1.3 is the barrel HCAL region (HB), the endcap HCAL component (HE) covers
1.3 < |n| < 3.0, and the forward component (HF) extends to cover 3.0 < |n| <
5.2. HB is divided into two identical half barrels on either side of the interaction

point. Each half barrel consists of 18 identical azimuthal wedges, each of which
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Figure 3.9: Longitudinal view of the CMS detector showing the locations of the
hadron barrel (HB), endcap (HE), outer (HO) and forward (HF) calorimeters [67].

covers 20 degrees in ¢. Each wedge is further divided into four azimuthal sectors
giving a granularity of A¢ = 0.087. Each azimuthal wedge is segmented into 16
partitions along the z—direction giving a granularity of An = 0.087. The total
absorber thickness at n = 0 is 5.82 interaction lengths (A;). The effective thickness
of HB increases as a function of 1/sinf, resulting in 10.6\; at |n| = 1.3. The
presence of the ECAL crystal in front of HB adds an additional 1.1);. In the barrel
region, the combined stopping power of EB plus HB does not provide sufficient
containment for hadron showers. To ensure adequate sampling depth for |n| < 1.3,
the hadron calorimeter is extended outside the solenoid with a tail catcher called the
HO or outer hadron calorimeter. The HO utilizes the solenoid coil as an additional
absorber equal to 1.4/sin @ interaction lengths and is used to identify late starting
showers and to measure the shower energy deposited after HB. The total depth
of the calorimeter system is thus extended to a minimum of 11.8); except at the

barrel-endcap boundary region.

HE is also a sampling calorimeter composed of 17 layers with 79 mm thick brass

absorber plates with 3.7 mm thick scintillator plates (9 mm thick Bicron scintillator
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for layer 0). The granularity in An x A¢ is 0.087 x 0.087 up to |n| < 1.6 and
0.17 x 0.17 for || > 1.6. HE has one tower (in = 16) overlapping with HB. HE has

a minimum depth of about 10\;.

The HF is 11 m away from the interaction point but very close to the beam axis and
is designed with steel absorbers and quartz scintillating fibers, which were selected
because of their radiation-hard properties that will survive the particle flux at high
n, which will deposit nearly 8 times as much energy compared to activity in the

barrel. In the forward region, signals are read out with photomultiplier tubes.

3.2.4 The Muon System

As the name implies, the CMS design places a lot of importance on the muon
system. Many interesting predicted physics phenomena decay to muons, such as the
Standard Model Higgs boson into ZZ or ZZ*, which in turn decay into 4 leptons, has
been called “gold plated” for the case in which all the leptons are muons as muons
have very clean signature and are less affected than electrons by radiative losses in
the tracker material. This example, and others from SUSY models, emphasize the
discovery potential of muon final states and the necessity for wide angular coverage

for muon detection.

The muon system has 3 functions: identification of muons, momentum measurement,
and triggering. Good muon momentum resolution and trigger capability are enabled
by the high field solenoidal magnet and its flux-return yoke. Due to the shape of the
solenoid magnet, the muon system is naturally driven to have a cylindrical, barrel
section and 2 planar endcap regions. Because the muon system consists of about
25000 m? of detection planes, the muon chambers are chosen with the characteristics:

inexpensive, reliable, and robust.

CMS uses 3 types of gaseous particle detectors for muon identification [75]: the drift
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tube (DT) chambers, cathode strip chambers (CSC), and Resistive Plate Chambers
(RPC), all shown in Figure 3.10. The muon detector elements cover the full pseudo-
rapidity interval |n| < 2.4 with no acceptance gaps. It is capable of reconstructing

muons in the kinematic range from 10 GeV < pr < 1 TeV with |n| < 2.4 [76].

Figure 3.10: Layout of one quadrant of CMS. The four DT stations in the barrel
(MB1-MB4, green), the four CSC stations in the endcap (ME1-ME4, blue), and the
RPC stations (red) are shown [76].

3.2.4.1 Drift tube system

The barrel drift tube (DT) chambers cover the pseudorapidity region |n| < 1.2 and
are organized into 4 stations forming concentric cylinders around the beam line: the
3 inner cylinders have 60 drift chambers each and the outer cylinder has 70. There
are about 172000 sensitive wires. The wire length, around 2.4 m in the chambers
measured in an r — ¢ projection, is constrained by the longitudinal segmentation of
the iron barrel yoke. The transverse dimension of the drift cell, i.e., the maximum
path and time of drift, is chosen to be 21 mm (corresponding to a drift time of 380 ns

in a gas mixture of 85% Ar + 15% CO,). With this design, a position resolution of
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100 pm in 7 — ¢ is achieved.

3.2.4.2 Cathode strip chambers

The CSC’s are used for measurement of muons in the endcaps, where the neutron
flux is large and magnetic field is non-uniform. These are multi-wire proportional
chambers comprised of 6 anode wire planes interleaved among 7 cathode panels.
Wires run azimuthally and define radial coordinate of a track. Strips are milled on
cathode panels and run lengthwise at constant A¢ width. The CSC’s are radiation
hard, provide a fast response time for trigger purposes, and are finely segmented
which provide good spatial resolution. A muon in the pseudorapidity range 1.2 <
|n| < 2.4 crosses 3 or 4 CSC’s. In the endcap-barrel overlap range, 0.9 < |n| < 1.2,

muons are detected by both the barrel drift tubes and endcap CSC'’s.

3.2.4.3 Resistive plate chambers

Resistive Plate Chambers (RPC) are gaseous parallel-plate detectors that combine
adequate spatial resolution with a time resolution comparable to that of scintillators.
An RPC is capable of tagging the time of an ionizing event in a much shorter time
than the 25 ns between 2 consecutive LHC bunch crossings (BX). Therefore, a
fast dedicated muon trigger device based on RPC’s can identify unambiguously the
relevant BX to which a muon track is associated even in the presence of the high rate
and background expected at the LHC. Signals from such devices directly provide

the time and position of a muon hit with the required accuracy.

The CMS RPC consists of 2 gaps, hereafter referred as up and down gaps, operated
in avalanche mode with common pick-up read-out strips in between. The total
induced signal is the sum of the 2 single-gap signals. This allows the single-gaps to

operate at lower gas gain (lower high voltage) with an effective detector efficiency
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higher than for a single-gap. In the endcaps, the RPCs are designed to cover |n| < 1.6

in three layers.

3.2.5 The Trigger System

When LHC is performing at its peak luminosity, the LHC produces 40 million col-
lisions in the CMS detector every second. There is not enough time to process that
much information, and even if there is, most of the collisions will produce scattering

events and other low-energy interactions that are unlikely to reveal new physics.

We therefore need a “trigger system” [77,78] that can select the potentially inter-
esting events, such as those which will produce the Higgs particle, and reduce the
rate to just a few hundred “events” per second, which can be read out and stored
on computer disk for subsequent analysis. In order to maintain a high selection effi-
ciency with the given time and computing constraints, the trigger selection process

is split into two steps: The Level-1 (L1) trigger and the High Level Trigger (HLT).

L1 Accept

Global Trigger [ Trigger Control System

P e
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Figure 3.11: Architecture of the CMS Level 1 Trigger [67].

The L1 trigger is an intermediate step designed to reduce the rate of collisions saved
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for further processing from 40 MHz to 100 kHz. Figure 3.11 shows the architecture of
the CMS Level 1 Trigger. Digitized signals from the detectors are first processed into
trigger primitives which contain information like position, direction, bunch crossing,
and quality information. The trigger primitives are collected and built into larger
objects to see if the event passes local, regional, and finally global selection thresh-
olds while the rest of the event information is held in the pipeline. The selection
thresholds, collectively referred to as the trigger menu, do not change unless the
beam energy or instantaneous luminosity increases, in which case they are raised
or prescaled. The L1 selection must be accomplished within ~1 us; the front-end
electronics can store event information for 3 us, corresponding to the information
from 128 bunch crossings, and time is lost due to latency and processing. Based on
the reduced intermediate rate event, the L1 trigger sends an event to the HLT once

every 10 us.

While L1 is controlled by mostly preprogrammed electronics, the HLT is a fully
programmable software system run on commercial processors. The HLT, which is
run by the Data Acquisition (DAQ) system, has access to all of the sub-detector
information from each event and is able to build physics objects, like jets and pho-
tons, and execute complex calculations. The processing time for a single event is
about 1 second, and the HLT reduces the data flow to 100 Hz, which is a level that

can be read out and stored to disk.
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Event and Object Reconstruction

The reconstruction process, like the trigger system, progresses in steps. The first step
in reconstruction is to convert the digitized signals from the sub-detectors into “hits”
which include energy, timing, and global detector position information. Various
algorithms are used to combine these hits into 4-vector information associated with
more complex objects or particle candidates. In many cases, some of these first steps
are accomplished by the trigger as a means of identifying collisions with events of

interest and are later rerun offline during reconstruction.

The CMS experiment utilizes a Particle Flow (PF) algorithm [79] designed to
uniquely identify all stable particles from each pp collision event by combining in-
formation from all CMS sub-detectors. The PF approach is possible in CMS due to
the excellent position and energy resolution of the CMS silicon tracker and electro-
magnetic calorimeter. The track reconstruction algorithm makes use of an iterative
pattern recognition algorithm designed to maintain high efficiency in the dense en-
vironment typical for jets, as well as a low probability of misreconstructed tracks.
The tracking misreconstruction rate is less than a per cent even for the most diffi-
cult scenarios, such as low pr (~ 100MeV/c?) tracks originating far from the beam

axis. For calorimeter deposits, a specific clustering algorithm is used which is opti-
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mized to maintain high efficiency for low-energy particles and to effectively separate
nearby deposits. A linking algorithm is then used to associate tracks with calori-
metric deposits. The PF algorithm identifies muons by comparing silicon tracks
to tracks reconstructed by the CMS muon system, and electrons are reconstructed
and identified using tracking and calorimetric variables. The remaining particles
are identified as charged hadrons, neutral hadrons, or photons by comparing the
momentum of tracks with the calorimeter deposits. The final list of PF particles is
used to apply more precise identification cuts, as input to a jet algorithm, or to com-
pute missing energy. In this chapter, an overview of reconstruction of photon and
missing transverse momentum (p2**), which are most important for this analysis

are discussed.

4.1 Photon

4.1.1 Photon Reconstruction

Photon candidates are reconstructed from clusters of energy deposited in the ECAL.
Photons are expected to deposit most, if not all, of their energy in the crystals of the
ECAL, and some spread is expected in the energy deposition since the material in
front of the ECAL can result in early conversions and bremsstrahlung from electrons
and positrons, and the strong magnet will cause these charged particles to deposit
their energy in a broader region in ¢. For this reason, the first step of photon recon-
struction [80] is to group the crystals with energy depositions that appear to come
from the same source object using a superclustering algorithm [81]. The Hybrid
superclustering algorithm, which is used in the barrel region of the detector, first
searches for a seed in the ECAL barrel with the largest energy deposit above a well
defined threshold Ef% ;. A number of arrays of 5 x 5 crystals in the 7 — ¢ plane is

added around the seed in a range of Ng.ps crystal if the energy exceeds the threshold
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Emin - The arrays are then collected into clusters, whereby each cluster is required

array
to have a seed array with an energy larger than ER2y .. . All clusters satisfying
this requirement are stored in the final global supercluster (SC). The corresponding
threshold values for the barrel region are summarized in Table 4.1. The superclusters
in the ECAL endcap and preshower regions are reconstructed in a similar but less
segmented manner, by the Multi-5 x 5 algorithm which adds together fixed 5 x 5 ar-
rays of clustered crystals [81]. In both cases, once the supercluster has been formed,
the supercluster energy is corrected for losses due to interactions with the material
in front of the ECAL and the shower containment of the supercluster. A correction
is applied to account for: the 7 dependence of the lateral energy leakage due to the
3° offset in the ECAL; energy lost through interactions with the material in front of
the ECAL; and the variation in material encountered before the ECAL [80]. These

corrections are developed using simulated samples and usually correspond to 1% of

the supercluster energy.

| Parameter | Value |
D e 1 GeV
Ef ey | 035 GeV
Batray 0.1 GeV
Niteps | 17 (= 0.3 rad)

Table 4.1: Threshold values of parameters used in the hybrid superclustering algo-
rithm in the barrel [81]

Photon objects are reconstructed by connecting superclusters to the primary ver-
tex in an event, creating a way to calculate the momentum and trajectory of the
photon. The energy assigned to the reconstructed photon is calculated in one of
two ways, depending on the distribution of the energy in the photon object. The
energy distribution is determined by the variable R9, which is defined as the ratio of
energy deposited in the 3 x 3 cluster of crystals around the crystal seed to the energy
deposited in the entire supercluster, R9 = Fsy«3/Fsc, and shown in Figure 4.1 for

data and simulated events. If R9 < 0.94, the energy is spread broadly across the
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shower which could indicate that the photon converted prior to reaching the ECAL
and the photon object is assigned the energy of the supercluster. If R9 > 0.94, the
energy in the supercluster is very collimated and indicative of an unconverted pho-
ton; the photon object is assigned the energy of the 5 x 5 crystal array surrounding
the crystal seed. The position of the reconstructed photon is subsequently calcu-
lated as the log-energy-weighed average position of the crystals in the cluster used

to determine the energy.
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Figure 4.1: Distributions of the R9 variable for photons in the ECAL barrel that
convert in the material of the tracker before a radius of 85 c¢m (solid filled pink his-

togram), and those that convert later, or do not convert at all before reaching the
ECAL (outlined blue histogram) [80].

4.1.2 Photon Identification

During photon reconstruction, a number of variables relating to the photon can-
didate are defined that can be used to further distinguish photons from electrons,
jets, and other objects that leave similar energy signals in the ECAL. The variables

which are used for photon identification (Photon ID), are discussed below:
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Shower shape (o;y,): The electromagnetic shower distribution, commonly referred
to as the shower shape, is determined by its width in ¢n-space using the variable

Oinin Which is calculated as follows:

5x5
> wi(n; — Tsx5)° o)
= o ,  where w; = max(0,4.7 +1In ——) (4.1)

E5><5
w.

ag

where the index ¢ runs over all the crystals within the 5 x 5 electromagnetic
cluster centered on the seed crystal; F; and 7; are the energy and pseudora-
pidity of the " crystal within the 5 x 5 cluster; Fsy5 is the energy of the
entire 5 x 5 cluster and 7545 is the energy weighted mean 7 position of the
5 x 5 cluster. oy,;;, measures how broadly the energy is spread along 7 in the
5 x 5 crystal cluster around the crystal that seeds the supercluster. Since the
trajectory in n of a photon is not affected by the magnetic field, its magnitude

in n should be small, while for a 7¥ it will tend to be larger [82].

Hadronic over electromagnetic energy ratio (H/F) the ratio of the energy
deposited in the HCAL to the energy deposited in the ECAL within a cone
of AR = 0.15 around the ECAL supercluster, referred to as H/FE, where
AR = \/W is defined relative to the center of ECAL supercluster
and the azimuthal angle ¢ is measured in the plane perpendicular to the beam
axis. For photons this ratio should be low, while for jets, which carry both

hadronic and electromagnetic energy, it will generally be higher.

Particle flow charged hadron isolation (/cy): It is defined as the sum of pr
of all charged hadrons within a hollow cone of 0.02 < AR < 0.3 around the
supercluster. As prompt photons are generally isolated, they should have a
lower value of Iog, while photons from fragmentation and decay processes will
be generally accompanied by other charge particles, and hence a higher value

of -[CH-

53



CHAPTER 4. EVENT AND OBJECT RECONSTRUCTION

Particle flow neutral hadron isolation (/yg): It is defined as the sum of pr of
all neutral hadrons within a cone of AR = 0.3 around the supercluster. Like

Icp, it tends to have a lower value for prompt photons.

Particle flow photon isolation (/p;): It is defined as the sum of pr of all pho-
tons within a cone of AR = 0.3 excluding a strip in n of 0.015 about the

supercluster. As with the other isolation variables, it’s value is on average

lower for isolated photons.

Prompt Photon

Backgrounds

4 5 6 4 5 6
o [GeV] lpy [GEV]

Figure 4.2: Distributions of variables which are used for photon identification. Red
filled histogram shows the prompt photons distribution and blue histogram represents
the backgrounds distribution.

The extra contribution coming from the overlapping proton-proton interactions
(pileup) in the isolation region is estimated as p x FA, where p is the median
of the transverse energy density per unit area in the event [83] and FA is the ef-
fective area of the isolation region weighted by a factor that takes into account the
dependence of the pileup transverse energy density on pseudorapidity (7). To reduce
the dependence of the isolation variables on the number of pileup events, the extra

contribution, calculated using p, is subtracted from the photon, charged hadron and
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neutral hadron isolation sums. Figure 4.2 shows the distributions of ¢, H/E, and

pileup corrected isolations (Icy, Inw, Ipp) for prompt photons and backgrounds.

We consider three sets of selection criteria for the variables described above. The
loose set of selections applies to analyses where the systematic uncertainty is dom-
inant and backgrounds are rather low. This corresponds to relatively high signal
efficiency (about 90%) and minimal impact to the systematics. The tight set of
selections allows powerful background rejection without compromising dramatically
the signal efficiency (about 70%). This selection is suitable for analyses with limited
statistics and high background rates. The medium set of selections are in between
loose and tight, corresponds to signal efficiency about 80% which is a good starting

point for generic measurements .

The choice of prompt photon identification criteria is made with the optimized cut
values of the variables. The optimized cuts for these variables are obtained by max-
imizing the significance ratio S/v/S + B in Monte Carlo simulation. A summary of
the photon identification requirements for barrel region, are shown for three different
working points in Table 4.2. Figures 4.3,4.4 and 4.5 show the signal and background
efficiency of Photon ID for three different working points as a function of pr, pileup

and 7 respectively.

‘ Working points(WP) ‘ Loose Medium Tight
Tinin 0.0102 0.0102 0.0100
H/E 0.5 0.5 0.5
Icy [GeV] 3.32 1.37 GeV 0.76
Ing [GeV] 1.92 + 0.014 x pf. + 0.000019 x pi-° | 1.06 + 0.014 x p. 4+ 0.000019 x p3~° | 0.97 + 0.014 x p7, + 0.000019 x p}.°
Ipn [GeV] 0.81 4 0.0053 x p. 0.28 4+ 0.0053 x p. 0.08 4+ 0.0053 x p.

Table 4.2: Photon identification requirements for barrel for three working points
(84]

95



CHAPTER 4. EVENT AND OBJECT RECONSTRUCTION

> 17\\\‘\\\‘\\\‘\\\‘\\\\\\\\\\\\\\\\\\7 > 17\\\\\\\\\\\\‘\\\‘\\\‘\\\‘\\\‘\\\\\\7
8 £ F 8 £ 1
[ osnanses®st’ pu| [ 4
@ 0.9E - E ) 0'9; — Loose Photon ID ]
0.8 4 gosp =
] F E L F ~ Medium Photon ID ]
— 07 — _00.75 —
o C | C ) 7
c | [ c — |
830'6 e E Soer Tight Photon ID E
Bk g S :
Dos5- = 5055 =
£ | X £ 7
04F —— Loose Photon ID E 8 04F 3
F i E m F 1
03F Medium Photon ID E 03F E
E Tight Photon ID B E E
0.2F = 0.2F o= ]
C ! et st ccmssms e o e S e ]
0.1~ = 0.1 = = R
o) I S T WS P U B W N e o) IR S T WS S WA PN T W B
0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200

Y
P! [GeV] P, [GeV]

Figure 4.3: Signal efficiency (left) and background efficiency (right) of Photon ID
for different working points as a function of pp in the barrel region.
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Figure 4.4: Signal efficiency (left) and background efficiency (right) of Photon ID
for different working points as a function of number of vertices (pileup) in the barrel
region.
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Figure 4.5: Signal efficiency (left) and background efficiency (right) of Photon ID
for different working points as a function of 7.

4.2 Missing Transverse Momentum

The p*s in an event is calculated as the modulus of the vector component that
balances the pp sum of all of the other components in the event (3 pr), it has a
magnitude and a direction component. While the general definition is the same,
there are multiple ways to reconstruct p** | and for this analysis the particle-flow
MET algorithm [79, 85] is used, where MET and pf'** both stand for the same
quantity: missing transverse momentum. The PF algorithm reconstructs all the
particles in the event, and assigns the pi*** vector to be the negative of the vector
sum over all particle-flow particles of their transverse momentum [79]. While the
piss is reconstructed with fairly good accuracy [85], it is not possible to reconstruct
the missing longitudinal energy because of the inherent uncertainty in the net longi-

tudinal energy of the two quarks within the proton bunches that produce the event

of interest.

miss

The event > pr reconstruction, which leads directly to the PF pf*** assignment, is
tested with samples of MinBias and QCD multijet events. These events are expected

to be momentum-balanced in the plane transverse to the beam axis and have minimal
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pmiss if any. Reconstructing events that should already be balance in Y pr allows for
the fine-tuning of calorimeter noise cleaning, which removes anomalous signals due
to electronics in the ECAL and HCAL, and indicates how well p*** is reconstructed.

When run on simulated events, the PF algorithm correctly reconstructs 80% of the

true > pr [85].

Due to a wide variety of effects including the nonlinear response of the calorimeters,
inefficiencies, and minimum energy thresholds of the various CMS sub-detectors, the
magnitude of the p?** can be underestimated or overestimated. Therefore, several

miss

corrections are applied to the pJ**® measurement. The most important correction to

the p*s is the so called Type-I corrections. This correction is applied on the piss

to adjust the energies of the jets in the event that have pt above some threshold.

Furthermore, special filters have been developed in order to filter events with not
miss

reliable p7*s. Multiple effects can lead to an unreliable measurement of pi*** and

the corresponding filters are discussed below:

e CSC beam halo filter: rejects events with a secondary particle shower pro-
duced due to collisions of the beam with residual gas inside the LHC vacuum

chamber.

e HBHE noise filter: removes events with noise in the hybrid photo-diodes
(HPDs), used to convert the scintillator light into an electrical output and

the readout boxes (RBXs) which contain them.

e ECAL dead cell trigger primitive (TP) filter: rejects events where the trans-

verse energies of TP’s at the masked crystal cells exceed 63.75 GeV

e HCAL laser filter: rejects events when firing of the HCAL laser overlaps with

an LHC bunch crossing.

e Tracking failure filter: rejects events where standard or large calorimeter de-

posits contrast with a lack of reconstructed tracks.
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e Bad EE Supercrystal filter: removes events from two 55 crystals that give

anomalously high energy.

e Tracking POG filters: rejects events where no tracks are reconstructed due to

aborting of the reconstruction algorithm because of CPU time limitations.
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CHAPTER 5

Search for physics beyond standard

model with 2016 data

The final states of particle collisions with a high-energy photon () and large missing
transverse momentum (p7**) is an effective probe into new physics phenomena, such
as production of gravitons under models with large extra dimensions discussed in
section 2.2.2 or of dark matter particles discussed in section 2.2.1. This chapter
describes a search for new physics in events with a monophoton signature, i.e., one

high pr photon and large p7**, using pp collision data at /s = 13TeV collected by

the CMS experiment in 2016.

Once the collision information gathered by CMS is recorded and reconstructed,
several steps are taken to whittle the dataset down to a sample only containing
events with a high pr photon and p7**. The data samples in CMS are organized
in sets of events that meet a particular trigger selection criteria, thus providing the
first level of event selection. The next step in the analysis is to select events that
contain an energy deposition indicative of a well-defined photon with large transverse

momentum.

In the standard model (SM), the only process that results in a genuine signature of
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miss

single photon and large p7**® is the Z + v production, where the Z boson decays
into a neutrino(v) and an antineutrino(7). The rate of Z + ~ production can be
precisely calculable under the SM, and therefore a deviation of the observation
from the prediction in this signature is a robust indication of the physics beyond the
standard model. In reality, multiple other collision and non-collision processes mimic
the signature and thus constitute additional background of the search. The analysis
employs a series of event selections that is aimed at reducing the contributions
from such non - Z + v backgrounds. Number of residual background events is then

estimated by data-driven techniques and Monte Carlo (MC) simulations.

5.1 Datasets

5.1.1 Data samples

The data sample used in this analysis corresponds to an integrated luminosity of
12.9 fb~'recorded with the CMS detector at center-of-mass energy of 13 TeV in the

year 2016. A full list of the data sets used can be found in Table 5.1.

| Data Samples |

/SinglePhoton/Run2016*-PromptReco-v2/(MINT)AOD
/SingleElectron/Run2016*-PromptReco-v2/(MINT)AOD
/SingleMuon/Run2016*-PromptReco-v2/(MINI)AOD
/JetHT /Run2015*-PromptReco-v2/(MINI)AOD

Table 5.1: List of data sets used in this analysis.

Candidate events are selected out of the SinglePhoton data set, while the remaining
three data sets are used for various control regions study and efficiency measure-

ments.
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5.1.2 Monte Carlo samples

Monte Carlo (MC) event generators are used to simulate signal and background
samples in order to optimize the event selection, evaluate efficiencies and systematic
uncertainties, and compute expected yields. A detailed list of the simulated samples

used for signal and background processes is shown in Tab. 5.2.

For the SM backgrounds, the primary hard interaction is simulated using the MAD-
GRAPH5 aMC@NLO version 2.2.2 [86] or PYTHIAS.212 [87] generators employing
the NNPDF3.0 [88] leading-order (LO) parton distribution function(PDF) set at
the strong coupling value avg = 0.130. Parton showering and hadronization are pro-
vided in PYTHIAS.212 through the underlying-event tune CUETP8M1 [89]. Mul-
tiple minimum-bias events are overlaid on the primary interaction to model the
distribution of pileup in data. Generated particles are processed through the full

GEANT4-based simulation of the CMS detector [90].

‘ Process ‘ Sample Name ‘
[ Dark Matter { DarkMatter_MonoPhoton_*_13TeV-madgraph/[Spring16]-v* /RAWAODSIM \

Z(— vv) +~ | ZNuNuGJets_MonoPhoton_PtG-130_TuneCUETP8M1_13TeV-madgraph/[Spring16]-vl/RAWAODSIM
Z(— )+~ ZLLGJets_MonoPhoton_PtG-130_TuneCUETP8M1_13TeV-madgraph/[Spring16]-v1/AODSIM
W(—= tv) + v | WGJets_MonoPhoton_PtG-130_TuneCUETP8M1_13TeV-madgraph/[Spring16]-v1/AODSIM

W (— ev) WToENu_M-100_TuneCUETP8M1_13TeV-pythia8/[Spring16]-v2/AODSIM

W (— pv) WToMuNu_-M-100_TuneCUETP8M1_13TeV-pythia8/[Spring16]-v1/AODSIM

W(— 7v) WToTauNu-M-100_TuneCUETP8M1_13TeV-pythia8-tauola/[Spring16]-v2/AODSIM

v + jets GJets HT-_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/[Spring16]-v* /AODSIM
tt+ TTGJets_ TuneCUETP8M1_13TeV-amcatnloF XFX-madspin-pythia8/[Spring16]-v1/AODSIM
QCD QCD_Pt_EMEnriched - TuneCUETP8M1_13TeV _pythia8/[Spring16]-v/AODSIM

Table 5.2: List of the simulated samples used for signal and background processes.

For the DM signal hypothesis, MC simulation samples are produced requiring pJ. >
130 GeV and || < 2.5. A large number of DM simplified model samples are gener-
ated, varying the masses of the mediator and DM particles. Similarly, electroweak-
DM effective interaction samples are generated with a range of dark matter masses.
For the ADD hypothesis, events are generated using PYTHIA8.212, requiring p;. >
130 GeV, with no restriction on the photon pseudorapidity. Samples are prepared

in a grid of number of extra dimensions and MD. The efficiency of the full event
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selection on these signal models ranges between 0.12 and 0.27 for the DM simplified
models, 0.42 and 0.45 for electroweak DM production, and 0.22 and 0.28 for the

ADD model, depending on the parameters of the models.

The background processes listed in 5.2 could mimic the v+ M ET final state in the

following ways:

e Z(— vv)+ 7 is the irreducible background as it has the same final state.

W (— fv) + ~ in which the charged lepton is lost or misreconstructed.

Inclusive W (— (v) production where the lepton fakes a photon.

Z(— £0) + ~ in which both leptons are lost or misreconstructed.

tt + v where ¢t undergoes a (semi)leptonic decay, and the charged lepton is

lost or misreconstructed.

Other v + X events in which the pJ***is mismeasured.

5.2 Triggers

The first major event selection relies on the L1 and HLT triggers. The kinematic
measurements used for the triggers are less precise than their offline counterparts, so
analyses usually employ triggers with lower thresholds and looser criteria than their
offline counterparts to significantly reduce the sample of possible events. Triggers
with lower thresholds have higher frequencies, but the physical limitations of the
detector constrain the rate at which can be recorded. To solve this problem, the
lower threshold triggers are prescaled so that only a fraction of the events that pass
are actually kept. In this analysis, the signal sample is reduced from the entire set
of Photon data sets to only include events that have passed a single-photon trigger

HLT_Photon165_HE10 which requires at least one photon candidate with pr > 165

64



CHAPTER 5. SEARCH FOR PHYSICS BEYOND STANDARD MODEL WITH
2016 DATA

GeV and the photon candidate must have H/E (described in section 4.1.2) less
than 0.1. The relative trigger efficiency of the HLT_Photon165_HE10 single-photon
trigger is shown in Figure 5.1. To measure the efficiency, we select events passing
prescaled triggers with lower pr thresholds (75, 90, and 120 GeV respectively). We
apply medium photon identification requirements (discussed in section 4.1.2) on the
events firing the low thresholds triggers, and compute the rate at which such events
have also fired the main analysis trigger. One can see that the trigger become fully

efficient (> 98%) above 175 GeV.

CMS Preliminary 2016 {s=13 TeV

;-:>>' 11— pa———8——& L =
0 -
Q2
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Figure 5.1: Relative trigger efficiency for the single-photon trigger

HLT _Photon165_-HE10 as a function of offline photon candidate transverse momen-
tum.

5.3 Event Selection

Events for this analysis should have one high pr photon in the final state. To select
such events in data, we require the events to pass the trigger discussed above. The
events are required to have at least one good primary vertex (PV) fullfilling the

following criteria:

1. it has a position along the beam line (z—axis) within +24 cm of the nominal
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CMS detector center;

2. the distance in the transverse plane from the nominal beam line within 2 cm;

and

3. NDOF > 4, where NDOF is the number of degrees of freedom and is calculated

by the number and compatibility of nearby tracks [91].

The majority of the requirements focus on the photon candidate. After selecting a
good vertex, we require at least one photon object with pi > 175 GeV in the fiducial
region of the ECAL barrel (|| < 1.44). The choice of using only the barrel photons
is based on two considerations. The first is that the signal events tend to produce
more central photons than forward ones, as demonstrated in Figure 5.2. The second
point is that, as described in detail in Sec. 5.4.5, the default method of estimating

the beam halo background breaks down for endcap photons.
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Figure 5.2: 7 distributions of photons from two signal model points [92].

Two of the background sources to single-photon event selection are the misidentifi-

cation of jets and electrons as photons. A jet can be misidentified as a photon when
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a neutral particle such as 7°

(or n,p) within the jet carries a significant fraction
of the pr and the photons from its subsequent decay are collimated such that they
appear as a single photon in ECAL. Electrons may be misreconstructed as photons
due to inefficiency in the track reconstruction. To minimize these contributions, we

require the photon should fulfil the medium photon identification criteria (medium

photon ID) discussed in section 4.1.2.

The PF-based charged isolation of the photon is computed using the primary vertex
(PV), because the high- Ft photon we consider is assumed to emerge from the hard
scattering at the PV. The PV is the vertex with the highest > p2. The actual rate
that the photon comes from the PV depends on the pileup activity in the event.
For a v + p*** final state in a high pileup environment, a significant fraction of
the event may have the photon not originating from the PV, because it is often the
case that the hard-scattering vertex has little charged track activity. Misassignment
of the photon vertex leads to an artificially smaller value of isolation. Thus, an
additional PF-based charged isolation is computed in the same manner and with
same cone size, but with respect to all vertices in the event. The largest of such
isolation sums namely PFWorst Charged Hadron Isolation (Iwcy), ensures that the
photon object in an event is isolated from charged hadron activity even in the event
that the candidate is matched to the wrong primary vertex. Naively, one can simply

replace Icy with Iwcen in the event selection.

Photons can be mimicked by muons in the beam halo or in cosmic rays that can
induce bremsstrahlung and produce showers in the ECAL, but these contributions
are reduced using the seed crystal time and MIP total energy information. The way
is to compare the timing of the seed crystal, defined as the crystal with the highest
energy deposition within the supercluster, to the timing of the event to make sure
the deposition is consistent with a collision. The event is kept if the seed crystal of

the photon supercluster is deposited within £3ns of the time expected for particles
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from a collision. MIP total energy is computed by summing up additional ECAL
energy deposits consistent with potential paths of the beam halo minimum-ionizing
particle (MIP) that penetrates the ECAL and the MIP total energy is required to
be less than 4.9GeV for a photon candidate. Both types of informations are also
reduced by rejecting events if a CosmicMuon is reconstructed in the muon detectors,
which is defined a muon that is reconstructed from individual muon system segments
that align to project back to the collision point. These non-projective muons could
be from the beam halo or cosmic rays. Beam halo is discussed in some detail in

section 5.4.5.

Requirements are also placed on the spatial, deposition time, and energy distribution
within a supercluster defining a photon candidate. Collision event data from CMS
are subject to spurious high-energy signals from single crystals embedded within
EM showers in the ECAL, but these signals can be identified by their spike-like
energy distribution within the shower, and by their spike-like energy and spatial
distributions when they appear outside of a real EM shower. This instrumental
background contribution is reduced in several ways. The shower shape of the photon
candidate must fulfill minimum spatial requirements o, > 0.001 and ;4,4 > 0.001,
where 0;4;4 is calculated in i¢-space in a manner similar to oy, as discussed in
section 4.1.2. A limit is also placed on the variation between deposition times
within a cluster: the largest intracluster time difference (LICTD) between crystals
with more than 1 GeV of deposited energy must be within +5ns. To further reduce
the number of events with electrons misidentified as photons, the photon candidate

is required not to have an associate pixel seed.

The missing transverse momentum present in the event is computed as the negative
sum of the transverse momentum of all particle flow candidates in the event, and is
computed using a particle-flow algorithm [79]. Events are required to have pJs >

170GeV. Because the photon candidate is expected to be recoiling against the
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miss

missing new physics particle in the signal events, pJ*** and photon are required to
be separated by more than 2 radians in the azimuthal angle. p7%* threshold of
170GeV is derived using an ADD signal model point by maximizing the ratio of the

signal yield to the square root of the expected background.

To reduce the SM backgrounds arising from the leptonic decays of W(lv) and Z(ll)
bosons, a lepton veto is applied. Events are rejected if they have at least one electron
or muon fulfilling loose cut based identification requirement [93,94]. Events with
electrons or muons with pp > 10GeV that are farther away from the candidate
photon by AR > 0.5 are vetoed to minimize the contribution from W(lv) + + and

Z(ll) + ~ process.

Also a limit is placed on the amount of hadronic activity surrounding the photon
candidate. This minimizes the contribution from W+jet, v+jet, and other events
which can include a high energy photon candidate and missing energy along with
jet activity. An event is vetoed if it contains a jet with pr > 20GeV and |n| < 5.0

that is located AR > 0.4 away from the photon candidate.

An event is rejected if the azimuthal opening angle between the p7*** and the closest
jet ( minA@(pt]", piiss) ) is less than 0.5 radians. Only up to four leading jets are
considered in minAd)(ptgft, pmiss). This requirement is highly efficient in reducing

the v + jets background.

5.4 Background estimation

5.4.1 Overview

As mentioned earlier in this chapter, there are multiple distinct sources of SM back-
ground to this analysis. The most significant of them is the so-called irreducible

background, which is the production of a Z boson in association with a high-energy
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photon (Z(vv) + v) where the Z boson decays into a neutrino-antineutrino pair.
The second largest background comes from events with W (lv) + v (where [ = e, p)
final states, where W boson decays leptonically. A large fraction of such events are
rejected by the electron and muon vetoes in the event selection. However, hadronic
tau events and events where the leptons are out of the reconstruction acceptance will
remain, and the vetoes themselves have imperfect efficiencies. These two background

sources are estimated using MC simulations.

We also consider Z — 00+, tt +~, and W — v with a strong collinear radiation
from the muon. These processes, collectively denoted as minor SM backgrounds,
can contribute in the signal region if the leptons go out of acceptance or are not
captured by the veto. The effective rate of such processes are much smaller than

Z 4+~ and W 4 ~. MC simulations are also used to predict their contribution.

Less significant but non-negligible background arise from events where the candi-
date photon object is a misidentified electron or electromagnetic shower caused by
hadrons. Such misidentifications are rare, but the processes with final states that
are prone to misidentification have high cross sections. The background events from
electron misidentification are mostly W boson production (W — ev), whereas those
from hadron misidentification can be due to multiple sources such as Z(— vv)+ jets
and QCD multijet with grossly mismeasured jet energy. Since object misidentifi-
cation rates depend on subtle details of the detector, MC simulation cannot be
expected to model it reliably. Therefore, data-driven techniques are employed to

estimate the contributions from these background events.

Jet energy mismeasurement can also make ++ jets events appear to have large pfs®.
However, ps® typically aligns with one of the jets in such cases, and therefore the
requirement that p** be separated from jets in the event reduces this background

highly effectively. The residual of this background is estimated from MC.

Finally, large (real and spurious) energy deposits in ECAL from non-collision pro-
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cesses can mimic y+p*s* events and therefore need to be controlled. Known sources
of such background include bremsstrahlung of beam halo or cosmic ray muons and
noise in the ECAL photodetectors and electronics. Data-driven estimations based
on the pulse time of the seed ECAL hit and the azimuthal angle distribution of
the showers are employed to estimate the contributions from these non-collision

background events.

5.4.2 Z~v and Wr

Z + v and W + ~ background contributions are modeled and estimated using MC
simulations. Samples generated at leading order (LO) in QCD by MADGRAPH 5
with up to two additional partons and a generator-level requirement of pJ. > 130GeV

are employed.

| Subprocess | Axe (%) |

W —ev+v | 0.105
n° < 2.5 0.083
n¢l > 2.5 0.022
W — pv+~ 1 0.121
Int| < 2.5 0.048
Int| > 2.5 0.073
W — v+~ 10291

Table 5.3: The breakdown of simulated W + « events in the signal region. Events
are categorized in the W decay mode. Events with erv and pv final states are further
divided into those where the lepton was roughly within acceptance (|n| < 2.5) but
failed the lepton veto, and those where the lepton was out of acceptance (|n| > 2.5).
For each W decay mode, the fraction out of total generated (A X €) is shown.

Table 5.3 gives the breakdown of the multiple ways the W + ~ process can become
a background. Event counts are obtained using the parton-level information. From
this breakdown, one can see that events where the W boson decays to a 7 and a
neutrino constitutes half of the W + v background. Also evident is the difference in

the composition of electron and muon events. Identification efficiency is lower for
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electrons than for muons, which contribute to the large in-acceptance background

from the electron channel. On the other hand, the fraction of events where the

lepton is out of acceptance should be nearly identical between the electron and muon

channels. However, a large fraction of electrons that are out of tracker acceptance are
MLSS

still captured by the calorimeters, leading to lower p'**® and thus smaller background

contribution.

To correct the overall normalization, the samples are scaled to the corresponding
next-to-next-to leading order (NNLO) cross sections calculated by Grazzini et al. [95]
for p}. > 175GeV and |n?| < 1.4442. For the Z + ~ sample, the differential cross
section do/dp}. was made available, which enables the correction also of the slight
discrepancy in the pJ spectrum between the LO and the higher order calculations.

The cross section values are summarized in Tab. 5.4.

| pyrange (GeV) | o (fb) | NNLO / LO |

Z+7

[175, 190] 14.4 1.39
(190, 250] 29.7 1.35
250, 400 17.5 1.30
400, 700 3.7 1.23
700, inf] 0.3 1.23
W+y

[175, inf] | 2439 | 1.34

Table 5.4: Cross sections used to normalize the Z + v and W + v samples.

Additionally, to account for rate suppression due to higher-order clectroweak effects
at high vector boson pr, correction factors taken from Refs. [96] and [97] (Figure 5.3)

are applied to these samples as a function of photon pr.

Different sources of systematic uncertainty are considered for estimating Z + ~ and

W 4+ ~ events and the systematic uncertainties are discussed in section 5.5.
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Figure 5.3: Electroweak NLO cross section corrections as a function of photon pr
for Z 4+~ (top) and W + « (bottom) processes. Reprinted from Refs. [96] and [97].

5.4.3 Electron misidentification

An important background consists of W — er events in which the electron is
misidentified as a photon. The misidentification occurs because of inefliciency in
seeding electron tracks. A seeding efficiency of e?@ = 0.977 4 0.002 for electrons
with pr > 160 GeV is measured in data using a tag-and-probe technique in 7 — ee
events, and is verified with MC simulation. Misidentified electron events are mod-
eled by a proxy sample of electron events, defined in data by requiring an ECAL
cluster with a pixel seed. The proxy events must otherwise pass the same criteria
used to select signal candidate events. The number of electron proxy events is then
scaled by R, = (1 — cPieel) /Pizel 6 estimate the contribution of events from elec-
tron misidentification. The dominant uncertainty in this estimate is the statistical

uncertainty in the measurement of ¢?@,

The factor R, is estimated using “tag-and-probe” (TP) method by exploiting the Z

boson decay into an ete™ pair. In this TP method, a high-quality electron object
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(tag) is identified from a single-electron data sample, and the accompanying electron
is selected from the pool of elecromagnetic objects (probes) in the event. The probes
must pass the medium photon identification criteria. The area of the peak in the
mass distribution of the tag-probe system around the Z boson mass is then measured
once applying the pixel-seed veto requirement on the probe (Z — ey sample) and
once inverting the veto (Z — ee sample). Denoting the two areas N¢' and N°,

respectively, the ratio N“V/N°® is equal to R, up to minor systematic corrections.

12.9 pb™" (13 TeV) 12.9 pb (13 TeV)
S f[ems S 30Fcms
5 000 -_Preliminaly —*~ Observed % 30: Preliminary —*~ Observed
[ — Fit © t — Fit
= L Bkg component = 25-_ Bkg component
8001 s |
" 600[- et
[ 15
4001 "
2001 50 L
b cup 49 4 411 e dUPia o\
%O %0 80 100 120
mass (GeV)

Figure 5.4: Fits to the mass distributions for ee (left) and e (right) selections. The
blue solid line represents the full fit model, and the green dashed line its background
component.

The TP mass distributions are fitted to extract N and N°. The fit model is
composed of two templates, where one template describes a pure Z — ee (signal)
line shape and the other describes the background contributions. The backgrounds
to the ee fit include W + jets, diboson, and ¢ productions, which are all negligible
and estimated to contribute less than 1%. The backgrounds to the ey fit on the
other hand mainly consist of processes with actual electron and photon in the fi-
nal state, such as W~ and Z — ee with a hard radiation off one of the electrons.
Minor contributions from processes that do not involve true electrons, such as dipho-

ton production with a strongly asymmetric conversion on one of the photons and
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misidentification of a QCD jet as an electron, are predicted to be negligible from
MC studies. Breit-Wigner function convoluted with Crystal Ball function is used
for fitting signal distribution and RooCMSShape (a product of error function and
exponential function) is used to fit background distribution. The fits for the Z — ee
and Z — ey cases can be seen in Figure 5.4. For calculating N° and N7, the
integral value of mass window between 81GeV and 101GeV is considered and we
obtain R, = 0.0239 + 0.0016(stat.) + 0.0012(syst.) for probe pr > 160 GeV. This
result is then translated to yield an estimated contribution of 52.7 +4.2 events from

electron misidentification.

5.4.4 Hadron misidentification

Any analysis involving photons in final state is always subject to fake photons from
QCD multi-jet events. Specifically, these fakes occur when one of the high pr jets
fragments into an isolated 7%or n which is sufficiently collimated to appear as a

single electromagnetic shower in the ECAL detector.

The fraction of hadronic activity from QCD which will pass the photon isolation
selection requirements is small but the QCD production is large, so the overall
production rate for fake photons coming from QCD is potentially large. This back-
ground is difficult to simulate using Monte Carlo (MC) techniques due to the cross
section and fragmentation uncertainties as well as the large statistics requirement.
We therefore use a data-driven approach. We select a sample of fake photons using a
selection that is similar to that used for candidate events and apply the fake ratio to
provide a normalized estimate of the jet faking photon background. An advantage of
such a data driven technique is that the (mis)modelling of effects such as pileup and
fragmentation in simulation enters into the calculation only via the photon signal

template where the effects are expected to be minimal.
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For a realistic estimation of the fake ratio we use the shower shape properties of
photons in the ECAL from data. A data control sample of p*** < 30 GeVwhich is
well separated from the signal region and is dominated by QCD multi-jet events is
employed. The fake ratio is the ratio of the number of events estimated as coming
from QCD jets but passing the photon selection criteria used in candidate selec-
tion compared to the number of events containing a jet that can give rise to a fake
photon object. The numerator in this ratio is calculated as the number of events
that contain a photon which satisfies the medium photon ID criteria. The denomi-
nator is the number of events conatining a photon which fails the loose photon 1D
criteria, but passes a very loose selection. Both the numerator and denominator
have in addition to the p7** < 30 requirement, selections to mitigate the effects of

noncollision backgrounds and beam halo effects. The selections for the numerator

and denominator are summarized in Tables 5.5 and 5.6 respectively.

Numerator Selections

A Ing < 1.06 4 0.014p) + 0.000019(p})* [GeV]
; Ipn, < 0.28 4+ 0.0053p) [GeV]
S Ieg < 1.37 [GeV]
% H/E <0.05
hasPixelSeed False
QCD pmiss < 30 [GeV]
— U;nin > 0.001
Q
g O%biqﬁ > (0.001
9 MIP**t < 4.9 [GeV]
|tdeeal < 3 [ns]

Table 5.5: Requirements for events passing the numerator selections. Events must
pass the medium photon ID criteria.

The control sample where we measure the fake ratio has a considerable fraction
of true isolated photons from inclusive QCD direct photon production processes.
This contribution is estimated and the numerator of the raw fake ratio is scaled to
reflect only the QCD component. We use the o;,;,,templates from v + jel Monte

Carlo to determine the fraction of true photons using the templates fitting facility
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Denominator Selections

ST Iva < 1.92 + 0.014p), + 0.000019(p})? [GeV]
1 Ipn < 0.81 4 0.0053p} [GeV]
8 | E| len < 3.32 [GeV]
g Ing < Min(0.2p}, 5 x [1.92 + 0.014p]. + 0.000019(p})%]) [GeV]
E Iph < Min(0.2p}, 5 x [0.81 4 0.0053p7]) [GeV]
2. Icu < Min(0.2p}. 5 x 3.32) [GeV]
— | H/E < 0.05
i hasPixelSeed | False
QCD § piss < 30 [GeV]
_ T > 0.001
S T ioi > 0.001
g E
S MIP et < 4.9 [GeV]
|t;/eed <3 [HS}

Table 5.6: Requirements for events passing the denominator selections. Events must
fail at least one of the loose photon ID requirements but pass a very loose photon
ID selection. The bounds for the very loose selection are 5 times those for the loose
selection.

in ROOT [98]. The QCD templates are taken from data by choosing events within a
side-band of charged hadron isolation (/¢g) defined as (7) GeV< Iogy < (13) GeV.
This side band is chosen such that the signal contamination in the backgorund
template is small (~ 10%), with the upper bound set to maintain approximately

one quarter of the data sample.

Figures 5.5 and 5.6 show the results of the templates fitting in various pr bins.
The estimated fractions are calculated within o, < 0.0102 to match the photon
candidate selection criteria used in this analysis. Figure 5.7 shows the final corrected
fake ratio used in estimating the QCD background from data. The QCD estimate
is made by selecting events which are identical in character to our candidate event
sample but replacing the photon identification selection with the criteria from the
denominator sample and applying the fake ratio as a function of pp. This fake ratio
is used to normalize a very small sample of events, which is representative of the
small number of data QCD events which will share our candidate signal topology.

The fake ratio is parametrized in the following form as a function of p;.:
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Figure 5.5: Template (0yyi,) distributions and fits to QCD and true photon compo-
nents in prbins 175-190 GeV and 195-250 GeV.
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Figure 5.6: Template (0yyi,) distributions and fits to QCD and true photon compo-
nents in pp bins 250-400 GeV and 400-1000 GeV.
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Figure 5.7: The corrected QCD fake rate as a function of p}.

The error on the estimated number is calculated by taking the largest of the uncer-

tainties arising from the following sources:

e The uncertainty due to different choices of sideband region. We choose two
cases where the upper boundary of side is varied by 2 GeV on either side of

the nominal threshold used.

e Changing the definition of denominator by requiring only charged hadron OR

neutral hadron isolation to fail.
e Varying the MET selection for control region by £15 GeV.

e The bins size of shower shape templates. This is done by changing the bins

size by 0.5 and 2.0 times the nominal bin width.

e The fake rate calculation is performed using a variation of one standard devi-

ation from the fit.
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The statistical uncertainty and side-band selection variation gives the maximum
change in the fake ratio. Figure 5.8 summarizes the effect of these systematics on
fake ratio. As a conservative approach, a total systematic uncertainty of 35% is used
over the whole pr range for fake ratio estimation and combined with statistical un-
certainty. The estimated total number of events for jet misidentification background

in the signal region is 5.85 & 1.7 events.
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Figure 5.8: Change in fake ratio as a function of pJ. due to different sources.

5.4.5 Non-collision background

Non-collision background arise from multiple sources, with the only commonality
being that they appear as an isolated high-pt photon, often with very little activity
in the event because coincidence with hard scatterings is rare, and consequently a

large p™** pointing away from the photon candidate. The known sources are:

e Beam halo
Bremsstrahlung by the beam halo muon around the ECAL volume will gener-

ate an actual physical EM shower in the ECAL crystals. Large energy deposit
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Figure 5.9: Halo muon from beam 2, travelling anticlockwise, detected passing
through CMS.

is expected to be rare, but it is indicated that there the rate of beam halo
penetration during the 2016 run was substantial. Figure 5.9 shows a beam
halo event in the CMS detector. Characteristic feature of the shower caused
by the halo particles include coincident hits in the barrel muon system and a
“trail” of low-energy clusters in ECAL along the particle trajectory. The CSC
beam halo filter described in Sec. 4.2 exploits the former, while the MIP total

energy variable of the photon object captures the latter.

e Spikes

Since 2010 it is known that the ECAL barrel avalanche photodiode (APD)
can sporadically undergo a large discharge that correspond to up to several
TeV of energy deposit. Figure 5.11 shows a spike event in the CMS detector.
Unless the spike coincides with pileup or other form of genuine energy deposit
in the crystal around the spiking APD, the resulting cluster will consist of
a single crystal. Therefore the variable S = (1 — F4/E1) (the “swiss cross”
variable) can be used to efficiently reject such spurious clusters. Here, FE1 is
the energy of the seed crystal of the cluster, and F4 is the sum of energy of
the four nearest neighbors of the seed. Typically, S is required to be less than
0.95.
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Figure 5.10: Anomalous signals in ECAL barrel lead to spike event in the CMS
detector.

e Local noise
Noise in the ECAL photodiodes or the electronics can also result in spurious
clusters. Such clusters have similar characteristics as the spike signal, but
are geographically localised to specific crystals. ECAL detector performance
group (DPQG) is regularly searching for noisy channels, and if found masking
them from reconstruction. However there are fringe cases where the noise rate
is not enough to be detected by the DPG but is sufficient to appear in the
analysis candidate samples. No such case is observed in the 2016 data set so

far.

The most significant local noise sources are eliminated by requiring S < 0.95 on the
candidate photons. For the remaining two sources, it was observed in Run 1 that
the clusters caused by beam halo and spikes have distinctive distributions of the
seed crystal timing. Therefore, the first step in estimating the contribution of the
non-collision background is to look at the full timing distribution of the candidate
photons. Because the default supercluster reconstruction algorithm discards ECAL
hits with |¢| > 3 ns, a full re-reconstruction of the 2016 data is performed removing

this constraint.
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Seed Time (ns)

Figure 5.11: Super cluster n vs. seed-time. Prompt events arrive at the ECAL barrel
at t = 0. Halo events primarily arrive out-of-time with respect to prompt events. The
blue region show the expected arrival time for halo particles due to the path length
difference to reach ECAL.

Figure 5.12 shows the timing distribution of barrel photon objects with pr > 175GeV
and oy, < 0.0102 in events with pfs* > 170GeV. This distribution, which obvi-
ously consists of at least two distinct populations, is fit with three templates: halo,
and spikes, and prompt. The halo template is formed by photons with MIP total
energy > 4.9GeV. The spike template comes from photons where one of the shower
shape variables (0, or 04is) have nonphysically small values, i.e. , < 0.001. The
prompt template, which represents the timing distribution of EM objects emerging
from the pp collisions, is made using the candidate sample in which the photon
candidates are required to have a pixel seed match. Such sample is dominated by
W — ev events. The three templates and the candidate distribution are shown in

Figure 5.13.

An alternative method like seed time template fitting, ¢ template fitting is used
to estimate beam halo. Energy clusters in the ECAL due to beam halo muons are

observed to concentrate around ¢ ~ 0 and 7, while all other processes (collision-
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Figure 5.12: Timing distribution of candidate-like photons in events with p%”ss >
170GeV obtained by full re-reconstruction of 2016 data in linear (left) and log (right)
scale. The three templates used in the fit are in Figure 5.13.
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Figure 5.13: Timing distribution templates for candidate, prompt, halo, and spike
candidates.

84



CHAPTER 5. SEARCH FOR PHYSICS BEYOND STANDARD MODEL WITH
2016 DATA

Electron candidate showershape Spike candidate showershape

wcans hcans

£ Entries 3471 E Entries 3088
90 Mean  0.05863 220 Mean  0.02371
E Std Dev_ 001863 200F Std Dev_0.02146

180
160
140
120
100
80
60
40

20

| =maai | | | | | | | | | | | | |
0.01 002 003 004 005 006 0.07 008 0.09 0.1 0.01 0.02 003 004 005 0.06 007 008 009 0.1

Figure 5.14: Eta-wing distribution for prompt(left) and spike(right) candidates.

related processes and ECAL spikes) produce photon candidates that are uniformly
distributed in ¢. The result of the seed time fit used as the central value of the esti-
mate and the ¢ fit is used for calculating the systematic uncertainty. The two results
yeild an estimate of beam halo 5.3 + 6.5 events, where the dominant uncertainty is
statistical. The three-component (beam halo, spike, prompt) fit of the seed crystal
time distribution in the 3 ns time window yields an estimate of 8.53 4+ 2.04(stat.)

spike events for 12.9 fb~!dataset.

For spikes estimate, we did another cross check using matrix method. First we need
to define a variable which can distinguish between spikes and prompt events. We
define “eta-wing” as ratio of highest energy neighbour in 7 to the seed to that of
the energy of seed crystal. Naively, it is expected that spikes would have low to no
energy, where as real showers should always have some sharing. Figure 5.14 shows
the distribution of eta-wing for the real showers selected using Z — ee candidates

and spikes selected using the timing ¢ < —12.5ns cut.

The number of candidates in-time is given by N..,, which is equal to the sum of the
number of spike candidates, Ny, and the number of Z candidates, Nz. The number
of such candidates passing the eta-wing selection obeys the same relation, giving

Nean = Ny + Nz, Now® = N8+ Ny™8 — e N, + e, Ny (5.2)

can
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where the superscript “wing” indicates passing the eta-wing selection and e is the
efficiency for either sample to pass. For eta-wing > 0.015, these efficiencies are
measured to be ¢, = 55.7% and ¢z = 100%. Combining the two equations to

eliminate Nz and solving for ns yields the estimate for the number of spikes as:

Ncan - Nwing
N, =& cn_ (5.3)

€7 — 6

Of the 1903 events passing the candidate selection, 1901 also pass the eta-wing

selection, giving the central value for the estimate as 4.5 4= 3.4 events.

Since the two separate estimates for spikes (using timing template fit and matrix
method) are consistent within their uncertainties, we add the uncertainties from the
2 methods in quadrature and thus results in 8.53 + 6.7 events as backgrounds from
spikes. To assess the systematic uncertainty in the method, the alternative spike
templates are formed where the shower shape variables (0, or 0;4is) varied from
< 0.001 to < 0.002 in steps of 0.0001. Also, we used “eta-wing” < 0.015 to get
alternative spike template and then varied the eta-wing from 0.010 to 0.017 in steps
of 0.001. The largest deviation by the alternative estimates from the nominal, which
is 20% relative to the nominal value, is then assigned as the systematic uncertainty

of the method.

5.5 Acceptance and Systematics

The cross section measurement is based on the formula:

Ndata_NBG
Br =%+ "~ -~ 4
g xbr Axex L’ (5:4)

where Ny, is the observed number of events and Npg is the number of estimated
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background events. A is the geometrical and kinematic acceptance of the selection
criteria, ¢ is the selection efficiency within the acceptance, and L is the integrated
luminosity. Br is the branching ratio, which in this case is 100%. The product
of A X ey is estimated from the Monte Carlo simulation. The values for A x
exrc are summarized in Table 5.7,5.8,5.9 and 5.10 for ADD and dark matter model
respectively. Error indicates the statistical uncertainty on the estimation due to the

limited size of the MC sample.

A X eye n=3 n=4 n=>5 n=>6 n==8

Mp=1TeV | 0.218 £ 0.002 | 0.225 £ 0.002 | 0.240 £ 0.002 | 0.253 £ 0.002 | 0.269 £ 0.002

Mp=2TeV | 0.265 £ 0.002 | 0.267 £ 0.002 | 0.271 £ 0.002 | 0.270 £ 0.002 | 0.276 £ 0.002

Mp=3TeV | 0.270 £0.005 | 0.277 £ 0.002 | 0.283 £ 0.002 | 0.280 £ 0.002 | 0.283 £ 0.002

Table 5.7: A x ep¢ for ADD as a function of Mp and n.

A X €Epnrc mDM:1 GeV mDM:10 GeV mDM:50 GeV mDM:150 GeV mDM:500 GeV
Mmea=10 GeV 0.124 £ 0.001 0.190 £ 0.002 | 0.247 £ 0.002
Mmea=15 GeV 0.136 £ 0.002
Mpea=20 GeV 0.123 £ 0.001
M pea=50 GeV 0.128 £ 0.002 | 0.127 £ 0.001 | 0.155 % 0.002
Mpea=95 GeV 0.142 £ 0.002
Mmea=100 GeV 0.135 £ 0.002
Mmea=200 GeV | 0.149 + 0.002 0.150 £ 0.002 | 0.184 £ 0.002
Mmea=295 GeV 0.170 £ 0.002
Mmea=300 GeV | 0.162 £ 0.002 0.166 £ 0.002
Mmea=500 GeV | 0.195 +£ 0.002 0.247 £ 0.002

Mea=1000 GeV | 0.234 £+ 0.002 0.234 £ 0.002

Miea=1995 GeV

Meq=2000 GeV | 0.269 + 0.002 0.265 £ 0.002
M0a=10000 GeV 0.252 £ 0.002 | 0.254 £ 0.002 | 0.266 £ 0.002

Table 5.8: A x ¢);¢ for Vector Dark Matter as a function of mpy and Mpeq.

Dark matter signal samples produced with fast simulation slightly overestimates the
event yield compared to full simulation. An overall scale factor of 0.95 is applied to
the predicted event yield in these samples, with an uncertainty on the scale factor
of 0.05. The photon energy scale, jet and pi*** energy scale and resolution, and
pileup related contributions are considered as sources of systematic uncertainty in
the acceptance calculation. The uncertainty on the photon energy scale is about

1.5% and p'ss energy scales, translates into A x ¢ as 5%. Contributions from
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A x ENC mDle GeV mDM:10 GeV mDM:50 GeV mDM:150 GeV mDM=500 GeV

Mpmea=10 GeV 0.124 £ 0.001 | 0.139 £ 0.002 0.204 £ 0.002 0.262 + 0.002
Mpea=15 GeV 0.138 £ 0.002

Mpea=20 GeV | 0.125 £ 0.001

M nea=50 GeV 0.127 £ 0.001 0.162 £ 0.002

Mmea=95 GeV 0.152 £ 0.002

Mmea=100 GeV | 0.132 + 0.002 | 0.134 £+ 0.002

Miea=200 GeV 0.149 £ 0.002

Mmea=295 GeV 0.184 £ 0.002

Mmea=300 GeV | 0.167 £ 0.002 0.164 £ 0.002

Mmea=500 GeV 0.194 £ 0.002

Mnea=995 GeV 0.248 £ 0.002
Mpea=1000 GeV | 0.236 + 0.002

Mea=1995 GeV

Mpea=2000 GeV | 0.269 + 0.002 0.270 & 0.002
M10a=10000 GeV 0.253 £ 0.002 0.276 £ 0.002

Table 5.9: A x ¢);¢ for Axial Vector Dark Matter as a function of mpy and Miyeq-

A x (&Y ¢e

A=3000 GeV

Mx=1 GeV

0.416 £ 0.002

Mx=10 GeV

0.419 £ 0.002

Mx=50 GeV

0.418 £ 0.002

Mx=100 GeV

0.422 £ 0.002

Mx=200 GeV

0.423 £+ 0.002

Mx=400 GeV

0.435 £ 0.002

Mx=800 GeV

0.448 £ 0.002

Table 5.10: A x e€);¢ for Electroweak Scalar Dark Matter as a function of Mx for

A=3000 GeV.

the jet energy scale, jet resolution and unclustered energy scale uncertainties are

miss

accounted for in the uncertainty on the pf The uncertainty on the integrated
luminosity is 6.2%. A summary of the systematic uncertainties on A X ¢ for different
signal samples and irreducible background is shown in Table: 5.11 and the systematic

uncertainties for backgrounds are shown in Table: 5.12.

5.6 Results

After applying our full selection criteria, we observe 400 events in 12.95fb~'of data
which is in agreement with the total expected SM background of 386 + 36 events.
The estimated number of events and the associated uncertainty for each background

process are given in Table 5.13. Distributions of pJ. and p** for the selected can-
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Sample Jet energy Scale (%] | Photon energy scale [%] | Unclustered energy scale [%)]

ADD Mp=1d=4 +0.67,-0.64 +1.86,-3.12 +0.12,-0.10

ADD Mp=3 d=3 +0.36,-0.56 +1.16,-0.24 +0.16,-0.12

V my =150 my =1000 +0.08,-0.15 +2.31,-1.96 +0.09,-0.09

V my=50 my =10000 +0.15,-0.10 +1.90,-1.87 +0.01,-0.01

AV my =150 my =10 +0.10,-0.16 +2.60,-2.70 +0.07,-1.7

AV m,=1000 my =1000 +0.10,-0.11 +1.50,-1.40 +0.01,-0.10
EWK my=1 +0.022,-0.022 +0.21,-0.21 +0.023,-0.023
EWK m, =800 +0.005,-0.002 +0.06,-0.06 +0.004,-0.013

Z(= o)y F1.11,-1.33 11.31,-4.60 70.46,-0.48

Woy 11.52,1.73 11.72,5.95 10.23,-0.10

Table 5.11: Percentage systematic uncertainties in A x eps¢ for various signal sam-

ples.
[ Sources | Z(wp)+~ | Wr | Jets faking v | Electron faking v | jet+y [ Other bkgs |

Luminosity 6.2% 6.2% - 6.2% 6.2%

PDF and Scale 5% 9% - - -

EWK corrections 11% 7% - - -

Jets faking v - - 35% - - -

Elecron faking ~y - - 10% - -

jet+y - - - 54% -
Jet, plt*®®, v energy scale 3% 4.% - 3% 3%
Scale Factors 6% 6% - 6% 6%

Table 5.12: Summary of systematic unceratinties for different background sources.

didate events are shown in Figure 5.15 together with their respective estimated

background distributions.

Process Estimate
Z(=vo)+y 215.4 4+ 32.3
W(—lv) +~ 57.2 £ 8.0

W — ev 52.7 £ 4.2
jet — ~ fakes 5.9+ 1.7

Spikes 8.5+ 6.7

Beam halo 5.3 = 6.5
v+ jet 10.1+5.7
Z7 1.3+ 0.7
tty 8.2+ 0.6
W v 8.5 £ 3.0
Wrv 5.2+ 23
Wz 3.5+ 1.7
Z(00)y 2.9+ 0.2
WW~ 0.7+ 0.1
Total background | 385.4 + 35.6
Data 400

Table 5.13: Summary of estimated backgrounds and observed total number of can-
didates for 12.95 fb~! of 2016 data.
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Figure 5.15: The p% and p%““ distributions for the candidate sample, compared
with estimated contributions from SM backgrounds. The background uncertainties
include statistical and systematic components. The last bin includes the overflow.
The lower panel shows the ratio of data and SM background predictions, where the
hatched band shows the systematic uncertainty

5.7 Interpretation

No excess of data with respect to the SM prediction is observed and limits are set on
the DM and ADD models. For each signal model, a 95% confidence level (CL) cross
section upper bound is obtained utilizing the asymptotic CLs prescription [99-101].
In this method, a Poisson likelihood for the observed number of events is maximized
under different signal strength hypotheses, taking the systematic uncertainties as
nuisance parameters that modify the signal and background predictions. Each nui-
sance parameter is assigned a log-normal probability distribution, using the system-
atic uncertainty value as the width. The best fit background predictions differ from
the original by at most 4%. Confidence intervals are drawn by comparing these
maximum likelihood values to those computed from background-only and signal-

plus-background pseudo-data.
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5.7.1 Limits on simplified dark matter models

As discussed in section 2.2.1.2, in simplified DM models Dirac DM particles couple
to a vector or axial-vector mediator, which in turn couples to the SM quarks. Model
points are identified by a set of four parameters: the DM mass mpjys, the mediator
mass M,q, the universal mediator coupling to quarks g, and the mediator coupling
to DM particles gpas. In this analysis, we fix the values of g, and gpys to 0.25 and

1.0, respectively, and scan the M,,.q — mpys plane [102].

Figure 5.16 shows the 95% confidence level (CL) upper limits with respect to the
corresponding theoretical cross section (jgs = 0959%/0Theory) for the Vector and the
Axial-vector mediator. The solid black and red curve shows the observed and ex-
pected exclusion for g5 = 1 in the M,,.q — mpys plane. Experimental uncertainties
are included on the signal model during the computation of the expected upper limit.
The uncertainty in the theoretical cross section is translated to the uncertainty in
the observed exclusion contour. Considering the simplified DM models, mediator

masses of up to 700 GeV are excluded for small mp,, values.

12.9fb™ (13 TeV) CMS Prelimina 12.9fb™ (13 TeV)
= 500 8 = 500 8
) Vector Mediator =0 ) Axial Vector Mediator =
0] 450F Dirac Fermion DM L) 0] 450F Dirac Fermion DM O
= 9,=025,g, =1 10 0 = 9,=025,g, =1 10° @
2 400F —— observed By =1 g Z 400F —— Observed B =1 %
- - - - Theoretical uncertainty [72] - - - - Theoretical uncertainty [72]
~— Expected 1 =1 8 ~— Expected u__ =1 8
- 68% expected 10 - 68% expected 10
1 1
10" 10"
200 400 600 800 1000 200 400 600 800 1000
M, ., [GeV] M, ., [GeV]

Figure 5.16: The ratio of 95% CL cross section upper limits to theoretical cross
section (pgs) for DM simplified models in the M,,.q — mpas plane for vector (left) and
axialvector(right) mediator, assuming g, =0.25 and g, =1. Expected and observed
exclusion contours (ugs = 1) are overlaid, where mass points below the contours are
excluded.

91



CHAPTER 5. SEARCH FOR PHYSICS BEYOND STANDARD MODEL WITH
2016 DATA

CMS Preliminary 12.9 b (13 TeV)
—— CRESST-II =
— CDMSLite 2015 3
— PandaX-Il
— LUX 2016

CMS Preliminary 12.9 fb" (13 TeV)
— PICASSO -
— PICO-60 3
—IceCubeEtt)

Super-K(bb)

N

<
&
3

&
]

A X

=

=)
&
8

ogp, (DM-nucleon) [cm?]
3 3

1040 L

Vector Mediator
Dirac Fermion DM
9,= 0.25,g_ =1 [e= ] _ 9,= 0.25, [ 1 3
Observed 90% CL 102 | Axial Vector Mediator — Observed 90% CL
------- Expected 90% CL = E Dirac Fermion DM - --Expected 90% CL
L T T L T
mpy [GeV] mpy [GeV]

101k

ol ool Wond v vl ol ol ol ol o 1l ol
D
3

5]
2
- H\I‘ HHIW HHI‘ \HIW \Hq H\q H\IW \Hlﬂ \HH T

Figure 5.17: The 90% CL exclusion limits on the y-nucleon spin-independent (left)
and spin-dependent (right) scattering cross sections involving a vector and axial-vector
operator respectively in a simplified model of dark matter production as a function of
the mpys. Simplified model DM parameters of g; = 0.25 and gpys = 1 are assumed.
The region to the upper left of the contour is excluded. The median expected 90%
CL curve overlaps the observed 90% CL curve. Also corresponding exclusion contours
from the recent results by CDMSlite [37], LUX [104], PandaX [105], CRESST [106],
PICO-60 [38], IceCube [42], PICASSO [108] and SuperKamiokande [107] are shown.

The exclusion contours are also translated into the og;/sp — mpas plane, where
osr/sp are the spin-independent/dependent DM-nucleon scaterring cross sections.
The translation and presentation of the result follows the prescription given in
Ref. [102]. We use 90% CL to do a direct comparison with the limits from the
direct detection experiments. Figure 5.17 shows the comparison of the limits at
90% CL. When compared to the direct detection experiments, the limits obtained
from this search provide stronger constraints on dark matter mass below 2 GeV for

vector mediator and that of below 200 GeV for axial-vector mediator.

5.7.2 Limits on electroweak dark matter models

For DM effective field theory (EFT) model with a contact interaction of type
yyxX [103], the interaction is described by four parameters: the coupling to photons,

parametrized in terms of coupling strengths k; and ko; the DM mass mpy;; and the
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Figure 5.18: The 95% CL observed and expected lower limits on A as a function of
dark matter mass mpys, for a dimension-7 operator EFT model.

suppression scale A. Since the interaction cross section is directly proportional to
A%, cross section upper limits are translated into lower limits on A. The expected
and observed lower limits on A as a function of mpj; are shown in Figure 5.18.

Values of A up to 600 GeV are excluded at 95% CL.

5.7.3 Limits on ADD Model

Figure 5.19 shows the observed upper limit and the theoretically calculated ADD
graviton production cross section for n = 3 extra dimensions, as a function of Mp.
Lower limits on Mp for various values of n extra dimensions are summarized in
Table 5.14, and are compared with CMS results at /s = 8 TeV [44] in Figure 5.20.
The trends of the two results differ because the graviton production cross section
can be increasing or decreasing in n depending on the values of /s and Mp [55].

Values of Mp up to 2.49 TeV for n = 6 are excluded by the current analysis.
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Figure 5.19: The 95% CL upper limits on the ADD graviton production cross
sections as a function of Mp for n = 3.

n | Obs. Limit [TeV] | Exp. Limit, [TeV]
3 2.31 2.34
4 2.36 2.38
5 2.43 2.46
6 2.49 2.51

Table 5.14: The 95%CL observed and expected lower limits on Mp as a function of
n.
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Figure 5.20: Lower limit on Mp as a function of the number of ADD extra dimen-
sions, n.

5.8 Summary

Proton-proton collision events containing a high transverse momentum photon and
large missing transverse momentum have been investigated to search for new phe-
nomena, using the data set corresponding to 12.95fb lof integrated luminosity
recorded at /s = 13 TeV at CERN LHC. No deviations from the standard model
predictions are observed. For the simplified DM model considered, the search ex-
cludes mediator masses of up tp 700 GeV for low-mass dark matter. For DM EFT
model, values of A up to 600 GeV are excluded. The most stringent limits to date
are obtained on the effective Planck scale in the ADD model with large spatial
extra dimensions. Values of the fundamental Planck scale up to 2.31 — 2.49 TeV,

depending on the number of extra dimensions, are excluded.
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CHAPTER 6

Simulation Study of the Endcap
Calorimeter for CMS Phase II Upgrade

In the High Luminosity LHC physics program, the accelerator will provide CMS
an additional integrated luminosity of about 3000 fb~! over 10 years of operation,
starting from 2025 [110]. This will substantially enlarge the mass reach in the search
for new particles and will also greatly extend the potential to study the properties of
the Higgs boson discovered at the LHC in 2012. In this high luminosity environment
(Luminosity ~ 5 x 103 Hz/cm?), the performance of various detector components
(mostly in the high eta region) will suffer because of the increased hadron flux (10'3
neutrons/cm?) through them. Beyond 500 fb™!, the performance of the calorimeter
will be degraded to an extent which will be hard to recover. Thus it becomes
necessary to replace the endcap calorimeter with the one which can survive in a high

luminosity environment and can give stable resolution as a function of luminosity.
Two different options are considered by the CMS collaboration for the Phase II
Detector Upgrade:

e Shashlik electromagnetic calorimeter + HE rebuild

e High Granularity Calorimeter (HGCAL)
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In this chapter simulation study of energy resolution, position resolution and 7%
separation of the Shashlik electromagnetic calorimeter and test beam study of the

High Granularity Calorimeter are discussed.

6.1 Shashlik Electromagnetic Calorimeter

Shashlik Electromagnetic Calorimeter is a sampling calorimeter with alternative
layers of active (scintillator) and passive (absorber) material. For scintillator LYSO
was the choice. LYSO (cerium doped lutetium yttrium silicate) is a radiation hard,
high light yield (about 4 times of BGO), high stopping power (p = 7.4 g/cm? |
Xo = 1.14 cm and Ryjoriere = 2.07 ¢cm) and fast response (7 &~ 40 ns) inorganic

scintillator [111,112].

For absorber, lead and tungsten are the two possible choices. For this study, the
baseline option uses 4 mm thick lead layers interleaved with 2 mm thick LYSO.
The alternative scenario considered uses 2.5 mm thick tungsten with 1.5 mm thick
LYSO [113]. The scintillation light is read out using four wavelength shifting fibers

going all the way through a Shashlik tower.

The following properties of the Shashlik calorimeter are studied:

1. The sampling resolution as a function of number of absorber /scintillator layers

as well as total energy resolution;
2. Position resolution of the impact point of photons on the calorimeter;

3. 7%/~ separation using the information from the four fibers.

These are discussed in Sections 6.1.2, 6.1.3 and 6.1.4 respectively.
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6.1.1 Simulation

A stand-alone detector setup consisting of alternative layers of absorbers (either 4
mm thick lead or 2.5 mm thick tungsten) and scintillators (2.0 mm or 1.5 mm thick
LYSO) is defined in the framework of GEANT4 [90,114]. GEANT4 version 9.6.p02 is
used with the physics list QGSP_FTFP_BERT. Light saturation effect is introduced
through the use of Birk’s law [115]:

ko
(1 () + ke (28)7)

w =

with ko = 0.883, k; = 6.50 x 1073 MeV~!.g.cm™2 and ky = —0.241 MeV-g~!-cm? as

measured in [116]. The weight factor w is restricted in the range 0.1:1.0.

For studies of energy resolution, a single Shashlik tower, with no lateral segmentation

and with each layer of transverse size 100 x 100 cm?

is used. The gun particle is
directed along the central axis of the tower. The transverse size of the tower is
sufficient to avoid any lateral leakage of the shower. Monochromatic electrons of
energy 50, 150 and 200 GeV and monochromatic photons of energy 50, 100, 150,
200, 300, 400 and 500 GeV are produced for sampling resolution study as a function
of number of layers. To study total energy resolution, electrons of energies 10, 20,
30, 50, 70, 100, 150, 200, 250, 300, 500, 700 and 1000 GeV are generated with 28
layers of absorber and 29 layers of scintillators. Ten thousand events are generated

for each sample. Also, LYSO is considered to be undamaged by radiation (i.e. its

attenuation length is taken to be 100 cm in this scenario).

For 7%~ separation studies, a detector setup with 28 layers of absorber and 29 layers
of scintillators in a 11x11 matrix is defined. Transverse size of each tower in each
layer is chosen to be 14 x 14 mm?. Five fiber paths are defined of which the central

fiber is for calibration and the other four fibers are at positions (3.5 mm, +3.5 mm)
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with respect to the central axis. They are read out individually or to a combined
output. The fibers are of diameter 1.6 mm and are inserted in holes of diameter
1.6 mm. The hit position is uniformly distributed in X and Y directions between
—7 mm and +7 mm with respect to the centre of the central Shashlik tower. All
the samples are generated using single particle gun with momentum along the 7
direction. The gun is placed at a distance of 3.2 m from the calorimeter. For this
study, photons and 7%’s of energy 10, 20, 30, 50, 70, 100, 150 and 300 GeV are shot

at the calorimeter.

Energy deposited at a given point in the scintillator plate is shared unequally by
the four fibers. The closer a fiber is to the point of impact of the photon, the higher
its probability of collecting light is. Also the probability distribution of scintillator
light among the fibers depends on the transmission coefficient of the scintillator and
hence on integrated luminosity. This is estimated in a separate study [117] using

SLitrani [118,119).

To validate the geometry, total energy deposit in the scintillator of the 11 x 11 ma-
trix is looked at. As shown in Figure 6.1, the total energy deposit in the scintillator

for 70 and for « are very similar as expected.

6.1.2 Energy Resolution

The energy resolution in the Shashlik detector depends on the following factors:

1. energy leakage;
2. sampling fluctuation;
3. photo statistics;
4. electronic noise;

5. other sources which include contributions from pile-up and inter-calibration.
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Figure 6.1: Total energy deposit in the scintillator of the 11 x 11 matrix for 10 GeV
photons and 7°’s on the left and 50 GeV photons and 7°’s on the right. Blue shaded
histogram is for photons and red hatched histogram is for 7%’s.

The second term is specific for a sampling calorimeter while the other terms con-
tribute also to any homogeneous calorimeter like the one used in the CMS experi-
ment. Sampling resolution depends on the number of layers and the relative thick-
ness between absorber and scintillator. A study is performed to obtain the optimum

number of layers to achieve good sampling resolution.

6.1.2.1 Sampling Resolution

For a given thickness of the absorber and sensitive layer and a given energy of

electron/photon gun the sampling fraction is defined as

Lg

Fi=—"— 6.1
Es+ Ey (6.1)

where Eg and E 4 are the energies deposited in the scintillator layer and the absorber
layer. The deposited energies in the scintillator as well as in the absorber layers

follow Gaussian distribution. Figure 6.2 shows distributions of sampling fractions
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for 50 GeV and 100 GeV electrons in a configuration with 18 and 30 layers. The
absorber in both the configurations is lead. Figure 6.3 shows similar distributions
for 50 GeV and 100 GeV photons in a detector configuration with 18 and 30 layers.
This configuration is with tungsten as absorber. Gaussian function provides good
description of these distributions and the fits are used to estimate the sampling
resolutions. One advantage of estimating the sampling resolution from Fs and not
estimating from the distribution of Eg is that Eg contains also the contribution to
resolution due to leakage. In case of sampling fraction, the term due to leakage

appears in the numerator and the denominator and gets canceled.

Fits are performed for each energy point and for each configuration. The fitted
mean (F) and the fitted width (o) of the Gaussian are used to estimate the energy
resolution:

sampling-resolution = o/ E, (6.2)

Figure 6.4 shows the sampling resolution for electrons and photons as a function of

number of layers of absorber and scintillator. The following points are to be noted:

1. For same number of layers, sampling resolution becomes better as the energy

increases.
2. As the number of layers increases, sampling resolution becomes better.

3. For number of layers larger than 28, the resolution becomes nearly flat. This
corresponds to around 25 radiation lengths (X,) in both the configurations
(Pb-LYSO and W-LYSO), when longitudinal shower leakage is very small.

Both configurations seem to give similar results within the statistics.

4. 25Xq corresponds to ~16.8 cm for Pb-LYSO and 11.8 cm in case of W-LYSO.
If detector length is not an issue, then one can go with the less expensive

configuration.
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Figure 6.2: The top-left and bottom-left plots show the distributions of sampling
fraction (Fg) for 18 layers and the top-right and bottom-right plots are for 30 layers.
Top plots are for 50 GeV electrons and bottom plots are for 100 GeV electrons. These
distributions are fitted to Gaussian distribution functions.
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Figure 6.3: The top-left and bottom-left plots show the distributions of sampling
fraction (Fg) for 18 layers and the top-right and bottom-right plots are for 30 layers.
Top plots are for 50 GeV photons and bottom plots are for 100 GeV photons. These
distributions are fitted to Gaussian distribution functions.
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Figure 6.4: Plot on the left shows the sampling resolution of electrons of various
energies for different number of layers of Pb-LYSO (dashed line with hollow triangle)
and W-LYSO (solid line with solid circle). The plot on the right shows the same for
photons.

6.1.2.2 Total Energy Resolution

Following are the terms contributing to the total energy resolution of the Shashlik

detector:

Energy leakage: To estimate this term, distributions of E4+Eg are plotted in
Figure 6.5 for different electron beam energies. The o/E of this distribution
gives the energy resolution due to leakage, where o is the measure of spread
of the shower distribution and F is the mean of the shower distribution. It
has low energy tail due to energy leakage because of limited length of the
detector. Since the transverse size is 100 cm which is much larger than the
Moliere radius ( 2.07 cm ) of the LYSO, transverse energy leakage is negligible.
The distributions of E4+Eg are fitted with the Crystal Ball (CB) function (as

given in equation 6.3) because of the presence of low energy tail arising from
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shower leakage.

— —(z — B)? - F
flz;a,n, o) = N X exp <%> , for ¢ > —«
o

—E\ " —
= N><A><<B—‘r ) ,forx < —a (6.3)
o o

where IV is the normalization factor and «, n, E, o are parameters of the fit.

A is given as:

and B is given as:

Figure 6.5 shows the CB fit to the distribution of Eg+Eg. The CB parametriza-

tion fits the distribution well. The fitted mean of the CB function is taken

as IJ. To estimate the ogg, 68% interval around F, is constructed using the

parameters of the CB fit. The interval is formed in such a way that for each

side of the mean, the area covered is 68% of the area of that side. ogg is the

half width of the interval as obtained by the above construction. The values

of gs/I2 are then plotted as a function of energy. Fluctuations due to energy

leakage are parametrized using Grindhammer-Peter’s parametrization [120]:

Oteakage(IN(E/E.)) = (s14 52 x In(E/E.)) ™,

where F, is the critical energy and is dependent on the material of the detector.

The above equation is expanded up to the third power in In(E/FE,) and the

resolution due to leakage is fitted with a function of type pg+ p1 X In E 4 py X

(In E)? + p3 x (In )3, Fitted values of py, p1, p» and ps are shown in Table

6.1.

Sampling fluctuation: It is estimated for each energy point exactly the same
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parameter Fitted value
Do 0.118 £ 0.010
D1 —0.058 = 0.007
D2 (9.8+1.6) x 1073
P3 (-5.3+1.2) x 10~*

Table 6.1: Fitted values of the parameters when ogs/E due to leakage is fitted with
function pg +p1 x InE + pa x (In E)? + p3 x (In E)3.
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Figure 6.5: The distribution of Eg+E 4 for 10 GeV electrons on the top-left; 70 GeV
electrons on top-right; 300 GeV electrons on bottom-left and 1000 GeV electrons on
bottom-right. The blue curves show the Crystal Ball fit to the distributions. The pink
lines show the ogg which is the 68% interval constructed as discussed in the text and
the blue dotted lines show the fitted Crystal Ball mean.
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way as described in the previous sub-section. This is done for a 28 layer

configuration. The distribution of ¢/ is plotted as a function of energy and

fitted with a function of type po/v/E. Fitted value of py comes out to be 0.104

+ 0.001 .

Photo-statistics: To estimate the contribution due to photo-statistics, the energy

collected in all the scintillator layers is converted to the number of photo-

electrons (p.e.) in the photo-detector. The total number of p.e. from the

scintillator is

Npe =%YFE;, x LE x LY

where F; is the energy deposit in i'th layer, LF is the light collection ef-

ficiency and LY is the light yield. The light yield is different for different

materials [121]. The photo-statistics contribution can vary depending on the

light yield of the material. Average light collection efficiency (LE) is taken to

be 0.5% [122] for each layer. (Only a small fraction of scintillation photons is

collected by the fibers which go through the holes of each layer and thus leads

to such a low efficiency). The distribution of p.e. follows Poisson distribution

and hence the fluctuation has a v/LY dependence. The distributions of o/F

in Figure 6.6 are fitted with a function of type po/V/ LY. The fit yields py to

be 0.1068 4+ 0.0001 for 100 GeV electron beam energy. Figure 6.7 shows the

distribution of o/F as a function of incident energy for different values of LY .

Fits of these distributions to functions of the type po/ V'E yield py to be 0.0171

+ 0.0001 for light yield value of 4000 p.e./MeV.

Electronic noise: Contribution of electronic noise in the photo-detectors to the

energy resolution depends on the fluctuation in the number of photo electrons

contributing to the noise. It varies depending on the read-out scheme. Figure

6.8 shows the noise distribution as a function of mean number of p.e. corre-

sponding to electronic noise for different beam energies. Fits to the energy
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Figure 6.6: Photo-statistics contribu- Figure 6.7: Photo-statistics contribu-
tion as a function of light yield (LY) for tion as a function of energy for different
different beam energies light yields.
resolution o/F to a function of the type py x p.e. yield a value of py to be
(2.8 4+ 0.1) x 1075 for 100 GeV electron beam energy. Figure 6.9 shows the
-1 -1
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Figure 6.8: Noise contribution as a Figure 6.9: Noise contribution as a
function of photo-electrons for different function of energy for different number
beam energies. of photo-electrons.

distributions of o/E as a function of energy and are fitted with functions of
the type po/FE for different numbers of mean photo-electrons. Fitted value of

po comes out to be 0.0442 + 0.0002 for 150 as mean number of photo-electrons.

Total energy resolution: Total energy resolution is the sum (in quadrature) of

the above four terms. The distribution of o/ F is plotted as a function of beam
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energy in Figure 6.10 for light yield value of 4000 p.e./MeV and mean noise

of 150 p.e. The energy resolution is fitted with a function of the type

\/(po/\/F)2 + (p1/E)? + (pa+ps x InE +py x (InE)? + ps x (In E)3)%.

and the fitted parameters are shown in Table 6.2. Figure 6.10 also shows
contributions of each of the term as given above. It can be seen that the
parameters of the total fit are in agreement with the individual parameters
obtained by fitting all the terms (i.e. leakage, sampling, statistics and noise)
of the resolution individually. The parameter, py has contribution from both
the terms, sampling and statistics. But the major contribution comes from
sampling and hence the fitted parameter pg is closer to the fitted value of the

sampling term.

parameter Fitted value
Do 0.103 £ 0.006
P1 0.087 £ 0.056
D2 0.118 £ 0.002
D3 -0.058 £+ 0.001
P4 (9.8+0.1) x107°
Ps (-5.3+£0.1) x10™*
Table 6.2: Table showing  fitted values of the parameters

when o/E of total energy resolution is fitted with  function

\/(po/\/F>2 + (p1/E)? + (p2 + p3 x WE +py x (In E)2 +ps x (In E)3)* .

Finally, to check the effect of this detector resolution on the mass resolution of the

Higgs boson, 10000 events are generated where the Higgs boson is produced via

gluon gluon fusion, and decays to a photon pair. Higgs mass is taken to be 125

GeV. In order to mimic the effect of the Shashlik detector, energy of each photon

was smeared with the parameters as given in Table 6.2 in the following way:

1. a resolution term, o /E is calculated for each of the photons using the param-
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Figure 6.10: Contributions of each term to the total resolution. Points are the actual
points as a function of energy and lines are the fitted functions.

eters of Table 6.2 and the expression given in there;
2. a Gaussian random number is generated with mean 1 and 04,5 = 0/E;

3. energy and momentum of each photon is multiplied with the above random

number;

4. the di-photon mass is fitted with a Gaussian function. The o from the fit is

taken as the estimate of resolution of Higgs mass.

Figure 6.11 shows the Gaussian fit to Higgs mass, when both the photons are in the
endcap electromagnetic calorimeter, obtained using the above procedure. The fitted

o is estimated to be 0.64 £ 0.02 GeV.

6.1.3 Position Resolution

When a particle hits the electromagnetic calorimeter, its deposited energy gets dis-
tributed in the hit tower as well as the towers around it. The hit position can be

estimated from the weighted mean of the position of the towers in which energy has

111



CHAPTER 6. SIMULATION STUDY OF THE ENDCAP CALORIMETER
FOR CMS PHASE II UPGRADE

40 Mean 125
RMS 0.679
35
%2/ ndf 3413/36
30 Prob 0.5577

Constant 3276184
25
Mean 125+0.0

Number of events

20

Sigma  0.6376 £ 0.0235

I T B O ) A ATEN A AN EAE T A ool
121 122 123 124 125 126 127 128 129
M, [GeV]

Figure 6.11: Resolution on Higgs mass with a Shashlik ECAL and with both the
photons in the endcap electromagnetic calorimeter.

been deposited, where the weights are proportional to the energy deposited in the
towers (so that higher the energy, more is the weight and hence more likely that the
particle has hit that tower). This method of estimating the position is called the
center of gravity (COG) method. The equations used to estimated coordinates in

this way are given in Equation 6.8.

Tmeas — Exi X E’L/EE’L

Ymeas — Zyz X EZ/EE’L (68)

Here, the sum is over the 3 x 3 array of towers, if a combined signal from the
four fibers are read out for each tower, or it is over 3 x 3 x 4 array of fibers, if
individual fiber information is used. Figures 6.12 and 6.13 show the true impact
point Zye and Y4 as a function of the measured coordinates T,ueqs OF Ymeas fOT
50 GeV and 150 GeV photons. The resulting distributions show deviations from
linearity and roughly follows an S-shape. This feature is observed for combined as

well as individual fiber readouts.
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Figure 6.12: 2-D distribution of xy.ue versus Xeqs for photons of energy 50 GeV
(top plots) and 150 GeV (bottom plots) when linear weights are used to estimate
the COG. The relation between X,cqs and Xy is fitted with a S-shaped curve as
parametrized in the Equation 6.10 and shown by the red curve in the figure. The left
(right) figures refer to cases when combined (individual) fiber information is used.

113



CHAPTER 6. SIMULATION STUDY OF THE ENDCAP CALORIMETER

FOR CMS PHASE II UPGRADE

T F
E 6
> 4
2i Mean 0.05823
F Mean y0.07806
ot RMS 2212
F RMSy 4.042
2F PO 4.838
a4k p1 0.7508
5 p2  0.02675
R pP3  0.06465
S N N A BN AN B I I R
8 6 -4 2 0 2 4 6 8 10
Y meas [MM]
= £ _
E 6f
> 4
2i Mean 0.05214
F Mean y0.08126
oF RMS 2232
F RMSy 4.039
2 PO 4786
ac p1 0.7669
E P2 0.03092
o P 0.07294
= el b b b b b b b b w o |l
8 6 -4 2 0 2 4 6 8 10
Y meas [MM]

Yie [MM]

Yie [MM]

+

E Mean 0.05835
r Mean y0.07806
E RMS  2.283
F RMSy 4.042
E p0 4.937
£ p1 0.6661
£ p2  0.03174
Eoo p3 0.0695

| ST PN BRI R B

-8 4 6 8 10

Y meas [MM]
E Mean 0.05289
F Mean y0.08126
= RMS  2.303
r RMSy 4.039
= pO 5.105
= p1 0.652
£ p2  0.03068
Eoo p3 _ 0.02872

= T T B I B

-8 4 6 8 10

Y meas [MM]

Figure 6.13: 2-D distribution of yye versus ymeqs for photons of energy 50 GeV
(top plots) and 150 GeV (bottom plots) when linear weights are used to estimate
the COG. The relation between y,,cqs and yye is fitted with a S-shaped curve as
parametrized in the Equation 6.10 and shown by the red curve in the figure. The left
(right) figures refer to cases when combined (individual) fiber information is used.
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Some features of the S-shape curve are summarized below:

1. At the center, Xyue (Yirue) = Xmeas (Vmeas)- LThis is because the deposited

energy is mostly contained in the central tower.

2. On moving away from the center in either direction, Xyue (Virue) > Xmeas
(Ymeas). There is an exponential fall in the spread of the energy for other
towers. So linear weights E; give more weight to the hit tower and hence the

position is not correctly determined.

3. At the edge (in this case at £6 mm), the energy is distributed equally in the

adjacent towers and roughly equal weight is given to them and hence X,

(Virue) again becomes Xpmeas (Ymeas)-

Above three points essentially summarize why the S-shape arises. Instead of linear
weights, log weights of energy fraction are also tried. Since the energy falls off
as an exponential, the log weights compensate the exponential decrease and hence
the estimated position is closer to the true one. Equation 6.9 shows the relations
used to estimate the coordinates of the hit point with log weights. This equation
depends highly on the value of wg. The optimum value of wy depends on whether
individual or combined fiber information is used. Figures 6.14 and 6.15 show the
2-D distribution of Zywe (Yirue) VS Tmeas (Ymeas) for 50 GeV and 150 GeV photons
when log weights are used for the two cases of using combined or individual fiber

information.

Tmeas = 2x; X wi/Xw;
YUmeas — Zyz X ’U}i/Z’U)i

w; = Max(0,w0+ In(E;/Er)) (6.9)

where wy = 4.7 for combined fiber information and wy = 6 for individual fiber
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Figure 6.14: 2-D distribution of X4.e versus X,eqs for photons of energy 50 GeV and
150 GeV when log weights are used to estimate the COG as given in Equation 6.9.
The left (right) figures refer to cases when combined (individual) fiber information is
used.

For this analysis, linear weights are used to estimate the position of COG. These

S-shape curves are then fitted with a function of the form

Lirue — PO X tan_l (Pl X (xmeas - PZ)) + P3 X (xmeas - PQ)

Ytrue — P4 X tan_l (PS X (ymeas - PG)) + P7 X (ymeas - PG) (610)

Figures 6.12 and 6.13 show how the fitted functions for X and Y look like for 50 GeV
and 150 GeV photons. Using these fitted functions, the Zeas (Ymeas) are corrected
so that the measured position coordinates are nearer to the true ones, i.e., Tipue
(Ytrue)- Fitted parameters differ slightly depending on the energy of the photon. For

simplicity fitted parameters from 50 GeV photons are used to fit all energy particles
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Figure 6.15: 2-D distribution of y;.qe versus yeqs for photons of energy 50 GeV and
150 GeV when log weights are used to estimate the COG as given in Equation 6.9.
The left (right) figures refer to cases when combined (individual) fiber information is
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Figure 6.16: 2-D distributions of x4, versus S-shape corrected X,¢qs for photons of
energy 50 GeV (top) and 150 GeV (bottom) when linear weights are used to estimate
the COG as given in Equation 6.8. The left (right) figures refer to cases when combined
(individual) fiber information is used.
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Figure 6.17: 2-D distributions of yy,. versus S-shape corrected y,,eqs for photons of
energy 50 GeV (top) and 150 GeV (bottom) when linear weights are used to estimate
the COG as given in Equation 6.8. The left (right) figures refer to cases when combined
(individual) fiber information is used.

and to obtain S-shape corrected T and j. These S-shaped corrected positions are
then used in Equation 6.12 as T and 3. Figure 6.16 shows the S-shape corrected
X position of 50 GeV and 150 GeV photons for both the cases of combined and
individual fiber information. Similarly, Figure 6.17 shows the S-shape corrected Y

position of 50 GeV and 150 GeV photons.

Position resolution is studied from samples of photons produced with impact points
randomly distributed on the front face of the module. The difference between the
true and measured position along X and Y directions are plotted. These distribu-
tions follow roughly a Gaussian shape. The RMS of these distributions is used to
estimate the position resolution of these photons. Figure 6.18 shows position reso-
lution as a function of photon energy for three different scenario: (a) position with
linear weighting in energy; (b) S-shape corrected position with linear weighting in

energy; and (c) position with logarithmic weighting. Position resolution improves
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as a function of the photon energy in all three cases.
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Figure 6.18: Position resolution for photons in a Shashlik detector as a function
of photon energy with position reconstructed using linear weighting in energy (a);
S-shape corrected position with linear weighting in energy (b); and position with
logarithmic weighting (c).

Position resolution is quite large and is related to the lateral size of the tower if
one simply uses linear weighting in energy in determining the impact point and
without any further correction. With S-shape correction, the resolution improves
significantly. The resolution is 0.70 mm for photons at 10 GeV and it improves
with energy becoming 0.22 mm at 200 GeV. Logarithmic weighting takes care of the
correction to some extent and even without any further correction the resolution is
0.87 mm at 10 GeV and 0.34 mm at 200 GeV. A precise measurement of the impact

position is extremely useful for 7°/~ separation.

6.1.4 7Y/~ Separation

An important measure of the performance of an electromagnetic calorimeter used in
a high energy physics experiment is its ability to separate between photons and 7s.
In high energy collisions any final state with photons has a background contribution
from jets which fake photons. This is because 7°’s in jets decay to 27’s almost 99.9%
of the time. For decays of a high energy 7%, the angle between the two photons can
become comparable with or smaller than the granularity of the calorimeter. It is

very difficult to separate the photons from such a decay from photons which are
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coming either from the interaction vertex or from radiation off charged leptons.

In this study, the idea of exploiting the information from the four fibers for 7/
separation has been investigated. The idea behind using information from all the
four fibers individually is that a larger fraction of the deposited energy from a single
photon will be collected by the fiber which is closest to the impact point, while 7°,
decaying to a pair of photons will have two impact points on the Shashlik detector

and the sharing of light among the fibers will significantly increase.

6.1.4.1 Shower Shapes

In general, the lateral shower profile tends to be broader for photons coming from 7°

compared to that of prompt photons. This holds true for lower energy 7°’s (less than
100 GeV). Therefore shower shape variables are useful for discriminating between
7%s and photons. For all shower shape variables, the tower with maximum energy
deposit is first identified and then the shape parameters are formed around it. The

following shape variables are considered:

S1/59: This ratio makes use of S1, the maximum energy deposited in a tower, and
59, the energy deposited in 3x3 array around the maximum energy deposited
tower. Figure 6.19 shows the array of 3x3 towers formed around the maximum
energy deposited tower and the distribution of S1/59 for 50 GeV, 70 GeV and

150 GeV photons and 7°’s.

S1/S4: This ratio uses S4, the energy deposited in 2x2 array including the maxi-
mum energy tower. Four possible 2x2 arrays are possible which include the
maximum energy tower. The combination which corresponds to the largest
sum total energy is used in determining the ratio. Figure 6.20 shows the four
possible combinations of 2x2 array of towers and the distributions of S1/54

for 50, 70 and 150 GeV photons and 7%’s.
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Figure 6.19: The top left diagram shows 3x3 array of towers in light orange color
and the maximum energy deposited tower in red color. The top-right figure shows
the distribution of S1/S9 for 50 GeV photons and 7%’s. Similar distribution for 70
GeV photons and 7°’s is on the bottom left; and 150 GeV photons and 7%’s is on
the bottom right. The blue hatched histogram is for photons and the red hatched
histogram is for 7%’s [123].
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Figure 6.20: The top left diagram shows the four possible combinations of 2x2 arrays
which can be formed including the maximum energy tower. The top right figure shows
the distribution of S1/S4 variable for 50 GeV photons and 7%’s. The bottom left and
right plots correspond to 70 GeV and 150 GeV photons and 7%’s. The blue hatched
histogram is for photons and the red hatched histogram is for 7%’s [123].
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2-D distribution of Fig vs Fy: The variables, Fy and Fjg, are defined through

equation 6.11.

S9 - S1
F —
? S9
ASV16 - Aq4
Fig = —— A1
0 = o (6:11)

where S16 is the energy deposited in the 4x4 array of towers that is centered
on the 2x2 array of towers with the maximum energy, among the four possible
combinations as explained above. Figure 6.21 shows the diagrammatic view of
4x4 array of towers around the 2x2 array of towers and the 2-D distribution

of Fig and Fy for 50, 70 and 150 GeV photons and 7¥’s.
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Figure 6.21: The top left diagram shows the 4x4 arrays of towers formed around
that array of 2x2 towers which has maximum energy of the four possible combinations
as explained in the text. The top-right plot shows the 2-D distribution of Fq4 along
the Y axis and Fy along the X axis for 50 GeV photons and 7°’s. Similar plots at 70
GeV and 150 GeV are at the bottom left and at the bottom right respectively. The
blue points are for photons and the red points are for 7°’s [123].

The performance of the variables S1/59, S1/54 and I vs Iy are summarized

below:
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e Shower shape variables S1/59 and S1/54 lose the sensitivity for v/7° sepa-

ration at energies above 70 GeV;

e The 2-D distribution of Iy vs Iy performs better for 70 GeV ~/7° discrimi-
nation compared to S1/59 and S1/S4. But again it loses power for discrimi-

nation at energies above 70 GeV.

6.1.4.2 Moment Analysis

This analysis is based on the consideration that when the 7° decays to two ~’s,
the shower tends to be elliptical, as shown in Figure 6.22, whereas for a prompt
photon the spread in X and Y will tend to be similar, because the shower spreads
uniformly in all the directions. The above holds true for photons not converted
before they reach the front face of the tower and when there is no magnetic field.
Early conversion and passage through magnetic field make the decay topology more

complicated.

¥ - s ¥

V

¢
=2 ! x n’

Figure 6.22: Diagram showing three different topologies of a 7¥ decay.

The ratio of major axis of the ellipse to its minor axis or vice-versa is utilized to
distinguish between photons and 7’s. For 7%’s, the ratio between the two axes is
expected to be away from 1, whereas, for photons, it is expected to be close to 1. To
get the values of the length of both of the axis of the shower, a covariance matrix
can be formed with the quantities as given in Equation 6.12. The eigenvalues of this
matrix is related to the length of the shower axis. The spread is calculated from the

point of impact of the photon or the 7°. The point of impact is estimated using the
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COG method and correcting for the S-shape as discussed in Section 6.1.3. The 2x2

matrix is formed in each event as follows:

2 2
g g
x Ty
M =
2 2
O-my Uy

The definition of each of the terms of the above matrix is given below

o2 = X(z; —7)* x w/Sw;
02 = E(yz — y)Q X w,-/sz-

o2 = N(x;—7) % (y; —7) X w/Swy, (6.12)

where T and 7 are the S-shape corrected Center of Gravity (COG) positions of the
shower in X and Y, and w; are the weights associated with each contribution. This
matrix is then diagonalized to extract the eigenvalues, Ay and A_. The ratio of
eigenvalues of this matrix, A\_ /A, or A, /\_ measures the eccentricity of the energy

distribution and is used to discriminate direct v from 7°.

There are two ways in which the weights, w; are formed:

Linear weights, w;: Here the weights, w; are given by Equation 6.13:

Tmeas — Exi X Wy,
Ymeas — Eyz X Wy,

Logarithmic weights, w;: In this case, the weights, w; are given by the Equation
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6.14

Tmeas = 2x; X w;/Sw;,
Ymeas = Eyz X wz/zwz

w; = Max(0,wo+ In(E;/Er)), (6.14)

where wy is related to the threshold for the towers below which the towers are

not included in the sum, and Fr is the total energy deposited in the array.
There are two ways in which the covariance matrix can be constructed:

1. use combined information of all four fibers in a given tower [Coarse grain

information];

2. use information from individual fiber in a given tower [Fine grain information].

6.1.4.2.1 Coarse grain Information In this case, E; refers to the total energy
recorded by i*" tower (i=1-9 for 3x 3 array) and x; and y; are the X and Y coordinates
of the center of i*" tower. E; is obtained by summing the energy recorded from all
four fibers of the i"* tower. Both linear and log weights are used in the determination
of the impact point. In case of log weights, wy is set to be 4.7. Figures 6.23, 6.24
and 6.25 show the ratio of A\_/\, for photons and 7%’s at 50 GeV, 70 GeV and 150
GeV. These plots clearly demonstrate that log weights improve the discriminating

power between photons and 7%’s over linear weights.

6.1.4.2.2 Fine grain information For fine grain information E; refers to the
energy recorded by i individual fiber (i=1-36 for 3 x 3 array) and z; and y; are
the X and Y coordinates of the i fiber. The impact point is determined with both
linear weights and log weights. A comparison between the two methods using

photons and 7°’s of 50 GeV, 70 GeV and 150 GeV indicates a higher discriminating
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Figure 6.23: Distribution of A_/\, for photons and 7%’s of 50 GeV for the case of
coarse grain information (no information from individual fibers used). The plot on
the left is done with linear weights for determining the impact point while the plot on
the right is done with the log weights.
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Figure 6.24: Distribution of A_/\ for photons and 7%’s of 70 GeV for the case of
coarse grain information (no information from individual fibers used). The plot on
the left is done with linear weights for determining the impact point while the plot on
the right utilizes log weights.
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Figure 6.25: Distribution of A_/A; for photons and 7°’s of 150 GeV for the case
of coarse grain information (no information from individual fibers used). The plot on
the left is done with linear weights for determining the impact point while the plot on
the right utilizes log weights.
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Figure 6.26: Distribution of A\_ /), for photons and 7%’s of 50 GeV for the case of
fine grain information (information from individual fibers used). The plot on the left
is done with linear weights for determining the impact point while the plot on the
right utilizes log weights.
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Figure 6.27: Distribution of A_/\ for photons and 7%’s of 70 GeV for the case of
fine grain information (information from individual fibers used). The plot on the left
is done with linear weights for determining the impact point while the plot on the
right utilizes log weights.
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power of the log weights. By comparing the set of plots with fine grain information in
Figure 6.26, 6.27 and 6.28 with the corresponding plots for coarse grain information,
it can be seen that not much additional sensitivity is added in the discriminating
power by using information from individual fibers. Beyond 150 GeV, both the ways
(coarse grain information and fine grain information) fail to discriminate between

photons and 7¥’s.
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Figure 6.28: Distribution of A_/A; for photons and 7°’s of 150 GeV for the case
of fine grain information (information from individual fibers used). The plot on the
left is done with linear weights for determining the impact point while the plot on the
right utilizes log weights.

6.1.4.3 Study using Multivariate Analysis (MVA)

As it has been described in the previous Sections, 6.2.4, 6.1.4.2.1 and 6.1.4.2.2, the
discriminating power is reduced significantly for 7%’s of energy above 100 GeV. An
analysis has been carried out exploring the discriminating power gained by employ-
ing multivariate techniques to the problem of separating 7’s from photons using the
spatial pattern of energy deposition in the ECAL. In this analysis, the classification
problem is to separate 7°’s from prompt photons. The following MVA classifiers are

examined in this analysis:

1. Boosted Decision Tree (BDT)
2. Gradient Boosted Decision Trees (GBDT)

3. Artificial Neural Network (ANN)
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In this analysis, the TMVA [124] package within ROOT [98] is used. Each MVA is
trained separately on a sample of photons and 7°’s. Energy from each individual
tower in 3x3 array, or energy from each fiber in the 3x3 array is fed into the MVA.
This analysis is done using photons and 7°’s at 200 GeV. Two types of samples are

produced:

Fixed gun sample: These are produced with the gun position fixed at (0 mm, 4

cm) in (z,y), with z at 3.2 m.

Random gun sample: In this case, the gun positions are uniformly distributed
both in X and Y direction between —7 mm and +7 mm i.e. within the central

tower.

6.1.4.3.1 Training and testing of the M VA using fixed gun samples The
MVA is trained using 20000 events from fixed gun samples of 200 GeV photons and

7%s. The following two sets of training variables are used separately to train MVA:

Coarse grain information: Input to MVA is the ratio of energy from each tower

in the 3x3 array to total energy in 3x3 array.

Fine grain information: Input to MVA is the ratio of energy from each individual

fiber in 3x3 array to total energy in 3x3 array.

These energies are scaled to the total energy collected in the 3x3 array. Figure 6.29
shows the output response of the different MVA classifier for the case of both coarse
grain and fine grain information. Figure 6.30 shows the background rejection versus
signal efficiency curve for the case of coarse grain as well as fine grain information.
It can be seen from the Figures 6.29 and 6.30, that the fine grain information is

better for discriminating signal from background.
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Figure 6.29: The output response of different MVA methods for fixed gun sample.
The figures on the left are for coarse grain information and those on the right refer to
fine grain information.

6.1.4.3.2 Training and testing of the MVA using random gun samples
In a realistic scenario a particle can hit anywhere on the face of a tower. Keeping
this in mind a training is done on a sample of 20000 photons and 7% of energy
200 GeV from random gun sources. The hit positions of the photons and 7°’s are
uniformly distributed in X and Y direction between —7 mm and +7 mm. Two

different samples are used to train the MVA:
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Figure 6.30: The background rejection versus the signal efficiency curve for various
MVA methods using fixed gun sample. Left figure for coarse grain information and

the figure on the right for fine grain information [123].

Unbinned random sample: In this case the event sample is produced over entire

face of the central tower. Figure 6.31 shows the output response of the different

MVA classifiers for the case of both coarse grain and fine grain information.

Figure 6.32 shows the background rejection versus signal efficiency curve for

the case of coarse grain as well as fine grain information using random gun

sample. It can be seen from the Figures 6.31 and 6.32, that the fine grain

information improves the discrimination for the case of random gun sample

also.

Binned random sample: The energy deposit pattern in the matrix of Shashlik

towers can vary considerably based on the location of the hit on the central

tower. To take into account the dependence of the energy deposit pattern

on the hit location, a hit location based MVA training is used, to further

improve the separation power of the MVA. For this the central tower is divided

into 7x7 matrix of virtual square regions (or virtual cells) each of dimension

2mmx2mm. Event samples are produced in each virtual cell independently.

49 separate trainings are done to obtain 49 separate trees (or networks) - one

for each virtual cell. At the time of testing/using the MVA, the tree to be

used is chosen using the information of the measured hit position.
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Figure 6.31: The output response of different MVA methods for unbinned random
gun sample. The figures on the left are for coarse grain information and those on the
right refer to fine grain information.

132



CHAPTER 6. SIMULATION STUDY OF THE ENDCAP CALORIMETER
FOR CMS PHASE II UPGRADE

]
|
|
|
l
I

f = c [y
F o —_—
gt \\\\ g5 F N\\
B09F = B09F
0.8 0.8
c C c E
3. EF 3 _F
0.7F 07F \
4 C < j
8 E 80 6 |
@b F \ @0e \
05F 05F
E  MVA Method: £ MVA Method: |
0.4 E BDT. 0.4 E BDT.
E —— GBDT E—mP
03F MLP 03F GBDT
0.27\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ 0l27\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Signal efficiency Signal efficiency

Figure 6.32: The background rejection versus the signal efficiency curve for vari-
ous MVA methods using unbinned random gun sample. Left figure for coarse grain
information and the figure on the right for fine grain information [123].
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Figure 6.33: Background rejection versus signal efficiency of two virtual cells for the
case of binned random samples. The left figure is for a virtual cell where the sample
is randomized over a region from +3 mm to +5 mm in both X and Y direction and
the right figure is for a region from —1 mm to +1 mm in the X direction and +3 mm
to +5 mm in the Y direction with respect to the centre of the central tower [123].
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Figure 6.34: The output response of different MVA methods. The figures on the
left show the response from the MVA trained with unbinned sample and the ones on
the right are for the MVA trained with binned sample.
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Figure 6.33 shows background rejection versus signal efficiency plots for binned
random sample. Figure 6.34 shows the output response of both the MVA methods,
namely the MVA trained with unbinned samples and the MVAs trained with binned

training samples. For both the cases, the same test sample is used.

6.1.4.4 Comparison of Various Methods

A comparison in performance is made among all the methods described in the pre-

vious sections. This comparison is shown for 200 GeV photons and 7°’s.
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Figure 6.35: MVA response for 200 GeV photons and 7%’s. The plots on the left
refers to GBDT training with coarse grain information and the plots on the right
makes use of GBDT algorithm trained with fine grain information, using fixed gun
sample for (x,y):(0.0 mm, 4.0 mm). The black, blue and pink lines show the point
where the cut is applied to achieve 80%, 85% and 90% signal efficiency (events falling
on the right side of the line are selected).
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Figure 6.36: Comparison of GBDT MVA method for 200 GeV photons and 7%’s.
The plots in the left refers to GBDT training with unbinned sample and the plots
on the right makes use of GBDT algorithm trained with binned sample. The black,
green and pink lines are the point where the cut is applied to achieve 80%, 85% and
90% signal efficiency respectively [123].
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Figure 6.37: Distributions for 200 GeV photons and 7°’s of (a) S1/59 on the top left;
(b) S1/54 on the top right; (c) ratio of eigenvalues using coarse grain information and
linear weights on the middle left; (d) ratio of eigenvalues using fine grain information
and linear weights on the middle right; (e) ratio of eigenvalues using coarse grain
information and log weights on the bottom left; (f) ratio of eigenvalues using fine
grain information and log weights on the bottom right. The black line shows the
point where the cut is applied to achieve 80% signal efficiency, blue line for 85% signal
efficiency and the pink line for 90% signal efficiency.
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Variable Background rejection (%)
6signal:80(%) 6signal:85(%) Esignal:90%

S1/S9 33.2 27.7 21.2

S1/S4 32.7 26.8 20.1

Linear weights: Ratio of 21.1 15.3 9.6

eigenvalues (coarse grain)

Linear weights: Ratio of 23.0 18.9 12.2

eigenvalues (fine grain)

Logarithmic weights: Ratio 41.1 36.9 32.3

of eigenvalues (coarse grain)

Logarithmic weights: Ratio 23.1 18.4 13.2

of eigenvalues (fine grain)

MVA(GBDT): coarse grain 86.3 82.0 76.5

(fixed gun sample)

MVA(GBDT): fine grain 99.1 99.0 98.5

(fixed gun sample)

MVA(GBDT): fine grain 86.3 83.3 78.9

(unbinned random gun sam-

ple)

MVA(GBDT): fine grain 92.3 91.0 89.3

(binned random gun sam-

ple)

Table 6.3: Table showing the background rejection for signal efficiencies of 80%, 85%
and 90% for various methods. This is shown for energy point of 200 GeV [123].
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If a method shows good separation power for this high energy point, then it is good

for lower energy points as well.

BDT gives the best response for the case of both coarse grain and fine grain infor-
mation as can be seen from the Figures 6.30,6.32 and 6.33. The response of BDTG

and BDT are similar. Here the comparison is made using the BDTG.

Table 6.3 shows the background rejection for all the various methods for a signal

efficiencies of 80%, 85% and 90%.

6.1.5 Summary

The energy resolution of the Shashlik detector is dominated by the sampling fluc-
tuation which contributes to the stochastic term. The constant term is found to be
better than 1% while the stochastic term is found to be 10.3%/v/E for light yield
value of 4000 p.e./MeV. The energy resolution is found to be similar for lead /LYSO
and tungsten/LYSO configurations and the optimum number of layers is found to
be 28 which corresponds to ~25 radiation lengths deep detector. For 125 GeV Higgs
boson decaying to a pair of photon, this detector will achieve a mass resolution of

0.64 GeV when both the photons are detected in the Shashlik detector.

The position resolution using information of the Shashlik detector alone is 2.0 mm
for photons of 100 GeV. The resolution improves with energy of the photon and
a better resolution is obtained when the center of gravity method uses logarithmic

weighting (to 0.34 mm) or a correction is made for the S-shape (to 0.22 mm).

A study of the 7 — 7 separation presented in this thesis shows that the fine grain
information of the shower profile collected by individual fibers is useful for separation
between 7° and v at high energies. With the MVA technique a background rejection
efficiency of 90% with signal efficiency 90% was achieved, which is approximately

three times better than the best background rejection that could be achieved by
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cut-based methods. We proposed a method of virtual slicing of the hit tower and
impact point based training of the network, which gives an additional improvement
of 8-10%. We conclude that the 7 — + separation power of the Shashlik calorimeter
can be improved significantly by employing an MVA based method with fine grain

information as input and impact point based training.
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6.2 High Granularity Calorimeter

The CMS collaboration has decided to replace its current endcap calorimeters with a
new High Granularity Calorimeter (HGCAL). This detector is a sampling calorime-
ter with silicon and plastic scintillator as the active materials. It includes both
electromagnetic (EE) and hadronic (FH, BH) sections. The EE will use lead as the
main absorber material and hexagonal silicon sensors as the active detector. The
FH and BH will each use stainless steel as absorber and a mixture of silicon and
scintillator as detectors. The EE will have 28 layers which corresponds to ~ 25X,
and ~ 1.3\.This section describes simulation of beam-test with 16 layers of EE at

Fermilab and comparison with test-beam data.

6.2.1 Experimental Configuration

For the construction of the HGCAL EE prototype, hexagonal silicon sensors and
readout electronics are assembled into detector modules. Each module is a glued
stack comprising a CuW (25%Cu : 75%W) base plate, a polyimide foil, the silicon
sensor and a PCB to host the wire bonds down to the sensor. A second PCB is
plugged into connectors on this first PCB. Figure 6.38 shows the geometry of the
sensors used during the test beam. These sensors are 128 channel hexagonal silicon
devices made from 6 inch p-in-n silicon wafers. The physical thickness of these
sensors is 320 pm with a depleted thickness of 200 pym. The cells on the sensor,

except those on the edges, are hexagonal with an area of ~ 1.1 cm?.

Sixteen modules, arranged as double-sided layers interspersed with tungsten ab-
sorbers, are used in the FNAL test beam setup. The total thickness of the setup is
deliberately limited to about 15 X, due to the availability of relatively low energy

electron beams at FNAL (maximum beam energy being 32 GeV). Figure 6.39 shows
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Figure 6.38: Layout of 128-cell hexagonal silicon sensor used in the simulation of

test beam setup.
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Figure 6.39: The experimental setup used at FNAL: Eight double-sided modules
mounted on copper cooling plates, separated by varying thicknesses of tungsten ab-
sorbers. The total thickness is just under 15 Xq

a schematic of the FNAL setup.

6.2.2 Data

At FNAL the electron energies range between 4 GeV and 32 GeV, with the purity

decreasing with energy to about 10% at the highest energies. Electrons are selected
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based on energy deposits in the silicon; the resulting “offline” electron purity, verified
with simulation, is estimated to be greater than 97% with 95% pion rejection. The
energy spread of the electrons in the beams is 3-5%, from the lowest to the highest
energies. In addition to electrons, data are taken with 125 GeV protons. Table 6.4

summarizes the data taken during test beam at each energy/particle data point.

Beams e pt

Energy (GeV) | 468 16]20 ] 2432 | 120

Table 6.4: Data taken at FNAL in July, 2016

6.2.3 Simulation

The 16 layer HGCAL EE and test beam geometry is simulated with GEANT4 [90,
114] in the framework of the standard CMS software. The materials upstream of the
test setup are taken into account as much as possible to the real scenario, especially
in the energy scale and transverse spread of incident electrons. The main upstream
components are 2 Cerenkov detectors and several scintillation counters, giving a

total radiation length of 0.6 X, spread over 35 m.

In the hexagonal silicon sensor, only full hexagonal cells and half-hexagon cells are
simulated. The mouse-bites at the sensor corners are not simulated and not used in
any analysis. As these account for a small area at the edges of the sensors, far away
from the bulk of the shower, the impact on performance is negligible. The full and

half-hexagonal cells are the only active elements in the simulation.

To be able to mimic the test beam setup as closely as possible, the beam momentum
and lateral spreads (~ 1% and ~ 1 c¢m) are taken from the data and used in the
simulation.

Events are simulated with three different physics lists [114]:

142



CHAPTER 6. SIMULATION STUDY OF THE ENDCAP CALORIMETER
FOR CMS PHASE II UPGRADE

e 'TFP_BERT_EMM
e QGSP_FTFP_BERT_EML

e QGSP_FTFP_BERT

The closest match comes from the physics list FTFP_BERT_EMM, which is used
as default in the CMS simulation program. In simulation, the energy and incidence
position of the beam are stored as well as the energy from each “simhit” (raw energy

deposit) in the silicon.

6.2.3.1 Purity of the Beam

In the test beam, the contamination of the electron beam with charged pions require
special treatment. Although a Cerenkov detector is installed, its efficiency is not
well understood so a simulation-driven method is developed, based on the fractional
energies deposited by the particles in the calorimeter active layers (silicon). Indi-
vidual samples of electrons and charged pions are generated for each beam energy.

Figure 6.40 (left) shows an example pair of silicon energy spectra for 16 GeV elec-
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Figure 6.40: Left: the energy deposited in the silicon compared to the beam energy
for 16 GeV electrons and pions. Right: The electron and pion efficiencies as functions
of this normalized energy. Also shown is the signal strength curve, showing a maximum
that is then used as a threshold cut.
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trons and pions. A threshold is extracted by maximizing S/+/S + B, where S is the
signal efficiency and B is the background rejection. This is also shown in Figure 6.40
(right) as a function of the energy. The peak in this latter distribution is used to
define the threshold for that energy. Using this method, the electron efficiency is

always greater than 97% whilst the background rejection was greater than 95%.

6.2.3.2 Energy Deposits: Data vs Simulation

The “standard candle” for silicon sensors is the minimum ionizing particle, “MIP”.
This is the most-probable energy deposit for a normally-incident minimum-ionizing
particle. In reality the MIPs are approximated by incident high-energy hadrons or
muons. 125 GeV protons are used in this case. Events are simulated and the most
probable energy deposit in the 200 um active silicon thickness is estimated to be
about ~ 52 keV. This value is used when comparing energy deposits in the data
and the simulation. Energy deposits in the silicon are expressed in terms of MIPs

in the remainder of this chapter.

6.2.4 Longitudinal and Transverse Shower Shapes

One of the main goals of the 2016 HGCAL beam test is to verify the GEANT4
simulation of the complete system, used to evaluate its overall performance and
tune the design. One of the key aspects of such simulations, especially for the
HGCAL, is the reproduction of the longitudinal and transverse shower shapes for

electrons at different energies.

A comparison is made between the data and the simulation based on the FTFP_BERT_EMM

physics list which is the default for CMS simulation application.

The evolution of the longitudinal shower profile with energy is shown in Figure 6.41

for the data, as well as for the simulation. The simulation results agree with the
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Figure 6.41: Longitudinal shower profile and variation of the shower-maximum po-
sition as a function of electron energy: Solid symbols represent data whilst the open
symbols are for simulation.

data at a level of better than 10%.
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Figure 6.42: F;/F7 for electrons in layer 1(left), layer 7(middle) and layer 16(right).
Top plots are for energy 4 GeV and bottom plots are for 32 GeV.

The energy ratios between the central (seed) cells (E1) and the total energy in 7 (E7)
or 19 (E19) cells are examined to study the transverse shower shapes. Figures 6.42
and 6.43 show the distributions of E1/E7 and E1/E19 in the data and in the simu-

lation for layer 7 for electrons of energies 4 and 32 GeV. An overall good agreement
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Figure 6.43: E;/FE;y for electrons in layer 1(left), layer 7(middle) and layer 16(right).
Top plots are for energy 4 GeV and bottom plots are for 32 GeV.

between data and simulation is observed. In summary, the shower shapes measured
from the data for both longitudinal and transverse profiles are well reproduced by

the simulation.

6.2.5 Energy measurements and resolution

Hits with energies above 2 MIPs are selected. This corresponds to a threshold which
is ~16 times the typical intrinsic noise in a cell. The energy deposited in each active
layer is obtained by summing together the energy measured by all the selected hits,
with the only exception being those in the non-hexagonal cells along the edge of the

sensor, which exhibit larger noise occasionally and are excluded from the analysis.

For each event, the total energy measured correspond to the sum of the energy
reconstructed in the individual active layers. This energy reconstruction process is

applied to both the data and the simulation for consistency. !

IDetector noise is not included in the simulation
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Figure 6.44: Energy reconstructed in the active layers of the detector in the data
and in the simulation, expressed in units of MIPs

Figure 6.44 shows an example of the total energy measured in the active layers
in units of MIPs, as a function of the beam energy. The energy measured in the
simulation is about 15% above that measured in the data, after applying the re-
construction procedure as described in section 6.1.1. This offset is almost flat as a
function of the energy. This difference in the energy scale may be due to the choice
of a Geant4 simulation with the physics list FTFP_BERT_EMM [114], which is the
one providing the best agreement in shower shapes between data and simulation
(see section 6.2.4). Other lists give slightly better agreement for the overall energy
scale but do not fit the data so well for the shower shapes.

Figure 6.45 shows the measured relative resolution as a function of the beam energy
for both data and simulation. The simulation matches with the data at the ~5%
level for all energies.
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Figure 6.45: Relative energy resolution as a function of the electron energy in data
and simulation.
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