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Summary

Core-shell of different morphologies where the core Au NPs are bounded by

high energy facets have been synthesized following the wet chemical synthesis meth-

ods. The morphological characterizations were performed using transmission elec-

tron microscopy (TEM) and the growth mechanisms of the NPs were described

from the HRTEM (High Resolution TEM) images. Au@Ag nanorods (NRs) with

Au nano-bipyramidal (NBP) cores of different lengths varying from 230 nm to 1200

nm were synthesized. The absorption spectra showed multiple absorption peaks for

Au@Ag NRs from UV to NIR region due to the presence of higher-order longitudi-

nal and transverse modes along with the dipolar modes. The SERS spectra showed

huge enhancement. The highest enhancement was found for Au@Ag NRs of length

450 nm as the dipolar absorption band for them was closely located with the laser

excitation wavelength.

Au@Ag core-shell NPs with Au trisoctahedron as cores and Ag nanospheres

(NSs) and nanocubes (NCs) as shells were also synthesized. After that, the Ag shells

were transformed into hollow shells by galvanic replacement reaction. The absorp-

tion spectra showed a higher contribution from Ag shell for Au@Ag NPs with solid

shells and for Au@Ag NPs with hollow shells, the contribution from the coupled

modes was dominant. The SERS spectra showed highest enhancement for Au@Ag

hollow NCs due to the presence of sharp edges and hollow regions. All these obser-

vations were verified using finite-difference time-domain (FDTD) simulation studies.

The electrochemical responses of these hollow NPs as electrodes were studied and it

was found that they can be used as uric acid and ascorbic acid sensors with very high

sensitivity and very small minimum detection limit. All these observations suggest

that the core-shell NPs with high energy facets are very useful for both SERS and

electrochemical bio-sensing.

x
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Chapter 1

General introduction

In this chapter a brief discussion about the different properties along
with the applications of the core-shell nanoparticles and nanoparticles
bounded by high energy facets has been presented along with the ba-
sic principles of surface-enhanced Raman scattering (SERS) and bio-
sensors.

1



2

1.1 Introduction

The history tells us that the human started the application of nanoparticles

(NPs) long ago in the bronze age without knowing anything about NPs. At that

time, copper (Cu) NPs were used for coloring the glass for decoration [1]. The first

known work on NPs was performed by Michael Faraday after long time, around

nineteenth century. In 1857, Faraday prepared colloidal gold (Au) particles from

gold chloride to explain the existence of Au particle in ruby glass [2]. Although,

this work remained unnoticed for many years but latter this milestone is considered

as the foundation of modern colloid science. In 1925 Richard Zsigmondy won the

Nobel Prize in chemistry for studying the properties of Au colloid and inventing an

ultra-microscope [3].

Nanotechnology was unknown to us till the last century. Once Nobel laureate

Richard P. Feynman said during his famous lecture in 1959, “There’s Plenty of Room

at the Bottom” [4]. It was Feynman, who first envisioned a technology developed

by nanoobjects. From that time to today, there have been made revolutionary

developments in nanotechnology. The word “nano” is supposed to be adopted from

the Latin term “nannus” or the Greek expression “ν´ανος” which means “dwarf” in

both the cases. In 1960 at the Eleventh Conférence Générale des Poids et Mesures,

the word ‘nano’ was formally approved as a SI prefix, which means 10−9 times of

the SI base unit [5].

For any object, if one or more of its dimensions fall in the nanometer range

(1–100 nm), then the object is referred as NP. At this small dimension, only a few

numbers of atoms can be fitted to construct the NP. Depending on the dimension

of the NPs, they can be classified into four types, viz. zero-, one-, two- and three-

dimensional NPs [6]. Small nanospheres, clusters are considered as zero-dimensional

nanomaterials, nanowires and nanofibers are considered as one-dimensional nano-
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materials, thin films, nanoplates are considered as two-dimensional nanomaterials

and other faceted NPs such as nanocubes (NCs), nanopyramids etc. are considered

as three-dimensional nanomaterials. Due to the higher surface to volume ratio, the

NPs are very reactive and inherit a lot of interesting properties. As the shape and

size of any NP is changed, its properties also change. Based on their different prop-

erties, NPs are used for various kinds of applications. Besides specific applications,

the synthesis of NPs of different shapes and sizes is also very important from the

fundamental point of view. All these reasons have led many people for the synthesis

of different kinds of NPs following different synthesis methods.

1.2 NPs with high energy facets

In solid state or material physics, we study about the various physical and

chemical processes taking place on any surface. So, the surface plays a very impor-

tant role in having different properties in a material. A crystalline material may

be bounded by surfaces of different geometry and the electronic structure of the

material is dependent on the geometry of its surfaces. Hence, a crystalline material

may exhibit different physical and chemical properties at different surfaces. There-

fore, we can tune the properties of any crystalline material by controlling its surface

structure [7–9]. For example, Pimentel et al. have found that the {111} surfaces of

the Pt NPs catalyze normal hexane into benzene, but the {100} surfaces isomerize

hexane [10].

Most of the noble metal NPs have face-centered cubic (fcc) crystal structures.

The bounding facets of the NPs can be categorized into two types depending on the

coordination number and packing density of the atoms on the surfaces: low energy

and high high energy facets. The low energy facets are the simplest and flattest

facets which are {111} and {100} for an fcc crystal. The high energy facets are
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denoted by a set of Miller indices (hkl) where at least one index is greater than 1.

For a NP with fcc crystal, the surface energy increases in the order of γ{111} <

γ{100} < γ{110} < γ{hkl} [11]. Among different facets, as the {111} and {100}

facets do not have open structures which can expose the inner layer of atoms, but

they are close-packed flat surfaces. So, they have lower surface energy. Whereas,

{110} and other high energy facets have higher surface energy as the inner layer of

atoms on the surfaces are exposed and they also have a high density of atoms with

low coordination numbers.

So, high energy facets are one special and interesting kind of modified sur-

faces which contain high density of atomic steps, kinks and ledges. These facets

exhibit fascinating surface-enhanced properties which are very useful for various ap-

plications, such as in photo-electrical devices, breaking chemical bonds in catalytic

reactions, fuel cells, energy conversion, automotive catalytic converters, petroleum

catalytic reform and other catalytic applications [12–17]. Therefore, the synthesis

of NPs with high surface energy is very useful as it improves the relevant properties

of the functional materials. But, most of the noble metal NPs reported in the past

decade are generally bounded by the low energy facets like {111} or {100}. As dur-

ing the growth of the NPs, high energy facets are easily transformed into low energy

facets due to higher rate of atom addition on the high energy facets [18]. Which

makes it very challenging to synthesize noble metal NPs with high energy facets. By

varying different thermodynamic and kinetic parameters during the synthesis, we

can control the morphology of any metallic NP [18]. Recent studies have reported

various new methods for synthesis of NPs with high energy facets [19, 20].

Usually, the noble metal NPs with high energy facets have unconventional and

exotic shapes. As for example, squashed dodecahedral [21], rhombic dodecahedral

[22] and bipyramidal NPs (NBPs) [23] are three types of NPs which are enclosed

by {110} high energy facets. Other NPs with high energy facets {hkl} could be
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categorized in four types: {hk0}, {hkk}, {hhl} and {hkl}. Truncated ditetragonal

prism [24], concave cube [25], convex tetrahexahedron [26] and rod shaped NPs

[27] are the examples of NPs bounded by high energy facets like {hk0}. Between

these four types of NPs, the former three are single crystalline in nature, whereas

the rod shaped NPs are five-fold twinned. Both the convex [28] and concave [29]

trapezohedral NPs fall in the category of NPs bounded by {hkk} high energy facets.

In the family of NPs bounded by high energy facets like {hhl}, the most common is

the concave trisoctahedron (TOH) which is single crystalline in nature [30]. Five-fold

twinned star-shaped NPs with five branches of tetragonal micro-pyramid also fall

under this category [31]. Concave hexoctahedron is bounded by {hkl} high energy

facets [32]. Apart from the NPs bounded by these four types of high energy facets,

concave tetrahedral NPs are one special type of NPs which are bounded by two or

more types of high energy facets discussed above [33].

1.2.1 Synthesis of noble metal NPs with high energy facets

Different methodologies have been developed to control the size, shape and

crystal facets of the noble metal NPs. But, most of them are focused on synthe-

sizing NPs with low energy facets {111} and {100}, as during the growth, the high

energy facets are transformed into low energy facets due to the presence of highly

unsaturated atoms on the surfaces [18]. Recently, several new methods have been

developed for synthesizing noble metal NPs enclosed by high energy facets [34]. The

synthesis methods of NPs with high energy facets can be classified into three cate-

gories based on the nucleation mechanisms: heterogeneous nucleation, homogeneous

nucleation and interfacial nucleation.
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1.2.1.1 Heterogeneous nucleation

In the synthesis method based on heterogeneous nucleation, the nucleation

stage and the growth stage are separated. The seed mediated growth method falls

in this category. The seed-mediated growth method is a well-established method

for synthesizing noble metal NPs of controlled shape and size with higher monodis-

persity. In this method, the seed NPs are synthesized first. Then the seed solu-

tion is added into the growth solution which generally contains cationic surfactants

like cetyltrimethylammonium bromide (CTAB), cetyltrimethylammonium chloride

(CTAC), cetylpyridinium chloride (CPC) etc. [32, 35–41]. A metal precursor is

added in the growth solution with a weak reductant which is usually ascorbic acid.

Hence, we can see that the nucleation to form the seeds and overgrowth of the seeds

into NPs are isolated. As the activation energy for the reduction of metallic ions is

smaller, so the growth of the seeds happens slowly, which provides us a wider space

to control the growth of the NPs [42, 43]. Using the seed-mediated growth method,

high energy faceted NPs of different materials such as Au [24, 30, 44, 45], Ag [46,

47], Pd [25, 37], and core-shell heterostructure [48–50] have been synthesized. The

shape, size and index of the high energy facets enclosed the NPs could be controlled

by varying few parameters, such as seed structures, rate of the reaction, type of

surfactants and small adsorbents and introduction of foreign metal atoms during

the growth stage.

Effect of seed structure: The shape of the NPs can be tuned by controlling the

size and crystalline structure of the seeds [51, 52]. Noble metal NPs of different

shapes can be enclosed by the same high energy facet due to the different internal

crystal structures of the NPs. Again, the presence of any twinned plane in the seeds

affects the shape of the NPs [23, 53]. As in this case, the metal atoms tend to be

deposited around the twin planes.
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Thermodynamic factors: The NPs enclosed by high energy facets must be ther-

modynamically stable. In general, the high energy facets are transformed into low

energy facets in the growth solution [18]. The high energy facets are forced to be sta-

bilized by different methods, such as by selective adsorption of halides, surfactants or

underpotential deposition foreign metal ions on them, which prevents them to trans-

form into low energy facets. Recently, different kinds of NPs with high energy facets

are being synthesized using the underpotential deposition of foreign metal ions on

high energy facets [44, 54, 55]. It is an interesting phenomenon where metal ions are

reduced on the surfaces of the NPs at a potential less than the equilibrium reduction

potential of the metal. The underpotential deposition of foreign metal ions always

prefer the high energy facets with more open surface structures. The monolayers

formed by the foreign atoms on the high energy facets act as face-blocking agent

which slows down the growth rate of these facets [44]. It was observed that as the

concentration of underpotential deposition foreign metal ions during underpotential

deposition had been increased, the high energy facets became more stable [44].

Kinetic control: By kinetic control over the growth of different NPs, we could

synthesize various thermodynamically unstable facets [16, 30, 50]. By increasing the

reduction rate and decreasing the diffusion rate of the precursor, we could control

the deposition of metal atoms on the edges and corners of the seeds in the growth

solution [25, 56, 57]. In this way, by governing the growth rate of seeds along

different directions, various types of high energy facets could be formed. Some recent

studies show that the core-shell NPs with high energy facets could be synthesized

by controlling the growth rate only [16].

Oxidative etching: When any oxidative etchant such as Fe3
+, O2/Cl– , NH4OH/

H2O2, etc. are added into the growth solution, it induces an anisotropic growth of

the seeds [58, 59]. In the presence of oxidative etchant, the atoms on the surfaces of

the metallic NPs are being oxidized, which affects the crystal structure of the NPs
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and leads to the formation of high energy facets [60, 61]. The newly formed high

energy facets become stable by absorbing the surfactant molecules on the surfaces.

1.2.1.2 Homogeneous nucleation

In the method based on homogeneous nucleation, both the nucleation and

growth follow the same chemical reaction. Here, the NPs are grown in the same

solution where the seeds have been synthesized. In this method, the metal precursor

is reduced to form the atoms and then the nucleation process starts. The atoms

first grow into seeds which subsequently grow into larger NPs. NPs enclosed by

high energy facets also could be synthesized by varying the thermodynamic and

kinetic factors discussed before. But, compared to the heterogeneous nucleation

method, in this method, besides water we can explore different types of solvents for

growth solution, for example ethylene glycol (EG) [62, 63], N,N-dimethylformamide

(DMF) [21, 29, 64, 65], benzyl alcohol [33], 1-octylamine [66], etc. Water is the most

common solvent used for the synthesis of noble metal NPs based on homogeneous

nucleation where various thermodynamic parameters determine the shape and size

of the NPs. Due to the wider range of solubility for both organic and inorganic

compounds, non-aqueous solvents like EG, DMF are extensively used as solvents.

Besides being solvent, they could also act as precursors of reducing reagents for

synthesis of metallic NPs [67, 68]. But, the main disadvantage of synthesizing NPs

using this method is that the uniformity of sizes is relatively bad compared to the

seed-mediated growth method because here the nucleation and growth stages are in

overlapping condition [39, 48].

1.2.1.3 Interfacial nucleation

In the method based on interfacial nucleation, high energy facets are generated

due to the chemical reaction only on the surfaces of the NPs. The known electro-
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chemical method falls in this category where the high energy facets are generated

at the interface of electrode and electrolyte solution. In this method, the growth

thermodynamics and kinetics during the nucleation are controlled by an externally

applied periodic potential across the electrodes [69]. Due to the applied periodic

potential, hydrogen or oxygen ions are periodically adsorbed and desorbed on the

surfaces of the metallic NPs. The adsorbed ions on the surfaces preserve the high

energy facets from transforming into low energy facets. High energy facets can be

also created by replacing metallic atoms by the oxygen atoms, from the low energy

faceted surfaces. Using this method, noble metal NPs with a diverse range of high

energy facets could be synthesized, especially with Pt-group metals [26–28, 70].

1.3 Core-shell NPs

Nanomaterials have attracted huge attention for their utility and applications

in the diverse areas including nanocatalysis [71, 72], integrated catalysis [73], nano-

electronics [74–78], magnetite-supported catalysis [79–81], high-density information

storage [82], etc., due to their unique and interesting properties. If one or more

dimensions of a material falls in the nanometer range (6 100 nm), we called it

nanomaterial. Consequently, nanomaterials exhibit different properties from their

respective bulk materials. Recently, NPs have become the center of attention in

various fields because as we bring down the bulk materials into nanoregion, we can

observe immense changes in both the physical and chemical properties of the ma-

terials. If the size of the materials brought down to nanoscale region, the surface

to volume ratio increases. As a result, the surface atoms of the NPs dominate over

those in their interior besides the quantum effects also start appearing.

It was observed that, as the shape of the NPs changes, the properties also

vary due to the shifts of the localized surface plasmon resonance (LSPR) band. For



10

example, the magnetic saturation, permanent magnetization and blocking temper-

ature of the magnetic NPs are all size dependent. Besides, it was also found that

the coercivity of the magnetic NPs is shape dependent [82, 83]. This implies, the

properties of the NPs change with their actual shapes.

Currently, a wide range of techniques are available for synthesizing different

kinds of NPs. Though, broadly all these techniques can be divided into three cate-

gories: (i) solid-state processes such as milling, (ii) condensation from vapor

and (iii) synthesis by chemical reaction. Using the above-mentioned techniques,

not only monometallic, bimetallic NPs also could be synthesized. The developments

of these different types of synthesis techniques have enabled to synthesize a variety

of NPs of different shapes like cube [82, 84–90], hexagon [89–94], prism [95, 96],

rod [97–105], wire [105–112], disk [113], octahedron [85, 86], tube [105, 114–117],

etc. Various physical and chemical properties like electrical [118, 119] and optical

properties [120, 121], catalytic activity and selectivity [86, 122–124], melting point

[125], etc. are all highly dependent on the shape of the NPs. For Au or silver

(Ag) NPs, both the plasmon resonance features and sensitivity to surface-enhanced

Raman scattering (SERS) depend on the morphology of the NPs [126].

Initially, only the monometallic NPs had been studied which showed enhanced

properties than their respective bulk materials. Later in 1980s, it was found that

heterogeneous and composite NPs not only show better efficiency than monometallic

NPs, but also have developed some new properties [127–129]. The first core-shell

NPs were developed around 1990s [130–132].

1.3.1 Synthesis of core-shell NPs

The synthesis approaches of NPs can be broadly categorized into two classes:

“top-down” and “bottom-up”. In the ‘top-down’ approach, a bulk material is often
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used to cut, mill, and shape to get the desired shape and size. There are dif-

ferent techniques available for synthesizing NPs in the ‘top-down’ approach such

as laser-beam processing [133], lithography [134–136], and mechanical techniques

like machining, grinding, and polishing [137–140]. In the ‘bottom-up’ approach,

the chemical properties of the molecules are used to self-assemble the atoms into

some particular shape. Some common ‘bottom-up’ approaches are chemical synthe-

sis, laser-induced assembly, chemical vapor deposition, colloidal aggregation, self-

assembly, film deposition and growth, etc. [141–143]. Between these two types of

approaches, the ‘bottom-up’ approach is mainly used for synthesizing NPs because

using this approach we can synthesize much smaller sized NPs. Besides this, this

approach is more cost-effective, has minimum energy loss, and we can have complete

control over the growth process with absolute precision compared to the ‘top-down’

approach. For the synthesis of core-shell NPs, as our aim is to make uniform coating

of the shell materials on top of the cores, the ‘bottom-up’ approach is more suitable.

Again, the synthesis of core-shell NPs is a two-step process, hence a combination of

these two approaches could also be used. For example, the core NPs can be synthe-

sized following the ‘top-down’ approach and then the shell can be grown using the

‘bottom-up’ approach in order to get uniform and particular shell thickness. Re-

cently, some core-shell NPs have been fabricated using ‘top-down’ method only. For

example, Fe@C [144], Shellac@PVP [145], Au@Ag [146] and some organic core-shell

NPs, such as PTX@HF, SFN@HF, PLGA@HF, PLGA@AcDX, PLGA@AcDXSP

and AcDXSP@HF [147] have been synthesized using only top-down approaches.

1.3.2 Properties of core-shell NPs

Among the different multicomponent NPs, core-shell NPs have fascinated in-

creasing research interest for their various outstanding properties as follows [148,

149]:
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• Versatility: Core-shell NP is made of an inner core and an outer shell of two

different materials. Hence, the combination of different properties of the core

and shell materials leads to several different and enhanced properties of core-

shell NPs, thus increasing their applications in the field of catalysis, optics,

electronics and magnetism [150].

• Inexpensive: Core-shell NPs are also useful from an economic point of view.

To synthesize a NP of any precious or rare material, first a NP is synthesized

of any inexpensive material, and then the NP is coated with the precious and

expensive one [151].

• Tunability: The properties of the core-shell NPs can be controlled easily

and dramatically by changing different parameters such as the constituting

materials, shape, size, morphology and the relative thickness between the core

and shell [152, 153].

• Stability and dispersibility: The outer shell can protect the core NPs

from any redox reaction, sintering, aggregation or from the effect of any other

reagents [154].

• Biocompatibility: For practical bio-application, the biocompatibility is one

of the important problems because the NP may be rejected by the immunity

system. Hence, the biocompatibility of the NPs can be improved by encap-

sulating them with a biocompatible material like silica (SiO2), polymer, etc.

Using this method, the toxicity due to the NPs can be decreased [155].

• Controllability: The release of the core by leaching the shell can be con-

trolled by varying the pH, temperature or ionic strength in the medium, which

is a very important condition for drug delivery [156].

Besides all of these properties, the plasmonic property is one of the most

important physical properties for the noble metal NPs which is described as the
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resonant interaction between the electromagnetic radiation falling on the NPs due

to their free electron like metal structure. The plasmonic properties can be well

visualized in Au, Ag, and Cu NPs [157–160].

1.3.3 Classes of core-shell NPs

The core-shell NPs can be broadly categorized into four classes depending

on the types of core and shell materials. They are the combinations of inorganic-

inorganic, organic-inorganic, inorganic-organic and organic-organic materials respec-

tively. The choice of the core and shell materials of the core-shell NPs is generally

done depending on the application we want to perform. Recently, core-shell NPs

with multiple core NPs [161–163] and with multiple layers of shell materials [164–

167] have been synthesized for their unusual plasmonic properties. Among all those

types of core-shell NPs, NPs with both inorganic core and shell are most important

for their wide range of applications in various fields such as catalysis, information

storage, biological labeling, optical bioimaging, optoelectronics, quantum dots, semi-

conductor physics, fluorescence imaging etc. The inorganic-inorganic core-shell NPs

can be categorized into two classes: both the core and shell are made of metal or

metal oxides and one of the core or shell is made of silica.

The main advantage of silica (as one of the materials in core-shell NPs) is

that it increases the suspension stability and reduces the bulk conductivity of the

system. Besides being the most chemically inert material, silica protects the surface

preventing the redox reaction without any interference. Again, as silica is optically

transparent, it can control the position and amplitude of the surface plasmon ab-

sorbance band and so the chemical reactions can be analyzed spectroscopically. For

all of these reasons, silica has been used as shell on different types of core inorganic

materials such as metals [168–181], metal oxides [182–185], metal salts [181, 186–

190], binary inorganic composites [176, 180, 191], etc. For magnetite particles as
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core and the silica shell makes them well dispersed and more biocompatible which

make them useful in various biological applications [182–184, 192].

The inorganic-inorganic core-shell NPs are very useful for their applications

in the field of solar energy absorption, catalysis, permanent magnetism, etc. [193–

200]. For core-shell NPs with both of them made of metal or metal oxides, Au as

shell material has received special attention for their enhanced physical and optical

properties with biocompatibility and bioaffinity through functionalization of amine

or thiol terminal groups [201, 202]. Besides, the Au shell provides the chemical

stability of the NPs by protecting the core material from oxidation and any type of

corrosion.

On the other hand, magnetic NPs are important for their wide range of ap-

plications [182–184, 192, 193, 198]. But there are some disadvantages for using

magnetic NPs such as:

• they have a high tendency of agglomeration,

• they easily get biodegraded when exposed to any biological systems,

• they are not stable enough resulting the change in shape in the presence of

external magnetic fields.

By encapsulating the magnetic NPs as cores inside non-magnetic shells, removes

all of those disadvantages and they can be used in different biocomponent appli-

cations such as magnetically guided site-specific drug delivery systems as well as

magnetic resonance imaging (MRI) contrast agents and in the magnetic separation

of oligonucleotides [202]. Nowadays, core-shell NPs are also being used for environ-

mental applications like absorbing toxic materials, such as SO2 and H2S from the

air [203, 204].
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1.3.4 Importance of core-shell NPs

Core-shell NPs being highly functional materials, are progressively appealing

more and more attention in the fields of materials chemistry and also in many other

fields like biomedical, catalysis, electronics, optics, pharmaceutical, etc. Core-shell

NPs have improved and quite different properties than their respective core and

shell materials. As the shell material completely shields the core, the reactivity

of the core decreases and the thermal stability increases, which implies that the

overall stability and dispersibility of the core NP increases. Hence, by encapsulating

the core material with desired shell material, we can manipulate the properties of

the NPs for specific applications [71, 205]. The purpose of synthesizing core-shell

NPs are many folds, such as the ability to increase the stability, functionality, and

dispersibility of the NPs, surface modification, reduction in consumption of precious

materials, controlled release of the core, and so on.

The core-shell NPs are extensively used in diverse applications in various fields

such as catalysis, [71, 206], enhancing photoluminescence, [207–209], biomedical

[210–213] and pharmaceutical applications [205], electronics [130, 214, 215], cre-

ating photonic crystals [216], controlled drug delivery [217, 218], bioimaging [211,

218–224], targeted drug delivery [211, 217, 218, 222, 225], tissue engineering appli-

cations [217, 226], cell labeling, [211, 227, 228], information storage units [229–232],

biomedical sensors [182, 191, 233], etc.

If the frequency of the incident electromagnetic radiation matches with the

resonant frequency of collective oscillating electrons, then the incident radiation

resonantly interacts with the noble metal NPs resulting an enhancement in the elec-

tromagnetic field around the NPs. This phenomenon is known as the LSPR which

is mostly visible for the noble metal core-shell NPs [99]. The plasmonic core-shell

NPs have a wide range of applications in various fields such as photocatalysis [103,
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104, 114, 115], solar cell [100–102], sensor [116, 117, 230], biomedical imaging [83,

234], and diagnosis [229, 235, 236] for their attractive optical properties and huge

advantages in improving the performance of equivalent processes or devices. Due

to the huge absorption in visible band, plasmonic core-shell NPs are used in energy

conversion in the solar cells or to drive photocatalysis [237–241]. They are also used

as sensors since the LSPR property is very sensitive to the surrounding condition

[242–245]. The plasmonic core-shell NPs are expansively used in photothermal ther-

apy because we can tune the LSPR band into the biologically suitable near-infrared

(NIR) region [246–249]. By labeling with the reporter molecules, they can also be

used for biological imaging [250, 251].

Again, core-shell NPs are used as templates for synthesizing core-shell hollow

NPs (HNPs). By removing the core using dissolution or calcination, HNPs are

prepared. The HNPs have applications in various fields for different purposes such as

lightweight structural materials [252, 253], adsorbents [254], microvessels, catalytic

supports [255], electric and thermal insulators [256].

1.3.5 Core-shell HNPs

Core-shell NPs have enhanced properties over the monometallic NPs. But

the main disadvantage of the core-shell NPs is their storage capacity. For this

reason, the HNPs have been designed by taking away the core. These empty spaces

created inside the HNPs can be used for many purposes for their huge storage

capacities. For example, in biological systems, they can be used for loading and

carrying drugs, peptides, genes, biomolecules etc. [257]. The monometallic HNPs

do not contain any cores. But the core-shell HNPs contain cores, and the empty

spaces are created between the internal core and the shell wall or by inserting a

core of different materials inside a monometallic HNP. These core-shell HNPs are

also known as yolk-shell or rattle-type NPs [258]. Core-shell HNPs possess collective
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properties of both the solid cores and the hollow shells. Besides, the outer shell acts

as a shield to the internal core which protects it from any type of damages, leakages

or aggregations so that catalytic efficiency of the core does not decrease. These

empty spaces inside the core-shell HNPs work as nanoreactor. Any active material

can be loaded into these empty spaces for catalytic reactions. As the core-shell HNPs

have higher surface area, so they can be used as good SERS substrate for much larger

enhancement [259, 260]. By tuning the volume of the empty spaces, both the optical

properties and density can be varied over a wide region. By changing the density,

the refractive index of the NPs can be tuned. Nowadays, these core-shell HNPs are

being used for various applications, such as making lithium-ion batteries, fabricating

imaging markers for cancer, capturing hazardous materials, etc. [261–266].

There are numerous approaches to synthesize HNPs, such as galvanic re-

placement, Ostwald ripening, the Kirkendall effect and oxidative etching [267–269].

Among these methods, galvanic replacement reaction is the most interesting and

used method for synthesizing HNPs as it permits to easily control the shapes, sizes,

compositions and internal structures of the NPs. Besides, large pore volume can be

created using this method which leads to a high surface to volume ratio [269, 270].

Moreover, the galvanic replacement reaction is quite versatile and can be applied

to almost all metallic NPs. In this process, the atoms in a metallic NP known as

sacrificial template are spontaneously replaced by the atoms of another metal pre-

cursor which has a higher reduction potential. This method is extensively applied

to synthesize metallic HNPs as the pore volume can be controlled very easily and

NPs with ultrathin walls can be synthesized. This is a one-step oxidation-reduction

redox process, where the composition and the pore volume of the HNPs can be

easily controlled by regulating the molar ratios of the sacrificial template and metal

precursor [269, 270].

During this reaction, the electrons from the atoms in the metal NPs are trans-
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formed to ions in the metal precursor present in the solution [269, 270]. The reaction

is driven spontaneously by the difference in the reduction potentials of both the met-

als. In this thesis work, the Ag shell of the Au@Ag core-shell NPs were transformed

into hollow shell by the galvanic replacement reaction using HAuCl4 as metal pre-

cursor. The galvanic reactions can be expressed as [271]:

Ag+(aq) + 1 e– −−→ Ag0 ε0
1 = 0.80 V

AuCl4 – (aq) + 3 e– −−→ Au0 + 4 Cl– (aq) ε0
2 = 0.99 V

Here, the values besides the equations indicate the reduction potential with respect

to the standard hydrogen electrode (SHE) potential. The final balanced equation:

AuCl4 – (aq) + 3 Ag0 −−→ 3 Ag+(aq) + Au0 + 4 Cl– (aq) ε0
3 = 0.19 V

Hence, one Au atom replaces three Ag atoms and thus transforms the shell

into hollow shell. The composition and pore size of the HNPs were controlled by

adjusting the molar ratio between Au@Ag NPs and HAuCl4 precursor added into

the reaction medium.

1.4 Surface enhanced Raman scattering (SERS)

The recent developments in nanotechnology have unlocked several scopes in

various fields [71, 128, 129, 272], such as catalysis [273–275], optics [276, 277], micro-

electronics [278–281], biomedicine [157, 282, 283], manufacturing technology [284],

computer technology [285, 286], energy [287, 288], and environmental science [289–

291] for the unique properties of the NPs compared to bulk of those materials. In

the initial stages, only the NPs made of a single material were studied extensively

and it was found that they have several superior properties, such as tunable optical

properties, excellent catalytic performance, higher ratio of surface atoms and ease of

processing. With fast development of the synthesis and characterization techniques
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in nanotechnology, around 1980s, it was observed that NPs with multiple materials

have much better properties compared to the NPs made of single material. Core-

shell NPs have gained one of the most important places in nanotechnology in recent

years for their applications in different fields for the diversities in their structure and

composition [292, 293].

1.4.1 SERS in metallic NPs

Raman spectroscopy is a powerful vibrational optical spectroscopic technique

originating due to the inelastic scattering of the photons by the metallic atoms. It

gives us the specific fingerprint information about various target molecules [294].

But it was found that the detection sensitivity of the Raman spectroscopy is very

low compared to other spectroscopic methods like infrared fluorescence emission

and absorption spectroscopy [295]. On the other hand, a highly intense Raman

signal was obtained from the molecules absorbed on the metallic surfaces, which is

known as SERS [296, 297]. Thus, the discovery of SERS has made huge contribu-

tion for sensing any chemical of very low concentration with ultrahigh sensitivity.

Besides, SERS can also be used for in-situ studies in aqueous and electrochemical

environments with very high sensitivity and spectral resolution in a nondestructive

method. Recently, SERS is being also used for in-situ monitoring of some reactions

and biological processes [298–300].

The main advantage of SERS is that it only provides the information of the

desired adsorbed molecules on the physical, chemical, and biological surfaces. Again,

the signals only from the molecules absorbed on the surfaces of the metallic NPs are

enhanced, while unabsorbed molecules in the solution do not offer any enhancement.

Thus, SERS can also provide the information like orientation, surface bonding and

conformation of the absorbed molecules on the surfaces.
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Moskovits first explained SERS using the SPR of metallic NPs [301]. It was

observed that the metals of Group 1B for example, Cu, Ag and Au exhibit huge

SERS enhancement. In addition, few free-electron-like metals and some alkalis could

also generate reasonable SERS enhancement. The SERS enhancement strongly

depends on the matching of LSPR band with the excitation wavelength. If the

excitation wavelength matches with the LSPR band of the NPs, then maximum

SERS enhancement is obtained. Recently, single-molecule SERS (SMSERS) has

been achieved which has solved the limitation of molecule generality and became

one of the most capable tools for trace analysis in biological and medical sciences in

addition to security and environmental protection with single-molecular sensitivity

[302–304].

1.4.2 Metal-metal core-shell NPs with tunable SPR

The plasmonic NPs, such as Au, Ag NPs could produce enhanced electric

field around them when interacting with the incoming electromagnetic wave. This

leads to a massive enhancement of the Raman signals of molecules absorbed on the

surfaces of the NPs and the enhancement reaches its maximum when the frequency

of the incident electromagnetic radiation matches with the LSPR frequency, which

is the frequency of the oscillating electrons of the surfaces of the NPs. Thus, the

enhancement is very sensitive to the electronic structure of NPs [305–308]. As

the electronic structure of NPs, i.e., the LSPR frequency is strongly influenced by

the shape, size and constituting material of the NPs, so the SERS enhancement is

strongly dependent on these parameters. Hence, by tuning these parameters, we can

vary the SPR properties of the NPs according to their specific applications. But it

is quite difficult to vary the LSPR band over a wide region for any NPs by tuning its

shape and size. In this context, core-shell NPs provide us huge advantages for tuning

the LSPR band over a wide region from UV to NIR region easily and independently
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by manipulating the shape, size and composition as well as the relative thickness of

the core and shell materials to get huge SERS enhancement [309, 310].

1.4.3 Theory of SERS

SERS enhancement is a combination effect of electromagnetic enhancement

and chemical enhancement. The electromagnetic enhancement can be explained

from the LSPR properties of the NPs. The linear Raman intensity for the kth

vibrational mode of a molecule can be given by the Placzek’s polarizability theory

as [311]

Ik = 27

32
π5

c4 I0(ν0 − νk)4∑
ρσ

|(αρσ)k|2NAΩQTmT0 × G (1.1)

where I0 is the intensity of the incident radiation, ν0 and νk are the frequency of the

incident radiation and kth vibrational mode, respectively, N is the number density

of the adsorbates molecules, A is the surface area illuminated by the incident laser

radiation , Ω is the solid angle of the collection, Q is the detector efficiency, Tm is

the throughput of the dispersion system, T0 is the transmittance of the collection

optics, (αρσ)k is the enhanced polarizability derivatives and G is the enhancement

factor (EF), respectively.

Using the antenna theory, the total Raman I(ωR) at the scattering frequency

ωR can be expressed as [312–314]

I(ωR) ∝ |g1(ω0, rm)|2 × |g2(ωR, rA) αI
m(ωR, ω0) E0(ω0)|2 (1.2)

where g1(ω0, rm) is the EF of incident electric field strength at the position rm by

some optical resonance processes in the antenna, g2(ωR, rA) is a factor depends

on the relative position rA and elastic polarizability of the antenna, αI
m(ωR, ω0) is

the Raman polarizability derivatives which implies the modulation efficiency of the
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incident photons to the inelastically scattered photons and E0(ω0) is the incident

electric field strength, respectively. Hence, we can see that the total Raman inten-

sity I(ωR) depends on two factors, the local field enhancement g1(ω0, rm) and the

apparent Raman polarizability derivatives αI
m(ωR, ω0)g2(ωR, rA). The apparent Ra-

man polarizability derivative is proportional to the volume of the antenna-molecule

system.

When the NPs support SPR, then those NPs are named as plasmonic NPs

[315, 316]. A plasmonic NPs must have nanocurved surfaces or nanocrevices for

showing the SPR effect. The surface plasmon can be categorized into two types:

(i) localized surface plasmons (LSP) and (ii) propagating surface plasmons

(PSP). From the name, we could understand that for LSP, the coherent electrons

oscillate around the surfaces of the NPs and for PSP, the coherent electrons oscillate

as a longitudinal wave at the surfaces of the NPs [317].

For all metallic NPs with a negative real (ℜ(ϵM)) and positive imaginary

(ℑ(ϵM)) part of dielectric constant (ϵM) could be considered as plasmonic NPs in

certain regions of wavelength [318–320]. If a metallic NP of dielectric constant ϵM is

excited by an incoming electromagnetic radiation from ẑ direction with frequency ω0

and electric field strength E0(ω0), then using electrostatic approximation the local

electric field around the NPs, Eloc(ω0, rm) can be given by [321, 322]

Eloc(ω0, rm) = E0(ω0)ẑ − E0(ω0)
ϵM − ϵd

ϵM + 2ϵd

 ẑ

r3 − 3z

r5 (xx̂ + yŷ + zẑ)

 (1.3)

where ϵd is the dielectric constant of the surrounding bulk dielectric medium. And

the corresponding intensity of the frequency-dependent LSPR spectrum (ILSP (ω0))

could be given by [317, 323]

ILSP (ω0) = 24π2Na3ϵd
3/2

λ ln(10)

 ℑ(ϵM(ω0))
(ℜ(ϵM(ω0)) + 2ϵd)2 + (ℑ(ϵM(ω0)))2

 (1.4)
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From the equation 1.3 and 1.4 we could see that both E0(ω0) and ILSP (ω0) will

be maximum when (ϵM +2ϵd) will vanish. Therefore, the materials with moderately

negative ℜ(ϵM) and positive but very small ℑ(ϵM) could only produce strong LSPR

and huge local field enhancement thus resulting in enormous SERS enhancement

[322]. So, by comparing the values of the dielectric constant, we can find out that

only Au, Ag and Cu could meet these criteria. So, NPs of constituting materials Au,

Ag and Cu only support strong SPR and produce huge SERS enhancement [320,

321, 324].

Generally, NPs supporting LSP are used as SERS-active substrates instead of

NPs supporting SPP since the local EM enhancement for LSPR is much stronger

[323]. The LSP of plasmonic NPs is normally excited by any incident light, where

the electromagnetic field is focused at the edge, tip and crevice of the NPs, thus

enhancing the local electromagnetic field by some orders of magnitude [313]. In

addition, the LSP could also be excited by any local oscillating source, like an oscil-

lating molecular electric dipole, quadrupole, etc., which has the ability to reradiate

the local EM field into the far-field region.

The SERS enhancement is primarily due to the electromagnetic field enhance-

ment for the LSPR [313]. Besides, there may have also a contribution from the

chemical enhancement. Generally, there are five types of chemical effects which

contribute to the Raman enhancement and they are listed below:

• Ground state interaction for example chemisorption and surface-complexation

[325–328].

• Resonant Raman process for example chemisorption-induced molecular reso-

nance and resonance of analyte molecules [329–332].

• Electron transfer from the atoms of the metallic NPs due to the interaction

with photons [333–337].
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• Transient electron-enriched states [338, 339], electron transfer between the

NPs and analytes [340].

• Voltage-enhanced Raman in molecular junctions [341–343].

In general, the enhancement due to the chemical effects is very small compared to

the electromagnetic field enhancement due to LSPR [344, 345].

1.4.4 SERS of core-shell Au@Ag NPs

As discussed above, NPs of constituting materials Au, Ag and Cu show max-

imum SERS enhancement. Among these three types of NPs, Au and Ag NPs are

commonly used as SERS substrates [346]. The reasons are:

• The LSPR band of those NPs can be tuned over a wide region (UV-vis-NIR)

easily by changing their sizes and shapes.

• For well-developed and simplified synthesis methods of Au NPs and Ag NPs,

it is comparatively easy to synthesize NPs of various shapes and sizes with

various complex geometry according to their applications in various fields of

nanotechnology [347, 348].

• By varying the shape and size of the NPs, the scattering or absorption cross-

section can be tuned.

However, there are some disadvantages of choosing both Au and Ag NPs as

SERS substrate. For Ag and Au NPs of identical morphology, Au NPs show com-

paratively lower SERS enhancement than Ag NPs. Again, Ag NPs suffer from lower

stability, homogeneity and biocompatibility and easily get aggregated [349, 350].

As Ag gets easily oxidized and becomes toxic, so Ag NPs are not suitable for in

vivo applications [308]. In this context, Au@Ag core-shell NPs are more suitable for
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SERS substrates, as they have the combined properties of both Au and Ag. The

core Au NPs increase the stability and homogeneity of the NPs and the Ag shells

increase the SERS enhancement of the system. As the shells are made of Ag, so the

Au@Ag NPs show Ag-like optical properties with metal-enhanced fluorescence [351,

352]. Again, as the lattice mismatch between Au and Ag crystals are very small

(nearly 0.2%) [52], it is very easy to grow Ag on top of Au relative to other materi-

als. Hence, the synthesis methods of Au@Ag NPs are well-developed and simplified

and it is very easy to synthesize in various geometry according to their applications.

Above all, the optical properties and the LSPR bands of the Au@Ag NPs largely

depend on the shape, size and relative thickness between the core and shell. Hence,

the properties can be easily tuned by varying the relative sizes between core and

shell, which is much easier than changing shape of the NPs [353, 354]. Moreover,

the lattice mismatch between the core Au and shell Ag generates a strain in the

NPs, which also contributes into higher SERS enhancement. All these facts drive

the researchers to use the core-shell Au@Ag NPs as SERS substrates.

1.4.5 Hot spots

We know that the SERS EF is proportional to the fourth power of the local

electric field strength around the NPs [312, 355–358]. The electromagnetic field

around the plasmonic NPs is not uniformly distributed rather it is highly localized

in the spatially sharp regions like edges, tips, nanogaps of the NPs [359–368]. These

regions with highly focused electric fields are known as SERS hot spots. These hot

spots are categorized into three classes:

• First-generation hot spots: The hot spots generated at the tips and edges

of any single NPs are called first-generation hot spots. These hot spots exhibit

reasonable SERS activity [313].
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• Second-Generation hot spots: The hot spots generated at the nanogaps

of the coupled NPs or nanopatterned surfaces are called second-generation hot

spots. They exhibit very high SERS activity [313].

• Third-generation hot spots: The hot spots generated at the extremely

narrow region of the hybrid nanostructures are called third-generation hot

spots [313].

1.4.6 SERS in high energy facets

The noble metal NPs with high energy facets generally contain many highly

anisotropic edges and tips and they act as hot spots during the SERS and the

local electromagnetic field is increased at those places [369]. Hence, the noble metal

NPs with high energy facets can act as good SERS substrates. Besides, the atomic

steps, kinks and ledges present in the NPs act as active sites for adsorption of the

analyte molecules on their surface which helps in increasing the SERS intensity. If

noble metal NPs with high energy facets are constructed as superstructures, the

narrow junctions between the NPs also act as hot spots and the electromagnetic

field is highly enhanced. The enhancement depends on the arrangement pattern

and distance between two adjacent NPs [369, 370].

1.5 Biosensors

A sensor is a device which can respond to any event or change in the environ-

ment and generates an equivalent and analytically useful signal easily readable and

understandable to the observer. There are variety of sensors are available to us which

can detect different parameters such as heat, light, motion, pressure, moisture, etc.

The sensors can be categorized into two different classes depending on the measure-
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ment mechanism: physical and chemical sensors. Different physical parameters such

as temperature, pressure, mass, distance, etc. are measured by the physical sensors.

While different chemical quantities such as composition, concentration, presence of

any particular ion, partial pressure, activity, etc. of any chemical substances are

measured by the chemical sensors.

A biosensor is one type of chemical sensor which can detect the concentration

of any chemical substance related to any biological component. The first biosensor

was developed by Leland Clark, who is known as the father of biosensors for the

development of the oxygen electrode for sensing glucose [371]. Currently, biosensors

are widely used in different areas such as pharmaceutical, food and agriculture,

environmental, industrial treatment, etc. The desired properties of a good biosensor

are:

• Selectivity: A biosensor should detect the preferred substance we want to

detect, not any other substances.

• Sensitivity: The biosensor should be very sensitive to the parameters it is

measuring and any small changes of the input value should be detected.

• Low detection limit: The biosensor should detect a very small amount of

substance in the medium.

• Fast response time: The response time should be very fast so that if the

value of the parameter changes with time, it should able to detect the changes.

• Repeatability: The output of the biosensor should be consistent over re-

peated measurement of same input quantity.

• Long term stability: The biosensors should work for maximum days either

it would not be cost effective.
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• Easy preparation and operation: The preparation and the operation of the

biosensor should be easy and the volume of the biosensors should be minimum

so that the sensor could be prepared and operated from any place without any

professional individual.

Depending on the type of receptors, the biosensors can be classified into six

groups, they are enzymatic, nonenzymatic, immune, DNA, genomic and aptamer

biosensors, respectively. Based on the detection mechanism, the biosensors can

be categorized into four groups, they are electrochemical, thermal or calorimetric,

optical and piezoelectric biosensors, respectively.

1.5.1 Electrochemical biosensors

The main advantage of the electrochemical biosensors is that the output of

the sensors is an electrical signal which is very easy to analyze. The electrical signal

is generated due to the transfer of ions produced from the interaction between the

receptor and the substance we want to detect. The electrochemical biosensors are

mostly used compared to the other types of biosensors as they have high sensitivity,

selectivity, robustness and repeatability with a very fast response time. Besides, they

are small in terms of size, which makes them useful in terms of portability. In terms

of the input electrical signals, the electrochemical biosensors can be categorized into

three groups: amperometric, voltammetric or potentiometric and conductometric

biosensors. Depending on the types of receptors, the electrochemical biosensors can

be classified into two classes; enzymatic and nonenzymatic electrochemical biosen-

sors, respectively.
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1.5.1.1 Enzymatic electrochemical biosensors

In the enzymatic electrochemical biosensors, a suitable environment is required

to maintain the activity of the enzyme used for sensing. For sensing a biological

substance, it has to be attached to the transducer with maintained enzyme activity

which is known as immobilization of the enzymes. Due to this immobilization pro-

cess, some ions are generated in the medium which produces an equivalent electrical

signal. This immobilization process is highly dependent on the local chemical and

thermal environment of the sensors. Depending on the various factors like types

of the biological substances, transducers, physicochemical characteristics of the en-

zyme and operating conditions, the enzymes can be immobilized by various processes

[372–374], such as:

• Adsorption: It is the most simple and fastest method to prepare immobi-

lized enzymes. The adsorption can be roughly categorized into two classes,

physical and chemical adsorption respectively. The physical adsorption takes

place primarily via van der Waals interaction. The chemical adsorption occurs

following the formation of covalent bonds. The chemical adsorption process is

stronger compared to the physical adsorption process.

• Covalent bonding: In this process, covalent bonds are formed between a

functional group of the enzyme and the substance or transducer. The forma-

tion of the covalent bonds occurs at low temperature with low ionic strength

and pH in the medium.

• Entrapment: In this process, the enzyme is mixed with a monomer solution

which is polymerized to a gel. This gel is used to entrap the enzyme.

• Cross linking: In this process, a cross linking chemical is used to chemically

link the biomaterial with a supporting material or a solid supporter to increase

the absorption and stabilize the adsorbed biomaterial.
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The enzymatic electrochemical biosensors are highly selective for the target

analyte. But the main disadvantage of using these types of biosensors is that the

immobilization of the enzyme is very tricky. They also suffer from poor long term

stability, besides difficulties in storage and handling.

1.5.1.2 Nonenzymatic electrochemical biosensors

With various disadvantages of using enzymatic electrochemical biosensors,

there is an additional problem regarding the interference by the compounds, which

decreases the selectivity of the sensors. For this reason, the enzymatic electrochem-

ical biosensors are not suitable for pharmaceutical applications, as here sometime

simultaneous detection of different analyte molecules is necessary [375, 376]. To

overcome these disadvantages, nonenzymatic biosensors have been developed. The

use of enzymes decreases the stability of the sensors. Hence, the nonenzymatic

biosensors are very stable compared to the enzymatic biosensors. But these types

of sensors have low sensitivity and the response time is also very large and thus

not appropriate for analytical applications [377]. To overcome these disadvantages,

the working electrodes are modified. To achieve higher stability, selectivity, electro-

catalytic activity and reproducibility, nanomaterials are used as electrodes due to

their higher surface area, reduced interfacial resistance and improved electron trans-

port properties. Nowadays, modified electrodes with different types of noble metal

NPs such as Au, Pt NPs and carbon-based nanomaterials such as graphene, car-

bon nanotubes, quantum dots, etc. are being used as nonenzymatic electrochemical

biosensors [378, 379].

The electrocatalytic performance of the nonenzymatic biosensors is governed

by various parameters such as potential applied across the electrodes, scan rate,

concentration and amount of analytes, accumulation time, types of electrolytes and

pH of the medium. The potential applied across the electrodes controls the rate of
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reaction in the electrodes [380, 381]. As the current passes through the electrolyte

medium, so the electrochemical behaviors of the biosensors depend on the properties

of the electrolyte. Proper choice of electrolytes for sensing a particular biomolecule

can improve the chemical sensitivity, stability and efficiency of the biosensors.

1.6 Outline of the thesis

This thesis work is concerned with the synthesis and characterization of core-

shell NPs with high energy facets. The seed mediated growth method has been

employed for synthesizing Au NPs of different shapes enclosed by high energy facets.

Then, Ag has been grown on top of the Au NPs to get core-shell NPs of different

morphologies. To investigate the shape and size of the synthesized NPs, transmission

electron microscopy (TEM) has been performed. The crystalline structures and

compositions of the synthesized core-shell NPs have been confirmed using the higher

resolution transmission electron microscopy (HRTEM) and energy dispersive X-ray

(EDX) technique in TEM. The plasmonic properties of the NPs were studied by

acquiring the absorption spectra. The electric field distributions around the NPs

were studied via collecting the SERS spectra which have been verified by the finite-

difference time-domain (FDTD) simulation studies. Finally, the core-shell NPs were

transformed into core-shell HNPs by galvanic replacement reaction and they were

used as electrochemical biosensors for sensing uric acid (UA) and ascorbic acid (AA).

Following this introductory chapter, this thesis contains five more chapters.

• Chapter 2 describes the detail chemical synthesis procedures to synthesize

core-shell NPs of various morphologies enclosed by high energy facets. The

basic principle of operation of TEM has been briefly described. The basic

working principles of all the experimental techniques we have used in charac-

terization and application are briefly discussed.
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• Chapter 3 deals with the morphological studies of the synthesized NPs using

the TEM. The shape, size and purity of the NPs were studied in bright-field

imaging mode. The crystalline structure, growth direction was found out using

the HRTEM images. The composition of the NPs was verified by the EDX

technique.

• Chapter 4 explores the plasmonic properties of the NPs from the acquired

absorption spectra. The electric field around the NPs was analyzed from the

SERS spectra. The FDTD simulation results were presented for verification

of SERS results.

• Chapter 5 presents the applications of the core-shell NPs along with the

core-shell HNPs as an electrochemical biosensor for sensing UA and AA using

cyclic voltammetric (CV) and amperometric studies.

• Finally in Chapter 6 a summary of the thesis along with the scope for future

study has been presented.



Chapter 2

Experimental methods

This chapter contains the brief description of the synthesis procedure
of the core-shell nanoparticles along with the brief description about
the different experimental instruments and techniques used, like TEM,
SERS, UV-vis-NIR, FDTD and CV.

33
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2.1 Introduction

Different kinds of NPs have been synthesized by seed mediated wet chemical

growth method, where firstly a seed solution was prepared, then the seed solution

was mixed into a growth medium to grow the seeds into NPs of desired shape and

size. In this chapter we have briefly discussed about the synthesis procedure of

those synthesized NPs. The shape and size of the synthesized NPs were verified

using transmission electron microscopy (TEM). Using the high resolution transmis-

sion electron microscopy (HRTEM), we have found the growth direction and the

bounding facets of the NPs. The energy dispersive X-ray (EDX) study in the TEM

confirms the compositional details of the NPs. The SERS experiment was performed

with the NPs and found very high EF, which was also verified using the FDTD sim-

ulation. The FDTD simulation also provides us the local electric field map near the

NPs when excited with a light source. Finally the electrochemical sensing studies

were performed using the cyclic voltammetric and amperometric methods. We have

briefly discussed about all the characterization tools and application tools below.

2.2 Synthesis of NPs

2.2.1 Materials

1-Hexadecyltrimethylammonium chloride (CTAC; 97%) was purchased from

Alfa Aesar. 4-Mercaptobenzoic acid (4-MBA; technical grade, 90%), crystal violet

(CrV; dye content > 90%), 4-mercaptopyridine (4-MPy; 95%), gold chloride trihy-

drate (HAuCl4 · 3 H2O; > 99.9% trace metals basis), cetylpyridinium chloride (CPC;

98%), palladium chloride (PdCl2; 99%) and sodium borohydride (NaBH4; hydrogen

storage grade, 98%) were bought from Sigma-Aldrich. Sodium citrate tribasic dihy-



35

drate or trisodium citrate (extrapure AR, 99%), cetyltrimethylammonium bromide

(CTAB; extrapure AR, 99%), L-ascorbic acid (AA; extrapure AR, 99.7%), silver

nitrate (AgNO3; extrapure, 99.5%), sodium hydroxide (NaOH; 98.0%) and uric acid

(UA) were obtained from SRL Chemical. Hydrochloric acid (HCl; 37%) was bought

from Merck Millipore. All the chemicals were used as purchased. Ultrapure water

(resistivity: 18.2MΩ.cm) was used for the synthesis of all types of NPs.

2.2.2 Au@Ag nanorods (NRs)

To synthesize Au@Ag NRs, at first Au seeds were synthesized. Then it was

grown to Au NBPs and Ag is coated on top of them. The synthesized Au@Ag NPs

are a mixture of Au@Ag NPs with spherical and rod like shells of Ag. To get the

pure Au@Ag NRs, we followed a purification process.

2.2.2.1 Au seed synthesis

The Au NBP cores were synthesized following the seed-mediated growth method

reported by Weizmann et al. [382]. An aqueous solution was prepared by adding 125

µL of 10−2 M HAuCl4 solution and 250 µL of 10−2 M trisodium citrate solution into

9.625 mL of water. Then 150 µL of 10−2 M freshly prepared ice-cold NaBH4 solution

was injected quickly into the previously prepared solution under constant magnetic

stirring. The colorless solution quickly became light purple in color indicating that

the citrate-stabilized seed has been formed. After 1 min the stirring was stopped

and the resulting seed solution was kept at room temperature for 2 h undisturbed

before use so that the extra NaBH4 dissociates from the solution completely. The

seed solution should not be used after 5 h as the seeds would be overgrown. Now

this seed solution could be used for the growth of the NBPs.
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2.2.2.2 Au NBP growth

2 mL of the previously prepared seed solution was then added to a growth

solution made of adding 2 mL of 10−2 M HAuCl4, 400 µL of 10−2 M AgNO3, 800 µL

of 1 M HCl and 320 µL of 10−1 M AA consecutively in the above sequence into 40

mL of 10−1 M CTAB solution. The resultant solution was mixed well by a magnetic

stirrer for 10 s and left undisturbed overnight in ambient condition. The color of the

resultant solution was changed from colorless to purple which confirmed that NBPs

had been produced. To get the surfactant-free concentrated Au NBPs, the solution

was centrifuged twice for 20 min at 6000 rpm [382].

2.2.2.3 Au@Ag core-shell NR growth

To synthesize Au@Ag NRs, Ag was overgrown on top of the Au NBPs. To get

Au@Ag NRs of variable length, here we had prepared a set of 6 growth solutions

independently. At first we had taken 30 mL of ×10−2 M CTAC solution in six

beakers and mixed 200 µL of the prepared Au NBPs solution separately in each

beaker. Now 3, 5, 7, 8, 10 and 12 mL of 10−2 M AgNO3 were added into the CTAC

solutions separately and subsequently 1.5, 2.5, 3.5, 4, 5 and 6 mL of 10−1 M AA

were mixed to the solutions respectively under constant magnetic stirring condition.

Now the resultant colorless solutions were heated at 60°C for 4.5 h in a dry oven in

stirring condition. During this period of time, Ag was overgrown on top of the Au

NBPs and a mixture of Au@Ag core-shell spherical NPs and NRs were formed. The

solutions were then centrifuged separately at 3000–6000 rpm for a period of 20 min

depending on the size of the NRs [383].
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2.2.2.4 Au@Ag core-shell NR purification

After the completion of the growth process, the product was a mixture of two

types of NPs: nanospheres (NSs) and NRs. We had performed a purification process

to get pure NRs. 30 mL of 5×10−2 M CTAB solution was taken in a beaker and the

centrifuged NPs were added to this solution. The solution was mixed properly and

left undisturbed for 4 h at ambient condition. In the solution, the Au@Ag NRs and

Au@Ag nanospheres are surrounded by the CTAB surfactant micelles. There exists

an attractive force between the NPs in the solution, known as depletion interaction

force [384, 385]. The depletion interaction potential for side-by-side arrangement

leads to maximum interaction potential, which is given by

U = −(2am)Ld′Πm (2.1)

Where, Πm = CmN0kBT . Here, kB and N0 are the Boltzmann’s constant and

Avogadro’s number, respectively. am and Cm are the radius and molar concentration

of the surfactant micelle. L and d′ are the length and effective edge length of the

NPs. The effective edge length of the NPs depends on the cross-sectional shape

of the NPs. Hence, from the equation 2.1, we can observe that the interaction

potential between the NRs would be very higher compared to the nanospheres. As

a result, the NRs come closer to each other, and start flocculating, followed by

gravitational sedimentation. For lower depletion interaction potential, the Au@Ag

nanospheres remains suspended in the solution. After 4 h, we had clearly observed

a precipitation of Au@Ag NRs at the bottom of the beaker. The supernatant was

removed carefully so that the solution remained undisturbed. The precipitation

was collected and centrifuged at 3000–6000 rpm for 20 min to get surfactant-free

core-shell NRs [386].
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2.2.3 Ag NRs

To synthesized Ag NRs, Ag seeds were synthesized and they are grown to Ag

NRs.

2.2.3.1 Ag seed synthesis

Ag NRs were also synthesized following the seed-mediated growth method.

To synthesize citrate-stabilized Ag seed solution, 600 µL of 10−2 M ice-cold NaBH4

solution was quickly mixed with a solution containing 19 mL water, 0.5 mL of

10−2 M AgNO3 and 0.5 mL of 10−2 M trisodium citrate under continuously stirring

condition. After the resultant solution mixed well, it was left undisturbed in dark

for 2 h at ambient condition. The seed solution could be used for NR growth within

2 to 5 h [387].

2.2.3.2 Ag NR growth

To grow the Ag seeds into Ag NRs, 180 µL of the prepared seed solution

was added in 30 mL of 10−1 M CTAC solution and subsequently added 800 µL of

10−2 M AgNO3 and 400 µL of 10−1 M AA respectively under continuous stirring

condition. The resultant solution was then heated at 60 ◦C for 4.5 h in an oil bath

under stirring condition. The final product was similar to the ‘Au@Ag core-shell NR

growth’ process, i.e., a mixture of Ag NRs and Ag NSs. We collected the product

after centrifuged it twice at 5000 rpm for 20 min. To get the pure Ag NRs out from

the mixture, we followed the same purification method that we have followed in the

case of Au@Ag NRs [387].
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2.2.4 Au@Ag NSs and NCs

To synthesize Au@Ag NPs with Au TOH NPs as the core, first Au TOH NPs

were synthesized from Au seeds and then they are grown to Au TOH NPs. After

that, Ag was grown on top of Au TOH NPs in two different surfactant medium and

we got two different kinds of NPs: NCs and NSs. By galvanic replacement reaction,

they were transformed into core-shell HNPs.

2.2.4.1 Au seed synthesis

Au TOH NPs were synthesized following the seed-mediated growth method.

To get the colloidal Au seed solution, a growth solution was prepared by adding

250 µL of 10−2 M HAuCl4 into 10 mL of 10−1 M CTAC solution. Then a freshly

prepared 30 µL of 10−2 M ice-cold NaBH4 solution was quickly added into the growth

solution under constant stirring condition. After 10 s, the stirring was stopped and

the resultant seed solution was kept in dark undisturbed at room temperature. After

2 h, the resultant seed solution was diluted 1000-fold with 10−1 M CTAC solution.

This diluted seed solution was used for the growth of Au TOH NPs [388].

2.2.4.2 Au TOH growth

To grow Au TOH NPs from the synthesized Au seeds, a growth solution was

prepared by adding 2 mL of 10−2 M HAuCl4 and 4 ml of 10−1 M AA respectively

into 40 mL of 10−1 M CTAC solution. The growth of the Au TOH NPs was initiated

by adding 0.4 mL of the previously prepared diluted seed solution into the prepared

growth solution. The resultant solution was mixed well and then kept at room

temperature undisturbed for 4 h. After that the solution was centrifuged at 4000

rpm for 20 min, twice and the concentrated Au TOH NPs were collected [388].
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2.2.4.3 Au@Ag core-shell NSs growth

We had grown Ag NSs on the top of the Au TOH NPs to get the Au@Ag core-

shell NSs. At first, a growth solution was prepared by adding 2 mL of 10−1 M AA,

1 mL of 10−2 M AgNO3 respectively into 40 mL of 4 × 10−2 M aqueous solution of

CTAB. 250 µL of the as centrifuged concentrated Au TOH NPs were added into the

growth solution followed by dropwise addition of 200 µL of 1 M NaOH solution under

continuous stirring condition. The resultant solution was stirred for 2 min for mixing

the solution and then left undisturbed for 5 h at room temperature to complete the

growth process. To collect the Au@Ag NSs, the solution was centrifuged twice at

3000 rpm for 20 min.

2.2.4.4 Au@Ag core-shell NCs growth

To synthesize Au@Ag core-shell NCs, 250 µL of the as centrifuged concentrated

Au TOH NPs were added into a growth solution a growth solution composed of 1

mL of 10−2 M AgNO3 and 30 mL of 8 × 10−2 M aqueous solution of CTAC under

constant stirring condition. Then 500 µL of 10−1 M AA was added into the solution.

The resultant solution was then stirred for 4.5 h at 60°C. After that, the solution

was cooled down and centrifuged for 20 min at 3000 rpm, twice to get the Au@Ag

NCs.

2.2.4.5 Au@Ag hollow NCs (HNCs) and NSs (HNSs) growth

The Au@Ag core-shell NPs with hollow Ag shells were synthesized following

the galvanic replacement reaction. Both the prepared and centrifuged 100 µL of the

Au@Ag NSs and NCs were dispersed in 3 mL of 10−1 M CTAB separately under

continuous stirring condition. Then 200 µL of 5 × 10−4 M HAuCl4 solutions were

dropwisely added separately into both solutions. The reactions were stopped after 1
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h by centrifuging both the solutions at 3000 rpm for 20 min and the Au@Ag HNSs

and HNCs were collected.

2.2.5 Au@Ag nanotriangles

To synthesized Au@Ag nanotriangles, at first Au triangles were synthesized

from the Au seeds. Then Ag was grown on the top of them under different conditions

and we got Au@Ag nanotriangles with two different symmetries.

2.2.5.1 Au seed synthesis

The Au nanotriangles were synthesized following the seed-mediated growth

method. A growth solution was prepared by adding 1 mL of 10−2 M HAuCl4 and 1

mL of 10−2 M tri-sodium citrate solution into 36 mL of water. Then 1 mL of 10−1

M of freshly prepared ice-cold NaBH4 solution was quickly added to the growth

solution under stirring condition. After 1 min, the stirring was stopped and the

resulting solution was kept at room temperature for 2–4 hours in order to complete

the hydrolysis of unreacted NaBH4 [389].

2.2.5.2 Au nanotriangles growth

To grow Au nanotriangles from the synthesized Au seeds, three growth so-

lutions were prepared. The first two growth solutions (labeled as A and B) were

prepared by adding 250 µL of 10−2 M HAuCl4, 50 µL of 10−1 M NaOH and 50 µL

of 10−1 M AA respectively into 9 mL of saturated CTAB solution. A final growth

solution (labeled as C) was prepared by adding 2.5 mL of 10−2 M HAuCl4, 500 µL

of 10−1 M NaOH and 500 µL of 10−1 M AA respectively into 90 mL of saturated

CTAB solution. The nanotriangles formation was initiated by adding 1 mL of the

seed solution to the growth solution A and mixed the solution well. Then 1 mL of
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the growth solution A was added to the growth solution B and mixed well. Finally,

the whole growth solution in B was added to the growth solution C and kept it

for 30 min undistributed at room temperature. The resultant solution was then

centrifuged at 7000 rpm for 20 minutes twice to get the Au nanotriangles [389].

2.2.5.3 Au@Ag nanotriangles growth

To synthesized Au@Ag nanotriangles with parallel and anti-parallel symmetry,

two growth solutions were prepared. The first one contained 40 mL of 3.88 × 10−2

M CTAB, 2 mL of 10−1 M AA and 1 ml of 10−2 M AgNO3, respectively. The

second growth solution contained 40 mL of 3.88 × 10−2 M CTAB, 5 mL of 10−1 M

AA and 2.5 ml of 10−2 M AgNO3, respectively. Then, 500 µL of the centrifuged

Au nanotriangle solutions were added to both growth solutions separately followed

by dropwise addition of 200 µL of 1 M NaOH into both solutions under continuous

stirring condition. After 2 h, the stirring was stopped, and both the solutions were

centrifuged at 5000 rpm for 30 minutes, twice, and the Au@Ag nanotriangles were

collected.

2.2.6 Au@Pd NCs and Pd NCs

The core-shell Au@Pd NPs were synthesized via wet chemical seed-mediated

synthesis method. Au nanooctahedrons were synthesized from Au seeds, and after

that Pd shells were grown on Au nanooctahedrons.

2.2.6.1 Au seed synthesis

To prepare the Au seeds, 600 µL of 10−2 M freshly prepared ice-cold NaBH4

solution was quickly injected in a solution containing 5 mL of 5 × 10−4 M HAuCl4

and 5 mL of 1.5 × 10−1 M CTAB under continuous stirring condition. After 10 s,
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the stirring was stopped and the seed solution was left undisturbed for 2 h at room

temperature. The seed solution was diluted 100 fold into water medium before use.

2.2.6.2 Au nanooctahedrons growth

To grow the Au seeds into Au nanooctahedrons, a growth solution was prepared

by adding 100 µL of 10−2 M HAuCl4, 2 mL of 2×10−1 M CTAB and 1.5 mL of 10−1

M AA, respectively into 20 mL water. Then 300 µL of the diluted seed solution

was added to the growth solution and mixed well. The resultant solution was left

undisturbed for 8 h at room temperature to complete the growth process.

2.2.6.3 Au@Pd NCs growth

To prepare Au@Pd NCs, at first 10−2 M H2PdCl4 aqueous solution was pre-

pared by adding 44.5 mg of PdCl2 into 25 mL of 2×10−2 M HCl at room temperature

under continuous stirring condition until the solution became homogeneous. Then,

500 µL of 10−1 M AA and 1 mL of 10−2 M as-prepared H2PdCl4 solution were added

into the Au nanooctahedron solution prepared before. The resultant solution was

mixed well and left undisturbed for 6 h at room temperature to complete the growth

process. The solution was centrifuged at 5000 rpm for 20 min to collect the Au@Pd

NCs.

2.2.6.4 Pd NCs growth

To synthesize Pd NCs, 5 mL of 2 × 10−2 M cetylpyridinium Chloride (CPC)

and 1 mL of 10−2 M H2PdCl4 were mixed with 1 mL of H2O2 and the mixture was

heated at 80°C at continuous stirring condition. After that 500 µL of 2 × 10−2 M

AA was added to the solution. After 30 min of heating and stirring, the solution

was left undisturbed for 1 h to cool down. The Pd NCs were collected from the
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solution by centrifuging it at 5000 rpm for 20 min [390].

2.3 Characterization and application tools

The synthesized NPs had been characterized by different instruments. The

morphology, shape and size, composition and structural properties haven been in-

vestigated by transmission electron microscope (TEM). The UV-vis-NIR absorption

spectra were recorded to find out the presence of different modes of LSPR. The SERS

experiment was carried out to support the field enhancement under LSPR conditions

and to find out the EF using the NPs. To support the SERS results, 3D FDTD

simulation had been carried out. Lastly, as an application, the NPs had been used

as amperometric biosensors for sensing UA and AA using an electrochemical work-

station. In this section, the working principle and operation of the tools used have

been discussed.

2.3.1 Transmission electron microscope (TEM)

2.3.1.1 Brief History

In 1924 French physicist Louis de Broglie gave his groundbreaking theory that

electron has wave nature and concluded that all the matters have wave properties

and for that he got Nobel Prize in Physics. Following de Broglie’s theory, in 1927

two research groups, Davisson and Germer and Thomson and Reid, independently

carried out electron-diffraction experiments, which proved the wave properties of the

electrons. Knoll and Ruska quickly took this idea and developed the first electron

microscope in 1932, for which Ruska won the Nobel prize in physics. Within a year,

further development of the electron microscope suppressed the resolution limit of

light microscope. The commercial TEMs were started developing in 1939 by Siemens
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and Halske in Germany. The electron microscope for material science researches

started developing from mid 1950s. Nowadays, different types of TEMs are widely

available over the world made by many companies such as FEI, Hitachi, JEOL,

Philips, RCA, etc.

2.3.1.2 Comparison with light microscope

If it is asked ‘what is a microscope?’, most of the people generally would

answer that it is a tool for magnifying objects. But the most important property

of a microscope is its resolving power, which is the smallest distance between two

points that could be distinguished. With our naked eyes, the smallest distance that

we could resolve is 0.1 − 0.2 mm. For an optical microscope, glass lenses are used

for magnification. The smallest distance that an optical microscope could resolve is

given by the Rayleigh criterion. If λ be the wavelength of the illuminating light in

the microscope, the smallest distance it could resolve is

δ = 0.61 λ

µ sin β
(2.2)

where β is the semi-angle of the magnifying lens and µ is the refractive index of

the viewing medium. Now, the wavelength of the visible light falls in the range of

400–700 nm. So from the equation 2.2, the smallest distance a light microscope

could resolve will be around 200–350 nm which is about 1000 atom’s diameters.

Therefore, many features of the materials below the scale 200–350 nm will not be

distinguishable in the optical microscope.

To overcome this limitation, TEM has been invented. In TEM, by increasing

the energy of the emitted electrons, we could resolve an object in sub-nanometer

range. If V be the voltage of the electron gun, then the wavelength of the emitted
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electrons would be given by

λ = h

p
= h√

2meV
(2.3)

where, m and e are the mass and charge of the electrons, respectively. If the accel-

erating voltage of the electrons exceeds 100 KeV, then the velocity of the electrons

reaches around 0.5c, where c is the velocity of light in vacuum. So, considering the

relativistic effect, the wavelength of the emitted electrons will be given by,

λ = h√
2meV

(
1 + eV

2mc2

) (2.4)

Therefore, from equation 2.4, we could find out that for an electron of energy

100 KeV, the wavelength is 3.72 pm (3.72 × 10−12 m), which is much smaller than

the diameter of an atom. Thus, the resolving power of a TEM is very high compared

to an optical microscope.

Figure 2.1: (a) Cross-sectional view of a magnetic lens, (b) path of electrons through
the magnetic lens.

In both optical microscope and electron microscope, lenses are used for magni-

fication. For the optical microscope, the lenses are made of glass. As the light rays

pass through the glass lens, due to the change in refractive index in the optical path,
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the rays get focused. But it is quite a hard task to focus the electron beam. For

focusing the electron beam, magnetic lenses are used in TEM. Due to the presence

of a magnetic field, the electrons experienced a force, called the Lorentz force, for

which the direction of the electron beam changes. In the Figure 2.1(a), we have

presented a cross-sectional view of a magnetic lens. It is made of a cylindrical core

of soft magnetic material (like soft iron) with a hole drilled through its center. The

cylindrical core is called pole piece and the hole is called the bore of the pole piece.

A copper coil is attached around the pole piece. The electron beam passes through

the hole or bore of the pole piece. If a current is being passed through the coil, a

magnetic field is generated at the bore of the pole piece and thus the path of the

electron beam is being controlled with the current. The trajectory of the electron

beam through the bore of the pole piece is helical in nature which is presented in

the Figure 2.1(b). If B be the magnetic field at the bore of the pole piece, e, m

and v be the charge, mass and velocity of the electrons, then the radius r and the

cyclotron frequency ω is given by

r = mv

eB
and ω = eB

m
(2.5)

Here, we have neglected the effects from other electrons. The actual path of

the electrons inside the magnetic lens is way more complex. As we need to flow a

large amount of current through the copper coil for higher magnification, the coil

gets heated due to Joule heating. Therefore, the coil is cooled down by cold water

flow from a chiller.

2.3.1.3 Interaction of electrons with matter

Electrons are one type of ionizing radiation. So, when electrons interact with

the specimen, many phenomenons could be observed. In the Figure 2.2, we have

presented the probable signals generated when a high-energy beam of electrons in-
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teracts with a thin specimen.

Figure 2.2: Probable signals generated when a high-energy beam of electrons interacts
with a thin specimen.

Unscattered electrons: The unscattered electrons or direct beam are the electrons

which have transmitted without any interaction with the specimen atoms they are

interacting with. The energy of the direct beam is unchanged.

Elastically scattered electrons: Some of the electrons in the beam get elastically

scattered from the specimen atoms. They do not loose any energy. The unscattered

and elastically scattered electrons are used for TEM imaging.

Inelastically scattered electrons: Some of the electrons get inelastically scat-

tered from the specimen atoms and lose some energy. The lost energy is absorbed

by the specimen. Inelastically scattered beam are used in energy filtered transmis-

sion electron microscopy (EFTEM) and electron energy-loss spectrometry (EELS).

Secondary and back-scattered electrons: As the energy of the electron beam is

higher than the work function of the specimen, some of the electrons are knocked out
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of the specimen atoms. They are called secondary electrons. A very small number

of electrons get scattered at 180° and come backward, they are called back-scattered

electrons. Using these two types of electrons, scanning electron microscopy (SEM)

is performed.

Characteristic X-ray and Auger electrons: Due to the inelastic collision be-

tween the specimen atoms and electrons, the electrons in the specimen atoms go to

excited states. When they come back to lower states, they emit characteristic X-

rays. Acquiring the characteristic X-rays, we could know the elements present in the

specimen. This technique is known as energy-dispersive X-ray spectrometry (EDX).

Again, the emitted X-ray could be absorbed by some other electrons in the same

atom and be knocked out of the atom. These electrons are called Auger electrons.

Bremsstrahlung X-ray: When the electrons pass through the specimen, they are

deaccelerated due to interaction with the electron clouds in the specimen atoms.

Thus the electrons lose some of their kinetic energy and these energies are radiated

as X-rays. This is known as bremsstrahlung X-ray which has a continuous spectrum

of energy.

Visible light: When the incoming electrons with high energy interact with the

specimen, many secondary low energy signals like X-ray, Auger electrons, secondary

electrons are generated which are discussed above. Some of the electrons in the

specimen absorb energy from these secondary signals and jump to the conduction

band from the valance band. Due to the recombination of electron-hole pairs in the

conduction band, photons with wavelength in the visible region are generated. These

photons are used in cathodoluminescence (CL) spectroscopy for the characterization

of the specimen.

Apart from these signals, some of the electrons are absorbed in the specimen.

Electron-hole pairs may also be generated in the specimen due to the interaction of

the incoming electron beam with the specimen.
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2.3.1.4 Components of TEM

A TEM is a big instrument with lots of attachments. In the Figure 2.3, we

have presented an internal block diagram view of a TEM. The main components are

briefly described below.

Figure 2.3: Internal block diagram view of a TEM.
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Electron gun: In an electron microscope, the electrons are emitted from the elec-

tron gun. Two kinds of electron guns are used in a TEM; thermionic emission

gun and field emission gun. Thermionic emission gun is one of the simplest and

most robust electron sources. There exits a filament, known as cathode, a cylindrical

grid called Wehnelt electrode and an anode. In the Figure 2.4(a), the basic diagram

of a thermionic emission gun is presented. A high current is passed through the

filament, and due to Joule heating the temperature of the filament becomes very

high, and electrons cross the potential barrier and are emitted from the filament.

The current density of the emitted electron beam is given by the Richards equation

[391]

J = AGT 2e− W
kT (2.6)

where AG is the Richardson constant, k is the Boltzmann constant, W is the work

function of the filament’s material and T is the temperature of the filament. A

small negative bias is being applied to the Wehnelt electrode so that the electron

beam is confined and it helps the electron beam to pass through the anode into the

column. The most common thermionic gun contains filament made of lanthanum

hexaboride (LaB6) or tungsten (W). The work function of lanthanum hexaboride

(LaB6) is 2.7 eV, thus for thermionic emission the temperature of the filament should

be higher than 1800 K. For thermionic emission from tungsten (W) filament with

work function 4.52 eV, the temperature of the filament should be higher than 2100

K. The main limitations of the thermionic emission guns are that it is relatively

bigger in size compared to the field emission gun and the emitted electron beam has

a wide spread of energy, which is not suitable for scanning probe microscopy and

EELS microanalysis.

On the other hand, in the field emission gun the filament is biased at a huge

negative potential difference relative to the other electrodes. The filament is made
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Figure 2.4: Schematic of (a) Thermionic emission gun, (b) field emission gun
(FEG).

very sharply pointed so that at this huge potential difference, sufficient potential

gradient is created at the surface of the filament and thus the electrons are emit-

ted. There exist two anode plates in the field emission gun. The first one extracts

the electrons from the filament and the second one accelerates the electrons. The

basic diagram of a field emission gun is presented in the Figure 2.4(b). For a field

emission gun, the current density of the emitted electron beam is given by the

Fowler-Nordheim equation [392]

J = K1E
2

W
e− K2W

3
2

E (2.7)

where W is the work function of the filament material, E is the external applied

electric field and K1, K2 are constants. The required electric field to jump an

electron over a potential barrier of W is given by E = W
eλ

, where λ is the De Broglie

wavelength of the electron. For tungsten (W) filament of work function W = 4.52

eV, the value of the required electric field is E ∼ 109 V/m. If r be the radius of

curvature at the tip of the filament, then the electric field generated at the tip due
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to the applied potential V is given by E = V
r
. For a typical filament of field emission

gun, r = 100 nm. So, the electric field at the tip due to an applied potential V = 1

KV is E ∼ 1010 V/m which is much higher than the required electric field to cross

the potential barrier. Hence, the electrons tunnel out from the filament without any

heating. These type of field emission guns are also called cold-cathode type guns.

In field emission guns, the electron beam is more coherent and have better spatial

and energy resolution. As the current density for field emission is very much higher

(almost 3 orders of magnitude) than thermionic emission, so brightness is better for

the field emission guns. But the beam diameter is relatively small for field emission

guns.

There is another type of field emission gun, called Schottky type emission

gun, where a high electric field is applied for lowering the potential barrier, and by

thermionic emission electrons are emitted. Here, both the applied electric field and

temperature of the filament is relatively less than the other cases discussed above.

Again, the tip of the filament needs not to be very sharp. After the emission of the

electrons from the filament, the electrons gain kinetic energy due to the potential

difference between cathode and anode. The electrons start accelerating as they move

towards the anode from the cathode. The wavelength of the electron beam after

passing through an accelerating voltage V is given by the equation 2.4.

Condenser lens: The condenser lenses in the TEM have the same function as the

condenser in an optical microscope. The condenser lenses accumulate the electrons

from the first crossover image and focus them on the specimen surface. A TEM

contains usually two condenser lenses. The first condenser lens (C1) is a very strong

lens with a focal length of a few mm. Whereas the second condenser lens (C2) is

weaker compared to the first condenser lens (C1) with a focal length of a few cm. The

C1 lens forms an image of the gun crossover and the C2 lens produces an under-

focused image of the C1 crossover by spreading the electron beam. A condenser
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aperture is used between C1 and C2 to reduce the spherical aberration. There also

exists a condenser mini lens in between the condenser lens and the objective lens. It

does not have any pole piece to change the magnetic field. It only helps to produce

an appropriate convergence angle of the electron beam. In the Figure 2.3, we have

presented the different condenser lenses used in a TEM.

Stage and specimen holder: For observing a specimen in TEM, we attach it

in a sample holder and insert it to the column of the TEM without disturbing the

vacuum system. To maintain the vacuum, there exists an airlock system, and we

had to first insert it to the airlock chamber. The airlock chamber is being vacuumed

first by a turbomolecular pump before inserting it to the column. The specimen

stage is situated below the condenser lens in the column and it can move in all three

directions (x, y and z) and it can also be tilted. There are two kinds of stage systems;

top entry stage and side entry stage. In the top entry stage system, the specimen is

inserted from above the pole piece of the objective lens and the specimen is being

held at a rotationally symmetric position with respect to the optical axis. In this

case, there has no external connection with the specimen holder. So, the stage is

stable from any kind of vibrations and heating. In the side entry stage system, the

specimen is inserted from the side of the pole piece of the objective lens. Though

the side entry stage is not free from vibration and heating, due to the presence of

Figure 2.5: Picture of a side entry holder.
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the additional space above the stage, it can be tilted to a high angle. Also this space

can be used for the addition of other analytical attachments like EDX, etc. In our

study, we have used a side entry stage system. In the Figure 2.5, we have presented

the picture of the side entry holder we have used.

Objective lens and imaging system: The objective lens is situated just below the

specimen stage. The electron beam comes from the condenser lens to the objective

lens through the specimen, and the objective lens focuses the electron beam and

forms a magnified real image of the specimen. It is the most important lens in the

imaging lens system because it determines the resolution and contrast of the image.

It can produce a wide range of magnification from 0.5X to 105X by changing the

focusing position of either the diffraction pattern or the TEM image by adjusting its

excitation. Below the objective lens, there exist an intermediate lens and projector

lens, respectively. The intermediate lens is a combination of three types of lenses.

The first lens selects the focusing position, the second lens magnifies the image and

the third lens helps to achieve rotation-free image. The projector lens is the final

lens system. It further magnifies the image formed by the intermediate lens system

and project it to the fluorescent screen. The magnification of the projector lens is

fixed at a value of ∼ 150X. The total magnification obtained in the TEM is equal to

the is the algebraic product of the magnification of each lens. Below the fluorescent

screen, there exists CCD camera and other detectors. The electron beam falls on

the detector and the image could be observed directly at the desktop screen.

2.3.1.5 Different modes of operations of TEM

By adjusting the focal length of different lenses and using different kinds of

attachments, various types of information of the specimen can be obtained using

the TEM. Below, we have discussed some common modes of operations in TEM to

acquire specific information about the specimen.
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Imaging and diffraction: Parallel electron beam falls on the specimen and gets

diffracted. The diffracted electron beam is focused at the back focal plane by the

objective lens and from that it produces a real image of the specimen at the image

plane. By adjusting the intermediate lenses, we can project either the image plane or

back focal plane on the viewing screen. If the image plane is projected on the screen

due to the adjustment of the intermediate lenses, then we can observe the magnified

real image of the specimen. In this way, we can observe the magnified real images

in imaging mode (Figure 2.6(a)). Again, if the intermediate lenses are adjusted

such that the back focal plane is projected on the screen, then we can observe the

diffraction pattern formed by the lattice points of the specimen. Thus, we can

Figure 2.6: The two basic operating modes of the TEM (a) imaging and (b) diffrac-
tion.
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get information about the lattice parameters of the specimen from the diffraction

pattern in diffraction mode (Figure 2.6(b)).

Selected area electron diffraction (SAED): Crystallographic information like

lattice parameters, lattice types and crystallographic orientations of a specimen can

be obtained from the electron diffraction pattern in TEM. In the Figure 2.6(b),

we have presented a schematic of how diffraction pattern is obtained in TEM. But

the main disadvantage of obtaining the diffraction pattern in this way is that the

whole area of the specimen is illuminated with the beam and the specimen might

be buckled. Again, as the whole beam interacts with the specimen, the transmitted

direct beam becomes so intense that it can damage the CCD camera. We can over-

come these limitations either by making the incoming beam smaller or by allowing

a selected part of electron beam using an aperture to interact with the specimen.

If we make the incoming beam smaller, then the beam no longer stays parallel, it

becomes converging into the specimen. The technique for obtaining a diffraction

pattern with the converging beam is known as convergent beam electron diffraction

(CBED). And the technique for obtaining a diffraction pattern by selecting a part

of the incoming electron beam using an aperture is known as selected area electron

diffraction (SAED). In the Figure 2.7(a), we have presented a schematic of SAED

with the selected area diffraction (SAD) aperture and ray diagram. The SAD aper-

ture is inserted at the image plane of the objective lens. Thus, a virtual aperture

is formed in the plane of the specimen and only the electrons which pass through

the virtual aperture, contribute to the formation of the diffraction pattern. The

electrons which pass through the out-side region of the virtual aperture, eventually

hit the SAD diaphragm (shown with the dotted lines in the Figure 2.7(a)).

When the electron beam is diffracted from a specimen, we get different kinds

of diffraction patterns. For diffraction from a single crystal, the diffraction pat-

tern contains several sharp spots. For diffraction from a poly-crystalline specimen,
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Figure 2.7: (a) Ray diagram for SAED pattern formation, (b) relation between SAED
spot spacing and camera length.

the diffraction pattern contains several concentric rings. We can consider the poly-

crystalline material as a combination of multiple numbers of small single crystal

domains oriented in different directions. As these small single crystal domains pro-

duce several diffraction spots in various directions, they construct the ring pattern

by superposition of the spots. For diffraction from an amorphous material, the

diffraction pattern contains much wider rings without any speckle compared to the

diffraction pattern obtained from poly-crystalline material. The lattice constants

of the different crystallographic planes can be obtained by measuring the distances

of the spots from the direct beam or from the radii of the diffraction rings. In the

Figure 2.7(b), we have presented a schematic of a diffraction spot formed due to

diffraction. If d be the crystal plane spacing of the specimen, then according to

Bragg’s law,

2d sin θ = nλ (2.8)

where, θ is the angle of diffraction and λ is the wavelength of the incident electron

beam. From the Figure 2.7(b), if R be the distance of the spot from the direct beam,
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then we can write

R

L
= tan 2θ (2.9)

where, L is the distance between the specimen and the screen or camera, known as

camera length. As the angle of diffraction (θ) is very small, then we can write,

R

L
= tan 2θ ∼= 2θ ∼= sin 2θ = λ

d
(2.10)

Therefore,

d = Lλ

R
(2.11)

From the equation 2.11 we can find out the crystal plane spacing (d) by measuring

the distance of the diffracted spot from the direct beam (R).

Apart from CBED and SAED, another kind of diffraction takes place, known

as Kikuchi diffraction. If the specimen is thick, then a large number of electrons are

diffracted incoherently and create a pattern when they satisfy the Bragg’s condition.

Along with the SAED pattern, in some cases we can observe the Kikuchi diffraction

pattern as lines, known as Kikuchi lines.

Bright-field and dark-field imaging: The incoming electron beam gets diffracted

when it transmits through the specimen and forms a diffraction pattern at the

back focal plane of the TEM. The diffraction pattern contains a central bright spot

which is called direct beam as it does not contain any diffracted electrons. Around

the central bright spot, there exist many bright spots with comparatively lower

brightness than the central bright spot. They are originated due to the diffracted

electrons. We can select any spot, either the central bright spot or any diffracted

spot with an aperture for imaging the specimen. If we allow only the central bright
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spot for imaging by masking all other diffracted spots, then it is called bright-field

(BF) imaging (Figure 2.8(a)). If we allow to from the image with any diffracted beam

by masking all other spots, then it is called dark-field (DF) imaging (Figure 2.8(b)).

From the Figure 2.8(a) and 2.8(b) we can observe that the selected electron beam

passes along the optical axis for BF imaging, but not for DF imaging. This leads

to arise different kinds of aberrations in the DF image. To remove this drawback,

there is a modified DF imaging technique, called central dark-field (CDF) imaging.

In this mode, the diffracted beam is being directed to fall on the sample at an angle

equal and opposite to the scattering angle of the selected beam (Figure 2.8(c)). The

main advantage of using these techniques is that we can determine from which parts

the electrons are diffracted or not, and from these information lattice defects and

specimen thickness are analyzed.

Figure 2.8: Schematic for (a) bright-field (BF), (b) dark-field (DF) and (c) central
dark-field (CDF) imaging.

Scanning transmission electron microscopy (STEM): In scanning transmis-

sion electron microscopy (STEM), the image is formed by scanning the electrons



61

transmitting through an area of the specimen. In this mode, a convergent beam

of electrons falls on the specimen, and the electrons passing through it are scanned

using a double deflection coil in both x and y directions. In this case, the electron

beam does not pass through the objective lens. The double deflection coil is kept at

the focal plane of the upper objective lens. The electron beam is brought parallel

to the optic axis by the upper objective lens. As a result, the diffraction pattern re-

mains unchanged during the scanning process. The main advantage of using STEM

mode is that the image formed in this mode is free from chromatic aberration as

the electron beam does not pass through the objective lens. But, it takes a longer

time to acquire an image due to the scanning process. The magnification in STEM

mode depends on the area selected in the specimen.

Figure 2.9: Position of different detectors in STEM mode.

BF and DF imaging in STEM mode can also be performed. Unlike BF and
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DF mode in TEM imaging, in STEM mode, the detectors are placed at different

position for BF and DF imaging. Whereas in TEM imaging mode an aperture is

used to select different diffracted spots. The BF detector is placed along the optical

axis of the electron beam where it collects the electrons from the direct beam which

are scattered at an angle below 10 mrad. For DF imaging, an annular dark-field

(ADF) detector is placed around the BF detector to collect the electrons which are

diffracted at an angle between 10 mrad to 50 mrad.

When the electron beam passes through the specimen, some electrons are

scattered at high angles either due to inelastic scattering or thermal diffuse scattering

(TDS) or both. These electrons are collected by another annular dark-field which is

kept at a large angle, called high angle annular dark-field (HAADF) detector. The

HAADF detector usually collects the electrons which are scattered at an angle in

between β1 ∼ 50 mrad to β2 ∼ 200 mrad. The resolution of a HAADF image is

determined by the incident probe diameter on the specimen. The HAADF image

can be easily understood as there is no interference effect between the scattered

electrons as multiple scattering at high angle is absent due to a very small scattering

cross-section. The intensity of the HAADF image is proportional to the square of

the atomic number of the specimen material. So, the heavy atoms look brighter

compared to the lighter atoms. For this reason, the HAADF image is very useful to

understand the core-shell NPs. In the Figure 2.9, we have presented the schematic

of the position of different detectors in STEM mode.

Energy dispersive X-ray spectroscopy (EDX): We know that when a high en-

ergetic electron beam interacts with a material, characteristic X-rays are produced.

An X-ray energy dispersive spectrometer is attached to the TEM to collect this

characteristic X-rays, and analyzing the spectrum, it provides the elemental infor-

mation of the specimen. An EDX spectrometer consists of three parts; detector,

analyzer unit and multi channel analyzer (MCA), respectively. When the charac-
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teristic X-rays fall on the detector, an electric signal is generated and it passes to

the analyzer unit. Here an electric pulse is generated which is proportional to the

energy of the X-ray and this current is measured in the multi channel analyzer

(MCA) unit. Normally, a semiconductor detector like Si(Li) detector is used in the

EDX spectrometer. When the X-rays fall on the detector, electron-hole pairs are

generated which are separated by applying a reverse bias across the detector. In

this way the electric pulses are generated. In the Figure 2.10, we have presented the

block diagram of different components present in an EDX detector used in TEM.

Figure 2.10: Block diagram of different components present in an EDX detector.

The EDX detector not only tells us the composition of the specimen, but it

can also provide us a pictorial representation of the distribution of different elements

present in the specimen. By acquiring the STEM-HAADF image, we can draw a

line over the image, and EDX spectra are acquired over that line. This is called

line profile EDX imaging. It shows how the concentrations of different elements

vary along the line. By EDX elemental imaging, we can select a region of the

specimen and by acquiring the EDX spectra over the whole region, it shows us the

concentration of different elements at different regions of the selected area in the

specimen.

Energy filtered TEM (EFTEM) and electron energy loss spectrometry

(EELS): When the electrons are transmitted through the specimen, some of them

are inelastically scattered and lose some of their kinetic energy as well as momentum.
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The inelastically scattered electrons are then passed through a magnetic prism.

Hence, the paths of the electrons vary according to their energy. An energy slit with

adjustable energy is mounted in between the magnetic prism and detector to select

electrons with specific energy and image is formed with those selected electrons

only. This is known as energy filtered TEM (EFTEM). In the Figure 2.11, we have

presented the schematic of the EFTEM set-up with magnetic prism. If we allow only

the electrons which have not lost any energy then the image is formed only with

the elastically scattered electrons. Therefore, the image is formed with enhanced

contrast. If we allow to pass the electrons which have lost the energy equal to the

ionization energy of any material present in the specimen, then the formed image

will be sensitive to that material only. In this way we can get an idea about the

distribution of different elements present in the specimen same as EDX imaging.

The main advantage of EFTEM imaging over EDX imaging is that both energy and

spatial resolution is much higher for EFTEM imaging.

Electron energy loss spectrometry (EELS) is a spectroscopic method, where all

of the inelastically scattered electrons fall on the detector without passing through

the energy slit and provide us an energy spectrum. Both qualitative and quantitative

information can be obtained from the EEL spectra. The inelastically scattered

electrons can be classified into three categories from the EEL spectra. The first one

is plasmonic electrons, which are the electrons excited by the collective oscillations

of free electrons. The plasmon peaks are situated in between 10 to 50 eV in the EEL

spectra. The second one is the valence-electrons originated due to the inter- and

intra-band transitions. These electrons are situated in between 0 to 10 eV in the

EEL spectra. And the third one is the electrons originated due to the inner-shell

electron excitations or core excitations. These electrons are situated in the range 50

to 2000 eV in the EEL spectra. From the inner-shell electron excitations we could

know the oxidation states of any material.
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Figure 2.11: Schematic of the EFTEM and EELS set-up with energy prism.

2.3.1.6 Sample preparation for TEM

To investigate a specimen using TEM, the specimen has to be electron trans-

parent, as the magnified image is formed with the transmitted electrons. Thus to

observe a bulk specimen, we need special attention for the specimen preparation

where the specimen is thinned using special techniques so that it becomes electron

transparent. This procedure is known as cross-sectional sample preparation. In our

work, we have synthesized different kinds of NPs. As the NPs are transparent to

electron, so we do not need any kind of special treatment for observing them in

TEM. The synthesized NPs are kept in colloidal form in water. We have used car-

bon coated copper grids with 300 meshes for TEM observation. The NP solutions

are dropcasted on the grids. As the water evaporates from the grids, the NPs got

attached to the carbon film of the grid due to adhesive force. Then the grids were



66

Figure 2.12: Drop casting on a carbon coated copper grid.

kept in a vacuum desiccator for 30 min so that they got dried completely before in-

serting them into TEM. In the Figure 2.12, we have present a schematic of a carbon

coated copper grid we have used for TEM observation.

In our whole work, the TEM studies were performed in an FEI Tecnai G2 F30-

ST instrument operating at 300 kV. It is equipped with an Orius SC1000B CCD

camera from Gatan Inc., a high-angle annular dark-field (HAADF) detector from

Fischione (model 3000), an energy-dispersive X-ray (EDX) spectroscopy attachment

from EDAX Inc. for chemical compositional analysis, a post-column Imaging Filter

(Quantum SE, Model 963) from Gatan Inc. and a Gatan Quantum SE (model 963)

EELS spectrometer. The picture of the TEM is shown in the Figure 2.13.
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Figure 2.13: 300 kV TEM (FEI Tecnai G2 F30-ST).

2.3.2 SERS

SERS is an ultrasensitive vibrational spectroscopic technique involving the

inelastic scattering of incident photons by a molecule. SERS is widely used to detect

molecules on or near the surfaces of plasmonic nanostructures. When a material

interacts with a monochromatic ray of light of frequency ν0, most of the photons

are scattered at the same frequency (ν0), which is known as Rayleigh scattering.

But, a very small number of photons are scattered with a frequency either higher

or lower than the initial frequency (ν). These photons interact with the vibrational

energy levels of the molecules in the material. This phenomenon is known as Raman

effect. The frequency difference between the incident photons and scattered photons
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is equal to the molecular vibrational frequency of the molecules (∆ν).

∆ν = ν0 ± ν (2.12)

Raman scattering is a very weak scattering process corresponding to other

scattering events. Generally, to generate one Raman scattered photon, approxi-

mately 106–108 scattering events should happen [393]. The number of Raman peaks

in a Raman spectrum depends on the number of vibrational modes of the molecule.

The peaks originated due to the photons with lower frequencies (ν0 − ν) is known

as Stokes lines and the peaks originated due to the photons with higher frequencies

(ν0 + ν) is known as anti-Stokes lines. Generally, the Stokes lines have more inten-

sity than anti-Stokes lines. In Raman spectroscopy, the vibrational frequency of a

molecule (ν) is measured as a shift from the frequency of the incident photons (ν0).

The SERS measurements were carried out in a homemade Raman setup, where

a continuous-wavelength diode-pumped solid-state laser from Laser Glow Technol-

ogy, Canada, LRS-0532-PFM-00300-03, was used as the excitation light source. The

laser has a wavelength of 532 nm. The output excitation energy was fixed at 3 mW

using a neutral density filter. For focusing and filtering, InPhotonics made 532 nm

Raman fiber-optics probe with a spectral range of 200–3900 cm–1 (Stokes) was used

for sample excitation as well as data collection. The probe consisted of two fibers,

a 105 µm excitation fiber and a 200 µm collection fiber with a numerical aper-

ture (N.A.) of 0.22. The spectra were collected in a scientific-grade spectrometer

equipped with a TE-cooled 2048-pixel charge-coupled detector from Ocean Optics

(QE65000) with a response range of 220–3600 cm–1.

To acquire the SERS spectra of different analytes, we have mixed a small

amount (10–50 µL) of the concentrated NP solutions with the analyte solutions

(190–150 µL). To obtained the SERS spectra, we have used 2 × 10−4 and 10−5 M

4-MBA, 10−5 M CrV, and 10−3 M 4-MPy respectively as analytes. The resultant
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solutions were kept under laser focus and Raman spectra for different NPs with

different analytes were collected at room temperature.

2.3.3 UV-vis-NIR spectroscopy

The UV-vis-NIR absorption spectra of the NPs were obtained using a Jasco V-

770 UV-vis-NIR spectrophotometer. It is equipped with a unique single monochro-

mator which provides maximum light output with excellent absorbance linearity. A

photomultiplier-tube detector was used for the detection in the UV-to-visible region

and a Peltier-cooled PbS detector for the detection in the NIR region. In the Figure

2.14, we have shown the UV-vis-NIR spectrophotometer we have used to acquire

the absorption spectra throughout our work.

Figure 2.14: Photograph of the UV-vis-NIR spectrophotometer.

To acquire the absorption spectra of any NP, the concentrate NP solution was

first diluted in water medium. The diluted NP solution was then taken in a quartz

cuvette of optical path length 1 cm and inserted inside the spectrophotometer. All

the spectra were obtained at room temperature.
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2.3.4 3D FDTD simulation

In order to understand the near field distributions of the electromagnetic field

and SERS enhancements of the synthesized NPs, we performed 3D FDTD simula-

tion, from Lumerical FDTD Solutions, Canada. The NPs were modeled according to

their structures and materials using the material database available in the software.

As in the SERS experiment, the NPs were in the aqueous solution of analytes, so the

background refractive index was fixed as 1.3. We have placed a total field scattered

field plane-wave source as the excitation source with the injection plane and the

polarization plane along z and x direction respectively. The excitation wavelength

was set to 532 nm during all of the FDTD simulations as we have used the same

excitation wavelength during the SERS experiments. We had set the total simula-

tion region as a 1000 × 1000 × 1500 nm3 cubical space, and used periodic boundary

conditions. To decay the energy field fully during the simulation, the simulation

time was set to 500 fs. We had used a 1.5 × 1.5 × 1.5 nm3 mesh throughout all

of the simulations. To visualize the electric field intensity maps around the NPs,

we have placed three separate field monitors around the NPs at y-z, x-z, and x-y

planes, respectively.

2.3.5 Cyclic voltammetry (CV)

Due to higher sensitivity, detection ability, experimental simplicity and low

cost, electrochemical sensors are very useful compared to other sensors like optical,

mass and thermal sensors. Electrochemical sensors are now being used in various

fields such as clinical, industrial, environmental and agricultural fields. Both cyclic

voltammetric and amperometric studies were performed using a CHI 660C electro-

chemical workstation from CH Instruments, USA. The electrochemical workstation

has three electrodes; a reference electrode, a counter electrode and a working elec-
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trode. The electrodes are immersed in an electrolyte solution, where the analytes

to be detected are added. We have discussed about the various properties of the

electrodes and supporting electrolyte below.

Electrolyte solution: Other than the analytes, the electrolyte solution contains

a solvent and the supporting electrolyte for example inert salts. In our work, we

have used water as solvent and Na2SO4 as the supporting electrolyte. Hence, the

electrolyte solution is a 0.1 M Na2SO4 aqueous solution. The supporting electrolyte

helps in charge transportation through the electrolyte solution and completes the

circuit of the cell. The solvent and the supporting electrolyte are chosen such that

they should not react between themselves. The properties of a good electrolyte

solution are:

• It is highly pure and has a wide liquid range.

• The analyte must be dissolved in it.

• It must not react with the analyte, the electrodes and the products of the

redox reaction.

• It must be stable on acid base treatment.

• It has a sufficient potential window for the redox reaction.

The supporting electrolyte increases the conductivity of the solution as well as min-

imizes the uncompensated internal resistance drop between the working electrode

and the reference electrode.

Reference electrode: A reference electrode is maintained at a stable and well

defined electrochemical potential. The potentials in an electrochemical cell are mea-

sured with respect to the potential of the reference electrode. It acts as a reference

in controlling and measuring the potential of the working electrode in voltammetric

experiments. Here are the few properties of the reference electrode:
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• The reference electrode is an ideally non-polarizable electrode. If the current

flow changes, it should maintain a constant potential. But, such an ideal

reference electrode is not available in reality. In reality, the electrode is chosen

such that, for a small amount of current it maintains a constant potential.

• The potential developed at the reference electrode due to the electrochemical

reaction should be reversible. The potential is calculated using the Nernst

equation [394].

• The potential of the reference electrode should be constant at constant tem-

perature with time.

Here we have used a silver-silver chloride electrode (Ag/AgCl) as the reference elec-

trode with standard potential E0 = 0.230 ± 0.01 V against the standard hydrogen

electrode (SHE).

Counter electrode: The counter electrode acts as the current collector in the

electrochemical workstation. The current flows between the counter electrode and

the working electrode, where the counter electrode acts as anode. The reaction

occurs at the counter electrode is opposite to the reaction occurs in the working

electrode. The main properties of the counter electrode are:

• It must not react with the experimental solution.

• The reaction products due to the reaction at the counter electrode must not

react with the working electrode.

• The area of the counter electrode should be much larger than the area of the

working electrode. Otherwise, the counter electrode could not able to control

the limiting current.

Here we have used a platinum (Pt) wire as the counter electrode. The wire is kept

inside a glass tube which isolates the counter electrode from the test solution.
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Working electrode: A potential is applied to the working electrode with respect

to the reference electrode, to carry out the electrochemical reactions of the analyte.

The working electrode has a definite potential window in a particular supporting

electrolyte solution. Within this potential window, only the faradaic current can flow

which is generated due to the charge transfer occurring from the redox reaction of

the analyte. No other charge transfer occurs across the electrode-solution interface

in that particular potential window. The properties of a working electrode are:

• Long term stability.

• Highly pure and reproducible surface.

• Easy renewability of the surface.

There are various kinds of working electrodes. They can be categorized as:

• Metal solid electrodes, (Examples: Pt, Au, Ag, lead electrodes.)

• Carbon based solid electrodes, (Examples: Glassy carbon/ vitreous carbon

electrode, carbon paste electrode, diamond electrode.)

• Liquid electrodes and (Examples: mercury drop electrode)

• Conducting film electrodes.

In our work, we have used a conducting film electrode as the working electrode.

It is an ITO (indium tin oxide) coated (1 × 1) cm2 glass slide on which the NPs

are deposited. The ITO coated glass slides were first cleaned by ultrasonication in

ethanol for 10 min and dried in air. Then, 50 µL of the 10-fold diluted (in water)

NP solutions were dropcasted on the slides to get a homogeneous film of the NPs

on ITO film. After that, they were dried overnight under vacuum.



ii

STATEMENT BY AUTHOR

This dissertation has been submitted in partial fulfillment of requirements for

an advanced degree at Homi Bhabha National Institute (HBNI) and is deposited in

the Library to be made available to borrowers under rules of the HBNI.

Brief quotations from this dissertation are allowable without special permis-

sion, provided that accurate acknowledgement of source is made. Requests for per-

mission for extended quotation from or reproduction of this manuscript in whole or

in part may be granted by the Competent Authority of HBNI when in his or her

judgment the proposed use of the material is in the interests of scholarship. In all

other instances, however, permission must be obtained from the author.

Gourab Bhattacharjee



iii

DECLARATION

I, hereby declare that the investigation presented in the thesis has been carried

out by me. The work is original and has not been submitted earlier as a whole or

in part for a degree / diploma at this or any other Institution / University.

Gourab Bhattacharjee



iv

List of Publications arising from the thesis

Peer reviewed journals:

1. CoreShell Gold@Silver Nanorods of Varying Length for High Surface-Enhanced

Raman Scattering Enhancement.

Gourab Bhattacharjee, Maireyee Bhattacharya, Abhijit Roy, Dulal Senap-

ati and Biswarup Satpati, ACS Appl. Nano Mater, 2018, 1(10), 5589–5600.

2. Core-Shell Gold @Silver Hollow Nanocubes for Higher SERS Enhancement

and Non-Enzymatic Biosensor.

Gourab Bhattacharjee, Sumit Majumder, Dulal Senapati, Sangam Baner-

jee and Biswarup Satpati, Mater. Chem. Phys., 2020, 239, 122113.

Conference proceedings:

1. Synthesis of Parallel and Antiparallel Core-Shell Triangular Nanoparticles.

Gourab Bhattacharjee and Biswarup Satpati, AIP Conference Proceedings,

2018, 1942(1), 050112.

2. Synthesis of Core-Shell Nanocubes for Higher SERS Enhancement.

Gourab Bhattacharjee and Biswarup Satpati, AIP Conference Proceedings,

2019, 2115(1), 030086.

Gourab Bhattacharjee



v

To my “Family”



vi

ACKNOWLEDGMENTS

Some feats cannot be accomplished alone. Similarly, this thesis would not
have been accomplished without the assistance and inspiration of many people in-
cluding my guide, colleagues and friends supported in many ways to the successful
completion of this thesis.

First and Foremost, I would like to express my earnest gratitude to my re-
search advisor Dr. Biswarup Satpati for his continuous encouragement, patience,
inspiration and passion. His immense knowledge and experience helped me a lot
during my Ph.D. course.

I am also grateful to my doctoral committee members, Prof. Satyaranjan
Bhattacharyya, Prof. Tapas Kumar Chini, Prof. Dulal Senapati and Dr. Prasanta
Karmakar for their useful suggestions and continuous encouragement.

Special thanks to my collaborators Dr. Maireyee Bhattacharya, Prof. Sangam
Banerjee and Dr. Sumit Majumder for their helpful advices and support. I would
also like to acknowledge my lab members Tanmay da, Tapas da, Abhijit, Bipasha,
Suchanda, Smrutimedha, Tukai and Suman for their help and support.

A considerable amount of time of my PhD life have spent with seniors, friends
and juniors. I wish to thank Achyut da, Arpan da, Sudeshna Di, Suman, Anway,
Arghya, Ratnadwip, Bankim, Avik, Subha, Montu, Udit, Sandip, Astik, Sabyac-
sachi, Abhishek, Tanmay, Moushri, Sayak, Apurba, Snehal, Bibhuti for being with
me and being supportive.

I express my heartfelt gratitude and indebtedness to my parents Shri Gopal
Bhattacharjee and Smt. Dipali Bhattacharjee, my sister Dipti for endless love and
support. Last but not the least, I want to thank Moumita, my best friend and
enemy, for being supportive and compassionate during this journey.

SINP, Kolkata

May, 2020 Gourab Bhattacharjee



Chapter 4

Localized surface plasmon and

near electric field studies using

SERS

In this chapter we have discussed about the LSPR properties of differ-
ent core-shell nanoparticles, calculated the SERS enhancement factor
and compared the results with theoretical simulation.
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4.1 Introduction

When electromagnetic rays interact with metallic NPs, the electron clouds of

the NPs start oscillating due to the interaction between the electric field of the

incoming electromagnetic rays with the electron clouds of the NPs. These collective

oscillations of the electron clouds do not propagate, rather it remains confined only

into the particle dimension. This phenomenon is known as LSPR since the plasmons

are localized. When the electron clouds collectively oscillate due to the incident

electric field at a certain resonant frequency, the light is absorbed and latter released

by the NPs in all directions. This is known as scattering. Whereas some part of

the absorbed light is converted into phonons, which cause vibrations in the lattices.

This is referred to as absorption [411, 412]. This implies the absorption spectra can

manifest the LSPR properties of the NPs. From the absorption spectra we can also

get the information about different properties of the NPs like composition and color

of the compound, band gap, purity, etc. [413].

Raman effect was discovered in 1928 by Sir C. V. Raman. It refers to the

inelastic scattering of photons by any matter, which implies the exchange of energy

between the matter and the interacting photons, resulting in a change in the di-

rection of photons. Hence, the molecular vibration energy levels take part in this

process. If the vibration energy band gains energy from the photons, then the pro-

cess is called Stokes Raman effect and if it losses its energy, then the process is called

anti-Stokes Raman effect [414]. The intensity of the Raman scattering collected by

a detector is given by

IS = 8π4α2

λ4r2 (1 + cos2 θ)I0 (4.1)

where I0 and λ are the intensity and wavelength of the incident photons, α is the

polarizability of the molecule, r is the distance between the center of scattering and
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detector and θ is the angle between the incident and scattered photons.

SERS was originally discovered much latter in the 1970s, when it was observed

that the Raman intensities have been enhanced from the pyridine absorbed on Ag

NPs [415]. These enhancements in Raman intensities arise due to the increase of the

local electric field around the metallic NPs. Again, the enhancement of this local

electric field depends on many factors like the wavelength, direction of polarization

and incidence of the interacting electromagnetic rays, collection angle of the detector,

Raman cross-section of the molecules, the optical properties of the SERS substrate

and on the dielectric constant of the surrounding medium of the NPs [358]. When

a far-field electromagnetic ray falls upon a metallic nanomaterial, the LSPR band

is excited and starts oscillating. The oscillating LSPR band then re-radiates into

far-field electromagnetic rays [313]. In general, the electric field around the NPs is

distributed non-uniformly, and highly localized at the sharp edges, tips, corners and

nano-gaps of the nanomaterials [388, 416–418]. These regions with highly localized

electric fields are called “hot spots”.

The SERS enhancement has contributions from both electromagnetic enhance-

ment and chemical enhancement. But generally the chemical enhancement is much

smaller than electromagnetic counterpart and can be neglected. Again, the elec-

tromagnetic enhancement has two parts: local field enhancement and radiation en-

hancement [313, 358]. It could be shown that the power enhancement factor due to

the interacting electromagnetic ray of frequency ω0 at a point r could be given by

Mloc(ω0, r) =
∣∣∣∣∣Eloc(ω0, r)

E0(ω0, r)

∣∣∣∣∣
2

(4.2)

Here, Eloc(ω0, r) and E0(ω0, r) are the local and incident electric field strengths,

respectively.

If ωR be the resonance frequency of the LSPR band, then the radiation en-
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hancement at r due to the incident electric field with frequency ω0 could be given

by

Mrad(ω, r) ≈
∣∣∣∣∣Eloc(ωR, r)

E0(ωR, r)

∣∣∣∣∣
2

≈
∣∣∣∣∣Eloc(ω0, r)

E0(ω0, r)

∣∣∣∣∣
2

(4.3)

Here, Eloc(ωR, r) is the local electric field produced by the interacting electric field

E0(ωR, r) at the resonant frequency of ωR. Therefore, the SERS EF at resonant

frequency ωR due to the incoming electromagnetic rays with frequency ω0 is given

by

EF (ω0, ωR, r) = Mloc(ω0, r)Mrad(ω, r) ≈
∣∣∣∣∣Eloc(ω0, r)

E0(ω0, r)

∣∣∣∣∣
4

(4.4)

So, from the equation 4.4, it is found that the SERS EF is proportional to

the 4th power of local field enhancement. In FDTD simulation, we formed models

of metallic NPs and excite them with a plane wave source. Then the local electric

field around the NPs was mapped using the simulation. From the information of

this local electric field, the EF was calculated from the simulation.

4.2 UV-Vis-NIR spectroscopy of different NPs

The absorption spectra of NPs are very useful as they reflect many properties

of the NPs, like the shape and size of the NPs as well as the band gap and LSPR

band. From the information about the LSPR band, we can find out which types

of NPs are more suitable as SERS substrate, as the SERS EF depends on the

wavelength of both LSPR and incident electromagnetic rays. In our studies, the

absorption spectra of the NPs were acquired over a wide range from ultra violet

(UV) (200 nm) to near infra-red (NIR) (1400 nm) region. As the synthesized NPs

were dispersed into water medium in colloidal form, we had to acquire the spectra
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in the water medium. Hence, in order to acquire the absorption spectra, we had to

restrict ourselves between 200 − 1400 nm range, because the absorption of water is

much higher (>1) below 250 nm and above 1400 nm [419] and the contribution from

the water would dominate over the contribution of the NPs in the region outside

200 − 1400 nm. That is the only reason behind acquiring the absorption spectra in

the said range mentioned above. There might exist SPR modes beyond this range,

but we could not observe them in water medium.

4.2.1 Au@Ag NRs

To find out how the changes in lengths or aspect ratios of these Au@Ag core-

shell NRs affect the SPR, we have acquired absorption spectra of the Au@Ag NRs

and Ag NRs over a wide range of 250−1400 nm. The obtained absorption spectra for

Au NBPs, Au@Ag NRs of different lengths along with the monometallic Ag NRs are

presented in the Figure 4.1. The absorption spectrum of Au NBPs shows two higher

absorption peaks at 527 nm and 667 nm, respectively. Besides there exists a small

peak around 363 nm. The plasmon peak at 667 nm has originated due to the pure

dipolar longitudinal mode. The plasmon band appeared at 527 nm has originated

due to the first dipolar transverse mode (DT1) arising from the pentagonal bases

of the Au NBPs. The plasmon band at 363 nm has originated due to the second

dipolar transverse mode (DT2) arising from the tips of the Au NBPs. Now, the

length (42 ± 5 nm) and width of the pentagonal bases (17 ± 3 nm) are much larger

than the diameter of the tips of the Au NBPs, so the absorption cross-section is

highest for the pure dipolar longitudinal mode as it arises along the length of the

Au NBPs and lowest for the second dipolar transverse mode (DT2) as it arises from

the tips. The absorption cross-section for the first dipolar transverse mode (DT1)

falls in between them.

From the UV-vis-NIR spectra (Figure 4.1) one can notice that there exist more
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Figure 4.1: Absorption spectra of Au NBPs, Au@Ag core-shell NRs of different
lengths and Ag NRs.

number of peaks in the absorption spectra of Au@Ag NRs compared to Ag NRs,

which implies that the Au@Ag core-shell NRs show highly structured multiple plas-

mon bands compared to the Ag NRs throughout the absorption spectra. There exist

two common peaks at the wavelengths of 355 nm and 374 nm for both types of NRs.

The peak around 355 nm has originated from the SPR of bulk Ag [420]. The peak

at 374 nm has originated due to the quadrupolar transverse SPR for Ag NRs and

Au@Ag NRs [420]. It is well known that if the dimension of any NP is of the order

or higher than one tenth of the wavelength (≥ λ/10) of the electromagnetic wave

falling on the NP, then other higher order modes like quadrupolar, octapolar, etc.

become active beside the dipolar modes of the NP. For this reason, we could observe

multiple absorption peaks at the higher wavelength region of the spectra. In the ab-

sorption spectrum of Ag NRs, there exist three absorption peaks at 448 nm, 514 nm
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and 645 nm, respectively. The peaks could be assigned as dipolar transverse (DT),

quadrupolar longitudinal (QL), and dipolar longitudinal (DL) modes for Ag, respec-

tively. In the case of Au@Ag NRs of length 230 nm, we could observe more peaks

in the absorption spectra from UV to NIR region compared to the monometallic Ag

NRs. Whereas, there exists no absorption band in the NIR region for Ag NRs. The

probable reasons could be:

• the absorption band exists outside the region we are observing, i.e., the band

gap for the longitudinal plasmon band of monometallic Ag NR is present at

much higher or lower energy,

• the enhanced metal to metal charge transfer due to the lattice mismatch for

bimetallic NPs is absent in the case of a monometallic Ag NR.

For any plasmonic NP, the SPR wavelength depends on many factors like, the

radius of the NP, composition of the material and refractive index of the medium.

As the size of the NP increases, we could observe a red shift in the SPR band.

According to Mie-Gans theory [421], the polarizability of any NP highly depends

on both of its shape and size. So, the SPR wavelength can be varied by varying

its shape or size, either independently or simultaneously. But, when the symmetry

of any NP is broken, the NP gains additional SPR modes. For the case of NRs,

we could observe two absorption bands, and they are due to the transverse and

longitudinal SPR, respectively [422]. In the Figure 4.2, we have demonstrated the

visualization of two SPR modes for an NR.

Comparing the two models presented in the Figure 4.2, one can conclude that

the NR is more easily polarized longitudinally with a higher absorption cross sec-

tion than transversely. So, the longitudinal SPR occurs at lower energy or higher

wavelength with greater optical density. When the length of an NR is increased for

a fixed diameter, both the longitudinal and transverse SPR are affected. But as
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Figure 4.2: (a) Longitudinal SPR (LSPR) and (b) transverse SPR (TSPR).

the longitudinal SPR is easily polarizable, it shifts more compared to the transverse

SPR. In conclusion, as the length of the NR is varied over a wide region, the lon-

gitudinal SPR varies over a wide range; from visible to NIR region. Whereas, we

could observe a little shift for the case of transverse SPR.

For core-shell NRs of length 230 nm, besides the peaks at 355 and 374 nm

common to monometallic Ag NRs, there exist additional absorption peaks at 445,

528, 621, 815, and 1340 nm respectively. As there is no plasmon band observed

in the NIR region for both Au NBPs and Ag NRs, the plasmon band at the NIR

region, for example the SPR at 1340 nm for Au@Ag NRs of length 230 nm might be

originated from the coupling between Au and Ag. So, we could assign the peak at

1340 nm as the coupled dipolar longitudinal (CDL) mode which has been originated

due to the effective spatial coupling between the Au DL and Ag DL modes. For

Au@Ag NRs of different lengths, the coupling is maximum for a shorter length of

Ag shells. As a result, we have got maximum CDL absorption strength for Au@Ag

NRs of length 230 nm, and as the length increased, the absorption cross section

decreased. Hence, we can observe a significant reduction in the CDL absorption

strength with the increasing length of the NRs. Though the lengths of the Au@Ag

NRs have been varied over a wide range, we could hardly observe any change in

their diameter as it varied from 27 nm to 35 nm. Hence, the contributions from the

higher order transverse modes are almost negligible.
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For Au@Ag NRs of length 230 nm, the 7 absorption peaks at 355, 374, 445,

528, 621, 815, and 1340 nm can be assigned as bulk Ag, quadrupolar transverse of

Ag (QT), dipolar transverse of Ag (DT), dipolar transverse of Au (DT) + quadrupo-

lar longitudinal of Ag (QL), dipolar longitudinal of Ag (DL), dipolar longitudinal of

Au (DL) and coupled dipolar longitudinal between Au and Ag (CDL) respectively.

The coupled dipolar transverse (CDT) mode could also be generated due to the

coupling between the dipolar transverse mode of core Au NBP and shell Ag NR

similar to the coupled dipolar longitudinal mode, and they are highly accessible.

Again, as the lengths of the NRs have increased, higher order coupled dipolar trans-

verse (CDT) modes have started appearing in the range between 800 to 1100 nm.

As the diameters of the Au@Ag NRs have increased with increasing lengths, the

contribution from the transverse mode has increased, and also the coupled dipolar

transverse (CDT) modes have red shifted which is clearly observable from the ab-

sorption spectra. So, we could conclude that the absorption peaks above 820 nm

(i.e., in the NIR region) have not originated from the longitudinal plasmon band of

the Ag nano-shell of the Au@Ag NRs, rather due to the different extents of plasmon

coupling between the longitudinal and transverse modes of the core Au NBPs and

shell Ag NRs in the Au@Ag NRs. As the lengths of the Au@Ag NR have increased,

we have clearly observed that all of the multipolar transverse and longitudinal peaks

have red-shifted as well as a reduction in the peak intensities. This is the main rea-

son behind the absence of any peak in the absorption spectra for Au@Ag NR of

length 1200 nm, because all the multipolar transverse and longitudinal peaks have

red-shifted beyond our observable limit of 1400 nm as well as the intensities of the

peaks have decreased so much that they are hard to identify. We have provided

a list of the peaks in the UV-vis-NIR absorption spectra of Ag NRs and Au@Ag

NRs of different lengths with their peak positions (nm), their origin and strength

of the peaks in the Table 4.1, where DT, DL, QT, QL, CDT, and CDL stand for

the dipolar transverse, dipolar longitudinal, quadrupolar transverse, quadrupolar
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longitudinal, coupled dipolar transverse, and coupled dipolar longitudinal modes,

respectively. The strengths of the peaks are identified as S, W, and VW, where they

stand for strong, weak and very weak, respectively.

Figure 4.3: Dependence of the plasmon modes on the lengths of the Au@Ag NRs.

For Au@Ag core-shell NR, as the core Au NBPs were completely covered by the

Ag NR shells, the incoming electromagnetic radiation could not be able to penetrate

the Ag shells to reach the Au NBPs. As a result, the optical properties due to the

pure Au cores have diminished, and due to the very small lattice mismatch between

the core Au NBPs and shell Ag NRs, the coupled modes have intensified which

supports easy plasmon coupling. Therefore, we can vary the LSPR band of the

Au@Ag NRs over a wide range from the UV to NIR region by only changing their

length or the aspect ratio. From the absorption spectra in the Figure 4.1 or the Table

4.1, one can observe that as the length of the Au@Ag NRs has been increased, the

absorption peaks have also red shifted. But in the case of Au@Ag NRs of length 800
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nm, we could observe that some of the absorption peaks have blue-shifted compared

to the Au@Ag NRs of length 700 nm. Although Au@Ag NRs of length 800 nm have

greater surface area and plasmon band closer to the excitation wavelength compared

to Au@Ag NRs of length 700 nm. These discrepancies may arise due to the fact that

there is a larger distribution of length for Au@Ag NRs of length 800 nm compared

to Au@Ag NRs of any other length. Again these Au@Ag NRs of length 800 nm

are not also in regular shape compared to the remaining NRs. In the Figure 4.3,

we have presented how the different plasmon modes depend on the length of the

Au@Ag NRs. One can clearly observe that with the increasing length of the Au@Ag

NRs, the plasmon bands have been also red shifted.

4.2.2 Core-shell NSs, NCs, HNSs and HNCs

UV-vis-NIR absorption spectra were acquired to investigate how the SPR of

these Au@Ag core-shell NPs change with morphology. In the Figure 4.4, we have

presented the UV-vis-NIR spectra of the Au TOH NPs and other four types of

Au@Ag core-shell NPs, i.e., NSs, NCs, HNSs and HNCs respectively. From the

absorption spectrum of Au TOH NPs, we can observe there exists a very high

absorption peak around 595 nm. It can be assigned as the dipolar LSPR for the

Au TOH NPs [416]. We know that if the size of any NP is large enough (≈ 100

nm), then besides the contribution from the dipolar LSPR, the contribution from

the higher order LSPR also comes into the picture due to the phase retardation

effects [423]. Therefore, the absorption peak observed at 396 nm in the spectra

can be originated due to the contribution from the quadrupolar LSPR. The small

absorption peak at 292 nm can be assigned as the SPR of the bulk Au [424].

From the absorption spectra of all the four types of core-shell NPs, we can

observe that there exist two common plasmon peaks at 243 nm and 290 nm re-

spectively. Again, if the size of any NP is comparable to the wavelength of the
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Figure 4.4: Absorption spectra of Au TOH NPs and Au@Ag core-shell NSs, NCs,
HNSs and HNCs.

electromagnetic wave interaction with the NP (> λ/10), then the other higher or-

der modes like quadrupolar, octapolar, etc. also become active besides the other

dipolar modes. So, the absorption peaks at 243 nm and 290 nm can be assigned

as the higher order transverse SPRs for Ag counterpart of the Au@Ag NPs and it

is clear that these higher order LSPRs are very less sensitive on the shape and size

of the NPs [420]. On contrary, the dipolar LSPRs are more sensitive to the shape

and size of the NPs [388]. Apart from those peaks at low wavelength region, there

also exists a small hump at around 354 nm common to the absorption spectra for

all four core-shell NPs. This is originated due to the SPR of bulk Ag [420].

Comparing the absorption spectra of the Au@Ag NSs and NCs, we can observe

that there exists a high absorption peak at the lower wavelength side, at 427 nm

and 439 nm respectively, and a very low absorption peak at 743 nm and 698 nm,
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respectively. The absorption peaks at the lower wavelength have originated due to

the dipolar LSPR of the Ag counterpart of the Au@Ag NPs. And the absorption

peaks at higher wavelength correspond to the coupled LSPR modes between the core

Au and shell Ag part of the NPs. From these observations, we can conclude that

for Au@Ag NSs and NCs, i.e., core-shell NPs with solid Ag shell, the contribution

in the absorption spectra from the Ag part is more dominant than the contribution

due to the coupling part. As in these cases, the core Au is completely covered by

the Ag shell, the incoming electromagnetic wave could not penetrate the solid Ag

shell. As a result, we have got more contributions from the shell Ag part of the NPs

in the absorption spectra. Whereas, in the case of core-shell NPs with hollow shells,

i.e., Au@Ag HNSs and HNCs, the fact is completely opposite. From the absorption

spectra of Au@Ag HNSs and HNCs, we can observe that there exists a very low

absorption peak at lower wavelength region, at 559 nm and 623 nm respectively,

which is due to the dipolar LSPR of Ag part of the NPs. But there exists a very

strong absorption peak at the higher wavelength region, at 765 nm and 855 nm

respectively, which has originated due to the coupling of LSPR between Au and Ag

part in the NPs. In these cases, the shell thickness is very small as it is hollow in

nature, so the incident electromagnetic radiation could penetrate the hollow shell

easily, and interact with the core Au TOH. Due to this fact, the contribution due to

the Ag shell is very small compared to the coupled mode as it gets intensified due

to the very small lattice mismatch in the crystalline structure of Au and Ag, which

also supports easy plasmon coupling.

4.3 SERS activity

The strength of the LSPR in all the synthesized NPs had been studied by

collecting the SERS spectra by using different analytes. As we had synthesized the

core-shell NPs in long-chain surfactant medium like CTAB or CTAC, the added
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analyte molecules could not able to reach the surfaces of the NPs as closely as

they could for the case of surfactants with small molecules like trisodium citrate,

ascorbic acid, etc. To overcome this limitation, we had used analytes with electron-

rich ligand which would effectively bond with the positively charged head-group

N(CH3)3
+ of CTAC. Thus, the accessibility of the surfaces to the analyte molecules

would be increased. Here we had used different analytes like 4-mercaptobenzoic

acid (4-MBA), crystal violet (CrV) and 4-mercaptopyridine (4-MPy) to collect the

SERS spectra. Even after 30 min of the addition of these analytes with the NPs,

the solutions did not show any signature of aggregation, which ruled out efficient

coupling between the nanostructures and the molecules of the analytes. Which

implies that the contribution from the chemical enhancement had no role in the total

Raman cross section. Hence, the observed SERS spectra could be explained entirely

by an evanescent-field-induced electromagnetic enhancement mechanism [425].

4.3.1 Core-shell NRs

We had collected the SERS spectra for Au@Ag NRs of different lengths using

4-MBA, CrV and 4-MPy respectively as analytes and investigated the change in

Raman activity with the length of the Au@Ag NRs. In the Figure 4.5, we have

presented the acquired the SERS spectra for Au@Ag of different length using 2×10−4

M 4-MBA as analyte. We had observed a reduction in the Raman activity as the

length of the Au@Ag NRs was increased. The plasmon band close to the excitation

wavelength had diminished or red shifted with the increasing length of the Au@Ag

NRs. So, the reduction in Raman activity is expected. But in the case for Au@Ag

NRs of length 230 nm and 450 nm, it was observed that Au@Ag NRs of length

450 nm had greater SERS activity compared to the Au@Ag NRs of length 230 nm,

though Au@Ag NRs of length 230 nm have a much larger contribution from DT1(Au)

+ QL(Ag), and which is also close to the excitation wavelength. If we consider the
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plasmon contributions for Au@Ag NRs of length 230 nm and 450 nm separately,

then obviously the Au@Ag NRs of length 230 nm should give much better Raman

scattering compared to the Au@Ag NRs of length 450 nm. But if we compare

the surface area of those Au@Ag NRs, then obviously the Au@Ag NRs of length

450 nm have a bigger surface area compared to the Au@Ag NRs of length 230 nm(
A450 nm

A230 nm
= 2πr×450

2πr×230 ≈ 2
)

, as a result, large number of analyte molecules got attached

to the surface of the Au@Ag NRs of length 450 nm compared to the Au@Ag NRs

of length 230 nm. Which resulted in a large SERS signal. For longer Au@Ag NRs,

although they could absorb a much higher number of analyte molecules, but showed

reasonable Raman cross sections as they did not have any plasmon band near the

laser excitation wavelength. Hence, the SERS enhancement offered by an Au@Ag

NR not only depends on the plasmon contribution at the excitation wavelength,

but it also depends on the effective surface area for the absorption of the analyte

molecules.

From the SERS spectra shown in the Figure 4.5, we could observe prominent

Raman modes at 526, 805, 1076, 1180, 1385, 1478, and 1592 cm−1, respectively.

Two sharp peaks at 1076 and 1592 cm−1 in the SERS spectra were originated due to

C–H in-plane bending and C––C symmetric stretching vibration, respectively [426].

The maximum enhancements at 1070 and 1592 cm−1 imply the largest interaction of

these modes with the plasmonic nanosurfaces. The other relatively weaker Raman

modes observed at 526, 1180, 1478, 805, and 1385 cm−1 were originated due to the

C–H out-of-plane bending, C–H bending, ring bending, COO– bending, and COO–

symmetric stretching, respectively [426]. Because of the strong affinity of sulfur (S)

atoms to the Ag atoms in the shell, 4-MBA molecules most probably bound with the

S atoms to the nanosurfaces by keeping the benzene π cloud perpendicular to the

free electron cloud of the Au@Ag NRs and the COOH group at the distant end. As

the Ag-S stretching mode appears in the range between 250 to 350 cm−1 [427], it is

very difficult to trace the strong contribution of this mode from the recorded SERS
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Figure 4.5: SERS spectra of 2 × 10−4 M 4-MBA mixed with the core-shell Au@Ag
NRs of different lengths.

spectra, because it is masked by Rayleigh scattering. Due to the close proximity and

favorable orientation (perpendicular orientation of the benzene group to the surface

of the Au@Ag NRs), both C–H in-plane bending and C––C symmetric stretching of

the π cloud brought them close to the nanosurface. As a result they have maximum

overlap specifically to enhance them compared to the other modes [426].

In the Figure 4.6, we have presented the obtained SERS spectra for Au@Ag

of different lengths using CrV as analyte. The prominent Raman modes had been

observed at 448, 557, 805, 919, 1172, 1385, and 1615 cm−1, respectively. The three

highest peaks had been observed at 1172, 1385, and 1615 cm−1, which correspond

to the benzene C–H in-plane bending vibration, N-phenyl bond stretching vibration

and benzene C––C stretching vibration modes respectively. These observations im-

ply maximum interaction of these modes with the CrV molecules absorbed on the

surfaces of the Au@Ag NRs. The other relatively weaker Raman modes observed at
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448, 805, and 919 cm−1 could be assigned as a combination of the out-of-plane ring

skeletal vibration and out-of-plane C+– phenyl bond vibration, out-of-plane bending

of the C–H bond and ring skeletal vibration of radial orientation, respectively. The

weakest Raman mode observed at 557 cm−1 could be assigned as the benzene ring

skeletal vibration of the radial orientation mode [428].

Figure 4.6: SERS spectra of 10−5 M CrV mixed with the core-shell Au@Ag NRs of
different lengths.

Figure 4.7 shows experimentally obtained SERS spectra from 4-MPy adsorbed

onto the surfaces of Au@Ag NRs of different lengths. The eminent Raman modes

had been observed at 466, 722, 993, 1100, 1220, 1455 and 1592 cm−1 respectively.

The maximum SERS enhancements had been observed at 993, 1100, and 1592 cm−1

which represent the strong interaction of those modes with the surfaces of the Au@Ag

NRs. The Raman modes observed at 993, 1100, and 1592 cm−1 could be assigned

as the ring-breathing mode, ring-breathing mode coupled with the C–S stretching

mode and pyridine ring C––C stretching modes, respectively. The other relatively

weaker modes observed at 466, 722, 1220, and 1455 cm−1 could be assigned as the
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Figure 4.7: SERS spectra of 10−3 M 4-MPy mixed with the core-shell Au@Ag NRs
of different lengths.

out-of-plane CCC bending mode, a combination of the C––C in-plane bending of the

pyridine ring and C–S stretching mode, a combination of the in-plane C–H bending

and N–H deformation mode, and a combination of the C––C and C––N stretching

mode, respectively [429]. We can clearly observe that in each case, the Raman signal

for Au@Ag NRs of length 450 nm is maximum.

In the Figure 4.8, we have presented the SERS spectra of Ag NRs and Au@Ag

NRs having almost the same length of about 450 nm in the analyte of 2 × 10−4 M

4-MBA. The spectra clearly show that the SERS enhancement for the Au@Ag NRs

is much higher (almost 4 times) than that of a monometallic Ag NRs.

It is well known that the SERS enhancement depends on many factors, like the

shape and size of the NPs, the excitation wavelength due to the coupling between

the excitation wave and LSPR of the NPs, the presence of sharp edges and tips and

also on the existence of lattice strain in the NPs [430]. For the case of Au@Ag NRs,
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Figure 4.8: SERS spectra of 2 × 10−4 M 4-MBA obtained for Ag NRs and Au@Ag
NRs of length 450 nm.

a small lattice mismatch was present at the interface of the core Au and shell Ag,

which generated a small strain at the interfaces. Hence the local electric field was

increased. Again, due to the presence of multiple sharp edges and tips in the core

Au NBP the local electric field was enhanced for the Au@Ag NRs, which was absent

for Ag NRs. This electric field drove the SERS enhancement higher than that for

Ag NRs because the lattice mismatch was absent here.

4.3.2 Calculation of SERS EF

The SERS EF offered by Au@Ag NRs of different lengths and Ag NRs have

been calculated for those three different analytes by comparing the SERS signal on

the nanosurface and in bulk for some specific Raman modes with higher intensity .



121

The EF is given by the following expression [388, 416, 431–433]:

EF = ISERS

Ibulk

× Nbulk

NSERS

(4.5)

Here, ISERS is the integral intensity of a definite vibration mode in the Raman peak

of the analyte in the presence of the Au@Ag NRs in the solution, Ibulk is the integral

intensity of that vibration mode in the Raman peak of the analyte alone in the

solution, Nbulk is the number of analyte molecules used in the bulk, and NSERS is

the number of analyte molecules absorbed on the surfaces of the Au@Ag NRs. Nbulk

can be given by the equation

Nbulk = V ρ

M
NA (4.6)

where, NA is the Avogadro number (NA = 6.023 × 1023), ρ and M is the density

and the molecular weight of the analyte respectively, and V is the effective laser

excitation volume, given by V = πr2δ. Here, r is the laser spot radius given by the

relation r = 1.22λ
NA

and δ is the depth of focus given by the expression δ = 2π
λ

r2, where

λ is the excitation wavelength and NA is the numerical aperture of the laser. For

our experimental set-up, λ = 532 nm and NA = 0.22. So, r = 1.22λ
NA

= 2.95 µm, and

δ = 2π
λ

r2 = 102.73 µm. Hence, the effective laser excitation volume is given by

V = πr2δ = 2.81 × 103 µm3 = 2.81 × 10−15 m3 (4.7)

Considering the value of V and NA above, Nbulk can be given by the relation

Nbulk = ρ

M
× 1.69 × 109 (4.8)

To find out the value of NSERS, we had to find out the number of NRs in the

laser excitation volume V . To synthesize Au@Ag NRs of length 230 nm, we have
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added v = 3 mL = 3 × 10−3 L of c = 10−2 M AgNO3 into the growth solution. The

atomic mass of Ag is MAg = 107.8682 u. So, the total amount of Ag in the growth

solution is WAg = cvMAg = 3.24 × 10−3 g.

After the growth was completed, the resultant solution contains both Au@Ag

NRs and spherical Au@Ag NPs. The spherical NPs dominate over the NRs as only

10% of the resultant NPs are NRs which is evident from the Figure 3.2. We have

collected only the NRs using the purification process. Then the total amount of Ag

which contributes to formation of the NRs is WNR = 0.1 × WAg = 3.24 × 10−4 g.

Now, the volume of a single NR with diameter dNR = 2rNR = 27 nm and length

l = 230 nm is vNR
∼= π

d2
NR

4 l = 1.32 × 10−4 µm3.

The density of Ag is ρAg = 10.5 g.cm−3 = 1.05 × 10−11 g.µm−3.

As the volume of the core Au NBP is very small compared to the volume of the

shell NR, so by neglecting the effect of the core Au NBP, the weight of a single NR

of diameter dNR = 27 nm and length l = 230 nm is given by wNR = vNRρAg
∼=

π
d2

NR

4 lρAg = 1.39 × 10−15 g.

So, the total number of NRs of length l = 230 nm after the centrifugation in the

final volume of VS ∼ 1 mL = 1012 µm3 is NNR = WNR

wNR
= 2.34 × 1011.

Hence, the number density of the Au@Ag NRs of length l = 230 nm is nS = NNR

VS
=

2.34 × 10−1 µm−3.

To acquire the SERS spectra, we have mixed 50 µL of the NRs solution into 150 µL

of analyte solution. Therefore, the number density in the SERS substrate is 1/4
th of

the density we have calculated above. Hence, the number density of NRs of length

l = 230 nm as SERS substrate is nNR = nS

4 = 5.85 × 10−2 µm−3.

The effective laser excitation volume was calculated to be V = 2.81 × 103 µm3. So,

number of Au@Ag NRs of length l = 230 nm inside the laser excitation volume is
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N = V nNR ≈ 164.

Table 4.2: Number density of NRs as SERS substrate.
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230 nm 3 3.24 ×
10−4

1.39 ×
10−15 2.34×1011 1 5.85 ×

10−2

450 nm 5 5.39 ×
10−4

3.12 ×
10−15 1.73×1011 1.5 2.88 ×

10−2

700 nm 7 7.55 ×
10−4

5.91 ×
10−15 1.28×1011 2 1.60 ×

10−2

800 nm 8 8.63 ×
10−4

6.75 ×
10−15 1.27×1011 2.4 1.33 ×

10−2

1000 nm 10 1.08 ×
10−3

8.98 ×
10−15 1.20×1011 3 1.00 ×

10−2

1200 nm 12 1.29 ×
10−3

1.21 ×
10−14 1.07×1011 3.5 7.63 ×

10−3

Ag NRs
of 450 nm

0.8 8.63 ×
10−5

2.91 ×
10−15 2.97×1010 0.25 2.97 ×

10−2

In our whole process (to study SERS spectra of Au@Ag NRs of different

lengths), we have maintained the same density of the Ag atoms in each case. To

achieve that, we have added the same amount (200 µ L for each case) of Au core

NBPs in the growth process of Au@Ag NRs for every length, afterwards we have

centrifuged to collect them. After observing the TEM images of the Au@Ag NRs,

we could assume that the numbers of collected Au@Ag NRs after centrifugation
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were the same in every case as there were no Au NBPs left after this process. Fi-

nally, we had redispersed them in different volumes of deionized water so that the

total number of Ag atoms remains same in every case. As a result, when we have

acquired the SERS spectra, the effective surface area of the NRs and the number

of analyte molecules remain constant. In this way, the analyte molecules formed

a monolayer on the surface of the NRs in every case. Using this method, we have

made the number of Ag atoms or Ag surface area same in our SERS measurement

by maintaining different concentrations of NRs according to their lengths. In the

Table 4.2, we have calculated and summarized the number densities of the Au@Ag

NRs of each length along with the Ag NRs. From the Table 4.2, we can clearly

observe that as the lengths of the NRs have increased, the number densities of the

NRs have decreased, which is quite obvious. The calculated density of NRs in the

SERS substrate was used to calculate the SERS EFs offered by different analytes

separately.

4.3.2.1 For 4-MBA

For 4-MBA as analyte, we have calculated the EF at the maximum SERS sig-

nals observed at 1070 cm−1 and 1592 cm−1 respectively. The density and molecular

weight of 4-MBA are ρ = 1.49 g.cm−3 and M = 154.13 g.mol−1, respectively.

Hence, from the equation 4.8, we can find out

Nbulk = 1.64 × 1013 (4.9)

Assuming the NRs to be spherically ended rods, the surface area S of an NR of

length l and radius rNR is given by S = 4πr2
NR + 2πrNR(l − 2rNR).

The packing density of 4-MBA molecules on Ag surface is σ ∼ 3.01 × 105 µm−2

[434].
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When the SERS substrate was exposed to the laser excitation, only the upper half

of the NRs interacted with the laser excitation. Considering this fact, we get

NSERS = SσV nNR

2
(4.10)

where, the effective laser excitation volume V = 2.81 × 10−15 m3 we have got from

equation 4.7 and nNR is the number density of NRs in the SERS substrate we have

calculated in the Table 4.2.

Ibulk and ISERS can be found from the area under the certain Raman peaks

of the SERS spectra. From the SERS spectra for 4-MBA as analyte in Figure

4.5, we have obtained Ibulk = 6402.6 counts for Raman mode at 1076 cm−1 and

Ibulk = 1865.6 counts for Raman mode at 1592 cm−1. The calculated EF for Au@Ag

NRs of different lengths and Ag NRs for 4-MBA as analyte are presented in the

Table 4.3.

From the Table 4.3, we can notice that the obtained EF at 1592 cm−1 for

Table 4.3: SERS EF for Ag NR and Au@Ag NR of different lengths for 4-MBA as
analyte.

Samples NSERS ISERS @
1076 cm−1

ISERS @
1592 cm−1

EF @ 1076
cm−1

EF @ 1592
cm−1

A
u@

A
g

N
R

s
of

le
ng

th

230 nm 482414.03 113325.62 330236.06 6.01 × 108 6.01 × 109

450 nm 499086.09 384810.41 1.06 × 106 1.97 × 109 1.86×1010

700 nm 475927.14 316610.38 870251.46 1.70 × 109 1.60×1010

800 nm 452130.78 271282.38 786400.63 1.53 × 109 1.53×1010

1000 nm 438214.16 217003.35 650976.66 1.27 × 109 1.30×1010

1200 nm 425545.79 159992.77 469408.50 9.61 × 108 9.68 × 109

Ag NRs
of 450 nm

496934.86 76097.82 277993.97 3.92 × 108 4.91 × 109
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Au@Ag NRs of length 450 nm is 1.86 × 1010, which is maximum among Au@Ag

NRs of all other lengths and comparable to the previously reported result in the

literature [435]. We could also observe that the EF for monometallic Ag NRs of

length 450 nm is 4.91 × 109, which is almost 1/4
th of the EF obtained for core-shell

Au@Ag NRs of same length i.e., 450 nm.

4.3.2.2 For CrV

For CrV as analyte, the EFs were calculated at the maximum Raman signals

observed at 1172, 1385 and 1615 cm−1, respectively. The density and molecular

weight of CrV are ρ = 1.19 g.cm−3 and M = 407.98 g.mol−1, respectively.

Therefore, from the equation 4.8, we have got Nbulk = 4.94 × 1012.

The molecular foot print size of a CrV molecule on Ag surface is a = 4 nm2 [436].

Table 4.4: SERS EF for Au@Ag NR of different lengths for CrV as analyte.

Samples NSERS ISERS

@ 1172
cm−1

ISERS

@ 1385
cm−1

ISERS

@ 1615
cm−1

EF @
1172
cm−1

EF @
1385
cm−1

EF @
1615
cm−1

A
u@

A
g

N
R

s
of

le
ng

th

230 nm 400676.11 1.39 ×
106

2.28 ×
106

1.96 ×
106

1.60 ×
108

1.59 ×
108

1.72 ×
108

450 nm 414523.33 6.02 ×
106

9.25 ×
106

8.48 ×
106

6.70 ×
108

6.23 ×
108

7.20 ×
108

700 nm 395288.32 4.40 ×
106

6.75 ×
106

6.25 ×
106

5.14 ×
108

4.77 ×
108

5.57 ×
108

800 nm 375523.90 2.20 ×
106

3.58 ×
106

3.38 ×
106

2.70 ×
108

2.66 ×
108

3.17 ×
108

1000
nm 363965.25 2.11 ×

106
3.38 ×
106

3.27 ×
106

2.67 ×
108

2.59 ×
108

3.16 ×
108

1200
nm 353443.35 1.93 ×

106
3.04 ×
106

2.88 ×
106

2.52 ×
108

2.40 ×
108

2.87 ×
108
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Therefore, the packing density could be found σ = 1
a

= 2.50 × 105 µm−2. From this

information, we could find out the value of NSERS using the equation 4.10.

From the SERS spectra of Au@Ag NRs for CrV as analyte presented in the

Figure 4.6, we have found out the values of Ibulk to be 107078.7, 176861.1 and

140305.6 counts at 1172, 1385 and 1615 cm−1, respectively. The calculated EFs for

the Au@Ag NRs of different lengths are summarized in the Table 4.4.

From the values obtained in the Table 4.4, the maximum SERS EF was ob-

tained for Au@Ag NRs of length 450 nm at 1615 cm−1 which is 7.20 × 108.

4.3.2.3 For 4-MPy

We have also calculated the EFs for Au@Ag NRs of different lengths using

4-MPy as analyte at the maximum Raman signals observed at 993 and 1100 cm−1,

respectively. For 4-MPy, the density and molecular weight are ρ = 1.20 g.cm−3 and

M = 111.16 g.mol−1, respectively.

So, from the equation 4.8, we have got Nbulk = 1.83 × 1013.

The molecular foot print size of a 4-MPy molecule on Ag surface a = 0.18 nm2 [437].

Table 4.5: SERS EF for Au@Ag NR of different lengths for 4-MPy as analyte.

Samples NSERS ISERS @
993 cm−1

ISERS @
1100 cm−1

EF @ 993
cm−1

EF @ 1100
cm−1

A
u@

A
g

N
R

s
of

le
ng

th

230 nm 8911036.66 128935.3 89917.03 2.02 × 107 3.51 × 107

450 nm 9218998.90 813974.2 796227.2 1.23 × 108 3.01 × 108

700 nm 8791212.24 234140.3 196930.6 3.72 × 107 7.80 × 107

800 nm 8351651.62 218020.1 182285.0 3.64 × 107 7.60 × 107

1000 nm 8094587.16 160157.5 157905.4 2.76 × 107 6.79 × 107

1200 nm 7860580.00 87545.0 78070.2 1.55 × 107 3.46 × 107
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Therefore, the packing density could be found σ = 1
a

= 5.56 × 106 µm−2. From this

information, we could find out the value of NSERS using the equation 4.10.

From the SERS spectra of Au@Ag NRs using 4-MPy as analyte presented in

the Figure 4.7, we have found out the values of Ibulk to be 13110.2 and 5257.0 counts

at 993 and 1100 cm−1, respectively. The calculated EFs for the Au@Ag NRs of

different lengths are summarized in the Table 4.5.

From the values obtained in the Table 4.5, the maximum SERS EF was ob-

tained for Au@Ag NRs of length 450 nm at 1100 cm−1 which is 3.01 × 108.

4.3.3 Core-shell NSs, NCs, HNSs and HNCs

The strengths of the LSPRs in SERS activity for all the synthesized core-shell

NPs with Au TOH NPs as core were studied by collecting the SERS spectra using

4-MBA as analyte. To prepare the SERS substrates, 10 µL of the concentrated Au

TOH NPs and all types of Au@Ag NPs were mixed with the 190 µL of 10−5 M

4-MBA solution separately. As the NPs contain a large number of sharp edges and

tips, electromagnetic rays got focused at those places and hot spots were formed

at those places. These hot spots contributed to high SERS enhancement. It is

discussed before that if the LSPR bands of the NPs are close to the excitation

wavelength of the laser, then high SERS signals are generated. Though the higher-

order multipolar plasmon modes far away from laser excitation wavelength became

nonradiative, they could also participate in the enhancement of the SERS activity

by absorbing light and decaying through evanescent near-field [417].

The SERS spectra of Au TOH NPs and Au@Ag NS, NCs, HNSs and HNCs

using 4-MBA as analyte are presented in the Figure 4.9. Comparing the spectra for

different NPs, we can observe that all of them have very high and sharp peaks at

1076 and 1592 cm−1 respectively. In our SERS experiment we had used 532 nm as
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Figure 4.9: SERS spectra of 10−5 M 4-MBA mixed with the NPs of different mor-
phology.

our SERS excitation wavelength. From the absorption spectra of the Au TOH NPs

presented in the Figure 4.4, we could observe that the dipolar LSPR band of Au

TOH NPs is at 595 nm, which is very close to the excitation wavelength. Again,

the TOH NPs contain large numbers of sharp edges and tips, which intensified the

local electric field at those places. For that reason the SERS enhancement is very

high for Au TOH NPs. Now, comparing the absorption spectra between Au TOH

NPs and Au@Ag NSs and NCs, the dipolar LSPR bands for Ag of the Au@Ag NSs

and NCs (427 nm and 439 nm respectively) were relatively far from the excitation

wavelength of SERS. But, as the SERS enhancement offered by the Au@Ag core-

shell NPs is much higher than Au NPs, hence Au@Ag NSs and NCs offered higher

enhancement than Au TOH NPs though their dipolar LSPR bands were far away

from the laser excitation wavelength. Comparing the morphology of Au@Ag NSs

and NCs, the Au@Ag NCs contain several sharp edges and corners than NSs and the
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local field got intensified at those places. For that reason the Au@Ag NCs offered

better enhancement compared to the Au@Ag NSs. For the cases of Au@Ag HNSs

and HNCs, their dipolar LSPR bands for Ag (559 nm and 623 nm respectively)

were relatively closer to the SERS excitation wavelength and they contributed to

high SERS enhancement. Again, as the Au@Ag HNSs and HNCs contain hollow Ag

shells, the effective surface area is very high compared to the Au@Ag NSs and NCs

as the shells are solid. Therefore, the analyte molecules only attached to the outer

Ag surfaces for Au@Ag NSs and NCs. Whereas, for Au@Ag HNSs and HNCs, the

analyte molecules could attach to both inner and outer Ag walls as well as on the core

Au TOH NPs. Again, a higher number of hot spots would generate at the nanogaps

between the Au TOH cores and hollow Ag shells. All these facts would increase the

SERS signal. Hence, the SERS signals for the HNPs were higher compared to other

NPs. Between the Au@Ag HNSs and HNCs, the SERS enhancement is maximum

for Au@Ag HNCs, as they contain more number of sharp edge and corners compared

to the Au@Ag HNSs.

The highest SERS signals are observed at 1076 and 1592 cm−1 which could be

assigned as C–H in-plane bending and C––C symmetric stretching vibration mode,

respectively [426]. Hence, these two modes had maximum interaction with the

plasmonic nanosurfaces. Besides these two strong peaks, some other Raman modes

of lower intensity were observed at 526 and 1385 cm−1 which could arise due to

C–H out-plane bending and COO– symmetric stretching, respectively [426].

4.3.4 Calculation of SERS EF for 4-MBA

The SERS EF has been calculated for the Au TOH NPs and the Au@Ag NPs

of different morphologies using 4-MBA as analyte by the equation 4.5. Now, for

4-MBA as analyte, the value of Nbulk from the previously calculated result in the

equation 4.9 is given by Nbulk = 1.64 × 1013.
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To synthesize the Au TOH NPs, v = 2 mL = 2×10−3 L of c = 10−2 M HAuCl4

has been added to the growth solution. The atomic mass of Au is MAu = 196.9666 u.

By assuming all the Au atoms have participated in the synthesis of the TOH NPs, we

can find the total weight of the synthesized TOH NPs as WAu = MAucv = 3.94×10−3

g.

Considering the size of the synthesized Au TOH NP is same, the volume of a single

Au TOH NP with edge length l = 35 nm would be vT OH
∼=
(√

39+2
√

2
6 l3

)
= 6.48 ×

10−5 µm3.

The density of solid Au is ρAu = 19.32 g.cm−3 = 1.932 × 10−11 g.µm−3. So, the

weight of a single Au TOH NP is wT OH = vT OHρAu = 1.25 × 10−15 g.

Therefore, the total number of TOH NPs after centrifugation in a final volume of

VS
∼= 1 mL = 1012 µm3 is given by NT OH = WAu

wT OH
= 3.15 × 1012.

Hence, the number density of the Au TOH NPs is n = NT OH

VS
= 3.15 µm−3.

For the synthesis of the Au@Ag NSs and NCs, 250 µL of Au TOH NPs as

seed solutions had been mixed to the growth solutions. As we could not observe any

Au TOH NP during the TEM observation of the Au@Ag NSs and NCs, we could

consider that all of the Au TOH NPs had been transformed into core-shell NPs.

Hence, the number density of the Au@Ag NSs and NCs after centrifugation to the

final volume of VS
∼= 1 mL is 1/4

th of the number density for Au TOH NPs.

Again, 100 µL of the Au@Ag NSs and NCs had been mixed to the growth

solutions for synthesizing Au@Ag HNSs and HNCs. As we could not observe any

Au@Ag NPs with solid Ag core, we could consider that all of the Au@Ag NSs and

NCs had been transformed to Au@Ag HNSs and HNCs, respectively. Therefore,

the number density of the Au@Ag HNSs and HNCs after centrifugation to a final

volume VS
∼= 1 mL is 1/10

th of the number density for Au@Ag NSs or NCs, i.e., 1/40
th

of number density for Au TOH NPs.
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To prepare the SERS substrates, 10 µL of the synthesized NP solutions have

been mixed with 190 µL of 10−5 M 4-MBA solutions. So, the number density

of the NPs in SERS substrates is 1/20
th of the number density in each case we

have calculated above. For example, the number density of Au TOH NPs in SERS

substrate is nT OH = n
20 = 1.575 × 10−1 µm−3.

After calculating the number density of each type of Au@Ag NPs, we have

calculated the values of NSERS from equation 4.10 for each of them. The values of

Ibulk and ISERS could be obtained from the area under the peaks from the SERS

spectra presented in the Figure 4.9. The obtained values of Ibulk at 1076 and 1592

cm−1 are 8876.5 counts and 4520.7 counts, respectively. The calculated values of

the EFs for Au TOH NPs and Au@Ag NSs, NCs, HNSs and HNCs have been

summarized in the Table 4.6. The maximum value of the EF has been obtained for

Au@Ag HNCs at the Raman mode 1592 cm−1 and the value is 7.52 × 109.

Table 4.6: SERS EF for Au TOH NPs and Au@Ag NPs of different morphologies
for 4-MBA as analyte.

Samples Surface
area
(S) in
nm2

NSERS ISERS

@ 1076
cm−1

ISERS

@ 1592
cm−1

EF @
1076
cm−1

EF @
1592
cm−1

Au
TOH
NP

12730.6 8.48 ×
105

53012.8 81197.8 1.16 × 107 3.47 × 107

A
u@

A
g

NS 80424.8 1.34 ×
106

77665.7 124151.0 1.07 × 108 3.36 × 108

NC 86400.0 1.44 ×
106

87992.1 146861.9 1.13 × 108 3.70 × 108

HNS 80424.8 1.34 ×
105

111214.6 191907.6 1.54 × 109 5.20 × 109

HNC 86400.0 1.44 ×
105

173731.1 298884.8 2.23 × 109 7.52 × 109
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4.4 FDTD simulation

Using FDTD simulation, one can solve many electromagnetic problems like

scattering from any metallic or dielectric substance, antenna, micro-strip circuit,

absorption of electromagnetic rays in the human body when exposed to radiation,

etc. For anisotropic and arbitrarily shaped NPs like the various core-shell NPs we

had synthesized here, it is very hard to find the analytical solution of Maxwell’s

equations because the electromagnetic field is very complex around the NPs. So the

electromagnetic field near the arbitrarily shaped NPs can be easily found by FDTD

simulation. The electric field is enhanced at the sharp edges and tips of the NPs,

which can be clearly observed from the FDTD simulation. From the values of the

electric fields at various places, we could find the SERS EF by the equation

EF =

 E

E0

4

(4.11)

where E0 is the amplitude of the electric field of the source and E is the local

maximum electric field [438]. We have used 532 nm as the excitation wavelength in

the FDTD simulation, same as for the SERS experiment.

4.4.1 Core-shell NRs

To visualize the local electric field and substantiate the experimentally calcu-

lated high SERS enhancement for Au@Ag NRs of different lengths, FDTD simu-

lation were performed for both Au@Ag NRs and Ag NRs. The shell Ag NR was

assumed as a spherically ended rod and in the middle of the rod we had placed a

truncated bipyramidal structure on a pentagonal base of Au. For Au and Ag NR,

they were similarly modeled as a spherically ended rod of Au and Ag respectively,

without any core. In the Figure 4.10(a-c), we have presented the y-z views of the
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Figure 4.10: y-z views of the electric-field distribution of (a) Au NRs, (b) Ag NRs,
(c) Au@Ag NRs of length 450 nm and the corresponding EF maps for (d) Au NRs,
(e) Ag NRs, (f) Au@Ag NRs of length 450 nm.

local electric field distribution for Au NRs, Ag NRs and Au@Ag NRs of length 450

nm, respectively. In the Figure 4.10(d-e), we have presented the corresponding EF

maps of them. The local electric field distributions for Au NRs and Ag NRs show

that for Ag NRs, the electric field and the corresponding EF is high compared to the

Au NRs, which is very obvious. But, it is highest for Au@Ag NRs. From the Figure

4.10(a) and (b), we can clearly observe that the enhancement of the local electric

field takes place only at the corners of the monometallic NRs. Whereas from the

Figure 4.10(c), it is clear that besides the corners, large electric-field enhancement

occurs in the middle of the Au@Ag NRs i.e., around the core Au NBPs. Due to the

presence of sharp edges and tips in the core Au NBPs and coupling of the LSPR

band of Au and Ag, the electric field is enhanced at the middle of the NRs.

In the Figure 4.11(a-e), we have presented the y-z views of the local electric field

distribution for Au@Ag NRs of lengths 230, 700, 800, 1000 and 1200 nm respectively.
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The corresponding EF maps of them have been presented in the Figure 4.11(f-j).

The results clearly demonstrate that as the length of the Au@Ag NRs increases, the

value of EF decreases. And the maximum value of EF has been obtained for Au@Ag

NRs of length 450 nm. All these observations justify the observation we have got

from the SERS experiment.

Figure 4.11: y-z views of the electric-field distribution of Au@Ag NRs of length (a)
230 nm, (b) 700 nm, (c) 800 nm, (d) 1000 nm, (e) 1200 nm and the corresponding
EF maps for Au@Ag NRs of length (f) 230 nm, (g) 700 nm, (h) 800 nm, (i) 1000
nm, (j) 1200 nm, respectively.

The EF we have obtained from the SERS experiment is very high compared to

some previously reported Au@Ag NRs with Au NRs as core [439, 440]. To justify this

observation, we have performed the FDTD simulation of those previously reported

structures. In the Figure 4.12(a) and (b), we have presented the y-z view of the local

electric field distribution and in the Figure 4.12(c) and (d) the corresponding EF for

Au@Ag NRs of lengths 80 and 230 nm respectively, with a 75 nm long Au NR core

in both cases. Comparing the EF of these two types of NRs with our synthesized

Au@Ag NRs, we can clearly observe that the SERS EF is very high for Au@Ag NRs

with Au NBP as core because the Au NR core inside the Au@Ag NR does not have

any sharp edges or tips. Whereas the Au NBP core inside the Au@Ag NR we have

synthesized, contains several sharp edges and tips, where the electromagnetic rays

got focused, which resulted in high SERS enhancement.
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Figure 4.12: y-z views of the electric-field distribution of Au@Ag NR of length (a)
80 nm, (b) 230 nm and the corresponding EF maps for Au@Ag NR of length (c) 80
nm, (d) 230 nm with core Au NR of length 75 nm.

4.4.2 Core-shell NSs, NCs, HNSs and HNCs

FDTD simulations were performed to study the local electric field near the

NPs and to verify the experimentally observed SERS enhancement for Au TOH

NPs, Au@Ag NSs, NCs, HNSs and HNCs. The electric field was intensified at the

sharp edges and corners of the NPs as well as at the nanogaps between two NPs. In

Figure 4.13(a), we have presented the distribution of the local electric field for two

Au TOH NPs of edge length 35 nm and separated by a distance of 5 nm. The map

clearly shows that the electric field has amplified at the tips of the Au TOH NPs and

at the nanogaps between the TOH NPs. In the Figure 4.13(b), we have presented

the EF map for the Au TOH NPs. The EF was found to be (∼ 107), which is very

close to the value we had found from the SERS measurement and subsequent EF

calculation.

The y-z views of electric field distribution for core-shell Au@Ag NSs, NCs,
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Figure 4.13: y-z view of (a) the electric field distribution and (b) corresponding EF
map for Au TOH NPs.

HNSs and HNCs placed 5 nm apart are presented in the Figure 4.14(a)-(d) respec-

tively. The corresponding EF maps are shown in the Figure 4.14(e)-(h) respectively.

From the Figure 4.14(e), we could observe that for Au@Ag NSs, the maximum con-

tribution in SERS is coming from the nanogap between the two NSs. But for Au@Ag

NCs, the maximum contribution is coming from the corners of the Ag shell and it is

much larger than the case for Au@Ag NSs. Similar results have been observed for

Au@Ag HNSs and HNCs, but the values of the electric field and correspond EF are

much larger than Au@Ag NSs and NCs. For Au@Ag HNSs and HNCs, as the shells

were hollow, the electromagnetic rays could penetrate the hollow shells and interact

with the Au TOH cores, which was not for the cases of Au@Ag NSs and NCs as

the incoming electromagnetic wave could not penetrate the solid Ag shell. So, for

Au@Ag HNSs and HNCs, both core and shell participated in the enhancement of

the electric field, resulting in high enhancement. From the FDTD simulation results,

the maximum SERS EF was obtained for Au@Ag HNCs which is (∼ 5×109), which

is close to the value we had obtained from the SERS experiment.

From the observations, it was noticed that the experimentally obtained values

of the SERS EF did not match completely with the values obtained from the FDTD

simulation. The possible reasons behind this might be:
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Figure 4.14: y-z views of the electric field distribution for Au@Ag (a) NSs, (b) NCs,
(c) HNSs, (d) HNCs and corresponding EF maps for Au@Ag (e) NSs, (f) NCs, (g)
HNSs, (h) HNCs, respectively.

• In FDTD simulation, we had modeled the NPs with a specific dimension only.

But in reality, there exists a size distribution for all the NPs which was ne-

glected during FDTD simulation.

• Similarly, from TEM observation we have fixed a 5 nm of separation between

two NPs during the FDTD simulation, but the separation also was not fixed

in the SERS substrate.

• Moreover SERS is a combined effect of electromagnetic enhancement and

chemical enhancement. But for FDTD simulation, the contribution from the

chemical part was neglected.

4.4.3 Pd NCs and Au@Pd NCs

Pd NPs are very important in the field of nanotechnology for their highly

catalytic properties. They are being widely used in various industrial fields such

as hydrogen storage [441], electrode material in electro-catalysis [442], reduction of

pollutant gases [443], etc. But, of Pd NPs remained largely unexplored compared to
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Figure 4.15: (a) x-z view of electric field distribution and (b) EF map of Pd NCs,
(c) x-z view of electric field distribution and (d) EF map of Au@Pd NCs.

Au and Ag NPs because Pd NPs do not have any SPR band in the visible spectral

region [444]. Besides, the SERS activity of Pd NPs is also very low compared to

Au and Ag NPs. The incorporation of Au cores inside the Pd NPs could enhance

the SERS activity of the NPs. In the Figure 4.15(a) and (b), the x-z view of the

local electric field distribution of the Pd NCs situated at a distance of 5 nm and the

corresponding EF distribution are presented. The local electric field distribution

map (Figure 4.15(a)) shows the electric field got focused at the sharp corners of the

Pd NCs. The EF distribution map shows the highest EF of almost 5 × 102 which

matches with the reported experimental SERS EF values (10–103) [445]. The x-z

view of the local electric field distribution of the Au@Pd NPs situated at a distance

of 5 nm and the corresponding EF distributions are presented in the Figure 4.15(c)

and (d). The result confirms that due to the insertion of the Au octahedral core, the

local electric fields and the corresponding EF have increased several times (highest

EF ∼ 3×104). Due to the insertion of the Au octahedral core, the numbers of sharp
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edges and tips have increased in the NPs, which increased the EF. Again, due to the

lattice mismatch between Au and Pd (∼ 4.69%), a lattice strain has developed in

the Au@Pd NCs, which has also contributed to increasing the EF. Hence, the SERS

EF can be easily increased for Pd NPs by incorporation of Au cores inside them.

4.5 Conclusion

In this chapter we have discussed about the absorption spectra acquired from

Au@Ag NPs of different morphologies and high SERS enhancement. The Au@Ag

NRs of different lengths showed multipolar plasmon peaks throughout the region

of the absorption spectra. Besides the plasmon peaks of Au and Ag, the coupled

modes between Au and Ag also appeared in the absorption spectra. Due to the

presence of dipolar plasmon peaks near the excitation wavelengths of the laser, the

Au@Ag NRs provided huge SERS enhancement for different analytes like 4-MBA,

CrV and 4-MPy. The SERS enhancement was compared with the monometallic Ag

NRs. Due to the absence of plasmon peaks near the excitation wavelength as well

as Au NBP cores, Ag NRs showed comparatively lower SERS enhancement. The

local electric field near the Au@Ag NRs was studied using FDTD simulation, and it

was found that the electric field is maximum near the core Au NBPs as they contain

more number of sharp edges and tips compared to other regions. The SERS EF was

verified using the FDTD analysis, and it is remarkable that the values have matched

quite well with the experimental values. All these observations make the Au@Ag

NRs a very good SERS substrate with high EF.

From the absorption spectra of Au@Ag NSs, NCs, HNSs and HNCs, we have

clearly observed that for Au@Ag NPs with solid shells (e.g. NSs and NCs), the

plasmon peaks for Ag dominated over other modes. Whereas, for Au@Ag NPs

with hollow shells (e.g. HNSs and HNCs), the coupled modes between Au and
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Ag dominated over other plasmon modes, because in these cases, the incoming

electromagnetic waves could penetrate the thin Ag walls very easily and interact

with the Au TOH cores. The SERS spectra showed maximum EF for Au@Ag

HNCs, as the analyte molecules could be absorbed on both sides of the Ag shells as

well as on core Au TOHs. Again, as the Au@Ag HNCs contain a large number of

sharp edges and tips on both core Au TOHs and shell Ag NCs, the electromagnetic

rays focused at those places, resulting in high SERS enhancement. These facts were

verified by the FDTD simulation, and it was observed that the electric field was

very high at the corners of the Ag shells and also inside the Ag shells, around the

tips of the core Au TOH NPs.



Chapter 5

Cyclic voltammetry study and

application of the nanoparticles as

bio-sensors

This chapter is an overview of the interfacial charge transfer of the
nanoparticles as electrodes using cyclic voltammetric and amperomet-
ric studies and the application of the nanoparticles as bio-sensors for
sensing uric acid and ascorbic acid.
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5.1 Introduction

Electrochemistry is the study about the transfer of electrons between the elec-

trodes and reactant molecules. Voltammetry is a kind of electrochemical study,

where we measure the current through the electrodes with respect to a time de-

pendent potential applied across the electrodes. From voltammetry, we could get

a lot of qualitative information about the system, like the redox potential of the

analyte, diffusion coefficient of the analyte molecules in a particular medium, the

total number of electrons transferred during the reaction, etc. [446]. There exist

different kinds of voltammetry studies depending upon the kinds of wave forms ap-

plied across the electrodes. Cyclic voltammetry is one such kind of voltammetry

where the applied potential across the working electrode is ramped linearly with

time. After a time, the potential reached to a set value and then it is ramped in the

opposite direction. Therefore, after some time, the potential reaches to its initial

value completing a full cycle, which implies the applied waveform is triangular in

nature. In the Figure 5.1(a), we have presented the waveform of the ramped poten-

tial applied across the electrodes in cyclic voltammetry, where Einitial is the initial

potential of the electrode. After the ’forward scan’ is complete, it reaches to the

switching potential Eswitching and the ramped is then applied in opposite direction.

After the ’reverse scan’ is complete, it reaches to its initial potential Einitial.

A cyclic voltammogram would be called reversible if the heterogeneous electron

transfer occurs much faster than other processes like scan rate of ramp potential,

diffusion, etc. In the Figure 5.1(b), we have shown a typical reversible cyclic voltam-

mogram for an electrochemical system. From the plot in Figure 5.1(b), we could

know both kinetic and thermodynamic information of the electrochemical system.

If Epc and Epa be the potentials of the cathode peak and anode peak respectively,
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Figure 5.1: (a) Waveform of the ramped potential applied across the electrodes in
cyclic voltammetry, (b) a typical cyclic voltammogram for a reversible electrochem-
ical system.

then the separation between these two peaks ∆Ep would be given by

∆Ep = |Epc − Epa| = 2.303RT

nF
(5.1)

Here, the Faraday constant F = 96485.33212 C.mol−1, and n is the number of

electrons getting transferred per molecule during reduction or oxidation. At 25°C,

we get

∆Ep = 0.059
n

V (5.2)

The formal reduction potential Ered of a reversible couple is given by the equation

Ered = Epc + Epa

2
(5.3)

The peak current ip in the voltammogram could be given by the Randles-Sevcik

equation as [447]

ip = 0.4463 nAFC

(
nvFD

RT

)1/2

(5.4)
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where, n is the number of electrons getting transferred per molecule during reduction

or oxidation, A is the area of the electrode, F is the Faraday Constant, C is the

concentration of the redox solution, v is the potential sweep rate and D is the

diffusion coefficient at temperature T . At 25°C, the equation 5.4 is reduced to

ip = (2.69 × 105) n
3/2AD

3/2Cv
3/2 (5.5)

From the equation 5.5, we could determine various quantities like the number of

electrons getting transferred in a redox reaction, the diffusion coefficient, active

surface area of an electrode, etc.

So, a cyclic voltammetric biosensor operates in cyclic modes with a ramped

potential applied across the electrodes. Whereas, in amperometric biosensors, a

fixed potential is applied across the electrodes, which is either reduction or oxidation

potential of the redox molecules, and a corresponding current is obtained. Hence,

a current is obtained only when the applied potential across the electrodes is equal

to the reduction or oxidation potential of the redox molecules. In an amperometric

biosensor, the current i will be given by the Cottrell equation as [448]

i = nFAc0
√

D√
πt

(5.6)

where, n is the number of electrons getting transferred per molecule during reduction

or oxidation, F is the Faraday Constant, A is the area of the electrode, D is the

diffusion coefficient, c0 is the initial concentration of the redox solution and t is the

time elapsed from when the potential was applied. Using the equation 5.6, we could

find out the diffusion coefficient D of the redox molecules.

Uric acid (UA) is the last product of purine metabolism in the human body.

Purine converts into UA. The human body maintains a specific level of UA. The

excess UA is removed through urine. For a normal and healthy human being, the
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usual concentration of UA in urine is 2 mM [449]. Any abnormal levels of UA

can result in some type of diseases, such as hyperuricemia, gout and Lesch-Nyhan

[450, 451]. Besides UA, AA also exists in human blood and urine in the form of

vitamin C. AA or vitamin C acts as a very good antioxidant, as well as it helps the

human body to synthesize collagen. Collagen is one of the main constitutes of bones,

cartilages, teeth and blood vessels in the human body [452]. It also protects from

retina muscular degeneration and cancer [453, 454]. But we have to intake vitamin

C by consumption of vegetables and citrus fruits as the human body is unable to

produce vitamin C [455]. The concentration level of vitamin C in a normal human

body varies between 120 − 450 µM [456]. Any irregular levels of vitamin C in blood

can cause various diseases like diarrhea, nausea, etc. [454]. For all of these reasons,

accurate, susceptible and selective detection of both UA and AA or vitamin C is

very significant for clinical diagnosis or industrial purposes [450, 451, 453, 454, 457].

But the simultaneous detection of both UA and AA is very hard using carbon or

as-deposited diamond electrodes as both UA and AA oxidize them at nearly same

potential. Whereas, using the cyclic voltammetric or ampereometric technique, one

can easily and selectively detect both UA and AA at the same time with great

sensitivity. Besides, it is a very cost-effective method for sensing any biomolecule.

We had designed the electrodes by spin coating the Au@Ag NSs, NCs, HNSs,

HNCs on ITO coated glass substrates. We had performed the cyclic voltammetric

studies using these electrodes. We had also performed amperometric sensing studies

of UA and AA with the electrodes. The observations are reported in this chapter.

5.2 Electrochemical cyclic voltammetry study

Five electrodes had been prepared by spin coating of Au TOH NPs and Au@Ag

NSs, NCs, HNSs and HNCs respectively on ITO (indium tin oxide) coated glass
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substrate. Cyclic voltammetry measurements had been performed to study the

interfacial charge transfer and electron accumulation in between those electrodes

and electrolyte interfaces. The cyclic voltammetry plots at a scan rate of 0.05 V/s

for those electrodes are presented in the Figure 5.2. As the Au@Ag core-shell NPs

contain Au-Ag interfaces, so a large amount of electron accumulation had taken

place at those interfaces, which was not in the case for monometallic Au TOH NPs.

Hence, the current densities for the core-shell nanostructures were much higher

compared to the monometallic NPs, which is clearly visible from the Figure 5.2.

It is evident that the effective surface area and interface area are much higher for

the NPs with hollow Ag shells (HNSs and HNCs) compared to the NPs with solid

Ag shells (NSs and NCs). As a result, the current density is higher for Au@Ag

HNSs and HNCs. Again, between the NPs with cubical Ag shells (NCs or HNCs)

and spherical Ag shells (NSs or HNSs), the NPs with cubical Ag shells have higher

surface area compared to the NPs with spherical Ag shells of the same size. The

Figure 5.2: Cyclic voltammetry plots for Au TOH NPs and core-shell Au@Ag NSs,
NCs, HNSs and HNCs, respectively at a scan rate of 0.05 V/s.
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NPs with cubical Ag shells also contain multiple sharp edges and corners. As the

charge density of any charged surface varies inversely to the radius of curvature,

the charge density is higher for NCs and HNCs, because the sharp objects have a

very small radius of curvature [458]. All of these facts support that the Au@Ag

HNCs provide the maximum current density which was also observed in our cyclic

voltammetry measurements.

5.3 Electrochemical sensing study

As the core-shell NPs provide very high current densities compared to the Au

TOH NPs, so we had performed the non-enzymatic electrochemical sensing stud-

ies with the core-shell NPs only. In the sensing studies of both UA and AA, 0.1

M Na2SO4 solution was used as the electrolyte. In the Figure 5.3(a-d), we have

presented the cyclic voltammetry plots for different concentrations of UA added to

the electrolyte medium, where we had used Au@Ag NSs, NCs, HNSs and HNCs as

electrodes, respectively. From the plots, we can clearly observe that the current den-

sities have increased significantly as the concentrations of UA have been increased

at the potential of −0.36 V, which is the reduction potential for UA. As UA was

added into the medium, it got reduced at the reduction potential of −0.36 V, which

increased the effective number of ions into the electrolyte medium. The increased

number of ions helped to increase the current density of the system and with higher

molar concentrations of UA added to the medium, more number of ions were pro-

duced in the electrolyte solution, resulting in the increase in current densities. So,

from the Figure 5.3(a-d), it is clear that these Au@Ag core-shell NPs could be used

as UA sensors at an electrode potential of −0.36 V. The plots also suggest that the

change in current densities is maximum for Au@Ag HNCs, which indicates that it

has the highest sensitivity for sensing UA over the other three core-shell NPs.
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Figure 5.3: Cyclic voltammetry plots for different concentrations of UA added into
the medium for Au@Ag (a) NSs, (b) NCs, (c) HNSs and (d) HNCs as electrode at
a scan rate of 0.05 V/s.

Similarly, the AA sensing had been performed using these four types of core-

shell NPs as electrode. The cyclic voltammetry plots for different concentrations of

AA added into the electrolyte medium have been presented in the Figure 5.4(a-d),

with Au@Ag NSs, NCs, HNSs and HNCs as electrodes respectively. Here we can

observe that the current densities have been increased with increasing concentration

of AA added in the electrolyte medium at the potential of 0.55 V, which is the

oxidation potential for AA. As AA was added into the electrolyte medium, it got

oxidized at the potential of 0.55 V, which increased the effective number of ions into

the medium, resulting in the increase in current densities. So, we can conclude that

these core-shell NPs as the electrode, can be used as AA sensor, with maximum

sensing sensitivity for Au@Ag HNCs, as the change in current density is maximum
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for it compared to the other three type of NPs.

Figure 5.4: Cyclic voltammetry plots for different concentrations of AA added into
the medium for Au@Ag (a) NSs, (b) NCs, (c) HNSs and (d) HNCs as electrode at
a scan rate of 0.05 V/s.

The cyclic voltammetry plots in the Figure 5.3(a-d) and 5.4(a-b) for different

concentrations of UA and AA added into the electrolyte medium recommend that

Au@Ag NPs-coated ITO electrode could be used as an efficient sensor for detection

of both UA and AA. It is clear that the change in current densities with increasing

concentrations of UA or AA i.e., the sensitivity of sensing them, is maximum for

Au@Ag HNCs for both the cases. As the Au@Ag HNCs have maximum surface area

compared to the other three types of NPs, they have a larger area to interact with the

electrolyte containing UA or AA. Again, Au@Ag HNCs contain multiple sharp edges

and corners, where charge density is very high. All these facts make the sensitivity

better for Au@Ag HNCs for sensing both UA and AA. We have performed the
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amperometric sensing studies of UA and AA using only Au@Ag HNCs as electrode,

because they have maximum sensitivity.

5.3.1 Amperometric sensing of UA

Figure 5.5: (a) Amperometric J−t curve and (b) corresponding response of current
density for sensing UA with the linear fitted graph in the inset.

For amperometric sensing of UA with Au@Ag HNCs coated ITO as electrode,

the electrode potential was kept fixed at −0.36 V, which is the reduction potential

of UA. Here, different concentrations of UA had been added into the electrolyte

medium in increasing order after a regular time interval and changes in the current

densities had been observed. In the Figure 5.5(a) we have presented the amperomet-

ric sensing study for UA. We could observe that with increasing concentrations of

UA, the current density has been increased. In the Figure 5.5(b) we have presented

the change in current density with the concentrations of UA which indicates that the

current density has increased with increasing concentration of UA in almost linear

order and become nonlinear at higher concentration region. At the linear region,

i.e., at low concentrations of UA added into the medium which is from 50 µM to

2 mM , the response curve has been linear fitted by the equation

J = −1.509 (µA.mM−1cm−2) CUA − 0.2090 (5.7)
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with a correlation factor of R2 = 0.98138 (presented at the inset of the Figure 5.5(b)).

Hence, the sensitivity for sensing UA, which is implied by the slope of the graph, is

1.509 µA.mM−1cm−2 with the minimum detection limit of 0.36 µM (S/N = 3).

5.3.2 Amperometric sensing of AA

Figure 5.6: (a) Amperometric J−t curve and (b) corresponding response of current
density for sensing AA with the linear fitted graph in the inset.

The amperometric sensing study of AA using Au@Ag HNCs coated ITO elec-

trode was performed at the electrode potential 0.55 V, i.e., at the oxidation poten-

tial of AA. Figure 5.6(a) represents the amperometric sensing response curve, which

shows that the current density has increased with increasing concentrations of AA

added into the electrolyte medium after a successive time interval. In the Figure

5.6(b), we have plotted the current density for different concentrations of AA, which

shows that the current density has been increased with increasing concentrations of

AA almost linearly at the lower concentration region of AA, which is from 50 µM

to 500 µM . And the current density becomes nonlinear at higher concentrations of

AA. The linear part of the response curve in the Figure 5.6(b) has been linear fitted

by the equation

J = 209.02718 (µA.mM−1cm−2) CAA + 11.74097 (5.8)
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with a correlation factor of R2 = 0.99556 (presented at the inset of the Figure

5.6(b)). Therefore, the sensitivity for sensing AA, which is implied by the slope

of the graph, is 209.02718 µA.mM−1cm−2 with the minimum detection limit of

0.019 µM (S/N = 3).

5.3.3 Long-term stability and selectivity

To investigate how the sensitivity of the Au@Ag HNCs as an electrochemical

sensor got affected over time, we had performed the long-term stability study. We

had conducted the cyclic voltammetry sensing studies of both UA (2 mM) and AA

(0.5 mM) after every 1 week over a total period of 4 weeks, using the Au@Ag HNCs

coated ITO sheet as electrode. We had found that the current densities had been

reduced, and as the time increased, the current densities had reduced more. In

Figure 5.7(a) and (b), we have presented the long-term stability studies of UA and

AA, respectively. We have found that for sensing UA, the current density had been

reduced to 75% of its initial value after 4 weeks. For sensing AA, the current density

had been reduced to 69% of its initial value after 4 weeks. So, we can conclude that

the long-term stability of the Au@Ag HNCs coated ITO sheet as an electrode for

sensing UA and AA is very good, i.e., it is quite stable over time.

Figure 5.7: Long-term stability performances of the Au@Ag HNCs coated ITO elec-
trode towards electrochemical sensing of (a) UA (2 mM) and (b) AA (0.5 mM).
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Figure 5.8: Selectivity study for (a) UA and (b) AA sensing for the Au@Ag HNCs
coated ITO electrode.

An ideal sensor should detect only the desired material anyone wants to detect,

not any other material. For that reason, selectivity study is very important for

sensing studies. In the Figure 5.8(a), we have presented the selectivity study for

Au@Ag HNCs as a sensor for sensing UA only. In this case, the electrode potential

was kept fixed at −0.36 V, and different chemicals were added into the electrolyte

medium, such as tap water, dopamine (DA), H2O2, glucose, UA and AA. But we

could observe that the current density had changed only when UA was added into

the medium. As the electrode potential was kept fixed at −0.36 V, which is the

reduction potential for UA, only UA was reduced at the electrode. As a result,

a change in current density was observed. The other added chemicals remained

in the electrolyte medium as they were and did not take part in the current flow.

Therefore, if the electrode potential is kept fixed at−0.36 V, the current density

changes only when UA solution is being added into the medium, otherwise it remains

unchanged. Similarly, when the electrode potential was kept fixed at 0.55 V, which is

the oxidation potential for AA, the current density changed only when AA solution

was added into the medium, otherwise it remained unchanged. This phenomenon

was clearly observed during the selectivity study for Au@Ag HNCs as a sensor for

sensing AA only, which is presented in the Figure 5.8(b). In this case, we also added

different chemical in the electrolyte medium like tap water, DA, H2O2, glucose,
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UA and AA, but the current density changed only when AA was added. So, our

proposed Au@Ag HNCs could act as both UA and AA sensor independently, at an

electrode potential of −0.36 V and 0.55 V, respectively.

In each case, we could observe that as soon as UA, AA or any other chemicals

were added into the electrolyte medium, the current density increased abruptly and

then stabilized to some value. When something was added to the electrolyte medium,

it created some disturbances and due to that the current density has changed at the

immediate moment it was added and after some time it has stabilized to some value.

In every case, we have considered these stabilized values as the current densities at

those particular concentrations of UA, AA or any other chemical added into the

medium.

With Au@Ag HNCs as electrode, we have measured the concentration of both

UA and AA of known concentration. When we added 1 mM of UA in the electrolyte

solution, we found current density of −1.65 µA.mM−1, which corresponds to UA of

concentration 0.95 mM. And for 100 µM of AA added in the electrolyte solution,

we have found a current density of 30 µA.mM−1, which corresponds to AA of

concentration 101.7 µM . The accuracy of sensing both UA and AA is given by

%Bias as [459]

%Bias = measuredvalue − truevalue

truevalue
× 100 (5.9)

Therefore, the accuracy of sensing UA 5.00% is and AA is 1.70%.
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5.4 Comparison with reported results

The detection performances, i.e, various properties of a sensor like sensitivity,

lowest detection limit and range of linear response of various previously proposed

electrochemical sensors for sensing UA and AA respectively, have been compared

with the Au@Ag HNCs coated ITO sensor we have proposed. In the Table 5.1, we

have summarized a comparative study of these various properties of different UA

sensors with our propose sensor for sensing UA.

Similarly, in the Table 5.2, we have summarized a comparative study of those

various properties of different AA sensors with our propose sensor for sensing AA.

Comparing the values of linear range, sensitivity and detection limit for our

proposed sensors for sensing both UA and AA with other previously reported sen-

sors, we can conclude that the proposed Au@Ag HNCs coated ITO sensors have a

better linear range, with great sensitivity and very small detection limit for sensing

both UA and AA.
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Table 5.1: Comparison of the analytical performances between the proposed UA
sensor with some other previously reported UA electrochemical sensors.

Electrodes Linear
range
(µM)

Sensitivity
(µM.mM−1

cm−2)

Detection
limit
(µM)

Reference/
Remarks

g-C3N4 NS 100 − 1000 202.5 4.45 [460]

PDA-
rGO/Au/SPCE

2.5 − 1000 4.4 0.74 [461]

Nafion/Uricase/ZnO
NSs/Ag/Si

50 − 2000 129.81 0.019 [462]

Uricase/Au
NPs/MWCNT/Au

10 − 800 440 10 [463]

Nafion/Uricase/ZnO
micro/NWs/Au

100 − 590 89.74 25.6 [464]

Uricase/ZnO : N/ITO
/glass

50 − 1000 1100 40 [465]

Nafion/Uricase-ZnO
NRs/Ag/glass

10 − 4560 239.67 0.005 [466]

GCE/MWCNT-PEI 5 − 50 750 0.1 [467]

GCE/MWCNT@
PDOP@PtNPu

0.3 − 13 1.03 0.12 [468]

CPE/MWCNT/a-
CD

5 − 40 0.325 5 [469]

GCE/fMWCNT/Q 1 − 125 0.078 0.575 [470]

Au-TOH@Ag-
HNCs/ITO

50 − 2000 1.509 0.36 Our work
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Table 5.2: Comparison of the analytical performances between the proposed AA
sensor with some other previously reported AA electrochemical sensors.

Electrodes Linear
range
(µM)

Sensitivity
(µM.mM−1

cm−2)

Detection
limit
(µM)

Reference/
Remarks

Graphene doped
CPE

0.1 − 106 3.31571 0.07 [471]

CoTNPPc-
MWNTs/GCE

10 − 1600 − 5 [472]

CoPc-
MWNTs/GCE

10 − 2600 55.79076 1 [473]

BPEI/EGDE/
[Fe(CN)6]4/GCE

1 − 5000 28.2 1 [474]

Gr/CuPc/PANI/SPE 0.5 − 120 24.46 0.063 [475]

PANI micro-
tube/ITO

5 − 4700 178.2 0.28 [476]

MSA-
PANI/MWCNTs/GCE

20 − 29600 363 0.6 [477]

DBSA-PANI/SPE 500 − 8000 10.75 8.3 [478]

PANI/SPCE 30 − 270 17.7 33 [479]

PANI/Au/GCE 10 − 12000 25.69 8.2 [480]

Au/SiO2/PANI/CPE 150 − 8000 21.88 3.375 [481]

PANI-Ni/SPCE 2 − 1210 479 0.4 [482]

PANI/HNTs/ITO 5 − 5500 826.53 0.21 [483]

RGO-Au/ITO 25 − 300 314.07 6.80 [484]

Au-TOH@Ag-
HNCs/ITO

50 − 500 209.03 0.019 Our work
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5.5 Conclusion

We have investigated the cyclic voltammetry and amperometric studies using

the synthesized Au@Ag NSs, NCs, HNSs and HNCs coated ITO glass substrate as

electrodes. The cyclic voltammetry plots of these electrodes show how the inter-

facial area of the NPs affects the current. As the Au@Ag HNCs have maximum

surface area compared to remaining NPs, they give the maximum current. The

cyclic voltammetry has been performed for all the electrodes by adding UA and AA

into the electrolyte solution, and it has been observed that the current has increased

with increasing concentrations of UA and AA.

These observations lead us to perform the amperometric studies for sensing

UA and AA with the Au@Ag HNCs coated ITO glass electrode, as it produces the

maximum current. From the amperometric sensing studies, the sensitivity, lowest

detection limit and range of detection have been found out. The results show very

improved sensitivity along with other properties by comparing with some previously

reported results. Hence, we can conclude that the Au@Ag HNCs coated electrode

can be applicable in sensing both UA and AA with very high sensitivity and small

lowest detection limit.



Chapter 6

Conclusion

In this chapter a quick recap has been presented on the works discussed
in this thesis and the overall conclusions are briefly summarized. Some
future predictions of our study have also been discussed.
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6.1 Summary

In recent years, research on nanoparticles has become a hot topic in material

sciences and chemistry for their unusual properties and a wide range of applica-

tions. SERS is an ultra sensitive vibrational spectroscopic method which provides

us an idea about the near field behavior of the electromagnetic field around the

NPs. Besides it has a wide application in sensing molecules with very high sensitiv-

ity. The main goal of this thesis work was to synthesize core-shell NPs of different

morphologies with high energy facets and explore their surface plasmon related op-

tical properties using TEM, UV-vs-NIR spectroscopy and SERS. The SERS spectra

of the NPs show enhanced electric field around them. Finally, the NPs were used

as nonenzymatic electrochemical biosensors for sensing UA and AA with very high

sensitivity and very small lowest detection limit.

• In chapter 1, a brief overview of the core-shell NPs has been discussed.

The properties of the NPs are highly dependent on their shape and size.

This was the main motivation for synthesizing NPs of different shapes and

sizes. We have observed that core-shell NPs have superior properties over

their monometallic counterpart. Various noble metal NPs of sizes and shapes,

enclosed by high energy facets have been obtained using different synthesis

methods. The properties of any metallic NP are governed by its surface plas-

mon, which is the collective oscillations of electrons in the conduction bands.

The theoretical background of SERS and its relation with the surface plasmon

has been discussed in this chapter. Finally, the importance of biosensors and

their advantages over other sensors have been discussed.

• In chapter 2, a brief description of the synthesis methods of different types of

core-shell NPs such as Au@Ag NRs with Au NBPs as core, Au@Ag NSs and

NCs with Au TOH as core, Au@Ag nanotriangles with Au triangles as core
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and Au@Pd NCs with Au octahedron as core, has been presented. All of the

NPs were synthesized following the seed mediated chemical growth method.

Later, the Au@Ag NSs and NCs with Au TOH as core, have been transformed

into core-shell HNPs using galvanic replacement reaction. Since the TEM is

the major characterization tool in this thesis for observing the shape and size

of the synthesized NPs, it has been discussed in detail with various modes

of operations. The working principle of UV-vs-NIR spectrometer, SERS and

nonenzymatic electrochemical biosensors have been discussed in brief.

• In chapter 3, the TEM observations of the synthesized NPs have been pre-

sented. From the bright-field TEM images, we have measured the sizes of the

different NPs. The HRTEM images of the NPs were also acquired. From the

HRTEM images, it was observed that the synthesized NPs are single crys-

talline in nature. The growth directions and indices of the bounding facets

of the NPs have been found out from the HRTEM images. It was observed

that the Au TOH NPs are bounded by {221} and {331} planes. The growth

of the NPs into different shapes from the seed NPs have been examined. The

bright-field TEM images do not show the details of the core-shell NPs. The

clear pictures of the core-shell NPs were observed from the STEM-HAADF

images due to Z contrast. The mapped images using EDX were also presented

in this chapter, which clearly shows the elements present in the core and shell

separately.

• In chapter 4, the plasmonic properties of the NPs were discussed. The ac-

quired absorption spectra of the synthesized NPs were presented. The ab-

sorption spectra of the Au@Ag NRs with Au NBPs as core shows multiple

plasmon peaks throughout the absorption spectra. As the lengths of the NRs

have increased, all the peaks were red shifted. Besides the longitudinal and

transvers dipolar modes, different multipolar modes along with the coupling
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modes have been observed. Comparing the absorption spectra of Au@Ag NSs

or NCs with their hollow configuration, it was observed that the contribution

from the shell Ag part is very high compared to the core Au part for Au@Ag

NSs or NCs. Whereas, for the HNPs, the contribution from the core Au part

has been intensified. To investigate the near field behavior of the electromag-

netic field, SERS spectra of the NPs were acquired using different analytes.

For Au@Ag NRs of different lengths, maximum enhancement was observed

for Au@Ag NRs of length 450 nm, as the plasmonic wavelength matches with

the laser excitation wavelength. Comparing the SERS enhancement of Au@Ag

NRs and Ag NRs, Au@Ag NRs shows higher enhancement due to the presence

of multiple sharp edges and tips in the core Au NBPs and the lattice strain at

the core and shell interfaces. For Au@Ag NSs and NCs, higher enhancement

was observed for Au@Ag NCs, for the presence of multiple edges, corners and

tips in the NCs. Au@Ag HNSs and HNCs show much higher enhancement

compared to Au@Ag NSs and NCs respectively. For the HNPs, the incoming

electromagnetic rays also interact with the Au cores and multiple hot spots

are generated at the edges and tips of the Au TOH NPs as well as at the

narrow hollow spaces between the cores and shells. The FDTD simulations

were performed which verified the experimental SERS observations.

• In chapter 5, the electrochemical properties of the Au TOH NPs along with

Au@Ag NSs, NCs, HNSs and HNCs are presented. The interfacial charge

transfer for the Au@Ag HNCs was found maximum for their higher surface

area along with the presence of the sharp edges and tips which have the

maximum charge density. The cyclic voltammetry studies were performed

by adding different amounts of UA and AA in the electrolyte medium and it

was observed that as the concentrations of the UA and AA have increased,

the current densities also increased, which implies that using these NPs as

electrode could work as sensors. As the change in current densities is maxi-
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mum for Au@Ag HNCs for both UA and AA, hence the amperometric studies

were performed using Au@Ag HNCs-coated electrode only. It was observed

that the Au@Ag HNCs as biosensor has greater sensitivity and very small

lowest detection limit for both AA and UA, which are comparable to recently

reported works.

6.2 Outlook

This thesis work deals with the synthesis of core-shell NPs where the core NPs

are enclosed by the high energy facets. The core-shell NPs show enhanced optical

properties as well as stability and tunability. The developments of core-shell NPs

of different morphologies and constituting materials have opened up a wide range

of applications in different fields. Recently, core-shell NPs with metallic shell and

polymer core are being used for biomedical applications, solar cells and organic

LED (OLED) [485–487]. Core-shell NPs made of materials like Au, Ag, Pd, Pt have

gained very special attention in nanotechnology because their properties distinctly

differ from their respective bulk counterpart and have a wide range of applications

in various fields like solar cells [100–102], catalysis [237–241], biomedicine [229, 235,

236], bioimaging [250, 251] etc. The core-shell NPs have a huge importance in the

field of medicine and biotechnology. They are used for plastic surgery and tissue

engineering [217, 226], drug targeting or drug delivery [211, 217, 218, 222, 225],

biosensors [182, 191, 233], and cancer therapy [488–492].

SERS is an excellent technique for understanding the near field behavior of the

electromagnetic field around the NPs. On the other hand, it is applied for biosensing

purposes as well as a precise imaging tool for both ex vivo and in vivo samples [493–

496]. Immuno-SERS (ISERS) microscopy is a recently developed technique which

is used for imaging antibodies for selective protein recognition [497]. SERE is also
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being widely used for environmental purposes such as monitoring and quantification

of toxins and chemicals present in the environment [498–501], bacteria signaling

metabolites [502], heavy metals [503–505], etc. It is also being used for the analysis

of the quality of water or food for its excellent sensitivity [506, 507].

Nonenzymatic electrochemical biosensor is a very useful sensor for sensing

biomolecules. For greater sensitivity, the HNPs coated modified electrode was used

as biosensors for their higher interfacial areas. As the outputs of the sensors are

electrical signals, so they are very easy to analyze. Besides, it provides very fast

responses and does not need any special arrangements for the set up. The develop-

ment of various types of NPs modified electrodes has enabled us for the detection

of different biomolecules with huge sensitivity and selectivity.

In summery, this thesis work deals with the development of various core-shell

NPs. It was observed that the properties of the core-shell NPs are highly dependent

on their shape and size. They have been used as efficient SERS substrates which

provide huge EF for their unusual structures. The dependence of SERS enhancement

on the structure and size of the NPs was investigated. In short, we have designed

some NPs which provide huge SERS enhancement. The NPs were transformed into

HNPs so that they can be used as biosensors with excellent sensitivity. All these core-

shell NPs may be very useful for future perspectives as SERS substrates or biosensors

or in any other field. Though any kind of prediction for future perspectives is

inherently risky. But, one can definitely conclude that the core-shell NPs must be

very useful in the upcoming years for their wide range of applications in various

fields.
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