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Abstract

Understanding plasma turbulence is key to control the disruption of plasma in
experimental devices thereby improving the confinement of plasma as well as pre-
dicting extreme events occuring in astrophysical objects and stellar matter. One of
the best suited models to explain various large or intermediate scale events in plasma
is magnetohydrodynamics (MHD). The magnetic field-lines coupled with the plasma
flow offer completely new dynamics and energy transfer mechanism between modes.
To understand such new mechanism “direct numerical simulation” (DNS) study of
MHD equation is very necessary.

In order to carefully observe the energy cascades through different modes, I have
developed an MPI parallel three dimensional pseudo-spectral DNS code from scratch
that governs the dynamics of plasma within the framework of single fluid MHD.
In collaboration with NVIDIA, India, the code has been GPU parallelised [Rupak
Mukherjee et. al. IEEE Conference Proceedings of 25th International Conference on
High Performance Computing Workshops (HiPCW), 2018 ] and multi-GPU paral-
lelisation using NVLink has recently been achieved. The code is operated at different
parameter regimes to explore the energy exchange through new pathways. Three
such novel features are identified out of the present study.

In the presence of weak resistivity, the MHD model is known to predict irreversible
conversion of magnetic energy into fluid kinetic energy (i.e. reconnection) as well
as conversion of kinetic energy into mean large scale magnetic field (i.e. dynamo)
[Rupak Mukherjee, Rajaraman Ganesh, Conference Proceedings of 27th IAEA Fu-
sion Energy Conference, 476, (2018)]. Therefore it is interesting to ask oneself, for
a given fluid type and magnetic field strength, are there fluid flow profiles which do
neither - that is, neither does the flow generate mean magnetic field nor the mag-
netic field energy is converted to flow energy; instead there are nearly “reversible”
coherent nonlinear oscillations. From our DNS results from the code G-MHD3D, I
have shown that both in two and three dimensions, coherent nonlinear oscillation
persists for a wide range of initial flow speeds or Alfven Mach number. A finite
mode Galerkin representation of the two dimensional MHD equations in analyti-
cally carried out to verify the possibility of such energy exchange phenomena and I
found good agreement between our analytical and DNS results. [Rupak Mukherjee,
Rajaraman Ganesh, Abhijit Sen; Physics of Plasmas, 26, 042121 (2019)]



For three dimensional chaotic flows at Alfven resonance, I perform detailed DNS
study using G-MHD3D and find that for two different initial conditions, one flow
reconstructs the initial fluid and magnetic flow profile and the other does not. I call
the phenomena as “Recurrence” and provide a possible explanation of the event, by
checking the boundedness of Rayleigh quotient which measurs the effective number
of active degrees of freedom in a high dimensional system. Though “Recurrence”
has been observed in many hydrodynamic systems earlier, the cause of recurrence
in MHD system is completely different. Unlike hydrodynamic systems, in MHD
system, the energy oscillates between kinetic and magnetic modes thereby peri-
odically destroying and reconstructing back the structures of the field variables.
Such effects can have wide applications in short time predictions of plasma profiles
in experimental devices where real time plasma imaging can be performed. [Rupak
Mukherjee, Rajaraman Ganesh, Abhijit Sen; Physics of Plasmas, 26, 022101 (2019)]

Finally I study the driven dissipative systems at very high Alfven Mach num-
ber leading to self-consistent stretch-twist-fold (STF) dynamo effect showing short
scale magnetic field generation from kinetic energy. Starting with Arnold-Beltrami-
Childress (ABC) driven flow I find the dynamo effect to take place and optimal
parameters for “fast” dynamo is obtained. For self consistent evolution of the set
of 3D MHD equations the kinetic energy spectra is found to have a −5/3 scaling
showing a fully developed Kolmogorov type of turbulence even though the plasma
dynamics significantly differ from that of the hydrodynamic one. From extensive
DNS study using G-MHD3D I also distinguish the optimal parameter set to obtain
“fast” dynamo for ABC flows. [Rupak Mukherjee, Rajaraman Ganesh, Abhijit Sen,
arXiv:1901.09610]

Combining all the above results I have obtained, it is learnt that, the single fluid
MHD description of plasma do offer new energy cascading pathways through kinetic
as well as magnetic field variables thereby altering the nature of turbulence generally
observed in well-studied hydrodynamic cases. Thus it can be stressed that in order to
study the plasma turbulence occurring in fusion devices or in astrophysical objects
the fundamental energy cascading pathways play a crucial role and needs to be
analysed carefully.



SYNOPSIS

Plasmas are known as the fourth state of visible matter (as opposed to “dark”

matter). When a gas is heated, the neutral atoms constituting the gas, get excited

and thereby ionised. Thus the electrons and the ions of such a medium very often

form a plasma that shows collective behaviour. The origin of such behaviour is the

partial shielding of the one species of charged particles by the another [1]. Thus

plasmas can be identified as a charged medium having quasi-neutrality in space and

showing the property of collective oscillations in response to any external perturba-

tion [1]. There are laboratory and astro-plasmas which are non-neutral as well [2].

Our focus is on quasi-neutral plasmas.

Because of strong thermal radiation, the neutral atoms get ionised and form an

ionised gas maintaining a quasi-neutrality in space. Thus the state of matter that

constitutes the structure of a young star primarily dominated by its thermal en-

ergy, is the plasma state [3]. Such plasmas are found in stellar atmosphere. Also,

very hot ionised gases in the form of plasma, forms the accretion disks around a

black hole or a neutron star. The electrons and ions of the excited gas of the hot

magnetised medium having very high kinetic energy, collide with each-other and

undergo nuclear fusion process through quantum tunnelling effect, thereby releasing

the binding energy of the nucleus in the form of thermal radiation. This thermal

radiation pressure keeps the star burning, thus overpowering the gravitational pull

that tries to quench the star. Once the star runs out of the thermal energy emitted

from fusion process, because of the gravitational pull, turns into a white dwarf [4]

or a neutron star / black hole [5, 6] depending on the irreducible mass of the star [7].

In different laboratories around the globe, there are several plasma reactor ex-

periments being carried out to mimic the thermo-nuclear fusion process in violent



plasmas taking place in stars. However the nature of plasma-confinement in the

stars and the fusion reactors are completely different. In astrophysical plasmas, the

confinement is through the gravitational pull that holds the plasma which is ready

to expand, otherwise, within the volume of the star [8]. On the other hand in ter-

restrial reactors, it is the magnetic field that prevents the plasma loss to the walls

of the reactor vessels [9]. Even though the confinement techniques are different,

the fundamental motive of such experiments is to harness the binding energy of

atoms and transform it, to the form of daily usable electricity for the service of the

mankind. At present huge efforts in terms of human resource and finance are being

given by several governments of different countries to ‘bring the Sun to the Earth’.

Some examples of such experimental devices are ADITYA [10] & SST-1 [11] India,

ITER [12] and WEST [13] at France, JET [14] at UK, NSTX [15] and DIII-D [16]

at USA, EAST [17] at China etc.

In astrophysical plasmas, because of very high kinetic energy, the fast motion of

any charged particle, generate a magnetic field which in turn crucially governs the

dynamics of the particle itself as well as the other particles in the vicinity. Since

plasma is a charged gas, it can be modelled as a fluid on which electromagnetic

body forces act [18]. In case of large number of particles having very high degrees of

freedom, a spatially averaged model called ‘fluid model’ has been found to be very

efficient to predict the behaviour of the plasma [19]. The model follows the dynam-

ics of fluid elements constituting of a large number of particles collisional enough to

neglect the fluctuations arising due to finite number of the particles.

The motion of the charged-fluid element in presence of self-generated magnetic

field, gets primarily governed by the Maxwell’s equations coupled with the equa-

tions of hydro-dynamics [20]. The subject that studies the self-consistent evolution



of such a magnetised plasma-fluid is known as Magneto-Hydro-Dynamics (MHD)

[18]. The theory of MHD is one of the well studied models to analyse the three

dimensional magnetised plasma turbulence which is very crucial to understand the

fundamental behaviour of astro-plasmas present in the Sun or other young stars as

well as for the careful operation of complicated fusion reactors, for example Stel-

larators or Tokamaks.

Paradoxically, MHD model has also been found to hold good in the study of cores

of tokamak where large angle Coulomb collisions are absent or nearly absent [9].

Thus MHD is one of the most successful theories that explains fluid like processes of

fusion plasmas well. However, the long time prediction of any state of such plasma

by analytical means, is very hard to obtain within this model. It is because of

the nature of the set of nonlinearly coupled equations describing the MHD model,

which are very hard to solve analytically [21]. The magnetised fluid model in the

continuum limit poses a very challenging question in anticipating the future, start-

ing from any given initial state [22]. Thesis addresses this question and have found

an answer of this problem within very restricted parameter sets. Because of the ex-

tra dimensionality introduced by the magnetic variables, within the premise of the

MHD model, the magnetic field coupled with the fluid variables offer energy to get

exchanged between the fluid and the magnetic modes. The energy exchange opens

up a new pathway for forward and inverse cascades of energy amongst different

length-scales [23]. One such phenomena which is extensively studied in this Thesis,

is the nonlinear coherent oscillations of energy between the kinetic and magnetic

scales thereby periodically destroying and re-constructing the fluid and magnetic

flow profiles with time [24, 25]. Such periodical reconstruction helps in predicting

the long time behaviour of the plasma under the MHD approximations. Thus the

extra dimensionality of the problem helps trapping in phase-space of the system and

offers completely new physics results full of surprises within the premise of MHD



model.

Plasmas - both in hot stars as well as in fusion devices, are often in turbulent

state. In case of a fully developed turbulent plasma medium, the nonlinear interac-

tions between the distant length scales allow the energy to cascade through various

modes. The nature of kinetic energy cascade for different initial spectrum has been

a longstanding challenge in the field of fluid dynamics. Starting from relativistic jets

[26] to angular momentum transport in accretion disks [27] - all need a thorough un-

derstanding of the plasma turbulence amongst different scales. Thus understanding

plasma turbulence is a key to control the disruption of plasma in such experimental

devices thereby improving the confinement of plasma for fusion to take place as well

as predicting extreme events occuring in astrophysical objects and stellar matter.

In addition, the magnetic field-lines coupled with such plasma flow offer completely

new dynamics and energy transfer mechanism within the plasma. Because of the

strong coupling between flow and magnetic variables, the dynamics of a fully devel-

oped turbulent plasma present in stellar objects needs a separate careful treatment.

The inherent features of this plasma turbulence are needed to be understood and

properly analysed to predict any surprising event taking place in our nearest star

“The Sun” or in the fusion reactors running over the several laboratories.

The large [28] and small [29] scale magnetic field generation from flow fields is

generally called “Dynamo”. This phenomena is often seen in the Sun as well as

in accretion disks [30, 31, 32] around any compact object (for example a neutron

star or a black hole). One of the most successful theory that explains the dynamo

phenomenon was given by Eugene Newman Parker [28]. Large or intermediate scale

magnetic field generated out of the kinetic energy primarily governs the dynamics

of the charged fluid (plasma) through a time dependent Lorentz force term added in



the Navier-Stokes equation, thereby self-consistently affecting the dynamics of the

fluid flow. This bifurcates the study of plasma from the already known and well-

explored subject “fluid dynamics”. Thus the nature of turbulence in a MHD plasma

is primarily different than that of the hydrodynamic one. A turbulent plasma has

been shown to produce large amplitude of short-scale magnetic field - a phenomenon

called “fluctuation dynamo” [29]. The quest for the fast growth of magnetic field -

both large and short scale - in astrophysical objects is still on and is one of the most

interesting topic of research currently [33]. In this Thesis the simulation starts with

a three dimensional chaotic flow and find out optimal parameter set to generate

“fast” dynamo - whose growth rate remains finite as the magnetic Reynolds number

is sufficiently large..

In general, it is very difficult to solve the set of coupled nonlinear MHD equations

analytically. Thus powerful numerical solvers are needed to capture the physics

issues happening in plasma. Of late, direct numerical simulation (DNS) [34] tech-

niques are available that captures the time evolution of the full set of Navier-Stokes

equation coupled with Maxwell’s equations and resolves spatial and temporal scales

till the smallest dissipative and resistive limits without resorting to any turbulence

model. Addressing some of these issues of magnetic field generation and plasma

dynamics require well resolved, long time simulation having low phase or dispersion

error. Such calculation requires efficient, well parallelized numerical solver capa-

ble of handling compressible MHD physics as well as numerical complexities. In

order to simulate such a physical process, the finite difference DNS schemes falls

short to cope up with the requirement of the high speed performance of the code.

Pseudo-spectral technique is observed to be much more accurate and faster method

than finite difference methods [35]. A three dimensional compressible MHD solver

G-MHD3D is developed, which considers continuity, momentum and energy equa-

tions for fluid and magnetic variables with a thermodynamic closure for pressure



[36]. G-MHD3D uses conservative form using pseudo-spectral method in cartesian

coordinates with GPU parallelization. The numerical solver that has been devel-

oped captures similar Dynamo Effect for chaotic plasma flows. The code is expected

to contribute even more for better understanding of such turbulent phenomena in

cosmos. In the present Thesis, DNS results are obtained from the code, operated

at different parameter regimes identifying several novel nonlinear phenomena that

addresses nonlinear energy cascades between the non-local length-scales of kinetic

and magnetic variables.

This thesis is divided into 6 chapters. Chapter - 1 provides an introduction to

plasma and the different theoretical models to study plasma. Validity of such models

are described explicitly after describing the individual models. Next, an introduction

to the MHD model, qualitatively mentioning the governing equations of the model,

is provided. Single fluid MHD model is introduced specifically for identifying the

regime of application of such model into fusion studies and in astrophysical objects.

The shortcomings of the MHD model are also highlighted. Finally, the fundamental

new results obtained in this PhD thesis are described in brief and comments are

made for their experimental feasibility in laboratory devices. Some applications of

this study in real world are provided in the conclusion.

Chapter - 2 describes the development of an MPI [37] parallel three dimensional

pseudo-spectral DNS code from scratch that governs the dynamics of plasma within

the framework of single fluid MHD. In collaboration with NVIDIA, India, the code

has been GPU parallalised [36] and multi-GPU parallalisation using NVLink [38]

has recently been achieved. Extensive physics benchmarking studies as well as nu-

merical scaling studies of the code G-MHD3D is presented in this chapter along with

GPU [39] parallelization, scalability and numerical as well as physics details. It is



envisaged that this new code with its extensive physics diagnostics and GPU scala-

bility should be able to address some of the fundamental physics issues in different

areas such as reconnection (a phenomena of transforming back the magnetic energy

to kinetic energy of the plasma), dynamos as well as MHD turbulence. The code

is operated at different parameter regimes to explore the energy exchange through

new pathways. Three such novel features are identified out of the present study and

described in the following chapters.

Chapter - 3 describes one of the most exclusive examples of such nonlinear energy

exchange between kinetic and magnetic modes of single fluid MHD description of

plasma. In the presence of weak resistivity, the MHD model is known to predict ir-

reversible conversion of magnetic energy into fluid kinetic energy (i.e. reconnection)

[40, 41, 42, 43, 44, 45] as well as conversion of kinetic energy into mean large scale

magnetic field (i.e. dynamo) [30, 31, 32, 46, 28, 29]. Therefore it is interesting to

ask oneself, for a given fluid type and magnetic field strength, are there fluid flow

profiles which do neither - that is, neither does the flow generate mean magnetic

field nor the magnetic field energy is converted to flow energy; instead there are

nearly “reversible” coherent nonlinear oscillations because of generaion of nonlinear

non-dispersive Alfven waves. From the DNS results from the code G-MHD3D it has

been shown that both in two and three dimensions, coherent nonlinear oscillation

persists for a wide range of initial flow speeds or Alfven Mach number. A finite mode

Galerkin representation of the two dimensional MHD equations in analytically car-

ried out to verify the possibility of such energy exchange phenomena and it is found

that DNS results are in good agreement with our analytical speculations [23].

Chapter - 4 describes detailed DNS study of single fluid MHD equations using

G-MHD3D, for three dimensional chaotic flows at Alfven resonance and find that for



two different initial conditions, one flow reconstructs the initial fluid and magnetic

flow profile and the other does not. The phenomena is called as “Recurrence". Fur-

thermore, an explanation of the event checking boundedness of Rayleigh quotient

is delineated, which measures the effective number of active degrees of freedom in

a high dimensional system. Though “Recurrence" has been observed in many hy-

drodynamic systems earlier [47, 48, 49, 50], the cause of recurrence in MHD system

is completely different. Unlike hydrodynamic systems, in MHD system, the energy

oscillates between kinetic and magnetic modes thereby periodically destroying and

reconstructing back the structures of the field variables. Such effects can have wide

applications in short time predictions of plasma profiles in experimental devices

where real time plasma imaging can be performed [24].

Chapter - 5, elucidates studies of driven dissipative systems at very high Alfven

Mach number leading to self-consistent stretch-twist-fold (STF) dynamo [51, 52, 53]

effect showing short scale magnetic field generation from kinetic energy. Starting

with Arnold-Beltrami-Childress (ABC) driven flow, Alfven Mach number is raised

at the identical parameter space described in Chapter - 3 and the dynamo effect

is found to take place and optimal parameters for “fast" dynamo is obtained. For

self consistent evolution of the set of 3D MHD equations, the kinetic energy spec-

tra is found to have a −5/3 scaling showing a fully developed Kolmogorov type

of turbulence [54] even though the plasma dynamics significantly differ from that

of the hydrodynamic one. From extensive DNS study using G-MHD3D, the opti-

mal parameter set to obtain “fast" dynamo for ABC flows [55] are also distinguished.

Finally, Chapter - 6 consolidates the work and enumerate the major tasks that

can be undertaken for further research in this field. Combining all the above results

that have been obtained, it becomes evident that, the single fluid MHD description



of plasma offers new energy cascading pathways through kinetic as well as magnetic

field variables thereby altering the nature of turbulence generally observed in well-

studied hydrodynamic cases. Thus it can be stressed that in order to study the

plasma turbulence occurring in fusion devices or in astrophysical objects the fun-

damental energy cascading pathways play a crucial role and needs to be analysed

carefully.
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Chapter 1

Introduction

Plasma - a quasineutral composition of oppositely charged particles and neutrals

exhibiting collective behaviour - appears in nature with a wide variety of lengths

and time scales. The plasma in galaxies and stars spans a length scale of light-years

and survives for several billion years [3]. On the other hand in terrestrial exper-

iments plasmas cover a length scale of a few meters and the confinement time is

around millisecond to at best tens of seconds for a single experimental shot [10].

However, one very appealing fact is that, the underlying fundamental physical laws

that govern the dynamics of plasma occuring in burning stars as well as laboratory

experiments are identical [60]. Hence, the basic equations governing the dynamics

of such plasmas at both astrophysical and terrestrial devices are the same. The only

difference lies in the magnitude and scales of the fields and hence the parameters

involved into the equations. This striking similarity of the equations holding in the

two different limits of length and time scales is because of the invariance of the

fundamental equations over the spatial and temporal scales [61].

In laboratory devices, a very small fraction of ionisation of the neutral gas takes

place due to thermal ionization. The degree of ionisation in such devices was first
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estimated by Meghnad Saha by his Saha ionisation formula [62, 63]. The strong

bias between the opposite electrodes for capacitively coupled discharges or the in-

duced current for inductively coupled discharges, accelerates the electrons and the

ions followed by an avalanche process of breakdown of the medium [64, 1]. On the

contrary, because of the nuclear fusion process taking place at the core of a star,

the strong thermal radiation coming out of the core, ionises the neutral atoms and

forms a soup of ionised gas [8]. The strong gravitational force confines the plasma

in the star and the convective flows facilitate the fusion process to continue. The

electrons and ions of the hot plasma at the core of the star having very high kinetic

energy, collide with one another and undergo nuclear fusion process through a quan-

tum tunnelling process thereby releasing the binding energy of the nucleus in the

form of thermal radiation. This thermal radiation pressure keeps the star burning,

overpowering the gravitational pull that tries to quench the star. Once the star runs

out of the thermal energy emitted from fusion process, it turns into a white dwarf

[4] or a neutron star / black hole [5, 6] depending on the irreducible mass of the star

[7]. In laboratories around the globe, several plasma reactor experiments are being

carried out to mimic the fusion process occurring in stars [10, 15, 17, 14, 12, 16, 13].

Though the magnetic confinement used in terrestrial fusion reactors is fundamen-

tally different from the gravitational confinement that holds the plasma in stars, the

fundamental motive of such experiments is to harness the binding energy of atoms

and transform it to the form of daily usable electricity for the service of mankind.

1.1 General properties of plasma:

In general, a plasma even though being an outcome of the ionized states of the

neutral atoms, always tries to find equilibrium and thus abhors any gradient. In

order to prevent a charge gradient in space, electrons having much higher mobility

than ions very often shield the ions forming a Boltzmann distribution around the ions
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and thereby maintain a quasi-neutrality in space [65]. Similarly in order to smooth

out any spatial gradient, plasma responds with collective mode to any external

perturbations. These properties primarily distinct a plasma from any general ionised

gas [65]. In general, typically plasmas show the following three properties.

1. The number of charged particles within a sphere (called the Debye sphere

whose radius is called as Debye screening length) surrounding a given charged

particle, is high enough to shield the electrostatic interaction of the particles

outside of the sphere.

2. Debye screening length (as defined above) is much short compared to the

physical length scale the plasma spans.

3. The electron plasma frequency (measuring plasma oscillations of the electrons

in the background of immobile ions) is large compared to the frequency of

collisions between electrons and neutral particles (also called electron-neutral

collision frequency).

1.2 Theoretical models of plasma:

There are several theoretical models that help to explain the behaviours observed in

plasmas. It is important to note that none of the models explain all the phenomena

observed, but each of them has certain regime of validity [66] . The high temperature

fusion grade plasma is normally explained through kinetic theory, while the low

temperature large scale behaviour of a plasma is modelled through a space-time

averaged description such as a fluid model [66]. In kinetic theory, the distribution

function of the particles is time evolved using Fokker-Planck or Vlasov-Maxwell

equations and the motion of each particle can be studied [67]. In fluid theory, a fluid

element is considered, within which there are sufficient particles having high enough
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collisions that thermalise the fluctuations within the fluid element and thus help

to maintain the physical measurable quantities identical throughout each of such

elements [19]. Thus the collision mean-free path of each particle is much smaller

than the length scale of the fluid element, which essentially means that a particle

once entered a fluid element undergoes large number of collisions before leaving the

same fluid element. Navier-Stokes equation is known to be a very successful model

to explain the dynamics of fluid elements at different length and time scales.

1.3 MagnetoHydroDynamic model of plasma:

In case of a charged fluid, such as plasma, the motion of charged particles generates

a magnetic field which in turn crucially governs the dynamics of the particle itself.

Thus the Lorentz force term needs to be added to the Navier-Stokes equation. Also

in order to track the time evolution of the magnetic field associated with each fluid

element, I need to simultaneously solve all the Maxwell’s equations self-consistently

[18].

Thus the motion of the charged-fluid element in presence of self-generated mag-

netic field, gets primarily governed by the Maxwell’s equations coupled with the

Navier-Stokes equation which now includes a Lorentz force term. The subject that

studies the self-consistent evolution of such a magnetised plasma-fluid is known as

Magneto-Hydro-Dynamics (MHD) [18] . The theory of MHD is found to well-explain

the phenomena observed in the astrophysical plasmas present in the Sun [68] or other

young stars as well as in the fusion reactors, for example stellarators or tokamaks

[8]. In fusion reactors, for example tokamaks, the core is nearly collisionless [9].

Along the field lines, even though the collisions (large angle Coulomb collisions) are

nearly absent, the nonlinear MHD studies seem to work well [9]. Thus MHD theory
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has been found to hold good even beyond its regime of validity.

Arguably, understanding plasma dynamics is the key to control the disruption of

self-sustained plasma in fusion devices to improve the plasma-confinement time - an

essential parameter for fusion to take place as well as prediction of plasma eruption,

frequently occurring in the Sun that affects the magnetic field lines of the Earth quite

heavily. The magnetic field-lines coupled with such plasma flow offer completely new

dynamics and energy transfer mechanism within the plasma. Because of the strong

coupling, the MHD fluid comes in a widely different variety and the dynamics of

a fully developed turbulent magnetised plasma needs a separate careful treatment

[20]. The inherent features of such plasma turbulence are needed to be understood

and properly analysed to predict any extreme event taking place in our nearest star

“The Sun” or to carefully operate the fusion reactors in the terrestrial laboratories.

1.4 Basic problems addressed in this thesis:

In case of a fully developed neutral fluid turbulence in three dimensions, typically

the energy input occurs at the large scale lengths and then the kinetic energy cas-

cades to the shorter length scales until viscous effects drag the energy out of the

system [69]. The single fluid MHD model adds a new dimension to this problem.

The single fluid model of MHD is primarily motivated from the wide difference of

time scale of oscillation of electrons and the ions present in the plasma medium.

The gyration frequency of the electrons being quite higher than that of the ions, the

electrons always shields the ions, wherever the ions move. Thus the quasi-neutrality

is maintained throughout the plasma and the plasma beyond its shielding length-

scale, can be treated as a single fluid [18]. This treatment reduces the complexity of

the governing equations as well as the computational cost of the simulation. Thus
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long time evolution of any phenomena in the nonlinear regime can be well examined.

In case of a single fluid MHD turbulence, even if the energy input happens at large

scales of kinetic mode, the energy gets an alternate path to flow through the mag-

netic modes [23]. This opens up a possibility of energy exchange through forward

and inverse cascades of energy, amongst different length-scales. Thus in some cases,

the energy contained at the large scales keeps switching between the two modes

[23]. One such phenomenon is nonlinear coherent oscillations of energy between the

kinetic and magnetic scales thereby periodically destroying and re-constructing the

fluid and magnetic flow profiles with time [24, 25]. Thus the extra dimension in the

problem introduced through the magnetic variables, offers new interesting results

full of surprises within the ambit of MHD model.

In this thesis I ask the question as to what happens to the fluid and magnetic field

structures when the energy oscillates between these two modes. I find the frequency

of this energy oscillation to scale linearly with Alfven speed. The variation of the fre-

quency of oscillation with initial wave number is also analysed. I delineate a study of

an analytical finite mode approximated incompressible MHD equations and explain

such oscillations from the Galerkin truncated equations. For both two dimensional

as well as three dimensional externally driven flows, I find that the MHD plasma

system acts as a forced relaxed medium [23]. Further I find that for some typical

chaotic flows in three dimensions, the initial velocity and magnetic field profile re-

constructs back with time, but for some other profiles they do not do so. I extend an

analytical approach used earlier by Thyagaraja [70] and explain the phenomena in

the light of “effective degrees of freedom”. If the effective degrees of freedom is less,

then the motion can be bounded and the system comes back to its initial profile over

and over again - a recursion phenomenon - first identified by George David Birkhoff

in 1927 [71]. Thus the phase space of ideal MHD system even though has very high

degrees of freedom, consists of trapping region where, once the system starts its
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motion continues of evolve and infinitely many times come arbitrarily close to the

initial condition within the trapping region. Though counter-intuitive, such phe-

nomena is observed in the present work for several different chaotic flows [24].

If the energy content of the magnetic modes is much lesser than the kinetic mode,

the kinetic energy at large scales can directly channel to the magnetic scales through

an external drive and accumulate in large [28] as well as short [29] scale magnetic

energy. Such process is very common is astrophysical and geophysical sytems and

has been a crucial point of study from the middle of the twentieth century. The

large and short scale magnetic field generation in the Sun [46] as well as in accretion

disks [30, 31, 32] around any compact object (for example a neutron star or a black

hole) is called “Dynamo Effect”. One of the most successful theoretical model to

explain such effect was first identified by Eugene Newman Parker [28]. This large

or intermediate scale magnetic field generated at the cost of kinetic energy primar-

ily governs the dynamics of the charged fluid (plasma) through a time dependent

Lorentz force term added in the Navier-Stokes equation, thereby adding an extra

dimension to the already known and well-explored subject “fluid dynamics” [45]. In

this thesis I explore the parameter regime for the fastest growth of magnetic energy

when different amplitudes of drive are turned on in the flow. I study the cases

where different initial wave-numbers are excited in the flow [55] using new computer

simulation code with modest spectral spread.

1.5 Motivation for a new code:

Addressing some of these issues of magnetic field generation and plasma dynamics

requires, efficient, well parallelized numerical solver capable of handling compressible

MHD physics as well as numerical complexities. In order to simulate such a physical

45



CHAPTER 1. INTRODUCTION

process, the finite difference method based direct numerical simulation (DNS) [34]

schemes require comparatively much larger time than the pseudo-spectral method

[35]. In pseudo-spectral method, I take the spatial derivatives in the spectral space

by taking the Fourier transform of the equations and the algebraic operations of

the spatial variables are performed in the real space. Pseudo-spectral technique is

observed to be much more accurate and faster method in the context of the perfor-

mance of the code [35]. I have developed a three dimensional compressible MHD

solver G-MHD3D, which considers continuity, momentum and energy equations for

fluid and magnetic variables with a thermodynamic closure for pressure [36]. G-

MHD3D uses conservative form in cartesian coordinates with GPU parallelization.

The numerical solver I have developed captures Dynamo Effect for chaotic plasma

flows at modest spectral resolution. The code is expected to contribute even more

for better understanding of such turbulent phenomena in Cosmos. In the present

thesis, DNS results are obtained from the code, operated at different parameter

regimes identifying several novel nonlinear phenomena that addresses nonlinear en-

ergy cascades between the non-local length-scales of kinetic and magnetic variables.

This Thesis is divided into 6 chapters.

In Chapter 2, I describe the development of an MPI [72] parallel three dimen-

sional pseudo-spectral DNS [34] code from scratch that governs the dynamics of

plasma within the framework of single fluid MHD. In collaboration with NVIDIA,

India, the code has been ported to GPU [36] and multi-GPU parallelisation using

NVLink has recently been achieved. Pseudo-spectral technique is used to achieve

better accuracy and faster performance over finite difference schemes [35]. In order

to evaluate the Fourier transforms accurately and at low time cost, MPI parallel

FFTW [73] routine is used extensively. For single GPU code, cuFFT [74] routine is
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used alongwith openACC [75] parallelisation (shared memory architechture similar

to OpenMP [37] parallelisation) while for multi-GPU code AccFFT [76] routine is

used alongwith underlying MPI [72] parallelisation. The time solvers of the code are

explicit for the ease of porting to GPU cards [39]. I provide the performance results

at different GPU cards connected with NVLink [38]. Extensive physics benchmark-

ing studies as well as numerical scaling studies of the code G-MHD3D is presented

in this chapter along with GPU parallelization procedure, scalability and numerical

as well as physics details. Alongwith the time evolution of the fluid elements I add

some passive tracer particles in the MHD fluid and continuously notice the trajec-

tory of these particles. These provide the spatial correlation between several fluid

elements over time. It is envisaged that this new code with its extensive physics

diagnostics and GPU scalability is able to address some of the fundamental physics

issues in areas such as reconnection (a phenomenon of transforming back the mag-

netic energy to kinetic energy of the plasma), dynamos as well as MHD turbulence.

The code is operated at different parameter regimes to explore the energy exchange

through new pathways. Three such novel features are identified out of the present

study and described in the following chapters.

Chapter 3, describes one of the most exclusive examples of such nonlinear energy

exchange between kinetic and magnetic modes of single fluid MHD description of

plasma. In the presence of weak resistivity, the MHD model is known to predict ir-

reversible conversion of magnetic energy into fluid kinetic energy (i.e. reconnection)

[45, 40, 41, 42, 43, 44] as well as conversion of kinetic energy into mean large-scale

magnetic field (i.e. dynamo) [28, 29, 46, 30, 31, 32]. Therefore it is interesting to

ask, for a given fluid type and magnetic field strength, are there fluid flow profiles

for which, neither does the flow generate mean magnetic field nor the magnetic

field energy is converted to flow energy; instead there are nearly “reversible” coher-

ent nonlinear oscillations? From my DNS results from the code G-MHD3D I have
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shown that both in two dimensions and three dimensions, the energy coherently

oscillates between the large length scales of velocity and magnetic field variables

until viscous and resistive effects drain the energy from the system. I also find that

the coherent nonlinear oscillation persists for a wide range of initial flow speeds or

Alfven Mach number. A finite mode Galerkin representation of the two dimensional

MHD equations is analytically carried out to verify the possibility of such energy

exchange phenomena and I have found good agreement between my analytical and

DNS results [23]. I also delineate the regime of validity of the analytical model and

show departure of the results from the analytical model as I move in parameter

space. Further effect of this frequency of oscillation is analysed on the initial wave

number that is excited in the flow. Finally I study the driven dissipative systems

under the action of the identical flows and find that plasma acts as a forced-relaxed

system both in two and three spatial dimensions.

In Chapter 4, I perform detailed DNS study of single fluid MHD equations using

G-MHD3D, for three dimensional chaotic flows at Alfven resonance and find that for

two different initial conditions, one flow reconstructs the initial fluid and magnetic

flow profile and the other does not. I call this phenomena as “Recurrence”. In single

dimension, recurrence was first observed in a chain of oscillators and this process is

famously known as FPUT (Fermi-Pasta-Ulam-Tsingou) problem [77, 78]. The cause

of such phenomenon was explained by Kruskal and Zabusky [79] introducing the idea

of “solitons”. For hydrodynamic systems, in two spatial dimensions, reconstruction

of initial data was first numerically observed by Yuen and Ferguson [80]. Thyagaraja

[70] explained existence of such phenomena in nonlinear Schrodinger equation based

on the analytical bound on Rayleigh Quotient which measures the effective number

of active degrees of freedom of a system. The first ever statement on the possibil-

ity of recurrence came from Birkhoff in 1927, in his book Dynamical Systems [71].

Later, in another paper, Thyagaraja [81] commented on the difficulty of the exten-
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sion of such approach to higher dimensional systems. In oceanographical references

[48] and in the case of sand dunes [49] there are indications of observation of such

recurrence and it is found that, this process critically depends on the initial condi-

tion of the system. To the best of my knowledge, recurrence has never been found

in three dimensional MHD system. I delineate an explanation of my observation of

recurrence in three dimensional MHD system by numerically checking boundedness

of Rayleigh Quotient in a high dimensional system. Though “Recurrence” has been

observed in many hydrodynamic systems earlier [47, 50], the cause of recurrence

in MHD system is fundamentally different. As mentioned in the previous chapter,

unlike hydrodynamic systems, in MHD system, the energy can oscillate between ki-

netic and magnetic modes thereby periodically destroying and reconstructing back

the structures of the field variables - a phenomenon that gives birth to recurrence.

Such effects can have wide applications in short time prediction of plasma disrupts

in devices where magnetic confinement of plasma takes place and where real time

plasma imaging can be performed. [24]

In Chapter 5, first I study the Alfven Mach scaling of the “Nonlinear coherent

oscillation” observed in Chapter 3. I find that, as the Alfven Mach number (MA) is

increased from unity, initially the frequency of oscillation scales linearly but slowly

several other frequencies start generating, thereby breaking down the simple oscil-

lation. It is believed to be due to excitation of short scales in the system as MA

is increased. The linear finite mode Galerkin expansion falls short to explain such

phenomena and distant scales start to interact thereby complicating the energy flow

mechanism. Finally I notice tendency to occur “dynamo” like phenomena in such

system for increasing values of MA. Next, I study the driven dissipative systems

at very large Alfven Mach number (MA) leading to self-consistent stretch-twist-fold

(STF) dynamo [51, 52] effect showing short-scale magnetic field generation from

kinetic energy. The magnetic field lines are first stretched through the fluid flows,
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then twisted and then again folded back [53]. This way, it generates short scales

in the magnetic field variables. Arnold-Beltrami-Childress (ABC) flow is known to

produce fastest kinematic dynamo effect [33]. However, in tokamak plasmas and in

astroplasmas, the back reaction of the magnetic field to the velocity field through the

Lorentz force term is not negligible [9]. I report a saturation of such self-consistent

dynamos where the back-reaction affects the flows unlike the kinematic counter-

part. The saturation is expected because of the deviation of the flow profile from

the ABC one, due to continuous back-reaction of magnetic variables to the fluid

variables. Starting with ABC driven flow I find the dynamo effect to take place and

optimal parameters for “fast” dynamo are obtained. For self-consistent evolution of

the set of 3D MHD equations, the kinetic energy spectra is found to have a −5/3rd

scaling showing a fully developed Kolmogorov type of turbulence [54] even though

the plasma dynamics significantly differs from that of the hydrodynamic one. From

DNS study using G-MHD3D I also distinguish the optimal parameter set to obtain

“fast” dynamo for ABC flows [55] at another spectral resolution.

Finally in Chapter 6, I consolidate my work and enumerate the major tasks that

can be undertaken for further research in this field. Combining all the above re-

sults I have obtained, it becomes evident that, the single fluid MHD description of

plasma offers new energy cascading pathways through kinetic as well as magnetic

field variables thereby altering the nature of turbulence generally observed in well-

studied hydrodynamic cases. Thus it can be stressed that in the study of plasma

turbulence occurring in fusion devices or in astrophysical objects the fundamental

energy cascading pathways play a crucial role and this needs to be analysed carefully.
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Numerical Technique

2.1 Motivation

A variety of plasmas - both in laboratory and in astrophysical conditions - sustain

turbulence, which is often accompanied by large scale flows and self generated mag-

netic fields which in turn control the turbulence and regulate the plasma dynamics.

Some of the examples are accretion disc formation, generation of large scale mag-

netic field via the dynamo process etc [82]. Analytical techniques work well in linear

approximations of the governing equations of such plasma. However, in the longer

time scales, because of the nonlinear interaction of several scales, analytical meth-

ods often fail to explain behaviours observed. In general, in order to understand

such open problems, direct numerical simulation of the plasma becomes very nec-

essary. Thus, it is very important to develop numerical solvers that simulate the

basic governing equation of plasma at some specific limits accurately. The perfor-

mance of the solver should also be fast enough to cater to the need of the physics

problem. Keeping in mind the above requirements, as a part of the current The-

sis, developement of one such numerical solver from scratch has been attempted and

physics result coming out of this solver is the main physics focus of this Thesis work.
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As explained in Chapter 1, in this Thesis work, a MHD code G-MHD3D has

been developed to simulate the three dimensional magneto-hydrodynamic plasma

dynamics in a periodic domain and the code is applied to understand the funda-

mental physics of plasma dynamics including plasma turbulence with a better clarity.

The basic geverning equations of this study are the continuity equation, momen-

tum equation, induction equation and a proper equation of state or equivalent energy

equation to attain the closure issue of fluid dynamics. The choice of equation for

pressure is considered according to the physics problems of interest. It can be mod-

ified according to the need of the physical situation I need to handle.

The heart of the code is a pseudo-spectral technique which is computationally very

fast [35] and accurate as compared to finite-difference methods. In this technique,

the derivatives of any quantity is taken in its spectral space (Fourier transform of the

quantity) and the time evolution is performed in the real space. Time integration

schemes used are Runge-Kutta 4, Predictor-corrector method and Adam-Bashforth

algorithms and the convergence of each of the methods are checked. Finally Adam-

Bashforth algorithm is selected which suits my purpose the best because of the

better performance of the method.

Due to their mass difference, the timescale of response for the two different species

of plasma viz. electrons and ions, are quite disparate and hence the theoretical mod-

els describing the equations are taken as single fluid magnetohydrodynamic (MHD)

equations. The single fluid MHD description of a plasma is quite approximated but

has been found to serve aptly to explain many phenomena observed in laboratory

and astrophysical systems [9]. Thus under certain criteria (described in Chapter
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1), the plasma dynamics is believed to be well modelled through single fluid MHD

equations. The two different charge species (electrons and ions) are assumed to

form a single fluid because of the negligible mass of the electrons. A fluid element

is assumed to be much larger than the length scale of separation between the two

different charge species. Also the timescale at which the phenomena are observed

are quite longer than the gyrofrequency of each of the charge species. Thus no large

scale electric field is produced due to charge separation in the timescale of inter-

est. This does not discard the inductive electric field generation due to the time

dependent currents and the corresponding time dependent magnetic fields. This

separation of force scales greatly reduces the computational cost of the code.

In order to speed-up the performance of the code, initially the OpenMP architech-

ture is used and then MPI parallelisation is implemented into the CPU-code. How-

ever, for further improvement, the shared memory architechture used is OpenACC

[75] which shares the memory of a Graphics Processing Unit (GPU) among different

“threads” each having its own “thread memory”, together with a CPU. To fur-

ther reduce the computation time, I finally use a distributed memory architechture

called Message Passing Interface (MPI) together with the shared GPU parallali-

sation. Thus the code, in its present form, simultaneously runs on multiple GPU

cards (“device”), on each card having a shared memory computation mentioned pre-

viously. The input and output of the code are copied from and to the CPUs (“host”).

The details of the GPU computation, its code-lets and compilation procedure are

documented in Section 2.7 of this Chapter. Thus, inspite of several well developed

code for example, PENCIL and PLUTO etc., the development of my own code from

scratch and its GPU parallelisation helped to reduce the computation time since the

CPU computing is resource intensive and this has greatly helped me to perform the

runs I have reported specially in Chapter 5.
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The development of the code G-MHD3D also strengthens the numerical proficiency

in working in several directions in future. The parallelised CPU as well as the GPU

code is expected to be a fundamental tool to study varied problems in the magne-

tohydrodynamic plasma turbulence both in fusion devices as well as in modelling of

several new astrophysical phenomena.

2.2 Code G-MHD3D

As discussed above, G-MHD3D is an OpenACC [75] parallel three dimensional

weakly compressible, viscous, resistive magnetohydrodynamic GPU code. It is based

on pseudo-spectral technique to address spontaneous magnetic field generation and

related problems. The pseudo-spectral technique uses the cuFFT libraries which

are considered as one of the fastest Fourier Transform GPU libraries available [74].

Pseudo-spectral technique is applied to calculate the spatial derivatives and to eval-

uate the non-linear terms involved in the basic underlying equations. The time

derivative is solved using multiple time solvers viz. Adams-Bashforth, Runge-Kutta

4 and Predictor-Correcter algorithms and all the solvers has been checked to provide

identical results with each-other. The velocity and the magnetic field strength has

been normalised with the sound speed and the Alfven speed in the system. The

salient features of the OpenMP parallel CPU code - MHD3D and G-MHD3D are

listed in Table 2.1.

G-MHD3D is capable of handling weakly compressible fluids, that uses pseudo-

spectral technique for spatial discretisation with a standard de-aliasing by 2/3 trun-

cation rule to simulate the set of single fluid MHD equations. The equations are

evaluated in three dimensions with periodic boundary conditions in cartesian co-

ordinates. I use the multi-dimensional FFTW libraries to evaluate the fourier trans-

forms, whenever needed.
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In the following, I provide the specifications of the basic details and the salient

features of my 3D MHD code both for CPU and GPU versions.

Type of equations Compressible Navier-Stokes + Maxwell’s Equations

Dimensionality 2D & 3D

Spatial Derivative Solver Pseudo-Spectral

Time update Adams-Bashforth, Runge-Kutta 4, Predictor-Corrector

Computer architecture CPU, GPU (NVIDIA)

Parallelization OpenMP, MPI, OpenACC

External Libraries FFTW, cuFFT

Precision Double

Language Fortran 95

Table 2.1: Features of MHD3D and G-MHD3D.

2.3 Governing equations

The basic equations that are evolved in G-MHD3D with different specific initial

conditions are as follows:

Mass density: ∂ρ

∂t
+ ~∇ · (ρ~u) = 0 (2.1)

Momentum equation: ∂(ρ~u)
∂t

+ ~∇ · [ρ~u⊗ ~u] =
~J × ~B

c
− ~∇P

+ ~∇ · (2νρ ¯̄S) + ρ~F (2.2)
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Shear viscosity: Sij = 1
2(∂iuj + ∂jui)−

1
3δijθ (2.3)

Dilation: θ = ~∇ · ~u (2.4)

Equation of state: P = γρKT = C2
sρ (2.5)

Non relativistic Ampere’s law: ~J = c

4π
~∇× ~B (2.6)

Faraday’s law: ∂B

∂t
= −c~∇× ~E (2.7)

Ohm’s law: ~E + ~u× ~B

c
= 1
σ
~J (2.8)

No magnetic monopole: ~∇ · ~B = 0 (2.9)

In this system of equations, ρ, ~u, P and ~B are the density, velocity, kinetic pressure

and magnetic field of a fluid element respectively. Cs is assumed as constant. The

coefficient of kinematic viscosity, magnetic resistivity and charge density are denoted

as µ, η σ and it is assumed that all of these are constants over space and time. The

symbol “⊗” represents the dyadic between two vector quantities.

The kinetic Reynolds number (Re) and magnetic Reynolds number (Rm) are de-

fined as Re = U0L
µ

and Rm = U0L
η

where U0 is the maximum velocity of the fluid

system to start with and L is the system length.

I also define the sound speed of the fluid as Cs = U0
Ms

, where, Ms is the sonic Mach

number of the fluid. The Alfven speed is determined from VA = U0
MA

where MA is

the Alfven Mach number of the plasma. The initial magnetic field present in the

plasma is determined from the relation B0 = VA
√
ρ0, where, ρ0 is the initial density

value of the fluid.

Substituting 2.6 into 2.2, I obtain,

∂(ρ~u)
∂t

+ ~∇ ·
[
ρ~u⊗ ~u+

(
P + 1

8π |
~B|2
)

I− 1
4π

~B ⊗ ~B
]

= ~∇ · (2νρ ¯̄S) + ρ~F
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Substituting 2.8 into 2.7 and using 2.6 & 2.9, I obtain,

∂ ~B

∂t
= −c~∇×

−~u× ~B

c
+ 1
σ
~J

 = ~∇× ~u× ~B − c

4πσ
~∇× ~∇× ~B

= ~∇× ~u× ~B + c

4πσ∇
2 ~B

⇒ ∂ ~B

∂t
+ ~∇ ·

(
~u⊗ ~B − ~B ⊗ ~u

)
= c

4πσ∇
2 ~B

⇒ ∂ ~B

∂t
+ ~∇ ·

(
~u⊗ ~B − ~B ⊗ ~u

)
= η∇2 ~B, where, η = c

4πσ

The internal energy (E) is evaluated by the time evolution of the following equation:

∂E

∂t
+ ~∇ ·

[
(E + Ptot) ~u−

1
4π~u ·

(
~B ⊗ ~B

)
− 2νρ~u · ¯̄S − η

4π
~B ×

(
~∇× ~B

)]
= 0

where E = ρεint + 1
2ρ|~u|

2 + 1
8π | ~B|

2 and Ptot = P + 1
8π | ~B|

2.

Thus the complete set of MHD equtations in conservative form are

∂ρ

∂t
+ ~∇ · (ρ~u) = 0 (2.10)

∂(ρ~u)
∂t

+ ~∇ ·
[
ρ~u⊗ ~u+

(
P + 1

8π |
~B|2
)

I− 1
4π

~B ⊗ ~B
]

= ~∇ · (2νρ ¯̄S) + ρ~F (2.11)

∂E

∂t
+ ~∇ ·

[
(E + Ptot) ~u−

1
4π~u ·

(
~B ⊗ ~B

)
− 2νρ~u · ¯̄S − η

4π
~B ×

(
~∇× ~B

)]
= 0 (2.12)

∂ ~B

∂t
+ ~∇ ·

(
~u⊗ ~B − ~B ⊗ ~u

)
= η∇2 ~B (2.13)

Thus equation 2.10, 2.13 denote the continuity, momentum, energy and induction

equation for a magnetised plasma. The complete set of equations in component

form for a three dimensional plasma becomes,

∂ρ

∂t
+ ∂

∂x
(ρux) + ∂

∂y
(ρuy) + ∂

∂z
(ρuz) = 0
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∂ (ρux)
∂t

+ ∂

∂x

[
ρuxux + Ptot −

1
4πBxBx − 2νρSxx

]
+ ∂

∂y

[
ρuxuy −

1
4πBxBy − 2νρSxy

]
+ ∂

∂z

[
ρuxuz −

1
4πBxBz − 2νρSxz

]
= ρFx

∂ (ρuy)
∂t

+ ∂

∂x

[
ρuyux −

1
4πByBx − 2νρSyx

]
+ ∂

∂y

[
ρuyuy + Ptot −

1
4πByBy − 2νρSyy

]
+ ∂

∂z

[
ρuyuz −

1
4πByBz − 2νρSyz

]
= ρFy

∂ (ρuz)
∂t

+ ∂

∂x

[
ρuzux −

1
4πBzBx − 2νρSzx

]
+ ∂

∂y

[
ρuzuy −

1
4πBzBy − 2νρSzy

]
+ ∂

∂z

[
ρuzuz + Ptot −

1
4πBzBz − 2νρSzz

]
= ρFz

∂E

∂t
+ ∂

∂x
[(E + Ptot)ux −

1
4π (uxBxBx + uyBxBy + uzBxBz)

− 2νρ (uxSxx + uySxy + uzSxz)

− η

4π

{
By

(
∂By

∂x
− ∂Bx

∂y

)
+Bz

(
∂Bz

∂x
− ∂Bx

∂Bz

)}
]

+ ∂

∂y
[(E + Ptot)uy −

1
4π (uxByBx + uyByBy + uzByBz)

− 2νρ (uxSyx + uySyy + uzSyz)

+ η

4π

{
Bx

(
∂By

∂x
− ∂Bx

∂y

)
−Bz

(
∂Bz

∂y
− ∂By

∂Bz

)}
]

+ ∂

∂z
[(E + Ptot)uz −

1
4π (uxBzBx + uyBzBy + uzBzBz)

− 2νρ (uxSzx + uySzy + uzSzz)

+ η

4π

{
Bx

(
∂Bz

∂x
− ∂Bx

∂z

)
+By

(
∂Bz

∂y
− ∂By

∂Bz

)}
] = 0

∂Bx

∂t
−
[
∂

∂y
(uxBy − uyBx) + ∂

∂z
(uxBz − uzBx)

]
= η

(
∂2Bx

∂x2 + ∂2Bx

∂y2 + ∂2Bx

∂z2

)
∂By

∂t
+
[
∂

∂x
(uxBy − uyBx)−

∂

∂z
(uyBz − uzBy)

]
= η

(
∂2By

∂x2 + ∂2By

∂y2 + ∂2By

∂z2

)
∂Bz

∂t
+
[
∂

∂x
(uxBz − uzBx) + ∂

∂y
(uyBz − uzBy)

]
= η

(
∂2Bz

∂x2 + ∂2Bz

∂y2 + ∂2Bz

∂z2

)
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Ptot = Pth + 1
8π (B2

x +B2
y +B2

z ); Pth = C2
sρ

Sxx = dux
dx
− 1

3

(
dux
dx

+ duy
dy

+ duz
dz

)
; Sxy = 1

2

(
duy
dx

+ dux
dy

)
; Sxz = 1

2

(
duz
dx

+ dux
dz

)

Syx = 1
2

(
dux
dy

+ duy
dx

)
; Syy = duy

dy
− 1

3

(
dux
dx

+ duy
dy

+ duz
dz

)
; Syz = 1

2

(
duz
dy

+ duy
dz

)

Szx = 1
2

(
dux
dz

+ duz
dx

)
; Szy = 1

2

(
duy
dz

+ duz
dy

)
; Szz = duz

dz
− 1

3

(
dux
dx

+ duy
dy

+ duz
dz

)

The forcing determines a spatial averaged velocity of the system (< |~U(x, y, z, t)| >x,y,z

) in the presence of uniform dissipation (ν , 0). A reference scale for pressure (Pref )

and density (ρref ) is fixed to determine the reference sound speed (Csref
). This pro-

vides a sonic Mach Number at steady state
(
Ms = <|~U(x,y,z,t)|>x,y,z

Csref

)
. I also evaluate

a dynamic sound speed, Cs(t) =
√

γ<P (x,y,z,t)>x,y,z

<ρ(x,y,z,t)>x,y,z
. The dynamic Alfven speed is de-

termined by VA(t) = <| ~B(x,y,z,t)|>x,y,z

4π
√
<ρ(x,y,z,t)>x,y,z

. Thus one can evaluate the dynamic Alfven

Mach number as MA(t) = <|~U(x,y,z,t)|>x,y,z

VA(t) .

2.3.1 Normalisation of the MHD equations

The normalisation of MHD equations used in the work are provided below. The

equation of state is considered as P = C2
sρ. Here the equations of unforced tur-

bulence are dealt by setting F = 0. For simplicity, it is also assumed that, the

off-diagonal components of the viscosity terms are zero. For the sake of elucidation,

only for the following discussion, the Lorentz force term ( ~J × ~B) is considered to be

absent in the momentum equation. Then the reduced set of equations are

∂ρ

∂t
+ ~∇ · (ρ~u) = 0 (2.14)

∂~u

∂t
+
(
~u · ~∇

)
~u = −C2

s

~∇ρ
ρ

+ ν

ρ
∇2~u (2.15)

∂ ~B

∂t
+ ~∇× ~u× ~B = η∇2 ~B (2.16)
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Let us define ρ = ρ0ρ̃, t = t0t̃ and ~r = L~̃r where, ρ0 be the initial density value of

the fluid, L be the characteristic length-scale and t0 be a characteristic timescale.

Eq. 2.14 can be written as

ρ0

t0

∂ρ̃

∂t̃
+ ρ0u0

L
~̃∇ ·

(
ρ̃~̃u
)

= 0

Defining, u0 = L
t0
, I obtain,

∂ρ̃

∂t̃
+ ~̃∇ ·

(
ρ̃~̃u
)

= 0

Eq. 2.15 can be written as,

L

t20

∂~̃u

∂t̃
+ L

t20

(
~̃u · ~̃∇

)
~̃u = −C

2
s

L

~̃∇ρ̃
ρ̃

+ ν

ρ0Lt0

∇̃2~̃u

ρ̃

⇒ ∂~̃u

∂t̃
+
(
~̃u · ~̃∇

)
~̃u = −C

2
s

u2
0

~̃∇ρ̃
ρ̃

+ ν

ρ0Lu0

∇̃2~̃u

ρ̃

⇒ ∂~̃u

∂t̃
+
(
~̃u · ~̃∇

)
~̃u = − 1

M2
s

~̃∇ρ̃
ρ̃

+ 1
Re

∇̃2~̃u

ρ̃

where, Ms = u0
Cs

and Re = ρ0u0L
ν

Eq. 2.16 can be written as

B0

t0

∂ ~̃B

∂t̃
+ B0

t0

~̃∇× ~̃u× ~̃B = ηB0

L2 ∇̃
2 ~̃B

⇒ ∂ ~̃B

∂t̃
+ ~̃∇× ~̃u× ~̃B = ηt0

L2 ∇̃
2 ~̃B

⇒ ∂ ~̃B

∂t̃
+ ~̃∇× ~̃u× ~̃B = η

Lu0
∇̃2 ~̃B

⇒ ∂ ~̃B

∂t̃
+ ~̃∇× ~̃u× ~̃B = 1

Rm

∇̃2 ~̃B
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where, Rm = Lu0
η
.

Removing the tilde-sign (“̃ ”) from the variables, I write the equations as:

∂ρ

∂t
+ ~∇ · (ρ~u) = 0

∂~u

∂t
+
(
~u · ~∇

)
~u = − 1

M2
s

~∇ρ
ρ

+ 1
Re

∇2~u

ρ

∂ ~B

∂t
+ ~∇× ~u× ~B = 1

Rm

∇2 ~B

This normalisation is followed throughout the code G-MHD3D which of-course in-

cludes the ~J × ~B term as well.

In order to check the accuracy of the numerical solver developed, first several two

dimensional basic numerical tests are performed, and then the three dimensional

numerical tests are described.

2.4 Two dimensional numerical tests

To begin with, two dimensioanl numerical checks of my code at hydrodynamic as

well as magnetohydrodynamic limits are performed. The numerical tests indicate

several details of such technique learnt and are discussed at length in the following

Sections.
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2.4.1 Incompressible hydrodynamic flow

In two dimensions, the Navier-Stokes equation in velocity variables with compress-

ibility effects become,

∂ρ

∂t
+ ~∇ · (ρ~u) = 0

∂~u

∂t
+ (~u · ~∇)~u = µ

ρ
∇2~u− C2

s

ρ
~∇ρ

For incompressible fluid, the Navier-Stokes equation in vorticity and stream-function

variables become,

∂~ω

∂t
+ ~u · ~∇~ω = ν∇2~ω

~ω = ~∇× ~u

Another pseudo-spectral code is developed that simulates the above equations and

its results for some typical initial flow profiles are checked with the present code at

the appropriate incompressible limit.

In order to simulate the two dimensional hydrodynamic fluid, the equations in ve-

locity variables are time evolved and the growth rate of Kelvin-Helmholtz instability

is reproduced for a broken jet in the incompressible limit analytically calculated ear-

lier by Drazin [83]. The analytical formula obtained by Drazin [83] in my notation

becomes,

γ = kxU0

3

√3− 2 kx
RE

− 2


(
kx
RE

)2

+ 2
√

3 kx
RE


1
2


RE = U0d

ν

where γ is growth rate, kx is the mode number of perturbation, RE is the Reynolds
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number, U0 is the maximum fluid velocity, d is the shear width and ν is the coefficient

of viscosity. I run my simulation with parameters Nx = Ny = 512;Lx = Ly =

2π;ω0 = 25; d = 3π
128 ; ν = 1.5× 10−3. The initial velocity profile is obtained from the

vorticity profile given by ω = ω0

cosh2
(

y−3Ly/4
d

) − ω0

cosh2
(

y−Ly/4
d

) . The identical growth

rate from this code with M = 0.05 is obtained and checked with another code that

simulates the Navier-Stokes equation in vorticity formalism (mentioned earlier) with

M = 0 [Fig 2.3]. The same growth rate from another existing, well-benchmarked

code AG-Spect [56] at the limit of negligible visco-elasticity (τm = 10−4)[Fig 2.4] is

also obtained. For this benchmarking the initial condition that have been used is

ω = ω0

cosh2
(

y+Ly/4
d

) − ω0

cosh2
(

y−Ly/4
d

) + ω0

cosh2
(

y−3Ly/4
d

) − ω0

cosh2
(

y+3Ly/4
d

) with ω0 = 2 and

kx = 3. The Kelvin-Helmholtz instability with a velocity gradient is also reproduced

and the same growth rate given by Ray [84] is found.
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Figure 2.1: Initial velocity profile of K-H instability.

2.4.2 Weakly compressible hydrodynamic flow

In order to check the code in the compressible regime, identical growth rates are re-

produced for the hydrodynamic limit as numerically obtained by Keppens et al [57]

63



CHAPTER 2. NUMERICAL TECHNIQUE

 0

 1

 2

 3

 4

 5

 6

 0  1  2  3  4  5  6

y

x

-2

-1.5

-1

-0.5

 0

 0.5

 1

 1.5

 2

Figure 2.2: Snapshot of vorticity profile of K-H instability for Kx = 3 at time
t = 21.9 with grid resolution Nx = Ny = 256, Lx = Ly = 2π, ν = 10−4, dt = 10−3,
ω0 = 2, d = 3π

128 and M = 0.
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Figure 2.3: Comparison of kinetic energy in y-direction of K-H instability for kx = 3
with AGSpect [56] for M = 0.05

for a compressible K-H flow [Fig 2.5]. Following Keppens et al [57], a velocity profile

ux = U0
[
tanh(y−Ly/3

a
)− tanh(y−Ly/3

a
)− 1

]
is chosen with a shear width a = 0.05

and a sinusoidal perturbation in perpendicular direction to the initial flow velocity

uy = uy0 sin(kx) exp
[
− (y−Ly/3)2

σ2

]
+ uy0 sin(kx) exp

[
− (y−2Ly/3)2

σ2

]
with U0 = 0.645,

uy0 = 10−4, kx = 2π and σ = 4a is excited. γ = 5
3 , P0 = 1 = ρ0, Lx = 1 and
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Figure 2.4: Growth rate (2γ) of K-H instability is plotted with mode number (kx)
of excitation. The red solid line is evaluated from the analytical expression obtained
by Drazin. The blue line with ‘X’ sign represents the growth rate from earlier code
in vorticity formalism and the magenta line with symbol ‘O’ represents the same
from velocity formalism code with Mach number (M) = 0.05.

Ly = 2 with Nx = Ny = 128 and Mach number M = 0.5. Using this parameter

similar to Keppens et al [57] the growth rate of the Kelvin - Helmholtz instability is

exactly reproduced as in Keppens et al [57]. Next, the mode number of excitation

(kx = 1, 2, 2.5, 3, 4) is changed and the growth rate is found to follow the similar

values of Keppens et al [57] (Fig 2.9). Also the similar growth rates are obtained

for different Mach numbers for a fixed mode number of excitation as obtained by

Keppens et al [57].

For further check in nonlinear regime with weak compressibility I time evolve a

circular arrangement of Npv = 5 point vortices (ωpoint = 10) with radius (dpv =

0.032L2 ) at a distance of Rpoint = 0.4L from the center of a circular patch vortex

(ωpatch = 1) with radius Rpatch = 0.3L, with ν = 2 × 10−4;M = 0.5;L = 2π;Nx =

Ny = 256 and obtain the frequencies in the total energy from this code as well as

AGSpect code [56], another pseudo-spectral code that is capable of simulating the

visco-elastic fluids with periodic boundary condition. I find the natural frequency, its
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harmonics and its beats with the harmonics to be in quite good agreement (Fig.2.5)

with the AGSpect code [56] at appropriate limit (i.e. for negligible viscoelasticity

[τm = 10−4]).
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ln
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Figure 2.5: Time evolution of y-directional kinetic energy (see Fig. 2.1) at the
perpendicular to the flow direction is evaluated with time. Fig 2 of Keppens et al
[57] reproduced by my code for the identical parameters with Mach Number (M) =
0.5. The value of growth rate (γ = 1.7) is found to be in good agreement with the
value obtained from Table 1 (γ = 1.728) by Keppens et al [57]. Fig 2 of Keppens et
al [57] with Mach Number (M) = 0.5.

Following a snapshot of vortex mergers with above parameter values at different

times is provided [Fig. 2.8] [85, 86].

2.4.3 Weakly compressible magnetohydrodynamic flow

In order to simulate the weakly compressible magnetohydrodynamic fluid I time

evolve the following set of equations. The physical system I simulate is identical to

that described in Section 2.4.2 with a uniform magnetic field in one direction.
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) with the mode number of excitation
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Figure 2.7: Comparison of natural frequency and its harmonics as well as its beats
of my code with its harmonics with AGSpect [56] for M = 0.5.

∂ρ

∂t
+ ~∇ · (ρ~u) = 0

∂(ρ~u)
∂t

+ ~∇ ·
[
ρ~u⊗ ~u+

(
P + B2

2

)
I− ~B ⊗ ~B

]
= µ∇2~u

∂E

∂t
+ ~∇ ·

[(
E + P + B2

2

)
~u− ~u ·

(
~B ⊗ ~B

)
− η ~B ×

(
~∇× ~B

)]
= µ

(
~∇ · ~u

)2

∂ ~B

∂t
+ ~∇ ·

(
~u⊗ ~B − ~B ⊗ ~u

)
= η∇2 ~B
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Figure 2.8: Time evolution of the prearranged vortex merger with M = 0.5 with
grid size 2562.

The earlier results by Keppens et al [57] have shown a slighly higher growth rate

compared to the hydrodynamic one at higher mode numbers of excitation for the

Kelvin-Helmholtz instability in presence of a uniform magnetic field [Fig. 2.11].

Keeping the fluid velocity profile identical as mentioned in the previous section,

I add a magnetic filed with spatial profile B0x̂ at time t = 0 with MA = 5 and

B0 = 0.129. All the numerical parameters are kept identical to that mentioned in

Section 2.4.2 With this parameter, I get the identical growth rate as Keppens as

shown in Fig 2.11.
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Figure 2.9: The x-component of magnetic field (Bx(x, y)) profile at time t = 10.
The grid resolution I use is 1282 and time-step width 10−3.
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Figure 2.10: The y-component of magnetic field (By(x, y)) profile at time t = 10.
The grid resolution I use is 1282 and time-step width 10−3.

2.5 Three dimensional numerical tests

In three dimensions I time evolve the following set of equations

∂ρ

∂t
+ ~∇ · (ρ~u) = 0 (2.17)
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Figure 2.11: The change of growth rate with the mode number of excitation. The
red dashed line indicates the hydrodynamic case and the blue dot-dashed line indi-
cates the uniform magnetohydrodynamic case. The magenta solid line indicates the
growth of magnetic energy with time.
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starred) cases. The growth rate for Magnetohydrodynamic flows at higher wave
numbers is found to be higher than that of the Hydrodynamic one as previously
identified by Keppens et al [57].

∂(ρ~u)
∂t

+ ~∇ ·
[
ρ~u⊗ ~u+

(
P + B2

2

)
I− ~B ⊗ ~B

]
= µ∇2~u+ ρ~f ; P = C2

sρ (2.18)

70



CHAPTER 2. NUMERICAL TECHNIQUE

-6e-32

-4e-32

-2e-32

 0

 2e-32

 4e-32

 6e-32

 0  2  4  6  8  10
-2e-11

-1.5e-11

-1e-11

-5e-12

 0

 5e-12

 1e-11

 1.5e-11

 2e-11

D
iv

 B

D
iv

 V

time

Ideally Divergence B = 0

Divergence B

Divergence V

Figure 2.13: Conservation of divergence of ~B and divergence of ~V . ~∇· ~B ∼ O(10−32)
implies a strict conservation of the divergence of magnetic field till the machine pre-
cision. However, even though sonic Mach number is 0.1 indicating an incompressible
regime, governing equations allow the density to fluctuate and hence, the ~∇ · ~V is
∼ O(10−11) but not as good as that of ~B.

∂ ~B

∂t
+ ~∇ ·

(
~u⊗ ~B − ~B ⊗ ~u

)
= η∇2 ~B (2.19)

2.5.1 For hydrodynamic flow

In order to simulate hydrodynamic flows Eq. 5.3 is turned off in the above set of

equations. The initial profile is chosen as E(k) = Ak4 exp(−2k2/k2
0). The RMS

(root-mean-square) of the velocity divergence is defined as θ′ = 〈(∂ui/∂xi)2〉1/2 and

the Skewness is defined as S3 ≡ <(∂u1/∂x1)3>

<(∂u1/∂x1)2>3/2 . θ′ implies the tendency of divergence

of velocity field while S3 measures the deviation from the Gaussian nature of the

flow profile. The time evolution of θ′ and S3 as previously obtained by Samtaney et

al [59] is reproduced.
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Figure 2.14: The time evolution of kinetic energy [= ∑
x,y,z

u2(x, y, z, t)] per grid with
k0 = 1, 2, 4, 8.
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Figure 2.15: A zoomed view of Fig. 2.14. The amplitude of fluctuation is found to
decrease as k0 increases.

2.5.2 For magnetohydrodynamic flow

First I turn off Eq. 5.1 and 5.2 and start with the initial condition ρ = ρ0 as a

uniform density fluid, the initial velocity profile as ux = U0[A sin(k0z) +C cos(k0y)],

uy = U0[B sin(k0x) + A cos(k0z)], uz = U0[C sin(k0y) + B cos(k0x)] and the initial

magnetic field as Bx = By = Bz = B0. I choose, ρ0 = 1, U0 = 1, k0 = 1 and
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Figure 2.16: A zoomed view of Fig. 2.14. The amplitude of fluctuation is found to
decrease as k0 increases.
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Figure 2.17: Profile of RMS of velocity divergence (θ′) with time for k0 = 8 and
M = 0.1

A = B = C = 1 as previously taken by Galloway et al [58]. I reproduce the growth

rate of the magnetic energy for the specified ABC flow for Reynolds numbers [Fig.

2.18, 2.19, 2.20] Re = 120, 200 and 450. The exponential growth of magnetic energy

of several orders of magnitude is known as “dynamo effect”.

Next, I time evolve all the terms viz. Eq. 5.1, 5.2 and 5.3, in addition with an
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Figure 2.18: Growth of magnetic energy [= ∑
x,y,z

B2(x, y, z, t)] in the form of kine-
matic dynamo benchmarked with Galloway and Frisch [58] with Rm = 120. Figure
reproduced from Galloway and Frisch [58] with Rm = 120. The initial time evolu-
tion and the star-up of dynamo action is different in the two figures because of the
difference between the initial random number seeds used in the simulation.
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Figure 2.19: Growth of magnetic energy [= ∑
x,y,z

B2(x, y, z, t)] in the form of kine-
matic dynamo benchmarked with Galloway and Frisch [58] with Rm = 200. Figure
reproduced from Galloway and Frisch [58] with Rm = 200. The initial time evolu-
tion and the star-up of dynamo action is different in the two figures because of the
difference between the initial random number seeds used in the simulation.

external forcing defined as:

~f =


A sin(kfz) + C cos(kfy)

B sin(kfx) + A cos(kfz)

C sin(kfy) +B cos(kfx)


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Figure 2.20: Growth of magnetic energy [= ∑
x,y,z

B2(x, y, z, t)] in the form of kine-
matic dynamo benchmarked with Galloway and Frisch [58] with Rm = 450. Figure
reproduced from Galloway and Frisch [58] with Rm = 450. The initial time evolu-
tion and the star-up of dynamo action is different in the two figures because of the
difference between the initial random number seeds used in the simulation.
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Figure 2.21: x-component of magnetic field (Bx(x, y, 0)) at time t = 300 at identical
parameter of Galloway and Frisch [58] with Rm = 450

I choose MA = 1 such that, the initial kinetic and magnetic energies are equal.

The kinetic and magnetic energy oscillates by transferring energies between kinetic

and magnetic modes keeping the total energy conserved. In Fig.2.25 the fall of

total energy is solely due to viscous and resistive effects. The δKE, δME, δTE
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Figure 2.22: y-component of magnetic field (By(x, y, 0)) at time t = 300 at identical
parameter of Galloway and Frisch [58] with Rm = 450
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Figure 2.23: z-component of magnetic field (Bz(x, y, 0)) at time t = 300 at identical
parameter of Galloway and Frisch [58] with Rm = 450

denote the shifted Kinetic, Magnetic and Total energy respectively, where, the shift

is calculated with respect to the initial corresponding value at the beginning of the

simulation. For further check of the accuracy I increase the Alfven Mach number

(MA) such that the frequency of the Alfven waves increase leaving its signature in

the oscillations of the kinetic and magnetic energy. I choose MA = 0.1 and still

found consistant decay of total energy, though some oscillations of tiny amplitude
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Figure 2.24: Multiple frequencies observed in the magnetic energy [= B2(t)] of the
MHD version of the DNS of decaying hydrodynamic turbulence earlier observed by
Samtaney et al. [59]

appears.

I also reproduce the kinetic and magnetic energy spectra for an incompressible

three dimensional magnetohydrodynamic ABC flow where the backreaction of mag-

netic field on the velocity fields are not considered. The results were obtained earlier

by Sadek et al [87].

In order to develop some diagnostics of the 3D MHD code, the density and velocity

structure functions for a initially random velocity and magnetic field is calculated.

Similar structure functions as earlier found by Yang et al [88] is also obtained.

I have developed modules for wavenumber based forcing and gaussian white noise

implementation algorithms. I have also incorporated a dynamical wave-number

dependent turbulent viscosity model in my code. The coupling in the above set of

equations can be altered easily to suit specific purposes.
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Figure 2.25: Conservation of shifted total energy [δTE = ∑
x,y,z

u2(x, y, z, t) −∑
x,y,z

u2(x, y, z, 0) + ∑
x,y,z

B2(x, y, z, t)− ∑
x,y,z

B2(x, y, z, 0)] and time evolution of shifted

kinetic [δKE = ∑
x,y,z

u2(x, y, z, t) − ∑
x,y,z

u2(x, y, z, 0)] and shifted magnetic [δME =

B2(t)−B2(0)] energy for Arnold-Beltrami-Childress flow withMA = 1 andM = 0.1
and Re = Rm = 450 with k0 = 1.

Figure 2.26: Time evolution of shifted kinetic [δKE = ∑
x,y,z

u2(x, y, z, t) −∑
x,y,z

u2(x, y, z, 0)] and shifted magnetic [δME = ∑
x,y,z

B2(x, y, z, t)− ∑
x,y,z

B2(x, y, z, 0)]
energy for Taylor-Green flow with MA = 1 and M = 0.1 and Re = Rm = 450 with
k0 = 1.
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Figure 2.27: Time evolution of shifted kinetic [δKE = ∑
x,y,z

u2(x, y, z, t) −∑
x,y,z

u2(x, y, z, 0)] and shifted magnetic [δME = ∑
x,y,z

B2(x, y, z, t)− ∑
x,y,z

B2(x, y, z, 0)]
energy for Roberts flow with MA = 1 and M = 0.1 and Re = Rm = 450 with
k0 = 1.

Figure 2.28: Time evolution of shifted kinetic [δKE = ∑
x,y,z

u2(x, y, z, t) −∑
x,y,z

u2(x, y, z, 0)] and shifted magnetic [δME = ∑
x,y,z

B2(x, y, z, t)− ∑
x,y,z

B2(x, y, z, 0)]
energy for Cat’s Eye flow with MA = 1 and M = 0.1 and Re = Rm = 450 with
k0 = 1.
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2.6 Tracer Particles

Tracer particles act as a very important diagnostics for any fluid code as the corre-

lation between any two fluid elements can be best described using this diagnostics.

It gives us the information on the motion of the fluid elements in a turbulent plasma

and one can follow the deterministic path of a tracer which may reveal more infor-

mation about the underlying symmetries of the fluid / plasma flow. In MHD3D code

also, tracer particles are added to discover the nature of turbulence that appears in

a MHD plasma. The code evaluates the density, velocity and magnetic fields at the

grid points using the MHD description of a plasma. The tracer particles are ran-

domly sprinkled in the simulation domain at the beginning of the simulation. They

can be placed anywhere in between the grids or at the grid location. These particles

are considered to be passive elements of the code. Thus, they do not contribute to

the time evolution of any of the fields that are calculated at the grid location from

the MHD equations mentioned in the previous section. But the fields do affect the

tracers and determine their motion within the simulation box. The initial velocity

of the tracers are evaluated from the velocity at the grid. Next, the time evolution

of the tracers are fully governed by the magnetic fields at the grids. The grid mag-

netic field is interpolated at the position of the tracers in between the grids and the

Lorentz force acting on them is evaluated. This force pushes the particles to their

new positions. The interpolation of the grid magnetic field is done again at the new

positions of the tracers and the new force is evaluated. This procedure is repeated

to follow the trajectory of the tracer particles in the plasma. Following I describe

the interpolation scheme and the particle pusher algorithm in detail.
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2.6.1 Interpolation Scheme for Test Particle Transport

In order to calculate the magnetic force acting on a tracer particle, I use the following

Cloud-In-Cell (CIC) scheme. In this scheme, the magnetic field of eight grid points

are interpolated at the particle position. In Fig. 2.29, I show the volume weighting

scheme. The magnetic field is known at all the grid points at the simulaiton domain.

The tracer particle divides the unit cube, into eight subshells. One of them (the

bottom-left-front) are shown in dark colors (Fig. 2.29) with blue filled and hollow

circles at the corners for better identification. The magnetic field at eight corner-

grids (blue and black hollow circles at Fig. 2.29) are then interpolated at the particle

locaton ( ~Bp) (yellow filled circle at Fig. 2.29) using the below scheme.

If the mth particle is placed within an unit cube whose bottom-left-front corner

has a grid index (i, j, k), the magnetic field acting on the mth particle (= ~Bm
p ) will

be given by,

~Bm
p = ~Bi,j,k

g

[
(xi+1

g − xmp ) · (yj+1
g − ymp ) · (zk+1

g − zmp )
]
dt

+ ~Bi+1,j,k
g

[
(xmp − xig) · (yj+1

g − ymp ) · (zk+1
g − zmp )

]
dt

+ ~Bi,j+1,k
g

[
(xi+1

g − xmp ) · (ymp − yjg) · (zk+1
g − zmp )

]
dt

+ ~Bi+1,j+1,k
g

[
(xmp − xig) · (ymp − yjg) · (zk+1

g − zmp )
]
dt

+ ~Bi,j,k+1
g

[
(xi+1

g − xmp ) · (yj+1
g − ymp ) · (zmp − zkg )

]
dt

+ ~Bi+1,j,k+1
g

[
(xmp − xig) · (yj+1

g − ymp ) · (zmp − zkg )
]
dt

+ ~Bi,j+1,k+1
g

[
(xi+1

g − xmp ) · (ymp − yjg) · (zmp − zkg )
]
dt

+ ~Bi+1,j+1,k+1
g

[
(xmp − xig) · (ymp − yjg) · (zmp − zkg )

]
dt (2.20)
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Figure 2.29: CIC scheme for volume weighting for the evaluation of magnetic fields
on the location of the tracer particles. The tracer particle (yellow filled circle) is
located within the unit shell. It divides the unit shell into 8 subshells, one of them
are shown in dark colors with blue circles at the edges. The magnetic field at the
tracer particle location ( ~Bp) is interpolated from the grid magnetic field ( ~Bg) of the
outer corner grids (black hollow circles). The weights of interpolation is given in
Eq. 2.20

where, the subscript p denotes the particle and subscript g denotes the grid.

xig, y
j
g, z

k
g denote the coordinate of the (i, j, k)th grid. Periodic boundary condition

(PBC) has been used such that the tracer particle present at one boundary can feel

the magnetic field from the opposite boundary.
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2.6.2 Particle Pusher Scheme

I use Boris Algorithm [89] for pushing the particles from its old to new position due

to the effect of Lorentz force acting on the particles. This Lorentz force is evaluated

by interpolating the grid magnetic fields to the tracer particle location using the

CIC scheme mentioned above. If ~xmt and ~vmt are the position and velocity of mth

tracer particle respectively at time t, I use the following steps to calculate ~xmt+dt and

~vmt+dt at time t+ dt.

~t =
q ~Bm

p

M

dt

2

~s = 2~t
1 + t2

~vd = ~vt + ~vt × ~t

~vt+dt = ~vt + ~vd × ~s (2.21)

~xt+dt = ~xt + ~vt+dt · dt (2.22)

where, q and M are the charge and mass of the tracer particle respectively. In

this code I work in the normalisations where I assume q = M = 1. The particles

are guranteed to stay inside the simulation domain by enforcing periodic boundary

condition in the position of the tracers.

Thus the following steps are executed to determine the dynamics of the tracers in

the code.

1. Determine the grid index (i, j, k) of the bottom-left-front corner grid point of

the unit cell in which the mth tracer particle is situated.

2. Use Eq. 2.20 to evaluate the magnetic field at the particle position.

3. Calculate the Lorentz force on the mth tracer particle using Eq. 2.21.
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4. Determine the new position of the tracer particle using Eq. 2.22

2.7 GPU Acceleration

The long-time simulation of the OpenMP code falls short to cater to the need of

the physics issues addressed in this Thesis. Specifically the runs with higher grid

resolution takes large time and thus restricting us to look into the physics results.

Hence in order to increase the performance of the code I choose parallelise the code

in graphics processing units (GPU).

Over the last decade, there has been an increasing use of graphics processing units

(GPUs) as general-purpose highly parallel computing units. The GPU is a massively

parallel computing device consisting of a large number of streaming multiprocessors

(SM), each of which is a set of computing cores. Each SM has a fixed number of

registers and a fast on-chip memory that is shared among its cores. The different

SMs share a slower off-chip memory called the device memory, which is much larger

in capacity. For example, the Tesla P100 GPU has 56 SMs each with 64 cores,

resulting in a total of 3584 cores [90]. Each SM of the Tesla P100 has a 256 KB

register file size and 64 KB of fast on-chip memory. All SMs share a 4 MB L2 cache

and 16 GB of device memory [90].

In a general purpose computing on graphics processing units (GPUs), a GPU is

typically called a device, while the CPU is called a host. A kernel refers to a program

that is executed on the GPU device using a large number of threads.

In order to port the code to GPU I face two basic challanges - the first one is

the parallelisation procedure has been changed from OpenMP to OpenACC and

the second one is the Fourier transform is taken using the available library cuFFT

which is a library written in CUDA apart from FFTW. I describe the concept of

OpenACC in brief and then in another section discuss about the usage of cuFFT
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library.

OpenACC [75] is an approach for quick and easy porting of existing applica-

tions from CPU to GPU. The next section introduces the OpenACC programming

paradigm and describes how the MHD3D code was accelerated using the OpenACC

pragmas.

2.7.1 OpenACC Acceleration of MHD3D

OpenACC is a compiler directive-based programming model, designed to facilitate

quick porting of existing applications to accelerators like GPUs, without significant

programming effort [75]. OpenACC directives, which are pragmas in C/C++ and

specialized comments in Fortran, provide the compiler with additional information,

enabling them to optimize the code within the directives for a specific accelerator.

With openACC, the same code can be compiled for different accelerators, thereby

providing performance portability.

OpenACC provides two types of directives broadly - data directives and compute

directives. The data directives provide hints to the compiler on movement of data

between the host memory and accelerator memory. The compute directives define

regions of the host program that need to be compiled as accelerator code. More

details on the OpenACC directives can be found in the OpenACC Programming

and Best Practices Guide [91] and the OpenACC specifications document [92].

The MHD3D code has triply nested loops interspersed with Fourier transforms.

To port the triply nested loop regions to the GPU, I use the OpenACC parallel and

loop constructs coupled with the collapse clause [92]. Figure 2.30 shows how the

OpenMP loop regions are mapped to OpenACC parallel regions.

The compiler that supports OpenACC, compiles the loop region into a GPU kernel

and distributes the iteration space of the triply nested loop between threads on the
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Figure 2.30: Mapping of OpenMP loops in MHD3D to OpenACC parallel loops in
G-MHD3D.

GPU. There are clauses that the programmer can use to tune how the loops are

distributed amongst the threads.

Figure 2.31 is a snapshot of the compile command and the compiler output. The

-acc flag tells the compiler to process the openACC directives, -ta=tesla:XX specifies

the architecture for which the accelerator code should be compiled and -Minfo=accel

makes the compiler output information corresponding to all the accelerator regions

in the code. The compiler output tells the user which loops are transformed into

GPU kernels and how the threads are organized. Information about what data is

copied into or out of the accelerator is also dumped.

2.7.2 cuFFT Library

The MHD3D code, as mentioned earlier, has loop regions interspersed with Fourier

transforms. To accelerate the fourier transforms on the GPU, I call routines of

the cuFFT library. The NVIDIA cuFFT library [74] APIs operate on data in the

GPU device memory. Hence, before calling the cuFFT routines, I need to move

the relevant data to the GPU, if not already present, and pass the device pointers

to the API calls. The cuFFT plan creation (this is needed for initializing some
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Figure 2.31: OpenACC Compilation of G-MHD3D.

Figure 2.32: Steps to call cuFFT routines in G-MHD3D.

state information that is necessary before calling the fft routines) is done once in

the beginning and destroyed at the end. Figure 2.32 shows the steps needed to

call the cuFFT routines. To call the cuFFT library routines from my OpenACC

Fortran application, I create C wrapper modules as shown in Figure 2.34. In-place

transforms are used, i.e the output transforms are written to the input arrays. This

reduces the memory footprint (amount of memory used by the application).

2.7.3 Out-of-core Processing

While computing the MHD3D equations for large 3D grids of size 512×512×512, I

observe that the data operated on within the triply nested loops (aka working set)
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Figure 2.33: Calling cuFFT routines through C wrapper modules in G-MHD3D.

Figure 2.34: Calling cuFFT routines through C wrapper modules in G-MHD3D.
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exceeds the device memory capacity of the GPU. Each variable array in this case

is 1 GB in size. This results in the need for efficient out-of-core processing. Out-

of-core processing refers to processing of data that does not completely fit within

the memory of a computing system. One approach to out-of-core processing is to

split the data into blocks (also called tiles), move one tile to the GPU memory and

completely process it before moving it back to the host memory. However, since the

solver code is interspersed with fourier transforms that need the complete data, it

is not possible to do a tile-by-tile processing.

For seamless out-of-core processing without programmer intervention, in G-MHD3D,

NVIDIA’s unified memory [38] is leveraged. Unified memory is a component of

NVIDIA’s GPU programming model that defines a managed memory space in which

all processors (CPU and GPU) see a single coherent memory image with a common

address space. This means that there is no need to explicitly move and manage data

between the host memory and GPU [38]. For example, when a variable is accessed

on the GPU within a kernel and the page that holds the variable is not present on

the GPU device, (a page is a contiguous block of virtual memory), a page fault oc-

curs. The system transparently handles this and moves the page to the GPU device

if necessary. This is called on-demand page migration.

Unified memory also facilitates over-subscription of the GPU memory. This means

that you can use variables whose sizes exceed the physical memory capacity of the

GPU and the system transparently manages moving parts of data between host and

GPU memory as needed.

To enable unified memory, one needs to compile and link your application with

the -ta:tesla=managed flag.
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2.7.4 Performance Results

In this Section, the performance analysis of the GPU accelerated 3D compressible

magnetohydrodynamic code on different GPU architectures is presented. The accel-

erated code, as specified in Section 2.7, uses OpenACC [75] for GPU parallelization.

In-place fourier transforms are computed on the GPU using the cuFFT library [74].

Computing the transforms in-place reduces the memory footprint, resulting in re-

duced data transfers between the host and GPU and improved performance. For

seamless out-of-core processing of large grids that do not fit in the GPU memory, I

leverage NVIDIA’s unified memory [38].

Experiments are run on a Intel Xeon E5-2698 v3 16 core, dual socket CPU @2.3

GHz, 256 GB RAM and the NVIDIA Tesla K80 (Kepler) GPU, NVIDIA Tesla P100

(Pascal) and NVIDIA Tesla V100 (Volta) GPUs. I use CUDA toolkit 9.0.176 and

PGI 17.9. Table 2.2 shows the execution time of the solver per timestep for grid sizes

of 64 × 64 × 64 and 128 × 128 × 128 on the CPU and the Kepler, Pascal and Volta

GPUs. The CPU version of the code is developed using OpenMP parallelization

and the FFTW library. I see that the GPU code is about two orders of magnitude

faster than the CPU code.

Across GPU architectures, I see that Tesla P100 is 2× to 3× faster than the Tesla

K80. This is due to the difference in the memory bandwidth between the two archi-

tectures. Tesla P100 has a theoretical peak memory bandwidth of 720 GB/s which is

3× that of Tesla K80 whose peak memory bandwidth is 240 GB/s. As the MHD3D

code is memory intensive, I can see 2×-3× performance difference between the two

architectures. Performance results over the Pascal and Volta architecture are quite

similar (within 30%) as there is not a great difference in their memory bandwidths

(720 GB/s vs 900 GB/s). To verify the correctness of the GPU accelerated solver,

I compared the CPU and GPU outputs and computed the mean square error. This

was found to be of the order of 5.89E-15.
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Grid Size CPU Kepler K80 Tesla P100 Tesla V100
64×64×64 0.4 0.02 0.01 0.01

128×128×128 5.89 0.12 0.04 0.03

Table 2.2: Execution time per timestep in seconds over CPU and Kepler, Pascal
and Volta GPUs.

For larger grid sizes which do not fit in GPU memory, I use unified memory. On

demand page migration and over-subscription features of unified memory are not

supported on the Kepler K80 architecture. Hence, my analysis is restricted to the

Pascal and Volta architectures.

Grid Size CPU Tesla P100 Tesla V100
256×256×256 65.82 0.32 0.22
512×512×512 566.12 80.97 92.81

Table 2.3: Execution time per timestep in seconds over CPU, Pascal and Volta
GPUs for large grids.

Table 2.3 shows the execution time per timestep for large grids. For 256×256×256

grid size, the total memory footprint of the solver exceeds the GPU device memory

of 16 GB. However, the working set of each kernel is within the GPU memory

capacity. When the grid size becomes 512×512×512, the working set of the GPU

kernels is in some cases 40GB and does not fit completely within the GPU memory.

As mentioned in Section 2.7.3, tiling the data typically helps in such a scenario, but

since the solver code is interspersed with fourier transforms that need the complete

data, it is not possible to do a tile-by-tile processing.

Therefore, in this case, there is frequent movement of pages back and forth between

the CPU and GPU and a large number of page faults on the GPU. To reduce the

page faults on the GPU (GPU page fault handling is expensive), I ensure that the

data arrays on the CPU are pre-mapped on the GPU. This avoids a page fault on

the first access. Eventually the page may migrate to the GPU (based on the unified

memory system heuristics), but the mappings on the GPU page tables are kept

updated.
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Even with the above optimizations, the out-of-core solver is an order magnitude

slower than the in-core solver, largely due to movement of pages between host and

GPU and handling of the GPU page faults. Even with this additional overhead, the

GPU accelerated code is able to show a speedup of 7x over the OpenMP version.

2.8 Future Scope

The implementation of some diagnostics viz. field line tracer, poincare section,

modo-mode energy transfer in a triad [93] is in progress. The performance of the

code can be improved by implementing implicit time solvers. In order to further

enhance the speed of the code, the GPGPU parallel CUDA version of the code is

being developed. At present the code can handle only periodic boundaries. The

simulation of plasma flows in bounded domains with upgraded version of the code

is under development.
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Chapter 3

Nonlinear Coherent Oscillation

3.1 Introduction

In the current Chapter, I describe one of the physics problems addressed in this

Thesis using the code G-MHD3D described in the previous Chapter.

The fundamental problem of hydrodynamics that renders the long time scale pre-

diction still open is the nonlinear interaction of modes. Consequently understanding

energy cascades from different initial spectrum has been a longstanding challenge

in the field of fluid dynamics. Recently, several direct numerical simulation (DNS)

techniques have been developed to simulate fluid turbulence and have helped to

analyse the shell to shell kinetic energy transfer in spectral space with the time evo-

lution of any fluid governed by Navier-Stokes equation. The fluid equations traces

the dynamics of fluid elements, which are collection of large number of interacting

particles. Thus fluid picture inherently represents an infinite dimensional continuum

system. This poses several fundamental challenging problems like time reversibil-

ity and entropy in the context of particle motion. Such problem is hard to solve

analytically and has been addressed since long ago [94]. The complexity increases
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manifold when the fluid is electrically conducting and hence becomes susceptible to

magnetic field. The self generated magnetic field dynamically affects the fluid flows

through the Lorentz force term in the momentum equation. Simultaneously, the

flow of electrically charged fluid generates (and thereby sometimes cancels) mag-

netic field. Thus the energy accumulated in any mode may be expected to find

new route via nonlinear cascade to other modes through transformation of kinetic

to magnetic energy and vice versa. Thus the transformation of energy between ki-

netic and magnetic modes within the premise of single fluid magnetohydrodynamic

(MHD) description of any magnetised fluid poses several novel fundamental prob-

lems that need to be addressed.

In the presence of weak resistivity, the MHD model is known to predict irreversible

conversion of magnetic energy into fluid kinetic energy (i.e. reconnection) as well

as conversion of kinetic energy into mean large scale magnetic field (i.e. dynamo).

Therefore it is interesting to ask, for a given fluid type and magnetic field strength,

are there fluid flow profiles which neither generate mean magnetic field nor the

magnetic field energy converts to flow energy; instead there are nearly “reversible”

coherent nonlinear oscillations? I have found that in both two and three dimensions

there are ample examples of flows which at some typical parameter shows such os-

cillation of energy between two modes. For a wide range of initial flow speeds or

Alfven Mach number I have shown that the coherent nonlinear oscillation persists.

As the Alfven Mach number is increased further, a tendency to mean field dynamo

(generation of large scale magnetic energy from kinetic energy) is also noticed.

However, the linearised MHD equations having a thermal gradient with free bound-

ary conditions, is known to show overstability. In particular, overstability appears

when κ > η, where κ and η are the co-efficient of thermal conductivity and resis-
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tivity. Here in this work the system of equations considered, does not incorporate

any thermal gradient and the full non-linearity of the equations are retained during

the time evolution within a spatially periodic domain. Thus the oscillations I have

observed, are not the case of overstability explored earlier in detail.

In this work, I find numerical observation of interplay of kinetic and magnetic

energy in two as well as three dimensional single fluid MHD simulation for different

sets of initial flow profiles. A finite mode representation of the field variables result-

ing in a set of nonlinear coupled ordinary differential equations has been presented

in support of the pseudo-spectral DNS results. My numerical as well as analytical

observations indicates that nonlinear reciprocity of kinetic and magnetic energy can

take place within the frame-work of single fluid MHD representation of plasma and

strongly depending on the MA.

I start with a set of well known velocity flows as initial conditions and numerically

time evolve the fluid as well as the magnetic variables self-consistently as an initial

value problem. The magnetic field I choose is uniform in space to start with. I look

into the regime where the Alfvén speed is equal to the sound speed of the system

such that the energy transfer between the fluid and the magnetic variables are most

efficient. This choice facilitates most efficient coupling between magnetic and kinetic

variables through the Lorentz force term i.e. ~J × ~B. I find a continuous nonlinear

exchange of energy between fluid and magnetic variables. The key results that I

obtain from my DNS study are:

• For decaying divergence-free two dimensional Orszag-Tang (OT) flow and

Cat’s Eye flow at Alfven resonance (MA = 1), an initial uniform magnetic

field profile leads to nonlinear coherent oscillation between kinetic and mag-

netic modes. (Section: 1.4.1, 1.4.2)
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• For decaying divergence-free three dimensional Roberts flow, Cat’s Eye flow

and Arnold-Beltrami-Childress (ABC) flow at Alfven resonance (MA = 1),

an initial uniform magnetic field profile leads to nonlinear coherent oscillation

between kinetic and magnetic modes. (Section: 1.4.4, 1.4.5, 1.4.6)

• The parameter dependency (Alfven Mach number) of this oscillation for three

dimensional ABC flow is studied indicating continuous transition between two

nonlinear events - coherent nonlinear oscillation and dynamo effect. (Section:

1.4.7)

• These results are qualitatively supported by finite dimensional Galerkin trun-

cated series expansion of the MHD equations. (Section: 1.5)

• For externally forced OT and ABC flows, the nearly ideal magnetohydrody-

namic plasma acts as a forced-relaxed system. (Section: 1.4.8)

This work has been reported to arXiv and published recently [24, 25].

This Chapter is organised as follows. Section 3.2 summarises the equations that are

time evolved in the code G-MHD3D described in Chapter 2. In Section 5.3, I provide

all the parameters in which the code is run and section 3.4 provides all the direct

numerical simulation (DNS) results I have obtained in two and three dimensions.

Section 3.5 describes an analytical two dimensional finite mode representation of

the DNS results and Section 4.6 summarises all the results and analysis performed

in this work.

98



CHAPTER 3. NONLINEAR COHERENT OSCILLATION

3.2 Governing Equations

The basic equations governing the dynamics of a magnetohydrodynamic fluid are as

follows:

∂ρ

∂t
+ ~∇ · (ρ~u) = 0 (3.1)

∂(ρ~u)
∂t

+ ~∇ ·
[
ρ~u⊗ ~u+

(
P + B2

2

)
I− ~B ⊗ ~B

]
= µ∇2~u+ ρ~f (3.2)

∂ ~B

∂t
+ ~∇ ·

(
~u⊗ ~B − ~B ⊗ ~u

)
= η∇2 ~B (3.3)

P = C2
sρ (3.4)

In this system of equations, ρ, ~u, P and ~B are the density, velocity, kinetic pressure

and magnetic field of a fluid element respectively. µ and η denote the coefficient

of kinematic viscosity and magnetic resistivity. I assume µ and η are constants

over space and time. The symbol “⊗” represents the dyadic between two vector

quantities (see Chapter 2).

The kinetic Reynolds number (Re) and magnetic Reynolds number (Rm) are de-

fined as Re = U0L
µ

and Rm = U0L
η

where U0 is the maximum velocity of the fluid

system to start with and L is the system length.

I also define the sound speed of the fluid as Cs = U0
Ms

, where, Ms is the sonic Mach

number of the fluid. The Alfven speed is determined from VA = U0
MA

where MA is

the Alfven Mach number of the plasma. The initial magnetic field present in the

plasma is determined from the relation B0 = VA
√
ρ0, where, ρ0 is the initial density

profile of the fluid.

99



CHAPTER 3. NONLINEAR COHERENT OSCILLATION

3.3 Parameter Details

I choose L = 2π periodic box as my simulation domain and fix ρ0 = 1 and keep

these parameters identical throughout my simulation. The initial magnitude of

density (ρ0) is known to affect the dynamics and growth rate of an instability in a

compressible neutral fluid [95, 96]. However, in this work the initial density is kept

fixed (ρ0 = 1) for all the runs unless stated otherwise. It is also found that, in the

long run in the incompressible limits, the density does not vary with space and time.

For two dimensional runs I choose a grid resolution of Nx = Ny = 128 and a time

stepping interval δt = 10−5. The kinetic and magnetic Reynolds numbers are chosen

as Re = Rm = 10−4. My code is run for the incompressible limit (Ms = 0.01).

For three dimensional runs I choose a grid resolution of Nx = Ny = Nz = 64 and

a time stepping interval δt = 10−4. The kinetic and magnetic Reynolds numbers are

chosen as Re = Rm = 450. For all cases I run my code for the incompressible limit

(Ms = 0.1).

For both two and three dimensional runs my results are checked with higher grid

resolution (N) and smaller time stepping (δt) and no significant variation in the

results of my test runs are found.

I choose MA = 1 i.e. the mean velocity (U0) is equal to the Alfven speed of the

system (VA) (i.e. Alfven resonance) for both the two as well as the three dimensional

runs.

For two dimensional flows the initial magnetic field profile is chosen as Bx = By =

B0 and that for three dimensional flows as Bx = By = Bz = B0.
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3.4 Simulation Results

Orszag-Tang, Cat’s eye, Roberts and Arnold-Beltrami-Childress flows are known to

be the divergence-free flows. However, they are not stable solutions of single fluid

MHD equations. In this section these flows are time evolved obeying the equations

mentioned in Section 3.2 and the energy exchange between the fluid and magnetic

modes are observed.

3.4.1 Results for Decaying 2D Orszag-Tang Flow

For two dimensional Orszag-Tang flow the velocity profile is chosen as

ux = −A sin(k0y)

uy = +A sin(k0x)
(3.5)

with A = 1 and k0 = 1. The interchange of energy between kinetic and magnetic

variables is plotted in Fig. 3.1. The x-axis represents the time evolution and the

y-axis represents the shifted kinetic and magnetic energy where the shift indicates

that the initial values of the corresponding variables are subtracted from the time

evolution data. A long time evolution of the system with several cycles of oscillations

withN = 2562, δt = 10−6, U0 = 1, k0 = 1,Ms = 0.01,MA = 1 and Re = Rm = 10−5

are found to show numerical convergence. From figure in it evident that the time

period of oscillation is T = 2.971.
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Figure 3.1: Time evolution of shifted kinetic [δKE = u2(t) − u2(0)], magnetic
[δME = B2(t) − B2(0)] and total [δTE = u2(t) − u2(0) + B2(t) − B2(0)] energy
per grid for two dimensional Orszag-Tang flow with N = 1282, U0 = 1, k0 = 1,
Ms = 0.01, MA = 1 and Re = Rm = 10−4 in the absence of external forcing. The
energy keeps on switching between kinetic and magnetic modes keeping the total
energy conserved. It is found that the time period of oscillation is T = 2.971

3.4.2 Results for Decaying 2D Cat’s Eye Flow

For two dimensional Cat’s Eye flow the velocity profile is chosen as

ux = + sin(k0x) cos(k0y)− A cos(k0x) sin(k0y)

uy = − cos(k0x) sin(k0y) + A sin(k0x) cos(k0y)
(3.6)

with A = 0.5, k0 = 1. The interchange of energy between kinetic and magnetic

variables is plotted in Fig. 3.2. It is found that the time period of oscillation is

T = 1.659.

3.4.3 Results for Forced 2D Orszag-Tang Flow

~f = α

−A sin(kfy)

+A sin(kfx)

 (3.7)
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Figure 3.2: Time evolution of shifted kinetic [δKE = u2(t) − u2(0)], magnetic
[δME = B2(t)−B2(0)] and total energy [δTE = u2(t)−u2(0) + B2(t)−B2(0)] per
grid for two dimensional Cat’s Eye flow with N = 1282, U0 = 1, A = 0.5, k0 = 1,
Ms = 0.01, MA = 1 and Re = Rm = 10−4 in the absence of external forcing. The
energy keeps on switching between kinetic and magnetic modes keeping the total
energy conserved. The decay of total energy can be detrended by the multiplying
the data by exp(−2Dt) implying that it is solely due to viscous and resistive effects.
The shift denotes the initial values of the kinetic and magnetic energies (at time
t = 0) are subtracted from the time evolution data of the corresponding variables.
The time period of oscillation is T = 1.659

I choose, α = 0.1, A = 1 and kf = 1. The kinetic and magnetic energy continue to

oscillate but the magnitudes of the peaks vary with time. The total (kinetic + mag-

netic) energy for the decaying cases was constant and the decay can be detrended by

the multiplying the data by exp(−2Dt) implying that it is solely due to viscous and

resistive effects. But for the forced case though the forcing acts for all the time over

the whole system, the total energy oscillates with half the frequency of oscillation

of the kinetic and magnetic energy [Fig. 3.3].
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Figure 3.3: Time evolution of shifted kinetic [δKE = u2(t) − u2(0)], magnetic
[δME = B2(t) − B2(0)] and total energy [δTE = u2(t) − u2(0) + B2(t) − B2(0)]
per grid for two dimensional Orszag-Tang flow with N = 1282, U0 = 1, k0 = 1,
Ms = 0.01, MA = 1 and Re = Rm = 10−4 in the presence of external forcing.
The energy keeps on switching between kinetic and magnetic modes. The total
energy also oscillates around the same frequency and the whole system acts as
a forced-relaxed system. The shift denotes the initial values of the kinetic and
magnetic energies (at time t = 0) are subtracted from the time evolution data of
the corresponding variables.

3.4.4 Results for Decaying 3D Roberts Flow

For three dimensional Roberts flow the velocity profile is chosen as

ux = U0[A sin(k0z)]

uy = U0[B sin(k0x)]

uz = U0[C sin(k0y)]

(3.8)

with A = B = C = 1, k0 = 1. The interchange of energy between kinetic and mag-

netic variables is plotted in Fig. 3.4. It is found that the time period of oscillation

is T = 30.680.
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Figure 3.4: Time evolution of shifted kinetic [δKE = u2(t) − u2(0)], magnetic
[δME = B2(t)−B2(0)] and total energy [δTE = u2(t)−u2(0) + B2(t)−B2(0)] per
grid for three dimensional Roberts flow with N = 643, U0 = 0.1, A = B = C = 1,
k0 = 1, Ms = 0.1, MA = 1 and Re = Rm = 450 in the absence of external forcing.
The energy keeps on switching between kinetic and magnetic modes keeping the total
energy conserved. The decay of total energy can be detrended by the multiplying
the data by exp(−2Dt) implying that it is solely due to viscous and resistive effects.
The shift denotes the initial values of the kinetic and magnetic energies (at time
t = 0) are subtracted from the time evolution data of the corresponding variables.
The time period of oscillation is T = 30.680

3.4.5 Results for Decaying 3D Cat’s Eye Flow

For three dimensional 3D Cat’s Eye flow the velocity profile is chosen as

ux = U0[B sin(k0y)]

uy = U0[A sin(k0x)]

uz = U0[A cos(k0x)−B cos(k0y)]

(3.9)

with A =
√

3
5 , B = 2A. The interchange of energy between kinetic and magnetic

variables is plotted in Fig. 3.5. It is found that the time period of oscillation is

T = 30.510.
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Figure 3.5: Time evolution of shifted kinetic [δKE = u2(t) − u2(0)], magnetic
[δME = B2(t)−B2(0)] and total energy [δTE = u2(t)−u2(0) + B2(t)−B2(0)] per
grid for three dimensional Cat’s Eye flow with N = 643, U0 = 0.1, A =

√
3
5 , B = 2A,

k0 = 1, Ms = 0.1, MA = 1 and Re = Rm = 450 in the absence of external forcing.
The energy keeps on switching between kinetic and magnetic modes keeping the total
energy conserved. The decay of total energy can be detrended by the multiplying
the data by exp(−2Dt) implying that it is solely due to viscous and resistive effects.
The shift denotes the initial values of the kinetic and magnetic energies (at time
t = 0) are subtracted from the time evolution data of the corresponding variables.
The time period of oscillation is T = 30.510

3.4.6 Results for Decaying 3D ABC Flow

For three dimensional Arnold-Beltrami-Childress flow I choose the velocity profile

as

ux = U0[A sin(k0z) + C cos(k0y)]

uy = U0[B sin(k0x) + A cos(k0z)]

uz = U0[C sin(k0y) +B cos(k0x)]

(3.10)

with A = B = C = 1. The interchange of energy between kinetic and magnetic

variables is plotted in Fig. 3.6. It is found that the time period of oscillation is

T = 30.171.
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Figure 3.6: Time evolution of shifted kinetic [δKE = u2(t) − u2(0)], magnetic
[δME = B2(t)−B2(0)] and total energy [δTE = u2(t)−u2(0) + B2(t)−B2(0)] per
grid for three dimensional Arnold-Beltrami-Childress flow with N = 643, U0 = 0.1,
A = B = C = 1, k0 = 1, Ms = 0.1, MA = 1 and Re = Rm = 450 in the
absence of external forcing. The energy keeps on switching between kinetic and
magnetic modes keeping the total energy conserved. The decay of total energy can
be detrended by the multiplying the data by exp(−2Dt) implying that it is solely
due to viscous and resistive effects. The shift denotes the initial values of the kinetic
and magnetic energies (at time t = 0) are subtracted from the time evolution data
of the corresponding variables. The time period of oscillation is T = 30.171

3.4.7 Analysis of Decaying 3D ABC Flow

Effect of Initial Wave-number

I choose k0 = 1, 2, 4, 8, 16 keeping MA = 1. The frequency of oscillation increases

with the increase of k0 value. However the viscous (µ∇2~u) as well as the resistive

terms (η∇2 ~B) in Equation (5.2 and 5.3) affects the dynamics heavily when a higher

wavenumber is excited. It is because the second derivative in the viscous and the

resistive terms becomes more prominant when the velocity and magnetic field vari-

ables contain a higher magnitude of k0 [Table 3.1, Fig. 3.9].

107



CHAPTER 3. NONLINEAR COHERENT OSCILLATION

k0 Time Period of Oscillation (T)
1 30.171
2 15.001
4 7.410
8 3.620
16 1.749

Table 3.1: Frequency of oscillation (ω) of kinetic and magnetic energy with mode
number of excitation (k0)

Figure 3.7: Time evolution of shifted kinetic (solid) [δKE = u2(t)−u2(0)], magnetic
(dashed) [δME = B2(t)−B2(0)] and total (dotted) [δTE = u2(t)−u2(0) + B2(t)−
B2(0)] energy per grid for three dimensional Arnold-Beltrami-Childress flow with
N = 643, U0 = 0.1, A = B = C = 1, k0 = 1 (red), 2 (blue), 4 (magenta), Ms = 0.1,
MA = 1 and Re = Rm = 450 in the absence of external forcing. Drag forces
are found to affect the kinetic modes more than the magnetic modes as expected
and explained in the text. The shift denotes the initial values of the kinetic and
magnetic energies (at time t = 0) are subtracted from the time evolution data of
the corresponding variables.

Effect of Alfven Speed

I study the effect of Alfven speed (VA) on the energy exchange process by changing

the Alfven Mach number MA for kf = 1. Fig.(3.10) represents the oscillation of

kinetic energy forMA = 0.1, 0.2, 0.3, 0.4, 0.5 and Fig.(3.11) represents the oscillation

of kinetic energy for MA = 0.5, 1.0, 1.5. From both the figures it is evident that

the frequency of oscillation decreases linearly with the increase of MA. However if

I further increase MA to 10, 100 and 1000 the oscillation vanishes and saturation of
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Figure 3.8: Time evolution of shifted kinetic (solid) [δKE = u2(t)−u2(0)], magnetic
(dashed) [δME = B2(t)−B2(0)] and total (dotted) [δTE = u2(t)−u2(0) + B2(t)−
B2(0)] energy per grid for three dimensional Arnold-Beltrami-Childress flow with
N = 643, U0 = 0.1, A = B = C = 1, k0 = 8 (red), 16 (blue), Ms = 0.1, MA = 1
and Re = Rm = 450 in the absence of external forcing. Drag forces are found to
affect the kinetic modes more than the magnetic modes as expected and explained
in the text. The shift denotes the initial values of the kinetic and magnetic energies
(at time t = 0) are subtracted from the time evolution data of the corresponding
variables.
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Figure 3.9: Variation of time period of oscillation (T ) of kinetic and magnetic energy
with k0. [see Table 3.1]

magnetic energy is observed after a linear growth of magnetic energy at the cost of

kinetic energy indicating a dynamo effect taking place [Fig.3.13].

109



CHAPTER 3. NONLINEAR COHERENT OSCILLATION

I primarily believe these oscillations are due to excitation of Alfven waves. I know

the time period oscillation of Alfven wave (TAlfven) varies linearly with B0 which

is directly proportional to VA = U0
MA

. Thus if, MA is increased, TAlfven decreases

linearly Fig.(3.10, 3.11). I analyse the frequency of oscillation for a series of MA

values and find good agreement with this linearity prediction [Table 3.2, Fig. 3.12].

MA Time Period of Oscillation (T)
0.1 3.150
0.2 6.268
0.3 9.364
0.4 12.428
0.5 15.461
1.0 30.171
1.5 43.238

Table 3.2: Time period of oscillation (T ) of kinetic and magnetic energy with MA.

Figure 3.10: Time evolution of shifted kinetic energy [δKE = u2(t) − u2(0)] per
grid for three dimensional Arnold-Beltrami-Childress flow with N = 643, U0 = 0.1,
A = B = C = 1, k0 = 1, Ms = 0.1, MA = 0.1 (red), 0.2 (greed), 0.3 (blue), 0.4
(magenta), 0.5 (black) and Re = Rm = 450 in the absence of external forcing. The
frequency of oscillation decreases with the increase of MA. The shift denotes the
initial values of the kinetic and magnetic energies (at time t = 0) are subtracted
from the time evolution data of the corresponding variables.
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Figure 3.11: Time evolution of shifted kinetic energy [δKE = u2(t) − u2(0)] per
grid for three dimensional Arnold-Beltrami-Childress flow with N = 643, U0 = 0.1,
A = B = C = 1, k0 = 1, Ms = 0.1, MA = 0.5 (red), 1 (blue), 1.5 (magenta) and
Re = Rm = 450 in the absence of external forcing. The frequency of oscillation
decreases with the increase of MA. The shift denotes the initial values of the kinetic
and magnetic energies (at time t = 0) are subtracted from the time evolution data
of the corresponding variables.
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Figure 3.12: Variation of time period of oscillation (T ) of kinetic and magnetic
energy with MA. [see Table 3.2]
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Figure 3.13: Saturation of magnetic energy with higher values of MA indicating
“dynamo effect”.

3.4.8 Results for Forced ABC Flow

Now I turn on the forcing on the velocity field. The forcing term I apply for all the

time in the system is as follows:

~f = α


A sin(kfz) + C cos(kfy)

B sin(kfx) + A cos(kfz)

C sin(kfy) +B cos(kfx)

 (3.11)

I choose, α = 0.1, A = B = C = 1 and kf = 1.

Similar to the externally forced two dimensional system [Fig.(3.3)], the total en-

ergy oscillates with time Fig.(3.14). Initially [Fig.(3.15)] the frequency of oscillation

of kinetic and magnetic energy were same though every second peak of magnetic

energy had much lesser amplitude. The frequency of total energy is half of the fre-

quency of kinetic energy. In intermediate time of evolution [Fig.(3.16)], the every

second weak peak of magnetic energy smoothes out and in the late time evolution

[Fig.(3.17)] I observe that the frequency of oscillation of magnetic energy becomes

112



CHAPTER 3. NONLINEAR COHERENT OSCILLATION

half of that of kinetic energy thereby becoming similar to that of total energy. I

also plot the Lissajous curve of Kinetic and magnetic energy for the forced system

in Fig. (3.18).

Figure 3.14: Time evolution of shifted kinetic [δKE = u2(t) − u2(0)], magnetic
[δME = B2(t)−B2(0)] and total energy [δTE = u2(t)−u2(0) + B2(t)−B2(0)] per
grid for three dimensional Arnold-Beltrami-Childress flow with N = 643, U0 = 0.1,
A = B = C = 1, k0 = 1, Ms = 0.1, MA = 1 and Re = Rm = 450 in the presence
of external forcing. The energy keeps on switching between kinetic and magnetic
modes. The total energy also oscillates around the same frequency and the whole
system acts as a forced-relaxed system. The shift denotes the initial values of the
kinetic and magnetic energies (at time t = 0) are subtracted from the time evolution
data of the corresponding variables.

3.5 Galerkin Representation in Two dimensions

In order to gain further understanding of the process, I resort to the finite mode or

Galerkin representation for the field variables. The analytical theory is constructed

for two dimensional decaying cases and is believed to hold for three dimensional de-

caying phenomena also. In two dimensions, I construct stream function (ψ) defined

as ~u = ẑ × ~∇ψ and magnetic vector potential ( ~A), defined as, ~B = ~∇× ~A. In two
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Figure 3.15: Initial time evolution obtained from Fig. 3.14.

Figure 3.16: Intermediate time evolution obtained from Fig. 3.14.

dimensions the normalised incompressible MHD equations turns out as

∂

∂t
∇2ψ + (ẑ × ~∇ψ · ~∇)∇2ψ

= −~∇× ((~∇× ~B)× ~B) (3.12)
∂A

∂t
+ (ẑ × ~∇ψ · ~∇)A = 0 (3.13)
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Figure 3.17: Late time evolution obtained from Fig. 3.14.

Figure 3.18: Time evolution of kinetic and magnetic energy per grid for three di-
mensional Arnold-Beltrami-Childress flow with N = 643, U0 = 0.1, A = B = C = 1,
k0 = 1, Ms = 0.1, MA = 0.1 and Re = Rm = 450 in the presence of external forc-
ing. The shift denotes the initial values of the kinetic and magnetic energies (at time
t = 0) are subtracted from the time evolution data of the corresponding variables.
I represent the finite mode expansion as,

ψ(x, y) = ψ0 sin kx+ eiky(ψ1 + ψ3 cos kx)

+ e−iky(ψ∗1 + ψ∗3 cos kx) (3.14)

A(x, y) = A0 sin kx+ eiky(A1 + A3 cos kx)

+ e−iky(A∗1 + A∗3 cos kx) (3.15)
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where k is the wave vector corresponding to the largest scale length of the system.

Substituting Equation 3.14 and 3.15 into Equation 5.2 and 3.13 I obtain the time

evolution of the galerkin truncated modes. The evolution of various modes of stream

function and magnetic vector potential can thus be written as,

dψ0

dt
= ik2(ψ∗3ψ1 − ψ3ψ

∗
1) (3.16)

dψ1

dt
= i

2k
2(ψ0ψ3 + A0A3) (3.17)

dψ3

dt
= 0 (3.18)

dψ∗0
dt

= −ik2(ψ3ψ
∗
1 − ψ∗3ψ1) (3.19)

dψ∗1
dt

= − i2k
2(ψ∗0ψ∗3 + A∗0A

∗
3) (3.20)

dψ∗3
dt

= 0 (3.21)

dA0

dt
= ik2(A3ψ

∗
1 − A∗3ψ1 + A1ψ

∗
3 − A∗1ψ3) (3.22)

dA1

dt
= i

2k
2(A0ψ3 − A3ψ0) (3.23)

dA3

dt
= ik2(A0ψ1 − A1ψ0) (3.24)

dA∗0
dt

= −ik2(A∗3ψ1 − A3ψ
∗
1 + A∗1ψ3 − A1ψ

∗
3) (3.25)

dA∗1
dt

= − i2k
2(A∗0ψ∗3 − A∗3ψ∗0) (3.26)

dA∗3
dt

= −ik2(A∗0ψ∗1 − A∗1ψ∗0) (3.27)

I start with a case similar to that of my initial condition used for the DNS code

(ψ0 = 1, ψ1 = 0 = ψ3, ψ∗0 = ψ∗1 = ψ∗3 = 0, A0 = A1 = A3 = 1, A∗0 = A∗1 = A∗3 = 0
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and k = 1) and time evolve the above set of ordinary differential equations using

RK4 method. In Fig. 3.19 I show the time evolution of real part of ψ1 and A1. The

variables (ψ1 and A1) are found to keep exchanging their values as the time evolves.
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Figure 3.19: Galerkin truncated two dimensional MHD equations representing sim-
ilar nonlinear coherent oscillations observed in DNS results with k = 1.
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Figure 3.20: Galerkin truncated two dimensional MHD equations representing sim-
ilar nonlinear coherent oscillations observed in DNS results with k = 2.

I also find the increment of frequency with the increase of k0 in two dimensional

system similar to that in three dimensional system [Fig 3.20,3.21].
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Figure 3.21: Galerkin truncated two dimensional MHD equations representing sim-
ilar nonlinear coherent oscillations observed in DNS results with k = 4.

I further explore the parameter space by choosing lower values of A indicating

the higher MA cases where the “dynamo effect” happened in the 3D DNS runs.

No saturation of magnetic energy is observed in the low degree of freedom model,

indicating that the dynamo effect requires more number of modes to occur which is

beyond the scope of the present analytical model.

3.6 Summary and Future Work

In this chapter I have shown the single fluid magnetohydrodynamic equations sup-

port energy exchange between kinetic and magnetic variables over a long enough

period in both two and three dimensions. Thus it is shown that the energy ex-

change phenomena takes place for both non-chaotic as well as chaotic flow fields.

The time period of oscillation of the energy exchange is found to vary linearly with

Alfven Mach number (MA). Also frequency is seen to increase with the initial wave-

number (k) excited within the flow. In presence of an external forcing identical

to the initial velocity field, the system is found to act as a forced-relaxed system

showing the periodic variation of the total energy of the system as well as exchange
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of energy between kinetic and magnetic modes.

The three dimensional calculations are performed over 643 grid resolution. A

better spatial resolution is expected to be capable of simulating higher fluid and

magnetic Reynolds number runs. Thus the periodicity of energy exchange in three

dimensional flows could be observed for larger number of cycles for high resolution

runs. However, it is expected that, the higher resolution runs will not qualitatively

change the basic findings discovered in this Chapter and only improve the results in

terms of numbers of cycles of oscillations.
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Chapter 4

Recurrence

4.1 Introduction

In Chapter 3, I have demonstrated coherent nonlinear oscillation between kinetic

and magnetic energies within the premise of single fluid MHD model. In the current

Chapter I delve into the structures of the fluid and magnetic variables in three

dimensions for various flow fields mentioned in the previous Chapter. This clearly

brings out distinctions between flows that appear to show two opposite behaviours

mediated through energy exchange mentioned in the previous Chapter. Flows of

one type that reconstructs the initial condition, I call “Recurrence” type and the

other “Non-recurrence” type. It is found that, though recurrence is quite common

in nature, it is not studied in detail in electromagnetic simulations earlier.

Recurrence phenomenon implies a repeated occurence of a ‘state’ in a dynamical

system including the spatial structures involved. However the observation of recur-

rence and its criterion critically depend on the dimensionality of the system. For

example, a spring pendulum keeps the energy back and forth almost completely be-

tween the spring and the pendulum for several oscillation periods [97]. A non-linear

interaction leading to the recurrence for a spring-pendulum system has been invoked
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to explain many such ideas [98, 99]. The first approach to solve the problem from

the point of view of effective degrees of freedom is due to Falk [100, 101].

Reconstruction of the vibrations of molecules in an one dimensional string was

first numerically observed by Fermi et al (commonly known as ‘Fermi-Pasta-Ulam-

Tsingou (FPUT) Problem’ [78]). The excitation of a fundamental mode in a string

generates further higher modes with time - a natural expectation from statistical

mechanics point of view. However, the authors observed, the energy comes back to

the fundamental mode after further time evolution - a completely counter-intuitive

phenomena. Such surprising results of periodic reconstruction of the initial con-

dition showed the existence of a high wave-number cut-off in the instability and

confirmed that the active participants in the energy sharing process are limited to

a finite range of wave-numbers even though infinite degrees of freedom is available

to the system. This indicated that the system will never “thermalise”. Zabusky and

Kruskal [79] were the first to explain it from the aspect of interaction of solitons.

Later Chirikov [102] explained the FPUT (or FPU) problem from dynamical chaos

approach, insisting on the dimensionality of the problem.

Yuen and Ferguson [80] observed FPUT recurrence in two spatial dimensions for

a fluid system and Thyagaraja [70] explained their findings using one-dimensional

nonlinear Schrodinger equations from the point of view of number of conserved quan-

tities stressing on the possibility of recurrence in dissipative open systems. Thya-

garaja [70] also commented on the possibility of solutions of Navier-Stokes equation

having finite number of effective degrees of freedom in Benard and Couette flow

extending a conjecture by Landau, expecting a quasi-periodic motion [103]. It was

suggested that “Stable, recurrent motions are common to all physical systems which

can be characterized as having, effectively, a finite number of degrees of freedom”

[70]. However, it was found that in more than one dimension, the criteria for ob-

serving a non-collapsing recurrent dynamics was complicated and no general criteria
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was found in the Lagrange and Poisson stability approach [81, 104]. Later on such

phenomena was observed in shallow water waves [48], ocean waves [49], Couette

turbulence [50] and in quantum dynamics [105]. A detailed picture of recurrence

in dynamical system is captured in the sense of Poincare recurrence by Katok and

Hasselblatt [47].

Tajima et al [106] had observed a complete reconstruction of Langmuir wave pack-

ets following its initial break-up in two spatial dimensional electrostatic particle

simulation including ion and electron dynamics. Kaw et al [107] identified the re-

construction as the spatial density dependence of the plasma frequency that causes

in and out of phase oscillations.

To the best of my knowledge recurrence phenomena has never been observed in

simple 3D electromagnetic simulations of magnetised plasmas. The solutions of

Navier-Stokes equation having lower number of effective degrees of freedom was

conjectured by Landau [103]. In the presence of Maxwell’s equations in a magne-

tohydrodynamic (MHD) fluid, where the degrees of freedom increases by several

times, the criteria for observation of recurrence get more involved and the possi-

bility of happening of recurrence phenomena in MHD systems may be expected

to get reduced because of the extra dimensionality in the system as compared to

hydrodynamic system.

In this Chapter, I describe an observation of a near complete structural recon-

struction of certain initial flow profiles in time - a recurrence phenomena - in three

dimensional MHD plasma. It is demonstrated that Rayleigh Quotient [70] (defined

later) plays a key role in identifying “recurrence” class as earlier shown by Thya-

garaja for two dimensional fluid flows. I start with some typical well studied chaotic

flows (also studied in Chapter 3) and let the plasma system time evolve. The initial

flow structure is disrupted by the dynamics of the physical quantities with time.

Upon further time evolution the initial flow profile is found to get nearly recon-
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structed back including its spectral structures. The cycle goes on until the viscous

and resistive effects bring the magnitudes of each of the energies (kinetic and mag-

netic) down by certain fraction. This indicates that the motion in the phase space is

quasi-periodic even though the higher dimensionality of the phase space apparently

does not constrain the dynamics of the field quantities to be chaotic. I invoke an

analytical framework by Thyagaraja [70] to explain the phenomenon observed and

comment on the validity of such a model.

In particular, I make the following observations from my direct numerical simula-

tion (DNS) code - G-MHD3D and provide the analytical description of MHD plasma

based on my DNS results.

• The recurrence of flow and magnetic field structures are found for the first

time in 3D MHD plasma.

• I identify zero Rayleigh Quotient flows that exhibit recurrence phenomena in

3D MHD plasma.

• I provide a numerical diagnostics to identify the recurrence event.

• An analytical interpretation of the phenomena has been attempted.

• The possible directions to improve the study are pointed out.

The governing equations of 3D MHD plasma whose DNS results are analysed are

explicitly provided again in the next Section apart from Chapter 2 for convenience.

The initial profiles of density, velocity and magnetic field, the boundary conditions

and the parameters in which the code G-MHD3D is run are mentioned in Section

4.3. Section 4.4 deals with the numerical results obtained from the code for four dif-

ferent initial flow profiles. The detailed analytical analysis of the numerical results

are provided in Section 4.5 and the flow profiles leading to recurrence phenomenon
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are isolated. Section 4.6 summarises the results and analysis I have done. This Sec-

tion also depicts the limitations of my numerical and analytical surveys and outlines

the future directions of this study.

This work has been reported to arXiv [23] and published recently in Physics of

Plasmas [108].

4.2 Governing Equations

The basic equations governing the dynamics of the single fluid MHD plasma are as

follows:

∂ρ

∂t
+ ~∇ · (ρ~u) = 0 (4.1)

∂(ρ~u)
∂t

+ ~∇ ·
[
ρ~u⊗ ~u+

(
P + B2

2

)
I− ~B ⊗ ~B

]
= µ∇2~u (4.2)

P = C2
sρ (4.3)

∂ ~B

∂t
+ ~∇ ·

(
~u⊗ ~B − ~B ⊗ ~u

)
= η∇2 ~B (4.4)

In this system of equations, ρ, ~u, P and ~B are the density, velocity, kinetic pressure

and magnetic field of a fluid element respectively. µ and η denote the coefficient

of kinematic viscosity and magnetic resistivity. I assume µ and η are constants

over space and time. The symbol “⊗” represents the dyadic between two vector

quantities (See Chapter 2 for more details).

The kinetic Reynolds number (Re) and magnetic Reynolds number (Rm) are de-

fined as Re = U0L
µ

and Rm = U0L
η

where U0 is the maximum velocity of the fluid

system to start with and L is the system length.
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I also define the sound speed of the fluid as Cs = U0
Ms

, where, Ms is the sonic Mach

number of the fluid. The Alfven speed is determined from VA = U0
MA

where MA is

the Alfven Mach number of the plasma. The initial magnetic field present in the

plasma is determined from the relation B0 = VA
√
ρ0, where, ρ0 is the initial density

profile of the fluid. For iso-surface plots I use the open-source 3D scientific data

visualization and plotting application of Python named “MayaVi” [109].

4.3 Initial and boundary conditions

The choice of initial velocity profile is very crucial for the recurrence of the initial flow

structure. The identification of the class of velocity profiles giving rise to recurrence

phenomenon is described at length in Section 4.5. I take four examples of the four

flows, two showing recurrence and two other which do not show recurrence and

perform my numerical analysis. The flows I take up, are quite well known and

well discussed in previous literatures and in the previous Chapter also. The first

two I consider are Taylor-Green (TG) flow and Roberts flow for which I report the

recurrence phenomena. The next two are Arnold-Beltrami-Childress (ABC) flow

and Cat’s Eye flow which show the absence of recurrence, as expected from my

analytical insight discussed later.

The initial density profile is chosen to be uniform throughout the simulation do-

main. The initial magnetic field profile is chosen as Bx = By = Bz = B0 throughout

the space. My simulation domain is periodic in all the three spatial directions and

thus may be considered to represent a part of an infinitly large plasma system.

4.3.1 Parameter details

The parameters for which I run my code G-MHD3D are given in Table 4.1. The
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N L dt ρ0 U0 Re Rm Ms MA

64 2π 10−5 1 0.1 450 450 0.1 1

Table 4.1: Parameter details for the results mentioned in this Chapter. These
parameters are kept identical throughout this thesis unless stated otherwise.

OpenMP parallel G-MHD3D code is run on 20 cores for 9600 CPU hours for a

single set of parameters. From my energy spectra calculation I find that most of the

energies are accumulated within the large scales and hence a grid resolution of 643

is believed to be good enough to resolve the phenomena of interest. For some test

runs, I have increased the grid resolution to 1283 and found no significant variation

from the results of 643 in the kinetic and magnetic energy evolution at least till one

cycle of oscillation. Similarly a single run with grid resolution 643 and time stepping

width dt = 10−6 produced identical result as dt = 10−5. It is well known that

the magnitude of initial density affects the dynamics of compressible fluid [95, 96].

However, the effect of variation of the magnitude of initial density is beyond the

scope of this present work and is kept as a future study (see Chapter 6).

4.4 3D DNS Results from G-MHD3D

I time evolve the above-mentioned initial density profile, velocity and magnetic field

profiles according to the equations mentioned in Section 4.2 using my DNS code -

G-MHD3D, described in Chapter 2. Results are described below.
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4.4.1 Taylor-Green flow

The velocity profile of MHD plasma subjected to divergence-free Taylor-Green (TG)

flow is
ux = A U0 [cos(kx) sin(ky) cos(kz)]

uy = −A U0 [sin(kx) cos(ky) cos(kz)]

uz = 0

(4.5)

I choose A = 1 and k = 1 in this study. The fluid and magnetic helicities

(Hf =
∫
V
~u · ~ω dV and Hm =

∫
V

~A · ~B dV with ~ω = ~∇× ~u and ~B = ~∇× ~A) (Fig. 4.1)

are found to remain conserved over time. The kinetic and magnetic energies oscillate

as a result of continuous conversion and exchange of energy between the two modes

(Fig. 4.2). The decay in the total energy is solely due to viscous and resistive effects.

Figure 4.1: Conservation of magnetic (red solid) and fluid (blue dotted) helicity over
a long time for Taylor - Green flow.

I plot the energy spectra for Taylor-Green flow and found that most of the energies

are contained in first 5 modes [Fig.4.3, 4.4] only. It is also noticeable that a two

orders of magnitude energy difference exists within the first 5 modes. In Fig.[4.3],

the kinetic energy spectra [Ek(=
∑ u2

k

2 ) vs k] is plotted at times t = 31.2, 62.4, 93.6

128



CHAPTER 4. RECURRENCE

-0.0015

-0.001

-0.0005

 0

0.0005

 0.001

 0.0015

 0.002

 0  20  40  60  80  100

δ
K

E,
 δ

 M
E 

Time

δ EK

δ EB

Figure 4.2: The shifted kinetic [δKE = 1
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V

~B2(x, y, z, 0)] (blue dotted)

energies of Taylor - Green flow oscillate with time exchanging energy between their
respective modes. The shift is measured by the removal of the initial magnitude of
kinetic and magnetic energy respectively.

which signifies the recurrence as observed in Fig.[4.26] as well as in the global maxi-

mas of Fig.[4.2]. I also plot the energy spectra at half times between the recurrence

i.e. t = 46.8, 78.0, 109.2. It is evident that the kinetic energy contained in the first 5

modes oscillate with time with identical frequency of recurrence. Also, the magnetic

energy spectra [Bk(=
∑ B2

k

2 ) vs k] oscillate antiphase with the kinetic energy spectra

[4.4]. It is interesting to note that the difference of energy in the fundamental mode

oscillates with a magnitude of two orders of magnitude.

The kinetic and magnetic energy contained in the fundamental mode (Ek=1 and

Bk=1) is plotted with time in Fig.4.5. Fig.4.6 shows the same for first 5 relevant

modes which contribute to recurrence. I notice that all these modes contribute in

equal manner to the energy exchange process.

The velocity and magnetic field isosurfaces are plotted in Fig 4.26 and 4.27 respec-

tively. In Fig. 4.26 the blue, sky and green isosurfaces are plotted for the values

129



CHAPTER 4. RECURRENCE

 1e-16

 1e-14

 1e-12

 1e-10

 1e-08

 1e-06

 0.0001

 0.01

 1  10

E
(k

)

k

time = 31.2

time = 46.8

time = 62.4

time = 78.0

time = 93.6

time = 109.2

Figure 4.3: The kinetic energy spectra [Ek(=
∑ u2

k

2 ) vs k] from long time evolution of
the Taylor-Green velocity profile. Even after several recurrence cycles, the energies
are found to be contained in the large spatial scales only. The oscillation of the first
five modes with time indicates a recurrence phenomena. The difference of energy in
the fundamental mode oscillates with a magnitude of two orders of magnitude.
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Figure 4.4: The magnetic energy spectra [Bk(=
∑ B2

k

2 ) vs k] from long time evolution
of the Taylor-Green velocity profile. Even after several recurrence cycles, the energies
are found to be contained in the large spatial scales only. The oscillation of the first
five modes with time indicates a recurrence phenomena. The difference of energy in
the fundamental mode oscillates with a magnitude of two orders of magnitude.

0.001, 0.05, 0.01 and similarly in Fig. 4.27 for 0.13, 0.16, 0.2 respectively. From Fig.

4.26 I observe that the flow profile is repeated after a time t = 31.2. It can be easily

noted that in Fig. 4.26 [(a), (f) and (k)] show similar flow profiles. Similarly, [(b),
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Figure 4.5: The time evolution of kinetic and magnetic energy contained in funda-
mental mode for the Taylor-Green velocity profile. Energy is continuously exchanged
between kinetic and magnetic variables for several cycles.
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Figure 4.6: The time evolution of kinetic and magnetic energy contained in first
five modes for the Taylor-Green velocity profile. All the five modes efficiently ex-
change energy between kinetic and magnetic variables leading to the happening of
recurrence phenomena.

(g), (l)], [(c), (h), (m)], [(d), (i), (n)] and [(e), (j), (o)] show similar flow structures

though some of the isosurfaces present in (b) or (e) do not appear in (g) or (j) and

(l) or (o) because of viscous and resistive effects. After the third cycle, the initial

condition is not exactly reproduced. However the structures of the flow profile con-

tinues to remain same. This repeated nonlinear re-occurence of the structural details
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of the initial profile is called “recurrence” phenomena. Similar to velocity profiles,

magnetic field profiles also show the recurrence phenomena. At t = 0 the magnetic

field is uniform and hence, no flow structure remains, thus no isosurface is observed

for several distinct values of magnitudes mentioned above. The uniform field profile

comes back after the same time t = 31.2 as observed for velocity profiles. Identical

to velocity profiles in Fig. 4.27 the same corresponding subfigures show the similar

profiles of isosurfaces after time interval 31.2 unit. The viscous and resistive effects

are quite prominent and show the disappearance of some profiles at late time of

evolution. A run with much lesser µ and η with better grid resolution and smaller

time stepping (dt) interval will make the results more convenient to look at.

4.4.2 Roberts flow

The velocity profile of MHD plasma subjected to divergence-free Roberts flow is

ux = A U0 sin(kz)

uy = B U0 sin(kx)

uz = C U0 sin(ky)

(4.6)

I choose A = B = C = 1 and k = 1 in this study. The fluid and magnetic helicities

(Fig. 4.7) are found to remain conserved over time. The kinetic and magnetic en-

ergies oscillate as a result of continuous conversion and exchange of energy between

the two modes (Fig. 4.8). The decay in the total energy is solely due to viscous and

resistive effects.

I plot the energy spectra for Roberts flow and find that most of the energies are

contained in large scales [Fig.4.9, 4.10] only. In Fig.[4.9] the energy spectra is plotted
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Figure 4.7: Conservation of magnetic (red solid) and fluid (blue dotted) helicity over
a long time for Roberts flow.

Figure 4.8: The shifted kinetic [δKE = 1
2

#
V

~u2(x, y, z, t) − 1
2

#
V

~u2(x, y, z, 0)] (red

solid) and magnetic [δME = 1
2

#
V

~B2(x, y, z, t) − 1
2

#
V

~B2(x, y, z, 0)] (blue dotted)

energies of Roberts flow oscillate with time exchanging energy between their respec-
tive modes. The shift is measured by the removal of the initial magnitude of kinetic
and magnetic energy respectively.

for times t = 31.2, 62.4, 93.6 which signifies the global maximas of Fig.[4.8]. I also

plot the energy spectra at half times between the recurrence i.e. t = 46.8, 78.0, 109.2.

It is evident that the kinetic energy contained in the first 5 modes oscillate with time

with identical frequency of recurrence. Also, the magnetic energy spectra oscillate
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antiphase with the kinetic energy spectra [4.10]. Again, it is interesting to note that

the difference of energy in the fundamental mode oscillates with a magnitude of two

orders of magnitude.
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Figure 4.9: The kinetic and magnetic energy spectra from long time evolution of
the Roberts velocity profile. Even after several recurrence cycles, the energies are
found to be contained in the large spatial scales only.
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Figure 4.10: The kinetic and magnetic energy spectra from long time evolution of
the Roberts velocity profile. Even after several recurrence cycles, the energies are
found to be contained in the large spatial scales only.

The kinetic and magnetic energy contained in the fundamental mode is plotted
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with time in Fig.4.11. Fig.4.12 shows the same for first 5 relevant modes which

contribute to recurrence. I notice that all these modes contribute in equal manner

to the energy exchange process.
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Figure 4.11: The kinetic and magnetic energy spectra from long time evolution of
the Roberts velocity profile. Even after several recurrence cycles, the energies are
found to be contained in the large spatial scales only.
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Figure 4.12: The kinetic and magnetic energy spectra from long time evolution of
the Roberts velocity profile. Even after several recurrence cycles, the energies are
found to be contained in the large spatial scales only.
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4.4.3 Arnold-Beltrami-Childress flow

I choose another velocity profile of MHD plasma subjected to divergence-free Arnold-

Beltrami-Childress (ABC) flow as

ux = U0[A sin(kz) + C cos(ky)]

uy = U0[B sin(kx) + A cos(kz)]

uz = U0[C sin(ky) +B cos(kx)]

(4.7)

A = B = C = 1 and k = 1 are chosen for this study. The fluid and the magnetic

helicity are found to oscillate (Fig. 4.13) during the time evolution of the MHD

plasma. The kinetic and magnetic energies oscillate as a result of continuous con-

version and exchange of energy between the two modes (Fig. 4.14). The decay in

the total energy is solely due to viscous and resistive effects.
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Figure 4.13: Time evolution of magnetic (red solid), fluid (blue dotted) and total
(magenta dashed) helicity over a long time for Arnold-Beltrami-Childress flow.

I plot the energy spectra for Arnold-Beltrami-Childress flow and found that most

of the energies are contained in first 5 modes [Fig.4.15, 4.16] only. In Fig.[4.15] the

energy spectra is plotted at times t = 31.2, 62.4, 93.6 which signifies the recurrence

as observed in Fig.[4.28] as well as in the global maximas of Fig.[4.14]. I also plot the
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Figure 4.14: The shifted kinetic [δKE = 1
2

#
V

~u2(x, y, z, t)− 1
2

#
V

~u2(x, y, z, 0)] (red

solid) and magnetic [δME = 1
2

#
V

~B2(x, y, z, t) − 1
2

#
V

~B2(x, y, z, 0)] (blue dotted)

energies for Arnold-Beltrami-Childress flow oscillate with time exchanging energy
between their respective modes. The shift is measured by the removal of the initial
magnitude of kinetic and magnetic energy respectively.

energy spectra at half times between the recurrence i.e. t = 46.8, 78.0, 109.2. From

Fig.4.15 is is evident that the oscillation of kinetic energy in the first 5 modes takes

place with much weaker amplitude. Similarly the magnetic energy spectra [Fig.4.16]

shows no oscillation with time. Thus I infer an absence of recurrence phenomena.

The kinetic and magnetic energy contained in the fundamental mode is plotted

with time in Fig.4.17. Fig.4.18 shows the same for first 5 relevant modes which

contains energy. I notice apart from the first mode, the other modes do not show

the efficient transfer of energy between the kinetic and magnetic field variables.

The velocity and magnetic field isosurfaces are plotted in Fig. 4.28 and 4.29 re-

spectively. In Fig. 4.28 the blue, sky, yellow and green isosurfaces are plotted for

the values 0.03, 0.05, 0.08, 0.1 and similarly in Fig. 4.29 for 0.1, 0.133, 0.166, 0.2

respectively. After time t = 31.2 the velocity profile tries to reconstruct due to

oscillatory (and bounded) nature of total helicity (as described in section 4.5) but
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Figure 4.15: The kinetic and magnetic energy spectra from long time evolution of
the Arnold-Beltrami-Childress velocity profile. Even after several recurrence cycles,
the energies are found to be contained in the large spatial scales only.
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Figure 4.16: The kinetic and magnetic energy spectra from long time evolution of
the Arnold-Beltrami-Childress velocity profile. Even after several recurrence cycles,
the energies are found to be contained in the large spatial scales only.

significantly misses the initial flow profile. This deviation is not due to viscous and

resistive effects and that can be verified from the profiles of other time instants for

example in Fig. 4.28 subfigures [(b), (g), (l), (q), (v)], [(c), (h), (m), (r), (w)], [(d),

(i), (n), (s), (x)] and [(e), (j), (o), (t), (y)]. The significant deviation can be well

observed from the magnetic field profiles listed in Fig. 4.29
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Figure 4.17: The kinetic and magnetic energy spectra from long time evolution of
the Arnold-Beltrami-Childress velocity profile. Even after several recurrence cycles,
the energies are found to be contained in the large spatial scales only.
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Figure 4.18: The kinetic and magnetic energy spectra from long time evolution of
the Arnold-Beltrami-Childress velocity profile. Even after several recurrence cycles,
the energies are found to be contained in the large spatial scales only.

139



CHAPTER 4. RECURRENCE

4.4.4 Cats Eye flow

I choose another velocity profile of MHD plasma subjected to divergence-free Cat’s

Eye flow as
ux = U0 B sin(ky)

uy = U0 A sin(kx)

uz = U0 [A cos(kx)−B sin(ky)]

(4.8)

A = B = C = 1 and k = 1 are chosen for this study. The fluid and the magnetic

helicity are found to oscillate (Fig. 4.19) during the time evolution of the MHD

plasma. The kinetic and magnetic energies oscillate as a result of continuous con-

version and exchange of energy between the two modes (Fig. 4.20). The decay in

the total energy is solely due to viscous and resistive effects.
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Figure 4.19: Time evolution of magnetic (red solid), fluid (blue dotted) and total
(magenta dashed) helicity over a long time for Cat’s Eye flow.

I plot the energy spectra for Cat’s Eye flow and found that most of the ener-

gies are contained in first 5 modes [Fig.4.21, 4.22] only. In Fig.[4.21] the energy

spectra is plotted at times t = 31.2, 62.4, 93.6 which signifies the global maximas

of Fig.[4.20]. I also plot the energy spectra at half times between the recurrence

i.e. t = 46.8, 78.0, 109.2. From Fig.4.21 is is evident that the oscillation of kinetic
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Figure 4.20: The shifted kinetic [δKE = 1
2

#
V

~u2(x, y, z, t)− 1
2

#
V

~u2(x, y, z, 0)] (red

solid) and magnetic [δME = 1
2

#
V

~B2(x, y, z, t) − 1
2

#
V

~B2(x, y, z, 0)] (blue dotted)

energies for Cat’s Eye flow oscillate with time exchanging energy between their
respective modes. The shift is measured by the removal of the initial magnitude of
kinetic and magnetic energy respectively.

energy in the first 5 modes takes place with much weaker amplitude. Similarly the

magnetic energy spectra [Fig.4.22] shows no oscillation with time. Thus I infer an

absence of recurrence phenomena.

4.5 Analytical description of DNS results

The numerical results in Section 4.4 show that, there exists a certain class of flows

that iteratively reproduces the initial flow profile (4.26). Simultaneously the mag-

netic field structures are also reproduced in cycles (4.27). In order to gain a physical

understanding of this phenomena I examine the Rayleigh Quotient which effectively

analyses the “active number of degrees of freedom” of the system.

I generalise the earlier definition of Rayleigh Quotient [70] for MHD systems and

141



CHAPTER 4. RECURRENCE

 1e-11

 1e-10

 1e-09

 1e-08

 1e-07

 1e-06

 1e-05

 0.0001

 0.001

 0.01

 0.1

 1  10

E
(k

)

k

time = 31.2

time = 46.8

time = 62.4

time = 78.0

time = 93.6

time = 109.2

Figure 4.21: The kinetic and magnetic energy spectra from long time evolution of
the Cat’s Eye velocity profile. Even after several recurrence cycles, the energies are
found to be contained in the large spatial scales only.

 1e-10

 1e-09

 1e-08

 1e-07

 1e-06

 1e-05

 0.0001

 0.001

 0.01

 0.1

 1  10

B
(k

)

k

time = 31.2

time = 46.8

time = 62.4

time = 78.0

time = 93.6

time = 109.2

Figure 4.22: The kinetic and magnetic energy spectra from long time evolution of
the Cat’s Eye velocity profile. Even after several recurrence cycles, the energies are
found to be contained in the large spatial scales only.

define the same as,

Q(t) =

∫
V

[(
~∇× ~u

)2
+ 1

2

(
~∇× ~B

)2
]
dV∫

V

(
|~u|2 + 1

2 | ~B|2
)
dV

=

∑
k
k2|ck|2∑
k
|ck|2

where, where, u & B are expanded in a Fourier series and V is the volume of the
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Figure 4.23: The kinetic and magnetic energy spectra from long time evolution of
the Cat’s Eye velocity profile. Even after several recurrence cycles, the energies are
found to be contained in the large spatial scales only.
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Figure 4.24: The kinetic and magnetic energy spectra from long time evolution of
the Cat’s Eye velocity profile. Even after several recurrence cycles, the energies are
found to be contained in the large spatial scales only.

three dimensional space and evaluate the same for both Taylor-Green and Arnold-

Beltrami-Childress flows. From Fig. 4.25, it is evident that for Taylor-Green flow

the Rayleigh Quotient (Q(t)) is bounded while for Arnold-Beltrami-Childress flow

the Rayleigh Quotient (Q(t)) increases as the time evolves. It is already known

that [70, 110], typical hydrodynamic flows with bounded Rayleigh Quotient has the

property to execute recurrence phenomena. Also it is commented by Thyagaraja
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[81] that “...whereas the situation is more complicated in higher dimensions, and no

general criterion is as yet available for deciding which initial data lead to noncol-

lapsing recurrent motion”. From my numerical simulation it is found that analytical

description applied to hydrodynamic flows is well capable of describing the MHD

flows.
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Figure 4.25: The time evolution of Rayleigh Quotient [Q(t)] for Taylor-Green (TG)
and Arnold-Beltrami-Childress (ABC) flow.

In my numerical simulation, the equations are not ideal i.e. the co-efficient of

viscosity (µ) and resistivity (η) are non-zero. Thus the system under consideration

is not exactly Hamiltonian. This prevents the dynamics to be exactly repeatitive.

Also, in my simulation, I see that, after few recurrence cycles, the initial flow profiles

start slowly deviating from the exact initial structure.

The kinetic as well as the magnetic energy is primarily contained in the large

spatial scales of the spectrum (Fig. 4.3, 4.4). Hence, a better grid resolution with a

smaller time-stepping will not change the fundamental nature of the results obtained.

However lesser values of µ and η might show larger number of repeatative cycles,

though the computational cost of the runs to resolve the tiny length-scales will be
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much higher than the present runs.

4.6 Summary and conclusion

I report the observation of recurrence of velocity and magnetic field isosurfaces for

a three dimensional nearly ideal magnetohydrodynamic plasma. The initial flow

profile plays a crucial role in the recurrence phenomenon. I observe that, only those

flow profiles which shows the conservation of Rayleigh Quotient (Q(t)) over time,

are the suitable candidates for the happening of the recurrence [70]. As an example

I choose Taylor-Green flow and observe the periodic reconstruction of isosurfaces.

I also consider Arnold-Beltrami-Childress flow profile that does not keep the total

helicity conserved and find significant deviation from the reconstruction phenomena.

A numerical study with better resolution and smaller time stepping width and

lesser viscous and resistive effects is expected to enhance the quality of the re-

sults and worth performing. Since viscous regularisation of three dimensional MHD

system does not provide a Hamiltonian description, a conservative regularisation

[111, 112, 113, 114] may help to provide the recurrence phenomena with better

accuracy. Detailed simulation on such regularisation is an interesting problem to

perform. A study on the effect of density, compressibility will make the understand-

ing of the recurrence phenomena more complete.
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(a) t = 0 (b) t = 6.2 (c) t = 12.5 (d) t = 18.7 (e) t = 25.0

(f) t = 31.2 (g) t = 37.5 (h) t = 43.7 (i) t = 49.9 (j) t = 56.2

(k) t = 62.4 (l) t = 68.6 (m) t = 74.9 (n) t = 81.1 (o) t = 87.4

(p) t = 93.6 (q) t = 99.9 (r) t = 106.1 (s) t = 112.3 (t) t = 118.6

(u) t = 124.8 (v) t = 131.4 (w) t = 137.3 (x) t = 143.5 (y) t = 149.2

Figure 4.26: Recurrence of velocity isosurfaces for Taylor-Green flow [Eq. 4.5] for
the magnitudes 0.001, 0.05, 0.01.
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(a) t = 0 (b) t = 6.2 (c) t = 12.5 (d) t = 18.7 (e) t = 25.0

(f) t = 31.2 (g) t = 37.5 (h) t = 43.7 (i) t = 49.9 (j) t = 56.2

(k) t = 62.4 (l) t = 68.6 (m) t = 74.9 (n) t = 81.1 (o) t = 87.4

(p) t = 93.6 (q) t = 99.9 (r) t = 106.1 (s) t = 112.3 (t) t = 118.6

(u) t = 124.8 (v) t = 131.4 (w) t = 137.3 (x) t = 143.5 (y) t = 149.2

Figure 4.27: Recurrence of magnetic field isosurfaces for Taylor-Green flow for the
magnitudes 0.13, 0.16, 0.2.
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(a) t = 0 (b) t = 6.2 (c) t = 12.5 (d) t = 18.7 (e) t = 25.0

(f) t = 31.2 (g) t = 37.5 (h) t = 43.7 (i) t = 49.9 (j) t = 56.2

(k) t = 62.4 (l) t = 68.6 (m) t = 74.9 (n) t = 81.1 (o) t = 87.4

(p) t = 93.6 (q) t = 99.9 (r) t = 106.1 (s) t = 112.3 (t) t = 118.6

(u) t = 124.8 (v) t = 131.4 (w) t = 137.3 (x) t = 143.5 (y) t = 149.2

Figure 4.28: Time evolution of velocity isosurfaces for Arnold-Beltrami-Childress
flow [Eq.4.8] for the magnitudes 0.03, 0.05, 0.08, 0.1.
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(a) t = 0 (b) t = 6.2 (c) t = 12.5 (d) t = 18.7 (e) t = 25.0

(f) t = 31.2 (g) t = 37.5 (h) t = 43.7 (i) t = 49.9 (j) t = 56.2

(k) t = 62.4 (l) t = 68.6 (m) t = 74.9 (n) t = 81.1 (o) t = 87.4

(p) t = 93.6 (q) t = 99.9 (r) t = 106.1 (s) t = 112.3 (t) t = 118.6

(u) t = 124.8 (v) t = 131.4 (w) t = 137.3 (x) t = 143.5 (y) t = 149.2

Figure 4.29: Time evolution of magnetic field isosurfaces for Arnold-Beltrami-
Childress flow for the magnitudes 0.1, 0.133, 0.166, 0.2.
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Chapter 5

Self Consistent Dynamo

5.1 Introduction

The last two Chapters (Chapter 3 & 4) described in detail the nature of energy

transport amongst different scales where the short scales were not excited. Chapter

3 showed how nonlinear coherent oscillations appear in the single fluid Magnetohy-

drodynamics model where only a few modes are energetically dominant. In Chapter

4, I have shown that such large amplitude oscillations lead to a novel phenomena

called “Recurrence”, where for some typical flow fields, the initial flow structures are

periodically recovered even after complete spatial destruction because of nonlinear

interaction between the modes. Thus in examples considered in the previous Chap-

ters, energy was primarily contained in the large scales of the system and very little

energy was contained within short scales. On the contrary in the current Chapter, I

shall discuss about a controlled excitation of the short scales and then further com-

ment on the energy sharing between all the scales thereby leading to a turbulent

phenomena in the context of dynamo studies relevant for several laboratory as well

as astrophysical scenario. A key parameter has been identified namely Alfven Mach

number, and is widely varied to explore such controlled excitation of the short scales
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in the system.

One of the most interesting open questions of astrophysics is the birth of mean

or large scale magnetic field in the Cosmos. There are several theoretical models

[115, 116], some of them have been put to test in laboratory [117, 118, 119, 120],

which mimic some aspects of the astrophysical plasma. Amongst the large number

of theoretical models, E N Parker’s [28] theory of dynamo action is one widely cele-

brated model. The large-scale magnetic field generation in the ‘Sun’ or in galaxies

are mostly attributed to mean-field-dynamo - a process of generating large scale

magnetic fields out of the flow fields. On the other hand, there are astrophysi-

cal evidences of small scale magnetic field generation through turbulent fluctuation

dynamo [121, 29, 122, 123, 124, 125, 126]. Even though it is well known that by

virtue of Cowling’s theorem [127], origin of dynamo in two dimensions are ruled

out, the behaviour and growth rates of three dimensional dynamos on Reynolds

number and forcing length scale is still poorly understood and is a matter of debate

[128, 129, 33, 130]. In general, most of the theoretical models employed in this study

use the basic equations of MagnetoHydroDynamics (MHD). The model governs the

dynamics of each ‘fluid element’ - a “collisional enough” fundamental block of the

medium. However, MHD equations describing the plasma in the continuum limit

offer fundamental challenges and analytical demonstration of the dynamo phenom-

ena from basic equations [22] have been very few, if at all. Hence it is interesting to

ask whether there exists any finite dimensional description of the subject?

In Chapter 3, it is shown that in two spatial dimensions for incompressible flows a

finite dimensional approach exists and the analytical results were found to fit well

with the numerical results obtained earlier [36]. However, in this current Chapter,

I also delineate the regimes where the analytical description does not hold good
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[24, 25]. In three spatial dimensions, the problem becomes more critical to analyse

analytically. The phase space of the system being infinite dimensional, in three di-

mensions, long time prediction of the chaotic trajectories are extremely challenging.

But, it is shown in the previous Chapter, that for some typical chaotic flows in three

spatial dimensions, the flow and the magnetic field variables are found to recon-

struct back to their initial condition - thereby getting trapped in the phase space of

the system [23]. The cause of such recurrence is believed to be the low dimensional

behaviour of the single fluid plasma medium for some typical parameters. Most of

the short scales were not excited in the system and thus the continuum was acting

like a low degree of freedom medium. Thus in this Chapter, we carefully choose

those flows which do not ‘recur’ even in the low dimension to facilitate dynamo phe-

nomena to occur. However, controlled sharing of energy between the short scales is

a challenging problem and to the best of our knowledge has not been reported so far.

I ask myself the following questions:

1. Is there any way to excite the short scales in a regulated manner as I continu-

ously move up in the parameter scale (more specifically Alfven Mach number)?

2. What happens when all the scales are excited for an initial flow which is known

(from results of Chapter 3) not to recur? Does it lead to a dynamo?

In the first part of this Chapter, I address the above questions. A model distinctly

showing a continuous transition to self-consistent dynamo from a non-linear coherent

oscillation is proposed [24]. Though, an analytical description identifying the exact

process is still lacking, the direct numerical simulation studies of three dimensional
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chaotic flows supports the model mentioned above. It is known that, in case of a

fluctuation / short-scale dynamo (where the small wave-numbers (k), posseses con-

siderable amount of energy), the magnetic field lines frozen to the plasma flows get

first stretched along the chaotic velocity flows - then get twisted and folded back [53].

Such processes introduce generation of short scales into the system giving birth of

dynamos classified as STF (Stretch-Twist-Fold) dynamo [131, 132]. Though it is well

known that a small but non-zero resistivity affects the plasma relaxation because of

reconnection process [40, 41, 133, 42, 43, 45], I choose flows with finite viscosity and

resistivity showing the robustness of my results. A continuous growth of magnetic

energy at the cost of kinetic energy is found and thereafter the magnetic energy de-

creases through reconnection process and converts back to kinetic energy. I move in

parameter space and find the reconnection to occur with less probability and growth

of magnetic energy for some specific parameter discussed at length in Section 1.4

of this Chapter. Thus by varying a single parameter, in one limit I observe coher-

ent nonlinear oscillation of kinetic and magnetic energy within the premise of single

fluid magnetohydrodynamics and in the other limit observe dynamo action to occur.

As discussed earlier, based on the results of previous Chapter (Chapter 4), I choose

flows that do not recur and thus even though there is an energy exchange between

the kinetic and the magnetic modes, the trapping in phase space does not occur

even in the opposite limit of the dynamo.

I choose Arnold-Beltrami-Childress (ABC) flow which is non-recurrent (as shown

in Chapter 4). Also, it is already known to produce fastest dynamos in the kinematic

regimes [33] and is non-recurrent [23].

In the second part of the Chapter, I mostly focus on the growth of magnetic en-
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ergy (dynamo action) under the action of externally driven flows. As mentioned

earlier, the process of systematic and sustained generation of large and interme-

diate scale magnetic fields via the nonlinear energy transfer from kinetic to mag-

netic modes through continuously stretching and refolding the magnetic field lines

[115, 116, 28] is known as dynamo action [127, 116, 133]. It is believed to be the

fundamental mechanism behind the growth of magnetic energy in intergalactic and

interstellar medium, accretion disks, interiors of stars or planets and in geomag-

netism [134]. For example in order to understand the order of magnitude of the

strength of intergalactic magnetic fields [135, 136], one often resorts to the primor-

dial seed fields at small spatial scales, below the co-moving Hubble radius of the

early Universe. It is believed that the energy of these seed fields has cascaded to

different scales via magnetohydrodynamic (MHD) turbulence through dynamo pro-

cess [137, 138, 139, 140, 141, 142, 143]. Of late, such processes have been attempted

to be reproduced in laboratory experiments as well [117, 118, 119, 120].

For most astrophysical objects (larger than a small star) the resistive timescale is

much larger than the advection timescale. Thus, if the dynamo action takes place

in a resistive timescale (also called “slow” dynamo), an approximate growth time of

the large scale magnetic field in the astrophysical objects against the laminar mag-

netic diffusivity (or resistivity) can be estimated from the Spitzer formula. As is

well-known, the time-scale one obtains for the development of such magnetic fields

is found to be longer than the age of the universe [144]. Thus slow dynamos prove

to be inefficient candidate to explain the strength of magnetic fields in the cosmos.

This situation created a pressing need to find dynamos which grow on the largest

eddy turnover timescale rather than diffusive timescale. In 1972, Vainshtein and

Zeldovich [145] proposed “fast” dynamo, whose growth rate remains finite for suffi-

ciently large magnetic Reynolds number (Rm) (the ratio of large scale velocity time

scale to the large scale resistive time scale). The result was obtained ignoring the
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resistivity (η) while a small but non-zero resistivity is known to affect the plasma

relaxation to a great extent [133, 40].

For a fast dynamo to set in, the line elements of the chaotic magnetic field are

expected to grow exponentially fast to preserve the positivity of the flow of topo-

logical entropy [146]. Thus chaotic flows were believed to be potential candidates to

show fast dynamo action in intermediate scales. Several flows having this chaotic

nature (e.g. Ponomarenko [147], Roberts [148, 149], Arnold-Beltrami-Childress

[150, 151, 152], Taylor-Green [153], Cat’s eye [154], Archontis [155]) have been stud-

ied analytically and numerically both in laminar and in the turbulent regimes and

have been found to display fast dynamo action. Amongst such flows, search for

the dynamo that gives the fastest growth of magnetic energy was also performed.

For example, Alexakis [33] identified that the kinematic dynamo effect is fastest for

laminar Arnold-Beltrami-Childress (ABC) flow. In this present chapter we focus on

ABC flow only and study some characteristics of the flow that shows even faster

generation of magnetic energy.

The suitability of ABC flow for dynamo studies from the point of view of dynamical

systems theory was studied by Arnold and Korkina [150]. This was followed by the

seminal study of Galloway and Frisch [82] which revealed that, above a critical value

of magnetic Reynolds number (Rmc), the flow shows a fast dynamo. Soon after,

ABC flow was studied in detail and has been found to be quite accessible analytically

[156, 157, 158, 159, 160, 161, 162, 163, 164, 165, 166, 167, 168, 169, 170]. ABC flow

is a steady solution of Euler equations for a steady incompressible hydrodynamic

flow. Also, if the external forcing is compensated by the viscous dissipation, it can

be considered as a solution of Navier-Stokes equation. The kinematic dynamo study

with given velocity field has proven to be quite efficient to produce fast dynamo phe-
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nomena for a wide range of parameters, when the back-reaction of the magnetic field

on the velocity field is ignored. This phenomena has been well studied by several

authors [171, 172, 173, 82, 58, 174, 175, 144, 129, 176, 177, 178, 179, 51, 52, 180].

For the case when velocity field contains a higher wave-number, Galanti et al [181]

obtained a slow growth of magnetic energy below Rmc. One of the major findings of

this Chapter is that, at the same wave-numbers we get a faster kinematic dynamo

action with Rm above Rmc. I explore the parameter regime further in search of

other fast kinematic dynamos.

The growth of magnetic energy under the action of any such chaotic flow can be

divided into two parts, i) the kinematic regime where the plasma flow stretches

the magnetic field lines giving rise to an exponential growth of magnetic field and

ii) the nonlinear, self-consistent regime where the magnetic field generates Lorentz

force strong enough to modify the topology of the background plasma flow, resulting

in a saturation of the growth rate of the magnetic field [182, 183]. There exists a

huge literature about the back-reaction of magnetic field on velocity field and a very

popular model called α and β dynamos exist [184, 185]. However, these models are

perturbative models and does not consider the complete nonlinear back-coupling

to the full extent when the magnetic energy is of the order of kinetic energy. In

this DNS simulation, I do not assume any such perturbative ordering and treat the

complete nonlinear back-reaction of the magnetic field to the flow field.

In the kinematic regime, the growth of magnetic field is found to exponentially rise

without bound after crossing a critical threshold Reynolds number (Rmc). When the

backreaction is not negligible, (I dub this case as self-consistent dynamo as against

kinematic dynamo) the dynamo saturates when it enters the nonlinear regime. At

very low magnetic Prandtl number (Pm � 1), the self-consistent dynamo has been
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studied in detail [186, 187, 188, 189, 190, 182, 181, 191, 192, 193]. A detailed review

of the ABC flow leading to kinematic dynamo action is due to Galloway [144]. How-

ever, in the solar convection zone, unprecedentedly high resolution simultion with

Prandtl number unity (Pm = 1) has been shown to produce global-scale magnetic

field even in the regime of large Reynolds numbers [46]. For Pm = 1 and Reynolds

number Rm > Rmc, I extend my search for faster self-consistent dynamos when

the initial velocity and forcing scales contain higher wave-number. I also address

the cases where the Alfven speed and sonic speed differ significantly. I see that

the backreaction of the magnetic field alters the ABC flow profile and thereby the

growth of magnetic energy itself gets affected. I notice three distinct growth rates

in the magnetic energy solely because of the inclusion of the backreaction of the

magnetic field on the velocity field.

In the present Chapter, I analyse both kinematic and self-consistent dynamo phe-

nomena using a 3D weakly compressible MHD spectral solver MHD3D in Cartesian

co-ordinate with periodic boundary condition ar Pm = 1. In particular, the following

aspects of dynamo action under ABC flow have been studied in detail:

• Above threshold or critical Reynolds number (say, Rmc), the growth rate of

kinematic dynamo process increases with velocity scale containing higher wave

numbers.

• Above threshold or critical Reynolds number (Rmc), the growth rate of self-

consistent dynamo also increases, with velocity and forcing scales containing

higher wave numbers.

• For super Alfvenic flows, when strong self-consistent dynamo action occurs,

the effect of interplay of energy between magnetic and kinetic modes leads to

saturation of the growth of magnetic energy at late times.
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• The effect of weakly compressibility on the self-consistent dynamo action for

a visco-resistive magnetohydrodynamic plasma.

• For ABC flow to start with, both for kinematic as well as self-consistent dy-

namo action, the magnetic energy is primarily contained in the intermediate

scales.

In general, the chapter is devoted for the hunt of optimum parameter regime that

gives fastest dynamos. Alexakis [33] showed that, growth rate of dynamo action is

fastest for ABC flows. Sadek et. al. [130] have shown that the growth rate is highest

when intermediate scales are forced. However, in their calculation, the back-reaction

of the magnetic field via Lorentz force was neglected. In my calculation I perform

the full non-linear evolution of MHD equations with the Lorentz force term in-

cluded. From the preliminary numerical results, it is observed that, unlike Sadek et.

al. [130], the magnetic energy spectra shows a positive exponent indicating the ex-

istence of short scale/fluctuation dynamo only when the back-reaction is considered.
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5.2 Governing Equations

The basic equations governing the dynamics of the magnetohydrodynamic fluid are

as follows:

∂ρ

∂t
+ ~∇ · (ρ~u) = 0 (5.1)

∂(ρ~u)
∂t

+ ~∇ ·
[
ρ~u⊗ ~u+

(
P + B2

2

)
I− ~B ⊗ ~B

]
= µ∇2~u+ ρ~f (5.2)

∂ ~B

∂t
+ ~∇ ·

(
~u⊗ ~B − ~B ⊗ ~u

)
= η∇2 ~B (5.3)

where P = C2
sρ and ~f =


A sin(kfz) + C cos(kfy)

B sin(kfx) + A cos(kfz)

C sin(kfy) +B cos(kfx)

 .

In this system of equations, ρ, ~u, P and ~B are the density, velocity, kinetic pressure

and magnetic field of a fluid element respectively. µ and η denote the coefficient of

kinematic viscosity and magnetic resistivity. As mentioned in Chpater 2, µ and η

are assumed to be independent of space. However the effect of spatial variation can

be incorporated in the Code and is discussed at length in the Chapter 6. I represents

the unit matrix and the symbol ‘⊗’, the tensor product between two vector quan-

tities (see Chapter 2). The kinetic Reynolds number (Re) and magnetic Reynolds

number (Rm) are defined as Re = U0L
µ

and Rm = U0L
η

where U0 is the maximum

velocity of the fluid system to start with and L is the system length. ~f represents the

external forcing applied to the system through velocity perturbations where A,B,C

governs the magnitude of the forcing and kf indicates the length-scale at which the

fluid is perturbed. I also define the sound speed of the fluid as Cs = U0
Ms

, where,

Ms is the sonic Mach number of the fluid. The Alfven speed is determined from

VA = U0
MA

where MA is the Alfven Mach number of the plasma. The initial seed

magnetic field present in the plasma is determined from the relation B0 = VA
√
ρ0,
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where, ρ0 is the initial density profile of the fluid which is known to be uniform.

5.3 Parameter Details

Galloway and Frisch [82] showed for the first time that a critical dependency on the

magnitude of magnetic resistivity (Rm) for kinematic dynamos. Later this result

was further tested and reproduced with much greater accuracy and resolution in

several other independent studies [129, 180]. The observation that, within a 2π

periodic box, for algorithms depending on spectral solvers, the smallest features in

magnetic field appear at scales of order Rm−1/2, indicates that the grid size required

to resolve a given Rm scales like Rm1/2 [58]. I choose, N = 64 which resolves Rm

values upto 642 = 4096 and keep my parameters fixed at Rm = 450 (where the

growth rate of dynamo was found to get saturated [58]) well within the resolution

threshold. Also the result of Sadek et al [87] confirms that most of the kinetic and

magnetic energy content remains within the large scales, even when the driving

wave-number is kept at intermediate scales (at least upto kf = 16). This sets limit

to my choice of maximum driving wave number (kf = 16) at the grid resolution

N = 64.

Throughout my simulation, I set N = 64, L = 2π, δt = 10−4, ρ0 = 1. For some

test runs the grid resolution is increased from N = 64 to N = 128 for both kinematic

and self-consistent cases, but I found no significant variation of the physics results.

The initial magnitude of density (ρ0) is known to affect the dynamics and growth

rate of an instability in a compressible neutral fluid [95, 96]. However, in present

case I start with the constant initial density, fixed at ρ0 = 1 for all the runs. I find

that the density remains the same with time as the simulation evolves. Effect of

variation of density over the space is a future study and is addressed in Chapter 6.
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I check my code with smaller time stepping (δt) keeping the grid resolution N = 64.

No deviation from the results were observed with such test runs.

The kinematic viscosity is controlled through the parameters Re and to guarantee

similar decay of kinetic and magnetic energy, I set Re = Rm everywhere. Next I

vary the Alfven speed throughMA and observe the effect of these parameters on the

dynamo action. I also change the magnitude of forcing by controlling the values of

A,B,C and the length-scale of forcing through kf .

The OpenMP parallel MHD3D code is run on 20 cores for 9600 CPU hours for a

single run with parameters mentioned above and got the following results.

5.4 Simulation Results

In this Section I start with the initial values chosen for the simulation and then

identify the critical parameter to excite the short scales in the plasma leading to

a self-consistent dynamo. Finally I comment of the parameter dependency of the

growth rates of both kinematic as well as the self-consistent dynamo.

5.4.1 Initial Profile of Density, Velocity and Magnetic Field

I start with the initial condition ρ = ρ0 as a uniform density fluid, the initial velocity

profile as ux = U0[A sin(kfz) + C cos(kfy)], uy = U0[B sin(kfx) + A cos(kfz)], uz =

U0[C sin(kfy) + B cos(kfx)] and the initial magnetic field as Bx = By = Bz = B0.

I keep the initial profiles of all the fields identical throughout this Chapter unless

otherwise stated.
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Figure 5.1: (Color online) Transition to dynamo like regime with the increase ofMA

from coherent nonlinear oscillation regime. B2(t)/B2(0) shows the normalised mag-
netic energy as the Alfven velocity changes with variation of MA. Thus a growth in
normalised magnetic energy indicates a dynamo like phenomena to occur. However,
at large MA, a saturation is found.

5.4.2 Transition to Self-Consistent Dynamo: Initial value

problem

For MA ∼ 1, a coherent nonlinear oscillation is reproduced as reported earlier [36].

As MA is moved up from unity, the oscillation persists alongwith the generation of

other modes into the system. Thus as can be found from Fig. 5.1, the magnetic

energy does not come back to its initial value after one period of oscillation. Upon

further increment of Alfven Mach number, the linear dependency of the frequency of

oscillation breaks down and persistent magnetic field starts to generate. Finally, the

growth of magnetic energy reaches a maximum. From Fig. 5.1, it can be seen that,

the normalised magnetic energy at MA = 102 & 103 does not differ significantly,

indicating a saturation of the growth. However, such saturation does not occur in

the driven cases where, the plasma is driven continuously using an external drive

which pumps in kinetic energy to the system. Such phenomena is further explored

in the next section of the Chapter.
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5.4.3 Kinematic Dynamo: Driven velocity field

The phenomenon of magnetic energy growing exponentially with time for a statis-

tically steady flow, where the velocity field is held fixed in time or driven, is called,

kinematic dynamo action. Arnold-Beltrami-Childress (ABC) flow being a steady

solution of Euler equation, sets the premise to study the kinematic dynamo prob-

lem. For ABC flow, kinematic dynamo was first addressed by Arnold et al [194] at

magnetic Reynolds number (Rm) between 9 and 17.5. Galloway et al [82] found a

more efficient dynamo effect with much higher growth rate after Rm = 27 break-

ing certain symmetries of the flow. Later on, the study had been extended for the

parameters where A, B, C are not equal [58]. The threshold Rm for a kinematic

dynamo has been well explored [195, 189, 196, 197]. The real part of the growth rate

of the magnetic energy for increasing Rm is found to increase while the imaginary

part decreases continuously [58]. ABC flows with different forcing scales (kf , 1)

providing kinematic dynamo has been explored by Galanti et al [181] and more

recently by Archontis et al [192] and M Sadek et al [130].

First I reproduce the previous results and then choose an optimal set of working

parameters. The motivation behind choosing the parameters are explained in the

previous Section i.e. motivation is to generate short scales in our results. I give the

following runs (Table 5.1) to explore the parameter regime of a kinematic dynamo

problem.

Effect of Magnetic Resistivity [KR Series]

Effect of magnetic resistivity (η) through the magnetic Reynolds number (Rm) has

been widely studied in past [58, 58, 181] and in recent years [129]. First I reproduce

the previous results by Galloway et al [58] using my code [Runs: KR1, KR2, KR3].

Similar to the previous study [58] I choose U0 = 1, A = B = C = 1, kf = 1. I
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Name kf MA Rm
KF1 1 1000 450
KF2 2 1000 450
KF3 4 1000 450
KF4 8 1000 450
KF5 16 1000 450
KM1 1 100 450
KM2 1 1 450
KM3 1 0.1 450
KR1 1 10 450
KR2 1 10 200
KR3 1 10 120

Table 5.1: Parameter details with which the simulation has been run for kinematic
dynamo problem.

time evolve only Eq. 5.3 for the initial time data mentioned above for magnetic

Reynolds number Rm = 120, 200, 450 and obtain the identical growth of magnetic

field as Galloway et al [58]. This result is shown in Fig 5.2. I also reproduce the real

and imaginary part of the eigenvalue obtained previously [58]. The critical value

of onset of kinetic dynamo action is found to be Rm = 27 (See Chapter 2, Section

1.5.2, Fig. 1.18-20).

I obtain the energy spectra of the kinematic dynamo from ABC flow [Fig.(5.3)]

and observe energy is not only contained in large scales rather, the energy contained

in the intermediate scles are quite large. I observe a k 7
10 scaling of magnetic energy

at the resolution used here.

Effect of Forcing Scale [KF Series]

The effect of forcing scale on the growth rate of magnetic energy has been earlier

studied by Galanti et al [181] for kf = 1 to 10 for Rm values upto Rm = 45. For the

kinematic dynamo case, Galloway and Frisch ([58]) have shown that, even though

the critical value of Rm for kinematic dynamo action for ABC flow is Rmc = 27, the

growth rate monotonically increases until Rm = 350. In the past work of Galanti et
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Figure 5.2: Kinematic Dynamo effect reproduced using the identical parameter
regime (A = B = C = 1, kf = 1) by Galloway et al [58]. The grid resolution
is 643 which is close to the value 603 that was taken by Galloway et al [58]. The
growth rates of magnetic energy
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of kinematic dynamo are found to

increase as Rm is increased. The oscillation frequency of the magnetic energy is
also found to be similar as Galloway et al [58]
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Figure 5.3: Magnetic energy spectra at different times for ABC flow with the iden-
tical parameter described in Fig. (5.2) with Rm = 450. The energy content in the
large scales at late times shows that the short scales are equally important for a
kinematic dynamo obtained from ABC flow.
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al [181] it was found that kf = 2 has higher growth rate than kf = 1 for Rm = 45.

Also changing Rm from 12 to 20 did not affect the growth rate for different kf

much. In my case, I keep the forcing length scale at kf = 1, 2, 4, 8, 16 holding the

Rm = 450 much above the critical value (Rmcrit = 27) of onset of kinetic dynamo

for kf = 1 (where imaginary part of the eigenvalue (2γ) is undetectably small) and

in the regime where the growth rate does not vary much with the further increase of

Rm. [Runs: KF1, KF2, KF3, KF4, KF5] The growth rate of normalised magnetic

energy, B2

B2
0
, is found to increase as kf is increased [Fig.5.4, 5.5]. However, the growth

rate (2γ) saturates as kf is increased for U0 = 0.1[5.5. A similar saturation was also

observed earlier at Rm = 12 and 20 [181].

The late time dynamics is found to be widely different for different driving fre-

quencies (kf ) [Fig.5.4,5.5]. For a kinetic dynamo problem similar transient behaviour

(kf = 16 and 8 in Fig. 5.5) starting from a typical initial condition has been ad-

dresses previously in detail [129]. It was found that when the fastest growing eigen-

mode is not excited, it takes some time for the fastest eigenmode to overcome the

initially excited mode and hence the crossover happens at a later time. Even for a

self-consistent dynamo under external forcing, similar result was earlier obtained by

Galanti et al [181] for A = B = C = 1, kf = 1 and Re = Rm = 12.

Effect of Alfven Speed [KM Series]

The Alfven speed is defined as VA = U0
MA

. If MA < 1; VA < U0 and the plasma is

called Sub-Alfvenic. Similarly if MA > 1, the plasma is Super-Alfvenic. For kinetic

dynamo problem, the growth rate of magnetic energy is found to be independent

of the magnitude of MA. [Runs: KF1, KM1, KR1, KM2, KM3] I check the growth

rate for MA = 0.1, 1, 10, 100, 1000 and for every case the growth rate of dynamo is

found to be identical as shown in Fig. 5.6 and 5.7 unlike the self-consistent case

discussed in the next subsection.
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Figure 5.4: Kinematic Dynamo effect for different driving frequency (kf ). The mag-
netic energy is normalised with the initial magnitude at time t = 0. The parameters
chosen are A = B = C = 1 and Re = Rm = 450 with U0 = 1 and MA = 1000. The
initial growth rates are found to grow as kf is increased.
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Figure 5.5: Kinematic Dynamo effect for different driving frequency (kf ). The nor-
malised magnetic energy is defined as
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. The parameters

chosen are A = B = C = 1 and Re = Rm = 450 with U0 = 0.1 and MA = 1000.
The initial growth rates are found to grow and saturate as the kf is increased.

168



CHAPTER 5. SELF CONSISTENT DYNAMO

 1e-06

 0.0001

 0.01

 1

 100

 10000

 1e+06

 1e+08

 1e+10

 0  10  20  30  40  50

M
ag

ne
tic

 E
ne

rg
y

Time

MA = 1000

MA = 100

MA = 1

MA = 0.1

MA = 0.01

Figure 5.6: Kinematic Dynamo effect for different driving frequency (MA). The
parameters chosen are A = B = C = 1 and Re = Rm = 450 with U0 = 1. The
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energy for ABC flow with MA = 1000 and kf = 1 for a long time with

initial flow profile as ABC flow.

5.4.4 Dynamo with Back-Reaction or Self-Consistent Dy-

namo

A self-consistent dynamo represents a situation where the magnetic energy grows ex-

ponentially for a plasma where the plasma itself evolves in time. Hence the velocity

field is not externally imposed like a kinematic dynamo, rather it has a dynamical

nature. The time evolution of the velocity field is generally governed by the Navier-

Stokes equation including the magnetic feedback on the velocity field. In order to

simulate such a scenario, I time evolve all the three equations, viz. Eq. 5.1, 5.2, 5.3.

A result for parameters MA = 1000 and kf = 1 for initial flow profile ABC is given

in Fig. 5.8.

I change the forcing scale, Alfven velocity and compressibility to observe the effect

on the dynamics of the fields.
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Figure 5.9: Self-consistent dynamo growth of kinetic and magnetic energy for two
different initial conditions with MA = 1000 and kf = 1. The initial growth rate of
magnetic energy for ABC initial flow profile is found to be identical with that of
random field profile.

I turn on external forcing to the velocity field. I keep the nature of forcing as fx =

A sin(kfz)+C cos(kfy), fy = B sin(kfx)+A cos(kfz), fz = C sin(kfy)+B cos(kfx).

I keep A = B = C = 0.1 and U0 = 1 throughout all the calculations and fix

Re = Rm = 450. In case of an external forcing the initial memory is lost and hence

the sensitivity to the initial condition is expected to be lost. I redo my numerical

calculations for an initial random velocity field profile and find that the basic na-

ture of dynamo effect does not get affected as shown in Fig. 5.9. The saturation

regime for both the kinetic (sum over all velocity modes) and magnetic (sum over

all magnetic modes) energies remain the same though the two systems are evolved

from different initial conditions. I perform the following runs (Table. 5.2) using my

code to understand the externally forced ABC flow dynamo process.

Now I vary U0 and the magnitude of A,B,C keeping A = B = C for all the cases.

I run my simulation for U0 = 0.1, 0.2, 0.3, 0.4, 0.5 keeping A = B = C = 0.1 and

see the trend of dynamo action is identical for all values of U0 [Fig. 5.10]. Next I

vary the values of A = 0.1, 0.1, 0.3 keeping A = B = C and U0 = 0.1. I see faster
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Name kf MA Ms

FDF1 1 1000 0.1
FDF2 2 1000 0.1
FDF3 4 1000 0.1
FDF4 8 1000 0.1
FDF5 16 1000 0.1

FDMA1 1 100 0.1
FDMA2 1 10 0.1
FDMA3 1 1 0.1
FDMA4 1 0.1 0.1
FDMS1 1 100 0.2
FDMS2 1 100 0.3
FDMS3 1 100 0.4
FDMS4 1 100 0.5

Table 5.2: Parameter details with which the simulation has been run for the exter-
nally forced self-consistent dynamo problem.

growth of dynamo with higher values of forcing through the magnitudes of A, B

and C [Fig.5.11].

Effect of Forcing scale

A self-consistent dynamo with external forcing has been studied earlier by Galanti

et al [181] for incompressible plasma with U0 = 1 A = B = C = 0.1, Re & Rm

upto 20 (below Rmc = 27), and kf = 1, 2, 4. I change the length scale of forcing

(kf ) on the velocity field keeping U0 = 0.1, A = B = C = 0.1, Re = Rm = 450,

Ms = 0.1 and MA = 1000 as fixed parameters. [Runs: FDF1, FDF2, FDF3, FDF4,

FDF5] From Fig. 5.12 I find, the growth rate of magnetic energy increases while

that of kinetic energy decreases as kf is increased. The case kf = 16 in Fig. 5.12

shows a delayed dynamo action. A possible explanation of this late time dynamo

action is the excitation of a slow eigenmode to start with, which gets overpowered

by the fastest eigenmode excited later. The identical phenomena I have seen in

the kinematic dynamo section [Fig. 5.5]. From Fig. 5.12 I also note that though

externally forced, the saturation regime of both kinetic and magnetic eneries goes

downwards as kf is increased. This is so, because the forcing scale also has a wave
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Figure 5.10: Self-Consistent dynamo growth of kinetic and magnetic energy for five
different initial velocities viz. U0 = 0.1, 0.2, 0.3, 0.4, 0.5, with MA = 1000, A = B =
C = 0.1 and kf = 1. The initial growth rate of magnetic energy for ABC initial flow
profile is found to be identical for all initial magnitude of velocities.
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Figure 5.11: Self-Consistent dynamo growth of kinetic and magnetic energy for three
different forcing magnitudes A = 0.1, 0.2, 0.3 having A = B = C, with MA = 1000
and kf = 1. The initial growth rate of magnetic energy for ABC initial flow profile
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Figure 5.12: Self-Consistent dynamo growth of kinetic and magnetic energy for
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forcing decreases as kf is increased.

number term within it which helps to drain out energy through viscous dissipation,

if a higher wavenumber (kf ) is excited.

Effect of Alfven Speed

I change the Alfven Mach number (MA) of the plasma, keeping U0 = 0.1 A = B =

C = 0.1, Re = Rm = 450, Ms = 0.1 and kf = 1.

I analyse the runs: FDF1, FDMA1, FDMA2, FDMA3. By choosing MA =

1, 10, 100 and 1000 I set the Alfven Velocity VA = U0
MA

= 10−1, 10−2, 10−3 and 10−4

respectively. For ρ0 = 1, VA = B0, the initial magnitude of the seed magnetic field

profile. As I start from a lower value of B0, the growth rate of the magnetic energy

increases rapidly. This is quite similar to the kinematic dynamo action with a dis-

tinct difference. In kinematic dynamo there was no saturation of magnetic energy.

On the other hand, in forced self-consistent dynamo, there is a saturation value of

the magnetic field. This saturation is believed to be due to the backreaction of

174



CHAPTER 5. SELF CONSISTENT DYNAMO

the magnetic field on the velocity field through the Lorentz force term. The strong

magnetic field generated through the dynamo process, starts affecting the topology

of the velocity field in turn affecting its dynamics. Thus the modified velocity field

no longer remains a ABC flow and finally the dynamo saturates. The effect of such

magnetic feedback on the velocity field is shown in Fig 5.13 for MA = 1, 100, 1000.

I make the following observations from Fig 5.13.

• I notice that, for both the cases MA = 100 and 1000 there exists three distinct

slopes. At the beginning, the magnetic energy starts exponentialy increasing with

time. Once it gets amplified by around four orders of magnitude, the exponent of

increament suddenly falls down for both the cases MA = 100 and 1000. After that,

the magnetic energy again starts increasing with higher exponent.

• It is also note-worthy that, the initial growth rate of the magnetic energy for

MA = 100 and 1000 are identical though they differ later on. Thus I understand it

as similar to Kinematic dynamo (5.7) where the backreaction is negligible. However,

at later time because of the difference in the strength of the backreaction, the slopes

of increament of the magnetic energy in logarithmic scale differ.

• I also find that when the growth of the dynamo is of several orders of magnitude

(for higher values of MA) the kinetic energy also grows faster though ultimately

both kinetic and magnetic energies saturate at the same value.

• I see that, independent of the strength of the seed magnetic field, the saturation

regime of the kinetic and magnetic energies are the same.

Thus I conclude from the above observations that, if the velocity field is ABC

forced, whatever be the seed magnetic field, the dynamo effect becomes possible

in super Alfvenic systems and the dynamo action is quite strong leading the final

magnetic energy comparable to the kinetic energy.
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Figure 5.13: Self-Consistent dynamo growth of kinetic and magnetic energy for
MA = 1, 100, 1000. The back-reaction of magnetic field on velocity field is found to
affect the growth rate and dynamics of velocity field. This effect is captured in the
time evolution of kinetic energy for different MA.

Energy Spectra

Now I analyse the kinetic and magnetic energy spectra of the self-consistent dy-

namo action at different times for U0 = 0.1, A = B = C = 0.1, kf = 1, MA = 1000,

Re = Rm = 450. Initially the energy content was limited to the fundamental mode

only. But in course of time the kinetic energy shows a k−5/3 spectra while the mag-

netic energy shows a k0.7 spectra identical to the kinematic dynamo phenomena.

However it is worth notable that the growth of magnetic energy in intermediate

scales is much slower than that of the kinematic dynamo as can be found in Fig.5.3

Effect of Compressibility

I start with a initial profile ~∇·~u = 0 = ~∇· ~B and set the forcing term which also leads

divergence-free velocity profile. However I nowhere impose the incompressibility cri-
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Figure 5.14: Kinetic energy spectra for self-consistent dynamo with U0 = 0.1, A =
B = C = 0.1, kf = 1, MA = 1000, Re = Rm = 450.
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Figure 5.15: Kinetic energy spectra for self-consistent dynamo with U0 = 0.1, A =
B = C = 0.1, kf = 1, MA = 1000, Re = Rm = 450.
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Figure 5.16: Growth of kinetic and magnetic energy for Ms = 0.1, 0.2, 0.3, 0.4, 0.5
at MA = 100. The growth rate does not get much affected with the change of
compressibility.

teria for the mhd plasma during the time evolution. Thus, I change the compressibil-

ity of the plasma by changing the sonic Mach number (Ms), keeping the parameters

identical to section 5.3. I keep U0 = 1 A = B = C = 0.1, Re = Rm = 450,

MA = 100 and kf = 1. [Runs: FDMA1, FDMS1, FDMS2, FDMS3, FDMS4] I run

my simulation in incompressible Ms = 0.1, 0.2, 0.3 limits first. In two dimensions

for a hydrodynamic problem I check my results for a Kelvin-Helmholtz like problem

and found good agreement upto at least Ms = 0.8. Here, I run My code for some

weakly compressibleMs = 0.4, 0.5 cases. I do not find any distinguishable change in

the growth rate of the dynamo process (Fig. 5.16) at least in the primary evolution

phase.

5.5 Summary and Future Works

In this Chapter I have analysed several phenomena of a magnetohydrodynamic

plasma under ABC flow. Mostly, I have concentrated on parameter space that
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reveals the transition to self-consistent dynamo phenomena. I have found param-

eter namely Alfven Mach number, which leads to self-consistent dynamo action at

very high values and in the other limit, gives rise to nonlinear coherent oscillations

in the form of large amplitude Alfven waves discussed at length in Chapter 3. Rest

of the Chapter is dedicated to parameter search for ‘Fast’ dynamos using Arnold-

Beltrami-Childress flow, since this flow is well-known to produce ‘fast’ kinematic

dynamos. In particular, the following observations are made out of this Chapter.

• First I study the kinematic dynamo effects where the velocity field is the ABC

flow - a known solution of Euler equation. At different wave-numbers of the flow,

I see that the growth rate of the magnetic energy in the kinematic dynamo case

increases as kf is increased.

• In case of an ABC forced velocity field for the self-consistent dynamo problem

seems to show similar variation with kf , though now the dynamo action becomes

very prominant. The magnetic energy grows upto the order of kinetic energy when

I remain in the super Alfvenic regime.

• The magnetic energy is found to be contained primarily in the intermediate

scales in wave-number.

The compressibility however has not been found to affect the results for the weakly

compressible cases. From the energy spectra for kinetic and self-consistent dynamos,

it is rather obvious that the resolution 643 and the corresponding kmax is not suf-

ficient to see a numerically converged spectra at all k’s, asympototically speaking.

Convergence at high k values meaning reduced power in high k-modes asymptot-

ically in time contributing to magnetic and kinetic energies is desirable. It would
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be pertinent to give large N runs, larger than 643. The effect of variation of initial

density (ρ0) on the dynamo effect can be an interesting piece of study and will be

discussed in Chapter 6.
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Conclusion

6.1 Introduction

In this Chapter, I summarize the major findings and future scope of present Thesis.

Starting from the development of a new code GMHD3D from scratch all the details

are provided in Chapter 2 of this Thesis. Next in Chapter 3, I discuss issues when

only a few large scales are excited. I observe large amplitude coherent oscillations

of energy between kinetic and magnetic modes due to the excitation of dispersion-

less nonlinear Alfven waves in the medium. Further in Chapter 4, I discuss cases

within the premise of single fluid magneto-hydrodynamics model, when only the

short scales are excited, how does some flows recur periodically after going through

a complete nonlinear destruction. In Chapter 5, I go into the other limit where,

large as well as the short scales are excited. I identify a parameter, namely Alfven

Mach number, that acts as a control parameter to excite such short scales in the

medium. In the later part of the Chapter, I delve into identifying parameters which

gives rise to ‘fast’ dynamos.

It is to be noted that, all the phenomena studied in this Thesis are the outcome
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of a few coupled fundamental equations of hydrodynamics and Maxwell’s equations,

capable of modelling plasmas. The non-linear coupled partial differential equations

are known to be hard to solve analytically. Thus the long time prediction of any

given initial state of such plasma has been found to become increasingly challeng-

ing to study through analytical approaches. The linear approximations of these set

of equations are well studied over several decades. However the nonlinear evolu-

tion has been found to be quite difficult to study analytically. Over the time, the

progress of computer simulation techniques, enabled people to extensively study the

approximate solutions of such coupled nonlinear equations. In course of time, the

need for first principle simulation of plasma has become increasingly important and

with the improvement of computer hardwares and softwares, new algorithms has

been developed to study the same. Such study has opened a new era in the area of

plasma physics enabling us to probe nearer to the problems faced in the experimen-

tal projects of plasma science.

Here in this Thesis development of one of such codes from scratch is discussed in

detail and the trial to improve the performance of the code is also discussed. After

that, using the code, several non-linear problems are addressed and some of them

are solved. The individual problems are addressed in Chapter 3, 4 & 5. Finally I

end with the limitation of my code. It has been found that, as we increase the value

of MA, the generation of short scales become prominent and thus the need for a

code that is capable of high resolution runs is highly essential.

6.2 Summary

The Thesis describes the details of the development of a numerical solver G-MHD3D

capable of solving single fluid Magnetohydrodynamic equations in three spatial di-
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mensions with periodic boundary. The benchmarking details of the code at different

limits have been well explained and the normalisation of the basic equations used

are also distinctly identified in the first part of Chapter 2. The basic spatial dis-

cretisation technique used in the code is a spectral one. The finite-difference based

schemes fall short to fit the purpose of long time simulation that is neded to ad-

dress the physics issues mentioned above. Thus in this thesis, stress is given on the

judicious choice of schemes that fit to the long time accurate simulation purpose.

That is why I choose pseudo-spectral method which is fast and give low phase or

dispersion error in the long time simulation of the code [35]. Also the time dis-

cretisation is checked by several schemes like Runge-Kutta 4, Predictor-corrector,

Adams-Bashforth technique. It is found that all the schemes give identical result

upto the toleration limit of the precesion used in the code. Because of the pressing

demand of the physics results, the code has to be parallalised in graphics processing

unit for better performance. The parallelisation and compilation procedure, perfor-

mance results are also described in detail towards the end of the Chapter 2.

In Chapter 3, energy exchange phenomena has been studied for a wide range of

parameters using this code - G-MHD3D. Using direct numerical simulation of the

MHD equations the energy has been found to cascade through both kinetic as well

as magnetic channels giving rise to coherent nonlinear oscillation. Such oscillation is

found to exist for both two dimensional and three dimensional cases. An analytical

study has been carried out using the finite mode expansion of the incompressible

two dimensional MHD equations and similar observation is found for the identical

parameter. A criticism of the analytical study is also delineated pointing out the

limitation of the theory. The parameters for which the analytical study fails are

identified. The failure of the analytical approach and the extensive parameter study

has actually motivated the detailed discussion of the problems addressed in Chapter

5 of this thesis.
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Chapter 4 is dedicated to look into the structures of the magnetic and kinetic iso-

surfaces generated from the coherent nonlinear oscillation described in Chapter 3. It

is shown that, even though, coherent nonlinear oscillation persists for several flows,

some flows reconstructs back the initial condition and some not. The reconstruc-

tion of the initial condition is named as “Recurrence”. In past recurrence has been

observed in many electrostatic systems in both one and two dimensions. However,

I demonstrate recurrence in electromagnetic systems in three dimensions and find

that the cause of recurrence in a single fluid MHD model is fundamentally different

from the previous studies. An analytical study is employed to study the number of

effective active degrees of freedom of the system. The quantity measured is known

as Rayleigh Quotient. For flows that recur, it is found that the Rayleigh Quotient

is bounded as expected from the theory developed by Birkhoff in his book, “Dy-

namical Systems” [71]. On the other hand, it is found that the Rayleigh Quotient

is unbounded for the other flows that does not recur.

In Chapter 5, I describe the opposite limit of the study described in earlier Chap-

ters. Chapter 3 & 4 were dedicated to simulations where the high wave numbers

were not excited. In this Chapter, a suitable parameter is found that excites short

scales in the plasma in a controlled manner. Alfven Mach number (MA) is found

to be the key parameter. Starting with the identical flows described in the previous

chapters, only the single parameter MA, is varied and mean magnetic field gener-

ation is found. For driven flows, the energy spectra of both the kinetic as well as

magnetic energy is studied. The kinetic energy spectra is found to have a slope of

−5/3, as predicted by A. N. Kolmogorov in 1941 [54]. Surprisingly for MHD plasma

driven with chaotic fields, is found to show a 0.7 scaling indicating prominancy of

small scale structures. Finally, the growth rate of the magnetic field generation is
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also studied for a wide range of parameters. Key parameters are identified what

causes rapid growth rate of such small scale turbulent dynamo action. However, it

has to be stressed that, as I increase the Alfven Mach number (MA), the tendencyto

dynamo action appear and consistently the short scales starts getting generated.

Thus, the present code with 643 resolution fails to resolve the effect and the scaling

of kinetic and magnetic energy spectra gets severely truncated. Thus a new version

of the code that can handle high resolution runs is very important to generate which

is expected to throw more light into the large scale simulation of such problem and

will help to identify the physics issues happening in such problems in a better way.

6.3 Future Work

The further development of the code to increase the performance results is itself a

challenging task. However, as described in Chapter 5, the problems addressed need

further resolution of the code for which the performance fo the code needs to be

increased. Below, the future works of this project is described.

• In Chapter 2, the single fluid equations are derived and the approximations

are specifically mentioned. I assume that, the electrons, due to their high

mobility, always form a Boltzmann distribution around the ions. Thus there

is no large scale electric field is produced due to charge separation. However,

implementing ions and electrons as two different fluids will make the observa-

tions more robust. As can be expected, the computational cost will be very

high for the case and needs even smarter parallelisation.

• µ & η are assumed to be space independent in the code MHD3D. However,

it can be implemented in code as space-dependent variable. However, in that

case, the spatial derivatives will also appear in the governing equations and

thus the computation will consume more time to perform.
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• Initial density is known to affect the dynamics of the plasma [96, 95]. Both in

Chapter 3 & 4 I for all the cases considered, I have assumed the initial density

is uniform and thus it is interesting to perform a study with different initial

density which is not uniform. A detailed study can be a subject of future

study.

• The single fluid equations mentioned in Chapter 2 does not incorporate the

effect of spatial gradient of temperature. Such a term can be added in the

RHS of Navier-Stokes equation mentioned in Chapter 2. However, the closure

will have to be chosen carefully and hence some more spatial derivatives in the

system of equations will hamper the performance of the code.

• A source term added to the continuity equation solved in G-MHD3D may

help in involving driven-dissipative limits of MHD. It should not affect the

performance of the code since, such calculation will not cause any extra Fourier

transfor to evaluate. Thus such term can be readily added into the code and

its effect can be checked in the results obtained in Chapter 3, 4 and 5.

• A siutable theory that can be used to explain the three dimensional incom-

pressible MHD equations needs to be developed. Also the approximate theory

I use in Chapter 3 only addresses the incompressible equations. Apart from

that, the critical limitation of the theory is also described in the same Chapter.

It would be helpful if a theory can be developed which can handle cases at

different Alfven Mach numbers as required in the dynamo problems mentioned

in Chapter 5.

• A better quantitative measure for recurrence phenomena would have been

perfect. Also the viscous regularisation of the 3D MHD equations show a

deviation of the isosurfaces from its initial condition. Thus a direct numerical

simulation using the conservative regularisation as mentioned in Chapter 4

would have been more appropriate to study recurrence phenomena.
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• The optimisation of the multi-GPU code is very essential. In Chapter 5, I

identify that the kinetic and magnetic energy spectra showed a severe trun-

cation. Thus an optimised multi-GPU code is expected to perform better

than the present one and should be able to solve the problem. Currently a

multi-GPU code is developed in collaboration with NVIDIA, Bengaluru. How-

ever, its performance does not allow us to fit our purpose. The out-of-place

Fourier transforms should be changed to in-place Fourier transform such that

the memory requirement of the code gets reduced and hence it is expected to

make the code faster at large grid size consequently.
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‘At this time of my parting, wish me good luck, my friends! The sky is flushed with

the dawn and my path lies beautiful.

Ask not what I have with me to take there. I start on my journey with empty hands

and expectant heart.

I shall put on my wedding garland. Mine is not the red-brown dress of the

traveller, and though there are dangers on the way I have no fear in my mind.

The evening star will come out when my voyage is done and the plaintive notes of

the twilight melodies be struck up from the King’s gateway.’

- Song Offerings (Gitanjali), Rabindranath Tagore.
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